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Preface

The papers in this volume were presented at the 11th Innovations in Theoretical Computer Science (ITCS 2020) conference. The conference was held at the University of Washington in Seattle, WA, USA, January 12-14, 2020. ITCS seeks to promote research that carries a strong conceptual message, for instance, introducing a new concept or model, opening a new line of inquiry within traditional or cross-disciplinary areas, introducing new techniques, or making novel connections between existing areas and ideas. The conference format is single-session and aims to promote the exchange of ideas between different areas of theoretical computer science and with other disciplines. The call for papers welcomed all submissions, whether aligned with current theory of computation research directions or deviating from them. A record 204 submissions were received. Of these, the program committee selected 86 papers. I would like to thank the authors of all submissions, whether accepted or not, for their interest in ITCS.

The program committee consisted of 32 members (plus the chair): Nikhil Bansal, CWI + TU Eindhoven; Nir Bitansky, Tel-Aviv University; Clement Canonne, Stanford; Timothy Chan, University of Illinois at Urbana-Champaign; Edith Cohen, Google and Tel-Aviv University; Shaddin Dughmi, University of Southern California; Sumegha Garg, Princeton; Ankit Garg, Microsoft research; Ran Gelles, Bar-Ilan University; Elena Grigorescu, Purdue; Tom Gur, University of Warwick; Sandy Irani, UC Irvine; Dakshita Khurana, University of Illinois at Urbana-Champaign; Antonina Kolokolova, Memorial University of Newfoundland; Pravesh Kothari, Carnegie Mellon University; Rasmus Kyng, Harvard; Katrina Ligett, Hebrew University; Nutan Limaye, IIT Bombay; Pasin Manurangsi, UC Berkeley; Tamara Mchedlidze, Karlsruhe Institute of Technology; Dana Moshkovitz, UT Austin; Jelani Nelson, UC Berkeley; Merav Parter, Weizmann Institute; Krzysztof Pietrzak, IST Austria; Elaine Shi, Cornell; Piyush Srivastava, Tata Institute of Fundamental Research, Mumbai; Li-Yang Tan, Stanford; Madhu Tulsiani, TTIC; Gregory Valiant, Stanford; Virginia Vassilevska Williams, MIT; Ronald de Wolf, CWI and University of Amsterdam; David Woodruff, Carnegie Mellon University.

I wish to express my heartfelt thanks to them for agreeing to join the committee as well as for investing a great deal of time and effort to evaluate the submissions. I am also grateful to the many subreviewers who assisted with the reviewing process. The local organizer was Shayan Oveis Gharan from University of Washington. I would like to thank him very much for his service. I’m also grateful to Umesh Vazirani, chair of the ITCS Steering Committee, and the entire Steering Committee for their help and guidance in shaping the format of the conference. Finally, I would like to thank all the presenters and the audience at ITCS for making ITCS a wonderful experience.

Thomas Vidick
ITCS 2020 Program Chair
California Institute of Technology
Pasadena, CA, USA
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Abstract
In this paper, we prove a general hardness amplification scheme for optimization problems based on the technique of direct products.

We say that an optimization problem $\Pi$ is direct product feasible if it is possible to efficiently aggregate any $k$ instances of $\Pi$ and form one large instance of $\Pi$ such that given an optimal feasible solution to the larger instance, we can efficiently find optimal feasible solutions to all the $k$ smaller instances. Given a direct product feasible optimization problem $\Pi$, our hardness amplification theorem may be informally stated as follows:

If there is a distribution $D$ over instances of $\Pi$ of size $n$ such that every randomized algorithm running in time $t(n)$ fails to solve $\Pi$ on $\frac{\alpha(n)}{n}$ fraction of inputs sampled from $D$,
then, assuming some relationships on $\alpha(n)$ and $t(n)$,
there is a distribution $D'$ over instances of $\Pi$ of size $O(n \cdot \alpha(n))$ such that every randomized algorithm running in time $\frac{t(n)}{\alpha(n)}$ fails to solve $\Pi$ on $\frac{99}{100}$ fraction of inputs sampled from $D'$.

As a consequence of the above theorem, we show hardness amplification of problems in various classes such as $\text{NP}$-hard problems like Max-Clique, Knapsack, and Max-SAT, problems in $\text{P}$ such as Longest Common Subsequence, Edit Distance, Matrix Multiplication, and even problems in $\text{TFNP}$ such as Factoring and computing Nash equilibrium.
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1 Introduction
The widely believed conjecture $\text{P} \neq \text{NP}$ asserts that the class $\text{NP}$ cannot be decided efficiently on the worst-case. That is, no polynomial time algorithm can decide the satisfiability of a $\text{CNF}$ formula on every instance. However, the worst case hardness of $\text{NP}$ still does not clarify its average-case hardness: how hard is to decide the satisfiability on a uniformly random instance.
Studying the average-case hardness of \(\text{NP}\) has a two-fold motivation. First, it may provide a more meaningful explanation than worst-case complexity about the intractability of \(\text{NP}\)-hard instances actually encountered in practice. In other words, if \(\text{NP}\) is hard only on the worst-case, then the theory of worst-case complexity that has been extensively developed over the last fifty years, might not be a good reflection of reality. Second, hardness on average is the cornerstone of modern cryptography as the security of any nontrivial cryptosystem requires some computational problem to be average-case hard (for some nice distribution). Additionally, showing average-case hardness for functions is a stepping stone towards proving strong derandomization results and the construction of pseudorandom generators.

The study of hardness amplification is the task of connecting the worst-case and average-case hardness. More specifically, based on a worst-case hardness (assumption) one would like to prove the average-case hardness of the problem.

### 1.1 Utopic Theorem of Hardness Amplification

A utopic theorem in the context of hardness amplification would assert that if a function is hard in the worst-case then it implies the average-case hardness for the same function against algorithms with essentially the same running time complexity. More formally it would look as follows:

**Utopic Theorem 1** (A Utopic Hardness Amplification Theorem). Let \(\{f_n\}_{n \in \mathbb{N}}\) be a family of functions. Assume that every algorithm running in time \(t(n)\), fails to compute \(f_n\) on at least \(\gamma(n)\) fraction of inputs. Then there exists a family \(\{g_n\}_{n \in \mathbb{N}}\) of functions, such that every algorithm running in time \(t'(n)\), fails to compute \(g_n\) on at least \(\gamma'(n)\) fraction of inputs.

Ideally, we would like to achieve the above amplification for the following parameters:

1. \(\gamma(n) = O(1/2^n)\) and \(\gamma'(n) = 1/2 - O(1/2^n)\),
2. \(t'(n) \approx t(n)\),
3. \(\{f_n\}_{n \in \mathbb{N}} = \{g_n\}_{n \in \mathbb{N}}\).

We briefly elaborate here why we would like the above three setting of parameters in our utopic hardness amplification theorem. Item 1 would yield a worst-case to average-case reduction, and therefore extend all the lower bounds and hardness results that have been achieved in the theory of worst-case complexity for \(f\) to the average-case complexity of \(g\). In fact, achieving \(\gamma'(n) = 1/2 - O(1/2^n)\) would imply that no algorithm running in time \(t'(n)\) can do much better than randomly guessing the output. Item 2 would imply that our worst-case complexity lower bounds meaningfully translate to lower bounds in the average-case. Item 3 expresses the notion of self-reducability: if we are interested in understanding the average complexity of a problem, our hardness amplification theorem should enable us to do so by analyzing the worst-case complexity of the same problem. In summary, obtaining a hardness amplification result satisfying the three items is in a sense an attempt to bridge the gap between theory and practice. Finally, we remark that our utopic theorems would gain more importance if the family of functions for which we show hardness amplification are natural (in some broad sense).

Specifically, if we prove such a theorem for the family of deciding satisfiability of \(\text{CNF}\) formulas, then we get that the assumption that \(\text{P} \neq \text{NP}\) implies that every polynomial time algorithm fails to decide satisfiability on slightly more that half of the \(\text{CNF}\) formulas.

---

1. In order to succinctly specify the desirable parameters of a hardness amplification theorem, we assume here that \(f_n\) and \(g_n\) are Boolean functions.
a highly non-trivial and very desirable result that would pave the way for the construction of one-way functions from (weak) worst-case assumptions. However, as we wake up from the dream of a utopia, one may wonder if such a result can even be achieved [7].

Remarkably, nearly three decades ago, Lipton [26, 9] proved the above type of (utopic) theorem for the function of computing the permanent (a \#P-complete problem) against probabilistic polynomial time algorithms. Trevisan and Vadhan [32] following a line of works [3, 24, 29] proved such an amplification result for \( PSPACE \) and almost proved such an amplification result for the class \( \text{EXP} \) (they couldn’t achieve Item 3). For the class \( \text{NP} \) we are far from proving a strong hardness amplification result, and there are some known barriers while trying to convert worst-case \( \text{NP} \)-hardness into average-case hardness (see e.g. [6]). More recently, strong hardness amplification results have been proved for functions in \( \text{P} \) [4, 16, 17]. We also note that hardness amplification results have also been shown for one-way functions [34, 15, 5].

Given the above state-of-the-art picture, we raise a few natural questions and address them in this paper. There are many problems that are hard in the worst-case but easy on average. For example, 3-coloring is a well-known \( \text{NP} \)-hard problem, but it is an easy exercise to show that it can be solved in linear time with high probability on a random graph. This motivates us to distinguish within worst-case hard problems as to which of them remain hard on average. One way to go about this task is to identify which worst-case hard problem admits a hardness amplification theorem.

For which problems can we amplify hardness? Can we identify a mathematical structure that allows us to amplify hardness?

The latter question has been implicitly addressed in literature (for example, if the problem has algebraic structure like in the case of computing permanent [26] or counting \( k \)-cliques [17]), but are quite specific and not broad enough to capture the class of problems that we believe are hard on average. In Section 1.2.1 we address the above two questions.

Next, we turn our attention to \( \text{NP} \)-hard problems. In a beautiful paper, O’Donnell [28] initiated the study of (non-uniform) hardness amplification in \( \text{NP} \). His result was improved by [19] who showed that if for some function in \( \text{NP} \) (with \( n \) inputs) we have that any \( s(n) \) size circuit fails to compute the function correctly on \( \frac{1}{\operatorname{poly}(n)} \) fraction of the inputs then, the hardness can be amplified to show that there is some function in \( \text{NP} \) such that any \( s(\sqrt{n})^{\Omega(1)} \) size circuit fails to compute the function on \( \frac{1}{2} - \frac{1}{s(\sqrt{n})^{\Omega(1)}} \) fraction of the inputs. However, the best uniform hardness amplification results (against algorithms as opposed to circuits) that have been achieved do not match the parameters of [19]: Trevisan [31, 8] improving on his previous work [30] showed that we can amplify hardness from \( \frac{1}{\operatorname{poly}(n)} \) to \( \frac{1}{2} - \frac{1}{\operatorname{polylog}(n)} \) for \( \text{NP} \) against randomized polynomial time algorithms (later extended to deterministic algorithms in [18]). However, it is important to note that all these hardness amplification results are for decision problems, and this leads us to our next question, do we gain anything by moving to search problems, or more precisely to the focus of this paper, to optimization problems?

Can we improve our hardness amplification results for optimization problems? Can we prove stronger uniform hardness amplification results for \( \text{MaxSAT} \) ?

Arguably, optimization problems are as natural as decision problems, but are strictly harder from the point of view of computational complexity. Does this mean we can either give simpler proofs of hardness amplification for optimization problems or prove stronger results? We address the above questions in Section 1.2.2.
We now shift our focus to the class \( \mathcal{P} \). As mentioned earlier, we have strong worst-case to average-case results established for problems in \( \mathcal{P} \) \([4, 17]\). The drawback however is that they are all for counting problems. This is indeed inherent as the underlying technique these works use are the same as the one used to show worst-case to average-case reduction for the permanent problem. While counting the number of \( k \)-cliques (the problem considered in \([17]\)) is a natural problem, and therefore hardness amplification for that problem is interesting, it still leaves the door open for proving hardness amplification for the search problem of just finding one \( k \)-clique in a graph (an easier problem and thus harder to amplify hardness).

**Can we prove hardness amplification results for natural search problems in \( \mathcal{P} \)?**

Moreover, there is a barrier \([1]\) to using the algebraic techniques of \([4, 17]\) to obtain hardness amplification for important problems studied in fine-grained complexity such as computing the Longest Common Subsequence (LCS) and Edit Distance (Edit-Distance) for a pair of strings. In particular, if these string problems can be represented using low-degree polynomials, then we could obtain small speedups by using the polynomial method \([11]\), which would imply new circuit lower bounds \([2]\). This suggests we might need to look beyond these algebraic techniques for proving hardness amplification for these string problems. Is there a different technique to prove hardness amplification in \( \mathcal{P} \)? We address these aforestated questions in Section 1.2.3.

### 1.2 Our Results

Our main contribution is a general hardness amplification theorem for optimization problems which we state in Section 1.2.1. Next, we apply our main theorem to various problems. In Section 1.2.2 we state our hardness amplification theorems for various \( \mathcal{NP} \)-hard problems such as Knapsack and MaxSAT. In Section 1.2.3 we state our hardness amplification theorems for various string problems in \( \mathcal{P} \) such as LCS and Edit-Distance. Finally, in Section 1.2.4 we state our hardness amplification theorems for various problems in \( \mathcal{TFNP} \) (believed to not be in \( \mathcal{P} \)) such as Factoring and computing Nash equilibrium.

#### 1.2.1 Hardness Amplification of Optimization Problems

Aggregation is a key tool in the field of hardness amplification. If a function \( f \) is hard to compute on a tiny fraction of the domain, then, intuitively, computing multiple instances of \( f \) in one shot should be hard on a larger fraction of the inputs. More formally, for a function \( f : [N] \to \Sigma \) and \( k \in \mathbb{N} \), its \( k \)-direct product encoding is defined as a function \( f^{(k)} : [N]^k \to \Sigma^k \) mapping each tuple \((x_1, \ldots, x_k)\) into \((f(x_1), \ldots, f(x_k))\). Using standard techniques one can show a “direct product theorem” stating that if \( f \) is hard against \( t(n) \) running-time algorithms on \( \alpha(n) \)-fraction of the domain, then \( f^{(k)} \) is hard against \( t'(n) \) running-time algorithms on \( \approx k \cdot \alpha(n) \)-fraction of its domain. But in order to utilize such a direct product result, we need to be able to stitch \( k \)-instances into a single (larger) instance. To address this task we introduce the following notion of direct product feasibility.

**Definition 1 (Direct Product Feasibility; Informal statement).** Let \( \Pi \) be an optimization problem. We say that \( \Pi \) is \((S,T)\)-direct product feasible\(^2\) if the exists a pair of deterministic algorithms \((Gen, Dec)\) satisfying the following:

\(^2\) In the formal definition of direct product feasibility, it is defined for a pair of optimization problems \((\Pi, \Lambda)\) for technical reasons which will be addressed later in Section 1.2.3. In the case \( \Pi = \Lambda \) we formally call it as self direct product feasible and this notion coincides with the informal definition given here. For most of the applications given in this paper, self direct product feasibility notion suffices.
Gen takes as input \( k \) instances \( (I_1, \ldots, I_k) \) of \( \Pi \) each of size \( n \) and outputs an instance \( I' \) of \( \Pi \) of size \( S(n, k) \).

- Dec gets as input \( (I_1, \ldots, I_k) \), the instance \( I' \) which is the output of Gen on input \( (I_1, \ldots, I_k) \), an optimal solution for \( I' \), and \( i \in [k] \). It outputs an optimal solution for the instance \( I_i \).

- The running time of Gen and Dec is bounded by \( T(n, k) \).

Our main theorem is about hardness amplification for an arbitrary direct product feasible problem \( \Pi \). In particular we show that if \( \Pi \) is hard against \( t(n) \) running time randomized algorithms on a tiny fraction of the domain, then \( \Pi \) is hard on a much larger fraction of the domain against randomized algorithms with a similar running time.

\[ \text{Theorem 2 (Informal Statement).} \]

Let \( \Pi \) be \((S, T)\)-direct product feasible. Let \( \mathcal{D}(n) \) be an efficiently samplable distribution over the instances of \( \Pi \) of size \( n \). Assume the following:

- Any \( t(n) \) running-time algorithm with success probability at least \( 2/3 \) fails to compute an optimal solution on at least \( \alpha(n) \)-fraction of the inputs sampled from \( \mathcal{D} \).

Fix \( k = \text{poly}(\alpha(n)^{-1}) \). Then we have \( T(n, k) = o(t(n)) \).

We can (deterministically) decide the optimality of a given solution to any instance in \( \text{o}(t(n)) \) time.

Then there exists an efficiently samplable distribution \( \mathcal{D}'(S(n, k)) \) over instances of \( \Pi \) of size \( S(n, k) \) such that every \( t(n) \) running-time algorithm with success probability at least \( 2/3 \) fails to compute an optimal solution on at least \( 99\% \) of the inputs sampled from \( \mathcal{D}' \).

Naturally, the distribution \( \mathcal{D}' \) is defined as follows: Draw \( k \) independent samples \( I_1, \ldots, I_k \) from \( \mathcal{D} \), and output \( \text{Gen}(I_1, \ldots, I_k) \). The proof of our main theorem is based on a reduction using an oracle access to an algorithm that solves \( \mathcal{D}' \) on \( 1\% \) of the inputs, we convert it into an algorithm solving \( \mathcal{D} \) on greater than \( 1 - \alpha(n) \) fraction of the inputs. The reduction is uniform, so in case that the algorithms (Gen, Dec) are uniform we get a uniform hardness amplification result.

Another key point is that our hardness amplification is a self-reduction, i.e., if a problem is somewhat hard against one distribution \( \mathcal{D} \), then the same problem is much harder against a different distribution \( \mathcal{D}' \).

To the best of our knowledge, this is the first result to study hardness amplification for optimization problems. It opens avenues to prove results in various subclasses as we will see in subsequent subsections.

### 1.2.2 Hardness Amplification for NP-hard Problems

In the NP world, we generalize the results of [28, 31] to optimization problems. In particular we show that if MaxSAT is hard to solve on \( 1/poly(n) \) fraction of the inputs of samples drawn from some samplable distribution \( \mathcal{D} \). Then there exists a samplable distribution \( \mathcal{D}' \) such that solving MaxSAT on \( \mathcal{D}' \) is hard on at least \( 99/100 \)-fraction of the samples.

\[ \text{Theorem 3 (Informal Statement).} \]

Let \( \mathcal{D}(n) \) be a distribution over \( 3\text{-CNF} \) formulas with \( n \) variables and \( \text{poly}(n) \) clauses, such that for every randomized algorithm \( A \) running in time \( \text{poly}(n) \), we have:

\[ \Pr_{\Psi \sim \mathcal{D}} [A \text{ finds a optimal assignment for } \Psi \text{ w.p. } \geq 2/3] \leq 1 - 1/poly(n). \]
Then there exists a distribution $D'(n')$ over 3-CNF formulas with $n'$ variables $\text{poly}(n')$ clauses, such that for every randomized algorithm $A'$ running in time $\text{poly}(n')$, we have:

$$\Pr_{\Psi' \sim D'}[A' \text{ finds a optimal assignment for } \Psi' \text{ w.p. } \geq 2/3] \leq 0.01.$$ 

Moreover, if $D(n)$ is $\text{poly}(n)$-samplable then $D'(n')$ is $\text{poly}(n')$-samplable.

Observe that the failure probability on $D'$ is much larger than in [28, 31] and can even tend to 0 for a proper choice of our parameters. This can be achieved since we deal with optimization problems instead of decision problems.

We also remark that our reduction and the proof correctness are much simpler, and in particular we do not rely the hard core set lemma [20], a powerful and non-trivial key tool in the previous known proofs.

Our result easily extends into other NP-hard problems such as finding the largest clique in a graph, or finding smallest dominating set or vertex cover of a graph, etc.

However, there are other NP-hard problems for which establishing a hardness amplification result through Theorem 2 is not easy. A special highlight is that of proving such a result for the Knapsack problem, as it isn’t immediately clear if it’s direct product feasible for reasonable range of parameters. This is because, for the Knapsack problem, when we aggregate instances in the natural way, optimal solutions of one instance may interfere with other instances. Nonetheless, with some care, the direct product feasibility of Knapsack problem was established.

The Exponential Time Hypothesis (ETH) [22, 23, 10] asserts that that we cannot decide whether a given 3-CNF is satisfiable in time which is sub-exponential in the number of variables. That is a worst case assumption, and it raises a natural question arises: Can we prove stronger hardness amplification result based on ETH? In fact, can we prove a worst case to an average case hardness amplification based on ETH?

Our next theorem is a step towards proving such a worst-case to an average case reduction for MaxSAT.

**Theorem 4 (Informal Statement).** Let $D(n)$ be a distribution over 3-CNF instances with $n$ variables and $O(n)$-clauses, such that for every randomized algorithm $A$ running in time $2^{o(n)}$, we have:

$$\Pr_{\Psi \sim D}[A \text{ finds an optimal assignment for } \Psi \text{ w.p. } \geq 2/3] \leq 1 - \frac{1}{2^{o(n)}}.$$ 

Then there exists a distribution $D'(n')$ over 3-CNF instances with $n'$ variables and $2^{o(n')}$ clauses, such that for every polynomial time randomized algorithm $A'$, we have:

$$\Pr_{\Psi' \sim D'}[A' \text{ finds an optimal assignment for } \Psi' \text{ w.p. } \geq 2/3] \leq 0.01.$$ 

Heally et al. [19] proved a similar result for the non-uniform case. Our result is stronger in the sense that we use a weaker assumption: we rely on the ETH that is assuming that every uniform algorithm fails on $1/2^{o(n)}$-fraction of inputs. While Heally et al. use similar assumption against non-uniform algorithms.

### 1.2.3 Hardness Amplification in P

We investigate hardness amplification in P and can show results for string problems, such as LCS and Edit-Distance, which were not possible in previous works.
Theorem 5 (Informal statement). Fix $\varepsilon > 0$. Let $D(n)$ be an efficiently samplable distribution over the instances of LCS/Edit-Distance of length $n$. Assume that any $n^{2-\varepsilon}$ running-time algorithm with success probability at least $2/3$ fails to compute an optimal alignment on at least $1/n^\omega(1)$-fraction of the inputs sampled from $D$. Then for some $\varepsilon' > 0$ there exists an efficiently samplable distribution $D'(n^{1+\omega(1)})$ over instances of LCS/Edit-Distance of size $n^{1+\omega(1)}$ such that every $n^{2-\varepsilon'}$ running-time algorithm with success probability at least $2/3$ fails to compute an optimal solution on at least $99\%$ of the inputs sampled from $D'$.

Recall from earlier in this section that Abboud [1] had pointed out a barrier to obtaining a result such as above, through algebraic techniques. Another similarity search problem that is studied along with LCS and Edit-Distance, is the problem of computing the Fréchet distance between two (discrete) curves. Strangely, this problem resists all natural approaches to show that it is direct product feasible. Therefore, it is an interesting question as to whether it is possible to show that it is direct product feasible (for relevant range of parameters) or whether it is a candidate for a problem that is not direct product feasible.

Additionally, we show hardness amplification for a very different kind of problem, that of computing the product of two matrices. We highlight this problem, as it does not directly follow from our main theorem (i.e., Theorem 2). Elaborating, a detail that was brushed under the carpet while discussing Theorem 2 was that, given an instance of an optimization problem and a candidate solution, we need to able to efficiently compute the value of the objective of the candidate solution for that instance. This naturally holds for all the problems considered in this paper except the task of computing the product of two matrices, i.e., we do not know a way to deterministically verify if the product of two matrices is equal to a given third matrix, which is significantly faster than actually multiplying the two given matrices and checking if it’s equal to the third matrix [25, 33]. Nonetheless, we modify the proof of Theorem 2 to handle this issue.

1.2.4 Hardness Amplification in TFNP

Total problems (with not necessarily efficient verification of totality) are essentially equivalent to Optimization problems. The class TFNP is special as it is in an informal sense the intersection of Search NP and Optimization problems. Problems in TFNP capture problems in various areas such as game theory, cryptography, computational geometry, etc. We show that our general theorem can be applied to TFNP problems as well, and as an example show it for the Factoring problem and the End of a Line problem. The latter hardness amplification result directly implies the hardness amplification of various problems in game theory such as computing an approximate Nash equilibrium.

1.3 Open Problems

Our work leaves open several questions. We state a few of them below.

1.3.1 Stronger Hardness Amplification

In Theorem 4 we showed that if MaxSAT is hard to compute on $1 - 1/2^{n^\omega(n)}$-fraction of inputs for sub-exponential time algorithm, then there exists a distribution on which it is hard on a constant fraction of inputs for algorithms running in time $n^\omega(1)$. A natural open question is the following:

Can we improve Theorem 4 and get hardness amplified against sub-exponential time algorithms (instead of super-polynomial time algorithms)?
It seems to us that derandomized direct product theorems may serve as the key tool to address the above question (for example, see [21]). In particular, if one can prove a (strongly) derandomized version of [14] then it might be possible to both aggregate sub-exponentially many instances succinctly and sample from the (derandomized) direct product distribution efficiently.

1.3.2 Direct Product Feasibility

In this paper, we were able to show direct product feasibility for certain problems quite easily (for example, see Theorems 3 and 5), but had to work harder to prove them for some other problems (for example, Knapsack and Matrix Multiplication), and in some problem(s) were unable to establish the property of direct product feasibility (for example, computing Fréchet distance). This leads us to the following question.

Can we pinpoint what property of a problem makes it possible to establish direct product feasibility?

1.3.3 Gap Amplification versus Hardness Amplification

Direct Product theorems are key ingredients for both gap amplification and hardness amplification. Also, there are many philosophical similarities in the techniques known in literature of the aforementioned two kinds of amplifications. Thus we can ask the following (ambitious) question:

Can we obtain a trade-off between gap amplification and hardness amplification?

In particular, can we show that if one problem is hard to approximate on worst case within some factor $\alpha > 0$, then it is hard to approximate within a factor $\alpha/100$ on average? We note here that Feige [13], did answer the converse of this question, i.e., he used average case hardness assumptions to prove hardness of approximation results for various problems in NP.

It seems to us that analyzing the operation of performing a small perturbation on the given instance may be the right direction to proceed. Elaborating, consider a (worst case) hard distribution over gap instances of some problem. If we build a new distribution, which samples from the aforementioned distribution, then performs a small perturbation on the sampled gap instance, and outputs the perturbed instance, then we would still retain most of the gap in the instance sampled from the new distribution, but on the other hand, the fraction of instances on which it is hard to solve the problem should increase significantly. It would be interesting if this intuition/approach could be made to work.

A related question is to ask if we can improve our result in Theorem 4 (for example, by making progress on the question detailed in Section 1.3.1) using Gap-ETH [12, 27] (instead of ETH)?

1.3.4 Average Case Hard Problems in P

In this paper, we looked at average case hardness of some problems in P against some efficiently sampleable distribution but one can ask if we can achieve more.

Can we show for some natural problem in P that it is hard to solve for the uniform distribution?

Another important question stemming from cryptography [4] is whether we can construct a fine-grained one way function from worst case assumptions?
2 Proof Overview

We provide a proof overview for our hardness amplification result for the problem of finding the maximum clique in a graph and then in the subsequent section we will show how our general result (i.e., Theorem 2) would follow.

2.1 Hardness Amplification for Max Clique

To illustrate the main ideas behind our scheme let us focus on MaxCLIQUE, the problem of finding the largest clique in a given graph $G$.

Assume the existence of a distribution $\mathcal{D}$ over graphs on $n$ vertices which is somewhat hard to compute. That is for every randomized algorithm $\mathcal{A}$ running in time $\text{poly}(n)$, we have

$$\Pr_{G \sim \mathcal{D}}[\mathcal{A}\text{ finds max-clique in } G \text{ w.p. } \geq \frac{2}{3}] \leq 1 - \frac{1}{n}. \quad (1)$$

We would like to prove the existence of a new distribution $\mathcal{D}'$ over graphs on $n'$ vertices which is much harder to compute. That is, for every randomized algorithm $\mathcal{A}'$ running in time $\text{poly}(n')$, we have:

$$\Pr_{G' \sim \mathcal{D}'}[\mathcal{A}'\text{ finds max-clique in } G' \text{ w.p. } \geq \frac{2}{3}] \leq 0.01. \quad (2)$$

Moreover if $\mathcal{D}$ is $\text{poly}(n)$-time samplable, then so is $\mathcal{D}'$.

Construction of New Distribution $\mathcal{D}'$

$\mathcal{D}'$ samples a graph $H$ as follows:

1. Independently sample $G_1, \ldots, G_k$ from $\mathcal{D}$, where $k = \text{poly}(n)$.
2. Define $V(H) = V(G_1) \cup \cdots \cup V(G_k)$.
3. For every $i \in [k]$, connect the vertices in $V(G_i)$ using the original edges in $G_i$.
4. For every $i, j \in [k]$ such that $i \neq j$, insert all the possible edges between $G_i$ and $G_j$.
5. Output $H$.

Clearly, if $\mathcal{D}$ is $\text{poly}(n)$-time samplable, then so is $\mathcal{D}'$. Now assume for sake of contradiction, that there exists $\mathcal{A}'$ running in time $\text{poly}(n')$, violating Equation (2). We show the existence of an algorithm $\mathcal{A}$ running in time $\text{poly}(n)$ violating Equation (1).

The algorithm $\mathcal{A}$ on input graph $G$ with $n$ vertices is defined as follows:

1. Let $S$ be an empty set.
2. Repeat following $O(n)$ times.
   a. Pick randomly $i \in [k]$.
   b. Independently sample $G_1, \ldots, G_i-1, G_i+1, \ldots, G_k$ from $\mathcal{D}$.
   c. Construct $H$ setting $G_i$ to be $G$.
   d. Find clique in $H$ using $\mathcal{A}'$.
   e. Restrict clique in $H$ to the vertices of $G$ and add it to $S$.
3. Output the largest clique in $S$.

Clearly, the running time of $\mathcal{A}$ is $\text{poly}(n)$, as $n' = \text{poly}(n)$ and the running time of $\mathcal{A}'$ is $\text{poly}(n')$. Our first observation is that for any graph $H$ constructed by $\mathcal{A}$, and for every $i \in [k]$ the restriction of a maximal clique in $H$ into $G_i$, is a maximal clique for $G_i$.

Let $\mathcal{A}_0$ be one iteration of step 2 of $\mathcal{A}$. If we show that $\mathcal{A}_0$ outputs maximum clique w.p. $\Omega(1/n)$ on $1 - 1/n$ fraction of samples from $\mathcal{D}$ then, $\mathcal{A}$ outputs maximum clique w.p. $2/3$ on $1 - 1/n$ fraction of samples from $\mathcal{D}$. 
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Now, observe that if instead of planting the given input graph $G$ as the $i$-th subgraph of $H$, we were planting a uniformly random sample of $\mathcal{D}$, then we get a graph $H$ which is drawn according to $\mathcal{D}'$. Consequently, if that was the case, then the success probability of $A_0$ was equal the probability of $A'$ and we were done.

Let $\mathcal{D}'_G$ denote the marginal distribution over $H$, where the graph $G$ is planted at a random coordinate $i \in [k]$. We conclude the proof by showing that for $1 - 1/n$-fraction of instances $G$ drawn from $\mathcal{D}$ we have:

$$\Pr_{G' \sim \mathcal{D}'_G} [A' \text{ finds max-clique in } G' \text{ w.p. } \geq 2/3] \geq \frac{\Pr_{G' \sim \mathcal{D}'} [A' \text{ finds max-clique in } G' \text{ w.p. } \geq 2/3]}{2}.$$ 

Towards this goal we use a result by Feige and Kilian [14] that was proven in the context of parallel repetition. Under minor manipulations their result can be stated as follows:

Let $X$ be a universe and $\mathcal{T}$ be a distribution over $X$. Let $f : X^k \rightarrow \{0, 1\}$. Define

$$\mu = \mathbb{E}_{x^k \sim \mathcal{T}^k} [f (x^k)],$$

$$\mu_x = \mathbb{E}_{i \in [k], x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_k \sim \mathcal{T}} [f(x_1, \ldots, x_{i-1}, x, x_{i+1}, \ldots, x_k)].$$

$$\Pr_{x \sim \mathcal{T}} [\left| \mu_x - \mu \right| \geq k^{-1/6}] \leq k^{-1/6}, \quad (3)$$

To conclude the result, set $X$ as the set of graphs with $n$ vertices, and $\mathcal{T}$ be the distribution $\mathcal{D}$. We have $\mathcal{D}' = \mathcal{D}^k$. Define $f : X^k \rightarrow \{0, 1\}$ by:

$$f(G') = 1 \iff A' \text{ finds a maximal clique in } G \text{ w.p. } \geq 2/3.$$ 

In these notations,

$$\mu = \Pr_{G' \sim \mathcal{D}'} [A' \text{ finds max-clique in } G' \text{ w.p. } \geq 2/3]$$

$$\mu_x = \Pr_{G' \sim \mathcal{D}'_G} [A' \text{ finds max-clique in } G' \text{ w.p. } \geq 2/3].$$

By an application of (3), and a proper choice of $k$, we get that for all but at most $k^{1/6}$-fraction of graphs $G$ drawn according to $\mathcal{D}$, the success probability of $A'$ on $\mathcal{D}'_G$ is $\Omega(n)$, as claimed.

### 2.2 Abstraction

In the previous subsection, we showed the main ingredients used for proving hardness amplification for the task of finding a maximal clique in a given graph. What were the properties of MaxCLIQUE that we utilized to prove the result?

One property that we used was that if we are given $k$ input graphs $G_1, \ldots, G_k$, there exists an efficient way to construct a large graph $H$ such that a maximal clique in $H$ induces a maximal clique on each of the graphs $G_i$. The second property was that given a maximal clique in $H$ there exists an efficient algorithm to construct a maximal clique on each of the graphs $G_i$.

These two properties are captured in Definition 1: The first property of a problem $\Pi$ being Direct Product feasible is the existence of an efficient algorithm $\text{Gen}$ stitching $k$ instances $I_1, \ldots, I_k$ of $\Pi$ into a larger instance $I'$ of $\Pi$, such that: an optimal solution for $I'$ induces an optimal solution for each of the instances $I_i$. The second property the existence of an efficient algorithm $\text{Dec}$ converting an optimal solution for $I'$ into an optimal solution of $I'$. 
Once we show \( \Pi \) is Direct Product feasible then the rest of the proof goes through. Indeed, assuming the existence of a distribution \( D \) on instances of \( \Pi \) for which any efficient algorithm fails to compute on \( 1 - 1/n \) fraction of inputs, we define the distribution \( D', D'_I \) as follows:

- \( D' \) is the \( k \)-product distribution of \( D \), where we pick \( k \) random samples from \( D' \) independently.
- \( D'_I \) is the distribution where we pick uniformly at random \( i \in [k] \), and independently sample \( I_1, \ldots, I_{i-1}, I_{i+1}, \ldots, I_k \) from \( D \). Finally, we construct \( I' \) by setting \( I_i \) to be \( I \).

Now we can use [14] to show that for most instances \( I \sim D \) to connect the success probability of \( A' \) on \( D' \) and \( D'_I \), to conclude the proof.

**Remark about Direct Product results and Hardness Amplification**

The direct product lemma at the heart of most hardness amplification results is the XOR lemma [34]. But here we critically use the fact the problem is total, so at the surface at least, our results are incomparable to the hardness amplification results for \( NP \) and \( EXP \) obtained via XOR lemmas.

**References**
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Probabilistically checkable proofs (PCPs) can be verified based only on a constant amount of random queries, such that any correct claim has a proof that is always accepted, and incorrect claims are rejected with high probability (regardless of the given alleged proof). We consider two possible features of PCPs:

- A PCP is strong if it rejects an alleged proof of a correct claim with probability proportional to its distance from some correct proof of that claim.
- A PCP is smooth if each location in a proof is queried with equal probability.
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Our result implies the hardness of approximating the satisfiability of “stable” 3CNF formulae with bounded variable occurrence, where stable means that the number of clauses violated by an assignment is proportional to its distance from a satisfying assignment (in the relative Hamming metric). This proves a hypothesis used in the work of Friggstad, Khodamoradi and Salavatipour (SODA, 2019), suggesting a connection between the hardness of these instances and other stable optimization problems.
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1 Introduction

A probabilistically checkable proof system (PCP) offers verification based only on a tiny amount of random locations in an alleged proof. It is complete and sound: correct claims have a proof that is always accepted, and incorrect claims are rejected with high probability...
regardless of the alleged proof. The study of these systems culminated in the PCP theorem ([3, 2]), stating that membership in any set in $\mathcal{NP}$ can be verified by reading a constant number of random locations from a PCP of polynomial length.

While soundness guarantees that incorrect claims are rejected with high probability, what about incorrect proofs for correct claims? By definition, a proof of a claim is incorrect if it is not always accepted by the probabilistic verifier. But how often is it rejected? In a strong PCP, an alleged proof is rejected with probability proportional to its distance from a correct proof.

Strong PCPs are intuitively appealing: simply put, it is desirable to seek verification procedures that are sensitive to the correctness of the given claim as well as the given proof. From the perspective of property testing, the verifier of a strong PCP can be viewed as a (proximity oblivious) tester for the property of being a correct proof. In addition, strong PCPs have been used to construct better locally testable codes (see Section 1.3.1).

One immediately wonders if a strong PCP theorem holds as well; that is, whether any set in $\mathcal{NP}$ admits a strong PCP of polynomial length and constant query complexity. Dinur et al. answer this in the positive in a recent work [10], however, their construction is inherently non-smooth, in the sense that certain locations in the proof are much more likely to be read than others.

A PCP is smooth if each location in its proof is equally likely to be read by the verifier. We expect natural PCPs to have smooth verifiers since, intuitively-speaking, we expect the verifier to treat all parts of the proof equally. Concretely, smooth PCPs are tolerant of errors, as a few corrupt locations in a correct proof still give high acceptance probability. Prior works considered smoothness in the context of locally decodable codes (see Section 1.3.2).

Before moving on to the main result, let us motivate why smooth and strong PCPs are particularly natural in tandem. Fix a correct claim and consider two innate measures of the “incorrectness” of a proof: its probability of being rejected by the verifier and its distance from a correct proof. Denoting the first by $\rho$ and the second by $\delta$, a strong PCP guarantees that $\rho = \Omega(\delta)$. On the other hand, the tolerance of a smooth, constant-query PCP implies that $\rho = O(\delta)$. Thus, for a constant-query PCP that is both smooth and strong these measures coincide (up to a constant).

This work presents a construction of simultaneously smooth and strong PCPs of polynomial length for any set in $\mathcal{NP}$, verifiable by reading a constant number of bits from the proof. Specifically, we reanalyze and enhance the construction used in [3, 2] (with proof composition as in [6]) to obtain smooth and strong PCPs. The enhancements include the introduction of multi-piece PCPs, a smooth and strong-preserving transformation of these to single-piece PCPs, and a new composition theorem for smooth and strong PCPs.

Our result implies the hardness of approximating the satisfiability of stable 3CNF formulae with bounded variable occurrence, where stability means that the number of clauses violated by an assignment is proportional to its distance from a satisfying assignment (in the relative Hamming metric). We believe that the hardness of approximating 3SAT even under stability guarantees is related to the hardness of other stable optimization problems. Friggstad et al. provide evidence to this in [12], as they show that this result implies the hardness of approximating perturbation-stable Euclidean $k$-means (see Section 1.3.3).

---

1 For technical reasons, their result is stated only for the class $\mathcal{UP} \subseteq \mathcal{NP}$, but can be easily adapted to suit all of $\mathcal{NP}$.

2 Indeed, tolerance is (oppositely) related to strong PCPs which guarantee detection of errors in a correct proof. See next paragraph.
1.1 Main notions

In this section we formally define strong PCPs and smooth PCPs. But first, a reminder of standard PCPs and their basic properties.

Definition 1.1 (PCP). A probabilistically checkable proof system (PCP) for a set $S \subseteq \{0, 1\}^*$ is a probabilistic polynomial-time oracle machine, called a verifier and denoted $V$, that satisfies the following conditions:

- Completeness: For all $x \in S$ there exists a proof $\pi \in \{0, 1\}^*$ such that the verifier $V$ accepts explicit input $x$ and proof oracle $\pi$ with probability $1$.
- Soundness: For all $x \notin S$ and proof oracle $\pi \in \{0, 1\}^*$, the verifier $V$ rejects explicit input $x$ and proof oracle $\pi$ with probability at least $1/2$.

The maximal number of random coin tosses made by verifier $V$ on inputs of length $n$ is its randomness complexity, denoted $r(n)$. The maximal number of queries made by the verifier $V$ on inputs of length $n$ is its query complexity, denoted $q(n)$.

A PCP is nonadaptive if it determines all queries solely by its random coins and explicit input. All PCPs in this work are nonadaptive, and furthermore, they query the same number of bits regardless of the sampled coin sequence.

Notice that Definition 1.1 doesn’t mention the length of the proof itself. That is because the number of possible locations the verifier might read in the proof can be upper-bounded based on its randomness and query complexities: a nonadaptive PCP that tosses $r$ random coins and then makes $q$ queries can query at most $q \cdot 2^r$ different locations in the proof. Thus, from here on we will ignore the proof length and focus on the randomness and query complexities.

1.1.1 Strong PCPs

Strong PCPs are PCPs that reject incorrect proofs even for correct claims with probability proportional to the distance of such proofs from correct ones. Throughout this work, distance refers to the relative Hamming distance: For a fixed alphabet $\Sigma$ (one can think of $\{0, 1\}$, but we will use different alphabets later), the relative hamming distance between strings $x, y \in \Sigma^n$ equals the fraction of locations on which they differ, and is denoted $\delta(x, y)$. If $\delta(x, y) < d$ then $x$ is said to be $d$-close to $y$, and if $\delta(x, y) \geq d$ then $x$ is $d$-far from $y$. The distance of a string $x$ from a set $T \subseteq \{0, 1\}^*$ is defined to be $\delta(x, T) := \min_{x' \in T \cap \{0, 1\}^n} \delta(x, x')$, with the minimum over the empty set defined to be $1$.

Definition 1.2 (Strong PCP). A strong PCP for membership in set $S$ with strongness parameter $\alpha \in (0, 1]$ is a probabilistic polynomial-time oracle machine, called a verifier and denoted $V$, that satisfies the following conditions:

- Completeness: For all $x \in S$ there exists a proof $\pi \in \{0, 1\}^*$ such that the verifier $V$ accepts explicit input $x$ and proof oracle $\pi$ with probability $1$. Such a proof $\pi$ is called a correct proof for $x$.
- Strong soundness:
  - If $x \notin S$ then $x$ has no correct proof.
  - Let $P(x)$ denote the set of correct proofs for $x$. Then, the verifier rejects explicit input $x$ and proof oracle $\pi$ with probability at least $\alpha \cdot \delta(\pi, P(x))$.

\(^3\) The constant $1/2$ can be replaced with any other constant $\alpha \in (0, 1)$.  

2:4 Smooth and Strong PCPs

Note that strong soundness implies standard soundness, i.e. rejection of instances \( x \notin S \) with constant probability regardless of the given proof oracle, because for these instances the verifier rejects with probability \( \alpha \cdot \delta(x, \emptyset) = \alpha \).

### 1.1.2 Smooth PCPs

Smoothness is a straightforward notion and is defined for any oracle Turing machine. To us, oracles always have finite domains, and we associate the oracle \( f : [n] \to \{0, 1\} \) with an \( n \)-bit string \( f(1) \cdots f(n) \).

▶ **Definition 1.3 (Smooth oracle machine).** A probabilistic oracle Turing machine \( M \) is smooth if for any explicit input and oracle, the probability that \( M \) queries each location of its oracle (in any of its queries) is equal. That is, given access to oracle \( f \) and letting \( Q(j) \) be the event that \( M \) queries location \( j \) of \( f \) in any of its queries, it holds that \( P[Q(j)] = P[Q(j')] \) for every \( j, j' \in |f| \), where \( |f| \) denotes the length of the oracle \( f \).

Additional discussion on smoothness and a nearly-equivalent definition can be found in Appendix B.

### 1.2 Contributions

#### 1.2.1 Smooth and Strong PCPs for \( \mathcal{NP} \)

The main contribution is a proof of the following result.

▶ **Theorem 1.4 (Main result).** Every set in \( \mathcal{NP} \) has a smooth and strong PCP with logarithmic randomness and constant query complexities.

At this point one might wonder: A strong PCP rejects incorrect proofs with probability proportional to their distance from correct proofs – but who are these correct proofs? In the case of Theorem 1.4, we can say that the correct proofs for any fixed instance are obtained by a polynomial-time computable bijection of \( \mathcal{NP} \)-witnesses to correct proofs.

▶ **Theorem 1.5 (Main result, strengthened).** Fix a set \( S \in \mathcal{NP} \), and let \( W(x) \) denote the set of \( \mathcal{NP} \)-witnesses for an instance \( x \) of \( S \). Then, \( S \) has a PCP as in Theorem 1.4 with a polynomial-time computable canonical proof strategy \( \Pi : \{0, 1\}^* \times \{0, 1\}^* \to \{0, 1\}^* \) such that for every \( x \in \{0, 1\}^* \), \( \Pi(x, \cdot) \) is a bijection between the set \( W(x) \) and the set of correct proofs \( \mathcal{P}(x) \).

#### 1.2.2 Hardness of approximation

Recall that the PCP theorem implies that for some \( \rho \in (0, 1) \), it is \( \mathcal{NP} \)-hard to distinguish 3CNF formulas that are satisfiable from ones in which any assignment violates at least a \( \rho \) fraction of the clauses. Theorem 1.4 yields a similar result for 3CNF formulas that are “stable” and have each variable occurring in a bounded number of clauses. Here stability means that the number of clauses violated by an assignment is (at least) proportional to its distance from a correct assignment (in the relative Hamming metric).

▶ **Definition 1.6 \(((\alpha, b)\text{-stable3SAT})\).** A 3CNF formula \( \varphi \) is \( \alpha \)-stable if any assignment that is \( \delta \)-far from a satisfying assignment violates at least an \( \alpha \delta \) fraction of clauses in \( \varphi \). A formula has \( b \)-bounded-occurrence if any variable occurs in at most \( b \) clauses. For constants \( \alpha \) and \( b \), the promise problem \(((\alpha, b)\text{-stable3SAT})\) is distinguishing \( b \)-bounded-occurrence 3CNF formulas that are \( \alpha \)-stable and satisfiable from ones in which any assignment violates at least an \( \alpha \) fraction of the clauses.
One motivation for our interest in stable and bounded-occurrence formulas is that they exhibit an interesting structural property. For a fixed satisfiable formula, we consider two natural measures of the “cost” (i.e., “badness”) of an assignment. The first and most common one is the fraction of clauses violated by the assignment. The second is the fraction of variables on which the assignment disagrees with the closest satisfying assignment (i.e. the relative Hamming distance of the assignment from the set of satisfying assignments). We denote the first by $\delta$ and the second by $\rho$. Now, stable formulas have $\delta = \Omega(\rho)$, while bounded-occurrence formulas satisfy $\delta = O(\rho)$, since changing the value of a variable affects a bounded number of clauses. Hence, these two measures coincide for stable and bounded-occurrence formulas (up to a constant factor); the fraction of clauses unsatisfied by an assignment approximately reflects its distance from a satisfying assignment. Theorem 1.5 implies a hardness of approximation result for such formulas.

**Corollary 1.7.** There exist $\alpha \in (0,1)$ and $b \in \mathbb{N}$ such that $(\alpha, b)$-stable 3SAT is $NP$-hard. Furthermore, it is $NP$-hard under parsimonious Karp reductions.

The proof of Corollary 1.7 are deferred to Appendix A. We proceed with a discussion of two of its implications.

Consider a distance oracle that, given a 3CNF formula $\varphi$ and assignment $\sigma$, returns the (relative Hamming) distance of $\sigma$ from the set of satisfying assignments of $\varphi$ if $\varphi$ is satisfiable, and answers arbitrarily otherwise. Efficiently finding a satisfying assignment given such an oracle can be done by greedily minimizing the distance returned by the oracle. What if instead we are given access to an approximate distance oracle, which returns the distance of an assignment from the set of satisfying assignments up to some multiplicative constant? Corollary 1.7 and the observation that precedes it imply that an approximate distance oracle is not enough to find even an approximately satisfying assignment; that is, that for some constant $\alpha \in (0,1)$, finding an assignment that satisfies more than an $\alpha$-fraction of clauses is $NP$-hard even when given access to an approximate distance oracle. This is because, as observed, the answers of an approximate distance oracle can be efficiently emulated for stable and bounded-degree formulas, and Corollary 1.7 asserts $NP$-hardness of finding an approximately satisfying assignment for such formulas.

In addition to the aforementioned intrinsic motivation for the study of stable and bounded occurrence instances, Corollary 1.7 implies a hypothesis used in the recent work of Friggstad et al. [12, Hypothesis 1], yielding the first hardness of approximation result for perturbation-stable Euclidean $k$-means. More on this in Section 1.3.3.

### 1.2.3 Smooth and Strong Canonical PCPs of Proximity for $NP$-relations

**PCPs of Proximity** (abbreviated PCPPs, aka assignment testers), introduced in [11, 6], are PCPs placed on an even tighter budget, with access to their input accounted for in their query complexity. Since PCPPs cannot read the entirety of their input oracle, they aren’t able to distinguish inputs in the set from inputs close to being in the set. As such, PCPPs should satisfy a relaxed notion of soundness that requires them to reject (with high probability) only input oracles far from correct ones.

More generally, PCPPs verify membership of a pair $(x; y)$ in a relation $R \subseteq \{0,1\}^* \times \{0,1\}^*$, when given explicit (i.e. unaccounted) access to $x$ and oracle (i.e. accounted) access to $y$, as well as access to a proof oracle.
Definition 1.8 (PCP of Proximity (PCPP)). A PCP of Proximity system (PCPP) for relation $R \subseteq \{0,1\}^* \times \{0,1\}^*$ with proximity parameter $\delta > 0$ is a probabilistic polynomial-time oracle machine, called a verifier and denoted $V$ such that the following hold:

- Completeness: If $(x, y) \in R$ then there exists a proof $\pi$ such that the verifier $V$ accepts explicit input $x$, input oracle $y$ and proof oracle $\pi$ with probability 1.
- Soundness: If $y$ is $\delta$-far from $\{(y': (x, y') \in R)\}$, then for any proof oracle $\pi$, the verifier rejects explicit input $x$, input oracle $y$ and proof oracle $\pi$ with probability at least $1/2$.

Strong canonical PCPPs

PCPP soundness is somewhat reminiscent of strong soundness, but note that in the former rejection probability is related to the distance of the input oracle from being correct, rather than the distance of the proof oracle from being correct (here we think of the explicit input as fixed).

Indeed, the adaptation of strong soundness to the setting of proximity verification, i.e. strong PCPPs, combines these two requirements: a strong PCPP is required to reject with probability proportional to the maximum between the distance of the input oracle $y$ to a correct input oracle $y'$, and the proof oracle $\pi$ to a correct proof oracle $\pi'$ for $y'$.

Actually, we won’t bother to formally define strong PCPPs, because we show the existence of even stronger (pun intended) constructs. Our PCPPs have a canonical transformation of correct inputs to correct proofs, meaning that for each correct input $(x; y)$, our PCPPs have a unique canonical proof $\Pi(x; y)$ that is always accepted by the verifier, whereas all other strings are rejected with nonzero probability. But with what probability? Right, the maximum between the distance of the input oracle $y$ to a correct input oracle $y'$, and the proof oracle $\pi$ to the canonical proof for $x$ and $y'$ (i.e. $\delta(\pi, \Pi(x; y'))$).

Definition 1.9 (Strong canonical PCPP). A strong canonical PCPP for relation $R$ with strongness parameter $\alpha \in (0, 1]$ is a probabilistic polynomial-time oracle machine, called a verifier and denoted $V$, coupled with a polynomial-time computable canonical proof strategy denoted $\Pi: \{0,1\}^* \times \{0,1\}^* \rightarrow \{0,1\}^*$, such that when the verifier is given explicit input $x$ and access to an input oracle $y$ and a proof oracle $\pi$, the following hold:

- Canonical completeness: The verifier accepts with probability 1 if and only if $(x; y) \in R$ and $\pi$ is the corresponding canonical proof, i.e. $\pi = \Pi(x; y)$.
- Strong canonical soundness: Let $R(x) := \{y': (x; y') \in R\}$. Then, the verifier rejects with probability at least

$$\alpha \cdot \min_{y' \in R(x)} \{\max(\delta(y, y'), \delta(\pi, \Pi(x; y'))\}$$

In particular, if $R(x)$ is empty then the verifier rejects with probability $\alpha$.

Again, strong canonical soundness implies standard PCPP soundness, e.g. rejection of any input $y$ that is 0.1-far from $R(x)$ with constant probability, because in this case the verifier rejects with probability at least $\alpha \cdot \min \{0, 1\}$, where $\alpha$ is the (constant) strongness parameter.

---

4 Furthermore, Definition 1.9 is proximity-oblivious, in the sense that rejection probability grows with the distance of the oracles from being correct, whereas Definition 1.8 offers rejection with constant probability of inputs whose distance from being correct is farther than some constant.

5 Not to be confused with the related [17][Definition 5.7], which we will soon refer to as strong canonical PCPPs. See also Footnote 7.

6 This is the bijection mentioned in Theorem 1.5.
Remark 1.10. Previously (e.g. [17, 15, 10]), strong canonical PCPPs were considered only for unambiguous relations; that is, only for relations \( R \subseteq \{0,1\}^* \times \{0,1\}^* \) for which \( |R(x)| \leq 1 \) for any \( x \). Our definition is more general as it does not place a restriction on the relation \( R \).

Furthermore, Definition 1.9 allows the verifier to take an explicit input (as in [6]), whereas past works studied PCPPs that have access to input and proof oracles but no (auxiliary) explicit input.

Smooth PCPPs

PCPP verifiers are oracle machines that have two oracles, and we say that a PCPP is smooth if it is smooth on each of its oracle. Formally, we generalize Definition 1.3 to suit a \( t \)-oracle Turing machine for any constant \( t \in \mathbb{N} \), which is a machine that has access to a \( t \) oracles.

Definition 1.11 (Smooth multi-oracle machine). A probabilistic \( t \)-oracle Turing machine \( M \) is smooth if for any explicit input and oracles, the probability that \( M \) queries each location of each of its oracle (in any of its queries) is equal. That is, given access to oracles \( f_1, \ldots, f_t \), and letting \( Q_\ell(i,j) \) be the event that the \( i \)th query of \( M \) is to location \( j \) of \( f_\ell \), it holds that \( P\left[\bigcup_{i=1}^{q} Q_\ell(i,j)\right] = P\left[\bigcup_{i=1}^{q} Q_\ell(i,j')\right] \) for each \( \ell \in [t] \) and every \( j, j' \in [|f_\ell|] \), where \( |f_\ell| \) denotes the length of the \( \ell \)th oracle \( f_\ell \).

We prove the following theorem.

Theorem 1.12. Every \( NP \)-relation has a smooth and strong canonical PCPP with logarithmic randomness complexity and constant query complexities.

Notice that a PCPP for relation \( R \) yields a PCP for the set \( S_R := \{ x : \exists y \ (x;y) \in R \} \): a proof that \( x \in S_R \) (in the PCP for \( S_R \)) is composed of some \( y \) such that \( (x;y) \in R \), followed a proof (in the PCPP for \( R \)) that \( (x;y) \in R \). Furthermore, the PCP for \( S_R \) retains the strongness of the PCPP for \( R \) and, under a reweighing of the input oracle (presented in Section 2), smoothness is retained as well. Therefore, Theorem 1.5 follows from Theorem 1.12.

1.3 Related work

1.3.1 Strong (canonical) soundness

The term strong in the definition of strong PCPs is inspired by strong locally testable codes (strong LTCs), which are codes whose local test rejects with probability proportional to the distance of the input from the code. In fact, strong canonical PCPPs have seen numerous uses in works on strong LTCs, as follows.

Goldreich and Sudan [17] defined strong canonical PCPPs in their work on strong LTCs, and constructed such PCPPs for certain linear codes. An extension of this initial construction saw use by Gur and Rothblum [19] as they obtained strong LTCs that allow for a relaxed notion of local decoding (of [6, Section 4.2]). Goldreich et al. [15] later improved these

\footnote{In fact, our work is the first to make a semantic distinction between strong and strong canonical, recognizing strong canonical PCPPs as special type of strong PCPPs in which there is an efficient canonical transformation between \( NP \)-witnesses and proofs, in addition to strong soundness. In previous works, the terms strong PCPP and strong canonical PCPP were used synonymously, which is consistent with our distinction, given that these works considered PCPPs only for unambiguous relations. See Section 1.3.1 for more on previous works using strong canonical PCPPs.}

\footnote{See Footnote 7 for a warning on the usage of the terms strong and strong canonical in previous works.}
codes, again utilizing strong canonical PCPPs. Gur et al. [18] employed strong canonical PCPPs in their work on relaxed locally correctable codes. We stress that all these works featured PCPPs for linear subspaces (e.g., linear codes).

As mentioned, Dinur et al. [10] characterized unambiguous $\mathcal{NP}$ ($\mathcal{UP}$) in terms of strong canonical PCPPs, under the original and more restricted definition of strong canonicality generalized in this work (see Remark 1.10).

In [14, Section 13.2.2], strong PCPs are presented from the perspective of property testing as locally testable proofs, in analogy to locally testable codes.

### 1.3.2 Smoothness

Like strongness, smoothness too has its roots in coding theory, with the work Katz and Trevisan [21] examining smooth locally decodable codes. These are codes whose local decoding algorithm reads each bit in an alleged codeword with approximately equal probability (cf. Definition 1.3, which requires the probability to be exactly equal). Since its inception, this property has appeared in numerous works relating to locally decodable codes, e.g., [16, 24, 13]). Goldreich and Sudan [17, Definition 5.14] considered a similar feature for their Linear Inner Proof Systems (LIPS), which are fundamentally different from PCPs.

To avoid possible confusion, it is worth pointing out that the smoothness referred to in this work is as in the aforementioned works in coding theory, and not as in the smooth label cover of Khot [22].

The PCPPs of Theorem 1.12 are used in the recent work of Alman and Chen [1] which shows an explicit construction of rigid matrices using an $\mathcal{NP}$ oracle. They make use only of the smoothness of these PCPPs, but not the additional strong canonicality feature.\footnote{As opposed to [12] (see Section 1.3.3) which uses both features simultaneously.}

### 1.3.3 Hardness of perturbation-stable Euclidean $k$-means

The hardness of approximating bounded-degree stable3SAT (Corollary 1.7) is the starting point of the first hardness of approximation result for perturbation-stable instances of Euclidean $k$-means, due to Friggstad et al. [12]. This connection between stable3SAT and perturbation-stable problems is an interesting direction for future research, so we provide a brief description of their result.

The study of optimization on perturbation-stable instances was initiated by Bilu and Linial [8] and Awasthi et al. [4] as a way of focusing on instances that can “occur in reality” (to quote the former). We consider the Euclidean $k$-means problem and its perturbation-stable instances, which are defined as follows:

- An instance of the $k$-means problem consists of $k \in \mathbb{N}$, dimension $d \in \mathbb{N}$, a metric $\mu : \mathbb{R}^d \times \mathbb{R}^d \to [0, \infty)$, data points $X \subseteq \mathbb{R}^d$, and candidate centers $C \subseteq \mathbb{R}^d$. The objective is to choose centers $S \subseteq C$ such that $|S| = k$ so as to minimize $\mathbb{P}_{x \in X} \min_{c \in S} (\mu(x, c))$.
- An instance is Euclidean if $\mu$ is the Euclidean metric.
- Fix $\gamma > 1$ and metric $\mu$. A $\gamma$-perturbation of $\mu$ is a function $\mu' : \mathbb{R}^d \times \mathbb{R}^d \to [0, \infty)$ such that for any $x \neq y \in \mathbb{R}^d$,

$$1 \leq \frac{\mu'(x, y)}{\mu(x, y)} \leq \gamma$$

Notice that $\mu'$ is not necessarily a metric.
For some fixed $\gamma > 1$, an instance $(k,d,X,C,\mu)$ of $k$-means is $\gamma$-perturbation-stable if it has a unique optimal solution $S^* \subseteq C$, and for any $\gamma$-perturbation $\mu'$ of $\mu$, $S^*$ is the optimal solution of the related instance $(k,d,X,C,\mu')$. The $\gamma$-perturbation-stable Euclidean $k$-means problem is the $k$-means problem as previously described, under the promise that instances are Euclidean and are $\gamma$-perturbation-stable.

While solving (general, non-stable) Euclidean $k$-means is known to be $\mathcal{NP}$-hard to approximate [5], Awasthi et al. showed that introducing some perturbation-stability makes the problem easy; namely, they show that $(\sqrt{2} + 3)$-stable Euclidean $k$-means can be solved exactly in polynomial time. Could the introduction of any amount of perturbation-stability render Euclidean $k$-means easy, or even just easy to approximate? The answer is no, as demonstrated by Friggstad et al. [12]. Their result is conditioned on an hypothesis asserting hardness of approximation of bounded-occurrence and stable3SAT (see Section 1.2.2), which is implied by Corollary 1.7.

▶ Theorem 1.13 ([12]). Assuming Corollary 1.7, there are $\gamma > 1$ and $\varepsilon > 1$ such that $\gamma$-perturbation-stable Euclidean $k$-means cannot be approximated within factor $\varepsilon$, unless $\mathcal{RP} = \mathcal{NP}$.

1.4 Proof outline

To prove Theorem 1.12 we construct a PCPP with the necessary properties for the circuit valuation relation, denoted CircuitVal, which consists of all pairs $(C; y)$ such that circuit $C$ accepts when given $y$ as input. Then, any $\mathcal{NP}$-relation $R$ has a PCPP (with the same properties) that, given explicit input $x$, efficiently computes a circuit $C_x$ such that $(x; y) \in R$ if and only if $C_x$ accepts $y$, and then runs the PCPP of CircuitVal on explicit input $C_x$ and the same input and proof oracles. Following are highlights of our smooth and strong canonical PCPP for CircuitVal.

Multi-piece PCPPs (Section 2)

The PCPP for CircuitVal will be a variant of the PCPP presented in [3, 2, 6]. However, even a high-level inspection of this construction reveals that it is not at all smooth: for example, one building block (the Hadamard-based PCPP, mentioned below) consists of two “pieces” from which the verifier samples uniformly random locations, with the first piece substantially shorter than the second (so its bits are queried far more often). Indeed, this PCPP is not smooth when viewed as a single proof, but when partitioned into two proof-pieces (given as two proof-piece oracles), the verifier is smooth as a three-oracle machine (one input oracle and two proof-piece oracles). We present a transformation of multi-piece PCPPs to single-piece ones that simultaneously preserves smoothness and strong canonicality. This is done by replacing each proof-piece with a list of copies, so that the length of each list of copies is roughly the same.10

---

10To be clear, the Hadamard-based PCPP is but one example of non-smoothness (or rather, multi-piece smoothness) in the construction of [3, 2, 6]; the Reed–Muller-based PCPP, as well as PCPP composition, exhibit similar traits. Thus, our transformation of multi-piece PCPPs to single-piece PCPPs is used by all components of our construction, not just by the Hadamard-based PCPP.
2:10 Smooth and Strong PCPs

Composing smooth strong canonical PCPPs (Section 3)

The run of a nonadaptive PCPP verifier can be viewed as a two-step process: first, it tosses some random coins and generates a residual (decision) circuit and query locations based on the coins it tossed, and then it queries its oracles and accepts or rejects according to the residual circuit’s computation of their answers. A strong canonical and robust PCPP is such that, in expectation, the distance of its oracles’ answers from satisfying the residual circuit reflects the distance of the oracles (in their entirety) from correct ones (i.e. a correct input oracle and a canonical proof oracle). Our composition theorem asserts that for a smooth strong canonical and robust PCPP, replacing the residual circuit’s computation with an additional probabilistic verification (by an inner smooth strong canonical PCPP) yields a smooth strong canonical PCPP.

With a composition theorem at hand, we turn to the construction of smooth strong canonical and robust PCPPs, whose composition gives the PCPP postulated by Theorem 1.12.

The Hadamard-based smooth strong canonical PCPP (Section 4)

This is the Hadamard-based PCPP presented in [2], used as the innermost PCPP of the composition. Its proofs are based on the Hadamard encoding of the input oracle, and its verifier checks that the proof oracle encodes the input oracle (a “consistency check”), and uses the structure of the Hadamard code to check that the input oracle satisfies the (explicitly given) circuit. To show strong canonicality, we consider three cases:

Case 1: Both the input and proof oracles are close to correct ones. That is, the input oracle $y$ is close to an input $y'$ that is accepted by the (explicitly given) circuit, and the proof oracle $\pi$ is close to its canonical proof oracle $\Pi'$ of $y'$. The verifier checks consistency by performing a strong codeword test on the proof oracle, and checks that the decoding of the proof oracle agrees with the input oracle on a random bit. Strong testability means precisely that the first check rejects with probability $\Omega(\pi, \Pi')$, and the local decoding of a random location rejects with probability $\Omega(y, y')$.

Case 2: The input oracle is far from any correct input oracle. Then, standard PCPP soundness guarantees rejection with high probability.

Case 3: The proof oracle is far from the canonical proof of the input oracle. If the proof oracle is close to the canonical proof for some input $y' \neq y$ then the consistency check between the proof oracle and the input oracle rejects with probability $\Omega(\delta(y, y'))$. Otherwise the proof oracle is far from any canonical proof, and is therefore rejected with high probability by the strong codeword test.

Lastly, as mentioned above, we observe that it is smooth as a two-piece PCPP, and can therefore be transformed to a single-piece strong canonical PCPP.

The Reed–Muller-based smooth strong canonical robust PCPP (Section 5)

This PCPP is used in the outer layers of the composition, so we must show that it is smooth and robust strong canonical. Again, smoothness amounts to observing that it is multi-piece smooth. The analysis of its strong canonicality follows the same lines of the Hadamard-based PCPP, this time relying on a generalization of the strong Reed–Muller codeword test (provided by Oded Goldreich and Madhu Sudan in Appendix C). We first present a smooth strong canonical robust PCPP whose proofs are over a large alphabet, and then show that alphabet reduction (encoding each letter in an error correcting code) preserves smoothness and strong canonicality.
2 Multi-piece PCPPs

As said in Section 1.4, several of the PCPPs in the [2] construction are not smooth per se, but they spread their queries smoothly on each of a few significant proof-pieces. Such multi-piece PCPPs are required to satisfy a stricter form of strong canonicality, in which the rejection probability is related to the maximum between each proof-piece oracle to its corresponding proof-piece in a correct proof (and, as usual, the distance of the input oracle to a satisfying input oracle $y'$). Motivated by this observation, we define multi-piece strong canonical PCPPs.

> Definition 2.1. For a constant $t$, a $t$-piece strong canonical PCPP system for relation $R$ with strongness parameter $\alpha \in (0, 1]$ is a probabilistic polynomial-time oracle machine, called a verifier and denoted $V$, coupled with a sequence of polynomial-time computable canonical proof-piece strategies, denoted $\Pi_1, \ldots, \Pi_t : \{0, 1\}^* \times \{0, 1\}^* \rightarrow \{0, 1\}^*$, such that when the verifier is given explicit input $x$ and access to an input oracle $y$ and a proof-piece oracles $\pi_1, \ldots, \pi_t$, the following hold:

- Canonical completeness: The verifier accepts with probability 1 if and only if $(x; y) \in R$ and $\pi_i$ is the corresponding canonical proof-piece, i.e. $\pi_i = \Pi_i(x; y)$, for each $i \in [t]$.
- Strong canonical soundness: Let $R(x) := \{y' : (x; y') \in R\}$. Then, the verifier rejects with probability at least

$$\alpha \cdot \min_{y' \in R(x)} \{\max\{\delta(y, y'), \delta(\pi_1, \Pi_1(x; y')), \ldots, \delta(\pi_t, \Pi_t(x; y'))\}\}$$

In particular, if $R(x)$ is empty, then the verifier rejects with probability $\alpha$.

For each $i \in [t]$, the $i$th proof-piece length complexity, denoted $\ell_i(n)$, is the length of the $i$th proof piece. The $i$th proof-piece query complexity, denoted $q_i(n)$, is the number of queries the verifier issues to the $i$th proof-piece given an input of length $n$.\textsuperscript{11}

2.1 From multi-piece to single-piece

We present a smoothness-preserving transformation of strong canonical multi-piece PCPPs to strong canonical PCPPs that use a single proof oracle. This transformation is not only convenient (for example, composition of multi-piece PCPPs gives one a multi-headache), but is also necessary for Theorem 1.12 which asserts the existence of single-piece smooth strong canonical PCPPs for every $NP$ relation.

> Lemma 2.2. Suppose that, for some constant $t$, a relation $R$ has a $t$-piece smooth strong canonical PCPP with strongness parameter $\alpha$, randomness complexity $r(n)$, and query complexity $q(n)$. Then, $R$ has a single-piece smooth strong canonical PCPP with strongness parameter $\alpha/3$, randomness complexity $O(r(n) + \log q(n))$ and query complexity $O(q(n))$.

Proof. Notice that if proof-piece lengths vary significantly, then simply concatenating the proof-pieces will not do, because bits of shorter pieces are sampled with higher probability than bits of longer pieces. Instead, each proof-piece is replaced with a list of copies such that each list is of equal length (up to a factor related to the proof-piece’s query complexity). That is, the number of copies in the $i$th list is proportional to $q_i/\ell_i$, which, by multi-piece smoothness, equals the probability that a bit in the $i$th proof-piece is queried by the multi-piece verifier.

\textsuperscript{11}Tedious comment: We require the number of queries that the verifier issues to each proof-piece to depend only on the explicit input’s length. This requirement is met by the all PCPPs used in this work.
The single-piece verifier emulates the multi-piece verifier on a random choice of proof-pieces (each proof-piece sampled uniformly from its list of alleged copies), and checks consistency of the copies in each list. Some care must be taken so that the consistency check does not harm smoothness (for example, checking consistency against a fixed copy would result in its bits being queried more often than others).

Strong canonicality of the single-piece verifier then follows from examining two possible cases: The first is that the given lists are noticeably inconsistent (i.e., there is a large discrepancy between the alleged copies), in which case the consistency check rejects with good probability. Otherwise, the lists are almost entirely consistent (i.e., each list of the given proof essentially consists of copies of some proof-piece), and then strong canonicality follows from strong canonicality of the multi-piece verifier.

Following is a detailed description and analysis of the construction. Let $V$ be the postulated $t$-piece smooth strong canonical PCPP verifier with canonical proof-piece strategies $\Pi_1, \ldots, \Pi_t : \{0,1\}^* \times \{0,1\}^* \rightarrow \{0,1\}^*$. We construct a single-piece PCPP $\overline{V}$ and start by describing its canonical proof strategy $\overline{\Pi}$. Fixing $(x,y) \in R$, we use the following notation:

- $r$ denotes the number of random coins tossed by $V$ when given $x$ as explicit input.
- $q_i$ denotes the number of queries $V$ makes to the $i$th proof-piece oracle when given $x$ as explicit input. The total number of queries $V$ makes to all proof-piece oracles is $q := \sum_{i=1}^t q_i$.
- $\Pi_i := \Pi_i(x; y)$ denotes the $i$th canonical proof-piece of $(x; y)$, and $\ell_i := |\Pi_i|$ denotes its length.

Now, let $\overline{\Pi}$ be a list of $m_i := (q_i + 1) \prod_{j \neq i} \ell_j$ copies of $\Pi_i$.\(^{12}\) Indeed, $m_i$ is proportional to the probability that a certain fixed bit of $\Pi_i$ is sampled, namely $q_i/\ell_i$.\(^{13}\) The canonical proof of $(x; y)$ in the single-piece PCPP $\overline{V}$ is then the concatenation of all $\overline{\Pi}$'s.

We describe the run of the new verifier $\overline{V}$ given explicit input $x$ and access to input oracle $y$ and proof oracle $\overline{\pi} = (\overline{\pi}_1, \ldots, \overline{\pi}_t)$, where $\overline{\pi}_i = (\pi_i^{(1)}, \ldots, \pi_i^{m(i)})$ is a list of $m(i)$ strings, each of length $\ell_i$:

1. **Emulation:** For each $i \in [t]$, sample a uniformly random index $c_i \in [m_i]$. Next, emulate $V$ on explicit input $x$, input oracle $y$ and proof-piece oracles $\pi_i^{c_i}, \ldots, \pi_i^{m(i)}$, rejecting if the emulation rejected. Let $J_i$ denote the set of locations that $V$ queries in $\pi_i^{c_i}$.

2. **Consistency check:** For each $i \in [t]$, sample uniformly from the remaining copies $c_i' \in [m_i] \setminus \{c_i\}$ and a uniformly random $j_i \in J_i$ and check that $\pi_i^{c_i}[j_i] = \pi_i^{c_i'}[j_i]$. That is, check that $\pi_i^{c_i}$ and $\pi_i^{c_i'}$ agree on a uniformly random location from the locations queried by the emulated verifier $V$ in Step 1.\(^{14}\)

(Note that smoothness of $V$ implies that $j_i$ is uniformly distributed in $[\ell_i]$ (as detailed in Appendix B.2), and that only $\pi_i^{c_i'}[j_i]$ needs to be queried in this step.)

The single-piece verifier $\overline{V}$ uses $t$ more queries than the emulated (multi-piece) verifier $V$ since the consistency check requires querying an additional location from each list. The number of random coins is upper-bounded by $O(t^2 \cdot (r + \log q)) = O(r + \log q)$.

---

\(^{12}\)The value $q_i + 1$ is used instead of $q_i$ to account for the additional query made by the consistency check (Step 2 in the description of $\overline{V}$).

\(^{13}\)Letting $m_i := (q_i + 1) \prod_{j \neq i} \ell_j$ for any $L$ that is a common multiple of $\{\ell_i\}_{i \in [t]}$ would have worked as well.

\(^{14}\)Indeed, the consistency check can be implemented in several other ways, for example without reusing the emulation copy $c_i$ in the consistency check (i.e. checking consistency between $c_i$ and some $c_i'$), or by uniformly sampling $j_i$ from all of $[\ell_i]$ rather than from $J_i$. However, other implementations require setting $m_i$ to other (less informative) values.
Canonical completeness follows by observing that a proof is accepted with probability 1 if and only if it is formed of consistent lists (i.e. each list holds copies of some proof-piece), such that the proof-pieces in each list form a canonical proof in the multi-piece PCPP. We prove the remaining properties:

**Smoothness**

Fix a location in the proof oracle $\pi$, which is the $j$th location of $\pi_i^{k_i}$ for some $i \in [t]$, $k_i \in [m(i)]$ and $j \in [\ell_i]$. This location is queried if and only if one of two disjoint events occur:

- In Step 1, $k_i = c_i$ and $j_i \in J_i$, i.e. the $j$th location of $\pi_i^{c_i}$ was queried by the emulated verifier. By multi-piece smoothness of the emulated verifier $V$, this event occurs with probability $\frac{1}{m_i} \cdot \frac{q_i}{\ell_i}$.
- In Step 2, $k_i \neq c_i$ and $j_i \in J_i$. In addition, in Step 2, $k_i = c_i'$ and the $j$th location is chosen from $J_i$ (i.e. from the set of all locations queried by the verifier). This event occurs with probability $(1 - \frac{1}{m_i}) \cdot \frac{\ell_i}{m_i - 1} \cdot \frac{q_i}{\ell_i} = \frac{1}{m_i - 1} \cdot \frac{q_i}{\ell_i}$. 

All in all, we have that the probability that this location is queried is

$$\frac{1}{m_i} \cdot \frac{q_i}{\ell_i} + \frac{1}{m_i - 1} \cdot \frac{q_i}{\ell_i} = \frac{q_i + 1}{m_i \cdot \ell_i} = \frac{1}{\prod_{i=1}^{m} \ell_i}$$

Therefore, each bit in $\pi$ is queried with equal probability.

**Strong canonical soundness**

Let $\alpha$ be the strengthness parameter of the multi-piece verifier $V$. We show that the (single-piece) PCPP $V$ has strengthness parameter $\alpha/3$. Fix explicit input $x$, input oracle $y$ and proof oracle $\pi = (\pi_1, \ldots, \pi_t)$, where $\pi_i$ is purported to contain $m_i$ copies of the $i$th canonical proof-piece for $(x; y)$. If $R(x)$ is empty, then the emulated verifier (and therefore the single-piece verifier) rejects with probability $\alpha \cdot 1$ for any choice of (alleged) copies $c_i$, so we may focus on the case that $R(x) \neq \emptyset$. Let $y' \in R(x)$ be a minimizer of $\rho$, defined

$$\rho := \max \left( \delta(y, y'), \delta(\pi_1, \Pi_1(x; y')), \ldots, \delta(\pi_t, \Pi_t(x; y')) \right) \geq \max \left( \delta(y, y'), \delta(\pi, \Pi(x; y')) \right)$$

(1)

It suffices to show that the verifier rejects with probability at least $\frac{\rho}{3} \cdot \rho$. Assume wlog that the maximum in the left hand side of Equation (1) is obtained in the first proof-piece oracle, so $\rho = \max \left( \delta(y, y'), \delta(\pi_1, \Pi_1(x; y')) \right)$. We proceed by examining the case that the first proof-piece has noticeable inconsistency, and the case where it is almost entirely consistent.

**Case 1:** The first proof-piece list is noticeably inconsistent: $\mathbb{E}_{c_1 \neq c'_1 \in [m_1]} [\delta(\pi_1^{c_1}, \pi_1^{c'_1})] \geq \rho/3$.

Smoothness of the emulated verifier implies that a uniformly random location from the set of locations queried in $\pi_1$ is distributed uniformly in $[\ell_1]$ (as detailed in Appendix B.2). Hence, the probability that the consistency check rejects equals the expected distance between two distinct (alleged) copies sampled uniformly, which is assumed to be at least $\rho/3$.

**Case 2:** The first proof-piece list is almost entirely consistent: $\mathbb{E}_{c_1 \neq c'_1 \in [m_1]} [\delta(\pi_1^{c_1}, \pi_1^{c'_1})] < \rho/3$.

By an averaging argument, there exists a “typical” copy such that all other (alleged) copies in first-proof piece list are close to it in expectation; namely, there is an $a \in [m_1]$ such that $\mathbb{E}_{c_1 \in [m_1]} [\delta(\pi_1^{c_1}, \pi_1^{a})] \leq \rho/3$. We argue that since the alleged copies are close to the typical copy (in expectation), the multi-piece verifier rejects with probability similar to that of the strong canonical single-piece verifier given the typical copy as proof.
For each $c_1$, let $y^{c_1} \in R(x)$ be a minimizer of $\max (\delta(y, y^{c_1}), \delta(\pi_1^{c_1}, \Pi_1^{c_1}))$ where $\Pi_1^{c_1} := \Pi_1(x; y^{c_1})$. Using strong canonicality of the emulated verifier, we can lower-bound the probability that the single-piece verifier rejects in the emulation check by

$$\mathbb{E}_{c_1 \in [m_1]} [\alpha \cdot \max (\delta(y, y^{c_1}), \delta(\pi_1^{c_1}, \Pi_1^{c_1}))]$$

$$\geq \alpha \cdot \mathbb{E}_{c_1} [\max (\delta(y, y^{c_1}), \delta(\pi_1^{c_1}, \Pi_1^{c_1}))] - \alpha \cdot \mathbb{E}_{c_1} [\delta(\pi_1^{c_1}, \pi_1^{c_1})]$$

$$\geq \alpha \cdot \max (\delta(y, y^{c_1}), \delta(\pi_1^{c_1}, \Pi_1^{c_1})) - \alpha \cdot \frac{\rho}{3} \quad (2)$$

where the second inequality used the minimality of $y^a$, which means that for any $c_1$, it holds that $\max (\delta(y, y_1^{c_1}), \delta(\pi_1^{c_1}, \Pi_1^{c_1})) \geq \max (\delta(y, y^a), \delta(\pi_1^{c_1}, \Pi_1^{c_1}))$. We can also lower-bound the distance of the typical copy $\pi_1^c$ from its corresponding canonical proof piece $\Pi_1^c$ by

$$\delta(\pi_1^{c_1}, \Pi_1^{c_1}) \geq \mathbb{E}_{c_1 \in [m_1]} [\delta(\pi_1^{c_1}, \Pi_1^{c_1})] - \mathbb{E}_{c_1 \in [m_1]} [\delta(\pi_1^{c_1}, \pi_1^{c_1})]$$

$$\geq \mathbb{E}_{c_1 \in [m_1]} [\delta(\pi_1^{c_1}, \Pi_1^{c_1})] - \frac{\rho}{3} = \delta(\pi_1, \Pi_1(x; y^a)) - \frac{\rho}{3} \quad (3)$$

Combining Equations (2) and (3), we have that the verifier rejects with probability at least

$$\alpha \cdot \max (\delta(y, y^a), \delta(\pi_1, \Pi_1(x; y^a))) - \frac{\rho}{3} = \alpha \cdot \rho - \alpha \cdot \frac{2\rho}{3} = \alpha \cdot \frac{\rho}{3}$$

where the inequality is because $y^a \in R(x)$ is not necessarily the minimizer of Equation (1), i.e. it could be that $y^a \neq y'$ (and then $\max (\delta(y, y^a), \delta(\pi_1, \Pi_1(x; y^a))) \geq \rho$).

### 3 Composing smooth strong canonical PCPPs

In this section, we adapt the composition theorem of Ben-Sasson et al. [6] to the strong canonical setting.

We can think of a run of nonadaptive PCPP verifier as a two-step process: first, it tosses some random coins and generates a residual (decision) circuit and query locations based on the coins it tossed, and then it queries its oracles and feeds their answers to the residual circuit, accepting or rejecting accordingly. Hence, the verifier accepts if and only if the residual circuit and oracle answers are in $\text{CircuitVal}$. PCPP composition replaces the naive verification of this claim of membership (in $\text{CircuitVal}$) by a probabilistic verification. That is, an inner verifier probabilistically checks that the oracles’ answers satisfy the outer verifier’s residual decision circuit. The resulting composite verifier accepts or rejects according to the inner verifier’s decision.

The strong inner verifier rejects with probability that is proportional to the distance of the oracles’ answers from satisfying the outer residual circuit. As such, this distance should reflect the distance of the outer oracles (in their entirety) from correct ones. In other words, if the outer oracles are far from correct ones, the outer verifier’s queries should not only be rejected, but be far from being accepted by its residual circuit. In such a case we say that the outer verifier is robust.

As in the composition of [6], when it comes to randomness and query complexities, the composite verifier enjoys the best of both worlds: broadly speaking, its query complexity is inherited from the inner verifier, and its randomness complexity is (mostly) determined by the outer verifier. So, composing an outer verifier of low randomness complexity with an inner verifier that issues a few queries yields a composite verifier with low randomness and query complexities. The contribution of this section is in showing that, in addition, such composition can be made to preserve smoothness and strong canonicality.
3.1 Strong canonical robust PCPPs

First, we describe the run of a nonadaptive verifier as a two-step process: first sampling random coins, then querying its oracles and computing a decision. Formally,

Definition 3.1 (PCPPs, restated). Given explicit input \( x \) and oracle access input \( y \) and proof \( \pi \), a (nonadaptive) PCPP verifier for relation \( R \) of randomness complexity \( r(n) \) and query complexity \( q(n) \) runs as follows:

1. Sample. The verifier uniformly samples a coin sequence \( c \in \{0, 1\}^{r(|x|)} \). Based on \( x \) and \( c \), the verifier generates query locations \( I := I_c := (i_1, \ldots, i_{q(|x|)}) \) and residual circuit \( D := D_c \). Note that \( I \) contains the locations of queries to both \( y \) and \( \pi \).

2. Query and compute. The verifier queries oracles \( y \) and \( \pi \) according to the query locations \( I \). Denoting the answers to these queries by \( y\pi[I] \), the verifier then computes \( D(y\pi[I]) \) and outputs 1 (“Yes”) if and only if \( y\pi[I] \) satisfies \( D \).

The event that the verifier \( V \) accepts, i.e. “\( V^y\pi(x) = 1 \)”, is equal by definition to “\( y\pi[I_c] \in \text{Sat}(D_c) \)”, where \( \text{Sat}(D_c) \) denotes the set of satisfying inputs of \( D_c \), and the randomness in both events being the coin sequence \( c \). The decision complexity \( d(n) \) is the maximal size of a residual circuit generated when the verifier is given explicit input of length \( n \).

Strong canonical robustness guarantees that the expected distance of the oracles’ answers from satisfying the residual circuit is proportional to the distance of these oracles from being correct, and is formally defined as follows.

Definition 3.2 (Strong canonical robust PCPPs). A strong canonical PCPP \( V \) for relation \( R \) with canonical proof strategy \( \Pi : \{0, 1\}^* \rightarrow \{0, 1\}^* \) is a strong canonical robust PCPP (RPCPP) with strongness parameter \( \alpha \in (0, 1] \) if, in addition to the conditions of Definition 1.8, it satisfies strong canonical robust soundness:

- For any \( (x; y) \) such that \( (x; y) \notin R \) it holds that \( \Pi(x; y) = \emptyset \). When given explicit input \( x \), input oracle \( y \) and proof oracle \( \pi \), the expected distance of the bits queried by \( V \) from being accepted by the residual circuit is at least

\[
\alpha \cdot \min_{y' \in R(x)} \{ \max (\delta(y, y'), \delta(\pi, \Pi(x; y'))) \}
\]

That is,

\[
\mathbb{E}_c [\delta(y\pi[I_c], \text{Sat}(D_c))] \geq \begin{cases} 
\alpha \cdot \min_{y' \in R(x)} \{ \max (\delta(y, y'), \delta(\pi, \Pi(x; y'))) \} & \text{if } R(x) \neq \emptyset \\
\alpha & \text{if } R(x) = \emptyset
\end{cases}
\]

Remark 3.3. This definition differs from a natural adaptation of the original definition of robustness ([6, Definition 2.6]) in that it requires the expected distance to be large, rather than require the distance be large with high probability. Markov’s inequality implies that Definition 3.2 is stronger.

3.2 The composition theorem

Following the two-step description of a run of a PCPP verifier in Definition 3.1, a PCPP verifier accepts explicit input \( x \), input oracle \( y \) and proof oracle \( \pi \) if and only if the answers received from its proof oracle (denoted \( y\pi[I] \)) satisfy its residual circuit \( D \). In a nutshell, PCPP composition is done by replacing the verification of the claim “\( y\pi[I] \) satisfies \( D \)” with a probabilistic verification by an inner PCPP verifier.

Before turning to the theorem and its proof, we define an additional property we require from outer verifiers.
Definition 3.4 (Residual circuit distance). For some constant $\Delta > 0$, we say that a PCPP verifier $V$ has residual circuit distance $\Delta$ if for any input $x$ and coin sequence $c$, any two distinct inputs satisfying the residual circuit $D_c$ are at least $\Delta$-far apart.

In later sections, we show that the outer PCPP whose composition yields Theorem 1.12 satisfies this additional property for some constant $\Delta > 0$. Hence, it suffices to prove the composition theorem for PCPPs with constant residual circuit distance.

Theorem 3.5. Assume there are $\alpha_{\text{out}}, \alpha_{\text{in}}, \Delta \in (0, 1]$ and $r_{\text{out}}, r_{\text{in}}, d_{\text{out}}, d_{\text{in}}, q_{\text{in}} : \mathbb{N} \to \mathbb{N}$ such that the following holds:

- The relation $R$ has a strong smooth canonical RPCPP, denoted $V_{\text{out}}$, with residual circuit distance $\Delta$, strongness parameter $\alpha_{\text{out}}$ and randomness and decision complexities $r_{\text{out}}$ and $d_{\text{out}}$ respectively.
- $\text{CIRCUITVAL}$ has a strong canonical PCPP, denoted $V_{\text{in}}$, with strongness parameter $\alpha_{\text{in}}$ and randomness, query and decision complexities $r_{\text{in}}, q_{\text{in}}$ and $d_{\text{in}}$ respectively.

Then, the relation $R$ has a strong canonical PCPP, denoted $V_{\text{comp}}$, with the following properties:

- Randomness complexity $r_{\text{out}} + r_{\text{in}} \circ d_{\text{out}}$.
- Query complexity $q_{\text{in}} \circ d_{\text{out}}$.
- Decision complexity $d_{\text{in}} \circ d_{\text{out}}$.
- Strongness parameter $\alpha_{\text{out}} \cdot \alpha_{\text{in}} \cdot \Delta / 4$

Furthermore, if $V_{\text{in}}$ is smooth then $R$ has a smooth strong canonical PCPP with strongness shrinking by a third (to $\alpha_{\text{out}} \cdot \alpha_{\text{in}} \cdot \Delta / 12$). If $V_{\text{in}}$ is robust (resp. has residual circuit distance) then $V_{\text{comp}}$ is robust (resp. has residual circuit distance).

Notice that smoothness of the outer verifier is used for strong canonicality of the composite verifier.

Proof of Theorem 3.5. We affix the term outer, inner or composite when discussing components of the outer, inner or composite verifiers. For example, an inner canonical proof is a proof obtained from the canonical proof strategy of the inner PCPP.

We start by describing the canonical proof strategy of the composite PCPP, which consists of two proof-piece oracles: an outer proof-piece denoted $\Pi$, and an inner proof-piece denoted $T$. For any explicit input $x$ and input oracle $y$ with $(x; y) \in R$, the outer proof-piece is the outer canonical proof that $(x; y) \in R$ (for $V_{\text{out}}$), and the inner proof-piece is the concatenation (over all possible coin sequences $c$ of the outer verifier) of the inner canonical proof that $y\Pi[I_c]$ satisfies $D_c$ (for $V_{\text{in}}$), which we denote by $T_c$. With these in mind, we proceed by describing the composite verifier.

Algorithm 3.5.1 (PCPP composition [6, Section 2.4]). The composite PCPP system has verifier $V_{\text{comp}}$ that takes explicit input $x$, input oracle $y$, and two proof-piece oracles: an outer proof-piece $\pi$, and an inner proof-piece $\tau = (\tau_c)_c$, with $c$ ranging over all possible coin sequences of the outer verifier. It runs as follows:

1. Emulates the Sample step of the outer verifier, obtaining a coin sequence $c$, outer query locations $I_c$, and outer residual circuit $D_c$. ($V_{\text{comp}}$ does not issue any queries yet!)
2. Emulates the inner verifier with explicit input $D_c$, input oracle $y\pi[I_c]$ and proof oracle $\tau_c$. $V_{\text{comp}}$ accepts if and only if the inner verifier accepted.

Since Algorithm 3.5.1 is the same composition used in the proof of [6, Theorem 2.7], the composite PCPP enjoys all properties described there, and in particular it is a PCPP with the required complexities. Canonical completeness follows from the canonical completeness of the outer and inner verifiers, and so we turn to prove strong canonical soundness. Then,
if \( V_{\text{in}} \) is smooth then \( V_{\text{comp}} \) is two-piece smooth, and we may apply Lemma 2.2 to obtain a smooth strong canonical composite PCPP for \( R \) while losing an additional factor \( 1/3 \) in strongness.

Fix an explicit input \( x \), input oracle \( y \), and alleged proof-piece oracles and \( \pi \) and \( \tau \), where \( \pi \) corresponds to the outer proof-piece and \( \tau := (\tau_c) \) corresponds to the inner proof-piece. If \( R(x) \) is empty then we may refer to the standard soundness analysis of the composite PCPP, so we focus on the case that \( R(x) \) is nonempty. Let \( y' \) be a satisfying input that minimizes the maximal distance between the given oracles and correct oracles; that is, the maximum between \( \delta(y, y') \), \( \delta(\pi, \Pi) \) and \( \delta(\tau, T) \), where \( \Pi \) and \( T \) are the canonical outer and inner proof-pieces for \( y' \). Denote the distance between the given oracles and the correct oracles by \( \delta_y := \delta(y, y') \), \( \delta_\pi := \delta(\pi, \Pi) \) and \( \delta_\tau := \delta(\tau, T) \) = \( \mathbb{E}_c[\delta(\tau_c, T_c)] \). We shall show that the verifier rejects with probability \( \alpha_{\text{out}} \cdot \alpha_{\text{in}} \cdot \Delta \cdot \max (\delta_y, \delta_\pi, \delta_\tau)/4 \). The analysis considers two cases.

**Case 1:** \( \max (\delta_y, \delta_\pi) \geq \frac{\Delta}{2} \cdot \delta_\tau \). For any fixed outer coin sequence \( c \), the strong canonical inner verifier rejects the circuit \( D_c \), input oracle \( y\pi[I_c] \) and proof oracle \( \tau_c \) with probability \( \alpha_{\text{in}} \cdot \delta(y\pi[I_c], \text{Sat}(D_c)) \). The rejection probability of the composite verifier equals the expected rejection probability of the inner verifier (over random \( c \)), therefore the composite verifier rejects with probability at least \( \mathbb{E}_c[\alpha_{\text{in}} \cdot \delta(y\pi[I_c], \text{Sat}(D_c))] \) which, by the robust strong canonicality of the outer verifier, is at least \( \alpha_{\text{out}} \cdot \alpha_{\text{in}} \cdot \max (\delta_y, \delta_\pi, \delta_\tau) \geq \alpha_{\text{out}} \cdot \alpha_{\text{in}} \cdot \Delta \cdot \max (\delta_y, \delta_\pi, \delta_\tau) \).

In the actual analysis, \( \delta_y \) and \( \delta_\tau \) are not necessarily zero, but the general ideas of the warm-up are still applicable: using the smoothness of the outer verifier, we can relate \( \mathbb{E}_c[\delta(y\pi[I_c], y'\Pi[I_c])] \) with \( \delta_y \) and \( \delta_\tau \). Since \( \delta_y \) and \( \delta_\tau \) are assumed to be \( O(\delta_\tau) \), then for sufficiently many \( c \)'s it holds that \( y\pi[I_c] \) is close to \( y'\Pi[I_c] \). Then, the constant residual circuit distance of the verifier implies that for these \( c \)'s the inner verifier rejects with probability proportional to \( \delta(\tau_c, T_c) \). Details follow.

We say that a fixed coin sequence \( c \) is *good* if \( y\pi[I_c] \) is \( \Delta/2 \)-close to \( y'\Pi[I_c] \). Strong canonicality of the inner verifier means that the probability it rejects circuit \( D_c \), input oracle \( y\pi[I_c] \) and proof oracle \( \tau_c \) is at least

\[
\begin{align*}
\alpha_{\text{in}} \cdot \min_{s \in \text{Sat}(D_c)} \{ \max (\delta(y\pi[I_c], s), \delta(\tau_c, T_c(D_c; s))) \}
\end{align*}
\]

The outer verifier has residual circuit distance \( \Delta \), so for good coins \( c \), \( \delta(y\pi[I_c], s) \geq \Delta/2 \) for all \( s \in \text{Sat}(D_c) \setminus \{ y'\Pi[I_c] \} \). Therefore, for good \( c \)'s, \( \max (\delta(y\pi[I_c], s), \delta(\tau_c, T_c(D_c; s))) \) is at least \( \delta(\tau_c, T_c) \) when taking \( s = y'\Pi[I_c] \), and is at least \( \Delta/2 \) when \( s \) satisfies \( D_c \) but differs from \( y'\Pi[I_c] \). Hence,

\[
\Pr[V_{\text{in}}^c(D_c) = 0 \mid c \text{ good}] \geq \alpha_{\text{in}} \cdot \min \{ \Delta/2, \delta(\tau_c, T_c) \} \geq \alpha_{\text{in}} \cdot \frac{\Delta}{2} \cdot \delta(\tau_c, T_c)
\]

Now, we show that since \( \delta_y \) and \( \delta_\tau \) are \( O(\delta_\tau) \), then the expected distance between inner proofs over good \( c \)'s upper-bounds the distance between all inner proofs \( \delta_\tau \) (up to constants). Smoothness of the outer verifier implies that sampling a random coin
sequence $c$ and location $j$ in $I_c$ is the same as uniformly sampling from $[|y\pi|]$ (as detailed in Appendix B.2). Therefore,

$$\delta(y\pi, y\Pi) := \mathbb{P}_k[y\pi[k] \neq y\Pi[k]] = \mathbb{P}_j, I_c[y\pi[I_c][j] \neq y\Pi[I_c][j]] = \mathbb{E}_c[\delta(y\pi[I_c], y\Pi[I_c])]$$

Thus,

$$\delta(y\pi, y\Pi) \geq \frac{\Delta}{2} \cdot \mathbb{P}_c[\delta(y\pi[I_c], y\Pi[I_c]) > \frac{\Delta}{2}] = \frac{\Delta}{2} \cdot \mathbb{P}_c[c \ \text{not good}]$$

Note that max $\left(\delta_y, \delta_\pi\right) \geq \delta(y\pi, y\Pi)$, so by the assumption that max $\left(\delta_y, \delta_\pi\right) < \Delta \cdot \delta_x/4$ we have that $\delta_x/2 \geq \mathbb{P}_c[c \ \text{not good}]$. In addition,

$$\delta_x = \mathbb{E}_c[\delta(\tau_c, T_c)] \leq \mathbb{E}_c[\delta(\tau_c, T_c) | c \ \text{good}] \cdot \mathbb{P}_c[c \ \text{good}] + \mathbb{P}_c[c \ \text{not good}]$$

Which implies

$$\mathbb{E}_c[\delta(\tau_c, T_c) | c \ \text{good}] \cdot \mathbb{P}_c[c \ \text{good}] \geq \delta_x/2 \quad (6)$$

Using Equations (5) and (6), the probability that the composite verifier rejects the given input and proof is at least

$$\mathbb{E}_c[\mathbb{P}_c[V_{in}(x) = 0] | c \ \text{good}] \cdot \mathbb{P}_c[c \ \text{good}] \geq \frac{\alpha_{in}}{4} \cdot \mathbb{E}_c[\delta(\tau_c, T_c) | c \ \text{good}] \cdot \mathbb{P}_c[c \ \text{good}] \geq \frac{\alpha_{in} \cdot \Delta}{4} \cdot \delta_x$$

If $V_{in}$ is a strong canonical robust PCPP, then we note that the lower bounds on the rejection probability hold for the expected distance of the bits read from $(y\pi[I_c], \tau_c)$ from satisfying $V_{comp}$’s residual circuit.\textsuperscript{15} As for residual circuit distance: any two strings satisfying the composite residual circuit satisfy the inner residual circuit, so the residual circuit distance of the inner verifier is inherited by the composite verifier.

\subsection*{3.3 Composing the construct of Theorem 1.12}

Now that we know how to compose PCPPs, let’s talk about which PCPPs we compose. For now, we postulate two smooth strong canonical (R)PCPPs of certain complexities and reckon that their composition yields a PCPP of logarithmic randomness and constant queries (their actual construction and analysis constitutes the rest of this work).

\begin{itemize}
  \item \textbf{Proposition 3.6 (Hadamard-based PCPP).} There exists a smooth strong canonical PCPP for CircuitVal of quadratic randomness and constant query complexities.
  \item \textbf{Proposition 3.7 (Reed–Muller-based RPCPP).} There exists a smooth strong canonical robust PCPP for CircuitVal of logarithmic randomness complexity, polylogarithmic decision complexity, and constant residual circuit distance.
\end{itemize}

As in [2, 6], the Reed–Muller-based RPCPP is composed with itself to obtain a smooth strong canonical RPCPP of logarithmic randomness complexity, poly log log decision complexity and constant residual circuit distance. The resulting RPCPP is then composed (as an outer verifier) with an inner Hadamard-based PCPP to obtain a smooth strong canonical PCPP of logarithmic randomness and constant query complexities, proving Theorem 1.12.

\textsuperscript{15} To transform the multi-piece robust PCPP to a single-piece robust PCPP, we note that Lemma 2.2 holds for robust PCPPs as well: for strong canonicality, rather than analyzing the rejection probability of the verifier, we can analyze the expected distance from being accepted by the verifier (using exactly the same reasoning).
The Hadamard-based smooth strong canonical PCPP

We now turn to the actual construction of smooth strong canonical PCPPs, starting with
the Hadamard-based PCPP of [2, Section 4] as presented in [20, Chapter 4].

4.1 Algebrization and the Hadamard code

A circuit and its input can be expressed as a system of quadratic equations and an assignment,
such that the input satisfies the circuit if and only if the assignment satisfies the equation
system. The Hadamard-based PCPP verifier capitalizes on this fact, with the proof for an
input consisting of the truth tables of evaluations of all (linear and) quadratic equations
on the assignment corresponding to the input. First, let’s take a more detailed look at this

Definition 4.1 (Computational extension). Let \( C \) be a circuit of size \( n \) with \( n_0 \) input gates
and let \( y \in \{0,1\}^{n_0} \). The computational extension of \( y \) w.r.t \( C \) is the string corresponding to
the values output by each gate of \( C \) when computing \( y \). Assuming wlog that the first
\( n_0 \) gates of \( C \) are its input gates, it holds that \( y = y_C[1] \cdots y_C[n_0] \).

Definition 4.2 (Outer product). The outer product of vectors \( u, v \in \{0,1\}^n \), denoted \( u \otimes v \),
is the \( n^2 \) dimensional vector obtained by “flattening” the \( n \times n \) matrix whose entry in the \( i \)th
column and \( j \)th row is \( u[i] \cdot v[j] \). That is, \( u \otimes v[(i-1)n+j] := u[i] \cdot v[j] \) for all \( i,j \in [n] \).

Proposition 4.3. There exists a polynomial-time computable mapping that maps circuit
\( C \) of size \( n \) with \( m \) input bits to an \( n \times n^2 \) matrix \( A_C \) and vector \( b_C \in \{0,1\}^n \) such that input
\( y \in \{0,1\}^m \) satisfies \( C \) if and only if \( y_C \in \{0,1\}^{n_0} \) satisfies \( A_C(y_C \otimes y_C) = b_C \).

Proof sketch. Let \( C \) be a circuit of size \( n \) that has \( n_0 \) input gates. The reduction computes
\( b \in \{0,1\}^n \) and \( a_1, \ldots, a_n \in \{0,1\}^n \) according to Table 1, and lets \( A_C \) be the matrix whose
\( i \)th row is \( a_i \).

Table 1 Mapping of gates to equations. \( e_{i,j} \in \{0,1\}^n \) is all zeroes except for coordinate
\((i-1)n+j\).

<table>
<thead>
<tr>
<th>Gate</th>
<th>First input gate</th>
<th>Second input gate</th>
<th>Gate type</th>
<th>Reduction output</th>
</tr>
</thead>
</table>
| \( i \) | \( j \) | \( k \) | AND | \( a_i := e_{i,i} + e_{j,k} \)  
      |              |                  | \( b_i := 0 \) |
| \( i \) | \( j \) | \( k \) | OR | \( a_i := e_{i,i} + e_{j,j} + e_{k,k} + e_{j,k} \)  
      |              |                  | \( b_i := 0 \) |
| \( i \) | \( j \) | \( j \) | NOT | \( a_i := e_{i,i} + e_{j,j} \)  
      |              |                  | \( b_i := 1 \) |
| \( i \) | \( j \) | \( j \) | OUTPUT | \( a_i := e_{i,i} \)  
      |              |                  | \( b_i := 1 \) |
| \( i \) | \( j \) | \( j \) | INPUT | \( a_i := 5 \)  
      |              |                  | \( b_i := 0 \) |
The Hadamard encoding of a string $y \in \{0,1\}^n$ is the evaluation of all linear equations (over $\mathbb{F}_2$) on $n$ variables on the assignment $y$. Formally,

**Definition 4.4.** The Hadamard encoding of a vector $y \in \{0,1\}^n$ is the function $\text{Had}_y : \{0,1\}^n \rightarrow \{0,1\}$ given by $\text{Had}_y(z) := y \cdot z = \sum_{i=1}^n y[i] z[i] \mod 2$.

Recall some useful facts about this encoding:

**Fact 4.5.** For all $n \in \mathbb{N}$:

- **Distance.** A function $f : \{0,1\}^n \rightarrow \{0,1\}$ is linear if and only if there exists $y \in \{0,1\}^n$ such that $f = \text{Had}_y$. For all $y \neq y'$ it holds that $\delta(\text{Had}_y, \text{Had}_{y'}) = 1/2$, associating $\text{Had}_y$ with its $2^n$-bit-long truth table. That is to say that the Hadamard code has relative distance $1/2$.

- **Strong Testability.** Consider a test that given $f : \{0,1\}^n \rightarrow \{0,1\}$ uniformly samples $x, x' \in \{0,1\}^n$ and accepts if and only if
  \[ f(x) + f(x') = f(x + x') \]

  As shown in [9], if $f$ is $\delta$-far from all Hadamard codewords then the test rejects with probability at least $\min(\delta/2,1/6)$. Note that the test makes three queries to $f$ and tosses $2n$ random coins.

- **Self-correction.** Consider a self-correction procedure that given $f : \{0,1\}^n \rightarrow \{0,1\}$ and $x \in \{0,1\}^n$, uniformly samples $r \in \{0,1\}^n$ and outputs $f(x + r) - f(r)$. It holds that if $f$ is $\delta$-close to the Hadamard codeword $\tilde{f}$ then for all $x$ the procedure outputs $\tilde{f}(x)$ with probability at least $1 - 2\delta$. Note that the procedure makes two queries to $f$ and tosses $n$ random coins.

### 4.2 The PCPP and its analysis

**Algorithm 4.6** (The Hadamard-based PCPP [2]). The canonical proof-piece strategies of circuit $C$ and satisfying input $y$ are the Hadamard encodings of $y_C$ and $y_C \otimes y_C$ (the computational extension of $y$, and the outer product of the latter with itself, respectively). That is, $\Pi_1(C; y) := \text{Had}_{y_C}$ and $\Pi_2(C; y) := \text{Had}_{y_C \otimes y_C}$. The verifier takes explicit input $C$ and is given access to input oracle $y$ and alleged proof-piece oracles $\pi_1$ and $\pi_2$. It performs the following tests, and accepts if and only if all of them passed:

1. **Strong codeword checks.** Perform the strong codeword test of Fact 4.5 on both $\pi_1$ and $\pi_2$.

2. **Oracle-oracle consistency check:** Check that the assignment allegedly encoded by $\pi_2$ is the outer product of the assignment allegedly encoded by $\pi_1$; that is, uniformly sample $u, v \in \{0,1\}^n$ and check that $\pi_1(u) \pi_1(v) = \pi_2(u \otimes v)$, using self-correction on $\pi_2$.

3. **Satisfaction check.** Compute the quadratic equation system $(A_C, b_C)$ corresponding to circuit $C$ via Proposition 4.3, and check that the assignment allegedly encoded by $\pi_2$ satisfies the quadratic equation system $(A_C, b_C)$ by checking that it satisfies a random linear combination of equations; that is, uniformly sample $w \in \{0,1\}^n$ and check that $\pi_2(w^\top A_C) = \text{Had}_{b_C}(w)$, using self-correction on $\pi_2$. Note that the verifier computes $A_C$ and $b_C$ based only on the circuit $C$, which is given explicitly.

4. **Oracle-witness consistency check.** Check that $\pi_1$ encodes the computational extension of $y$; that is, uniformly sample $i \in [m]$ and check that $y[i] = \pi_1(e_i)$ using self-correction on $\pi_1$, where $e_i \in \{0,1\}^n$ is the unit vector $0^{i-1}10^{n-i}$.

It is known that Algorithm 4.6 is a PCPP for $\text{CIRCUITVAL}$ with polynomial randomness complexity and constant query complexity (see [2] or later reformulation in [20, Section 4.1]). It is smooth (as a two-piece PCPP), as only a single uniformly random location of $y$ is queried,
and locations queried in $\pi_1$ and $\pi_2$ are all uniformly random. We show that it is strong canonical, and can therefore be transformed into a single-piece smooth strong canonical PCPP for CircuitVal using Lemma 2.2, thereby proving Proposition 3.6.

**Proof.** Fix circuit $C$, input oracle $y$ and proof-piece oracles $\pi_1$ and $\pi_2$. We show that the verifier rejects with probability at least

$$\frac{5}{72} \cdot \min_{y' \in \text{Sat}(C)} \left\{ \max (\delta(y, y'), \delta(\pi_1, \Pi_1(C; y')), \delta(\pi_2, \Pi_2(C; y'))) \right\}$$

(7)

where $\text{Sat}(C)$ denotes the set of satisfying inputs of $C$.

Let $\tilde{\pi}_1$ and $\tilde{\pi}_2$ be the Hadamard codewords closest to $\pi_1$ and $\pi_2$ respectively. Let $\tilde{z} \in \{0, 1\}^n$ and $\tilde{Z} \in \{0, 1\}^{n \times n}$ be the decodings of $\tilde{\pi}_1$ and $\tilde{\pi}_2$ respectively, so that $\tilde{\pi}_1 = \text{Had}_{\tilde{z}}$ and $\tilde{\pi}_2 = \text{Had}_{\tilde{Z}}$. Fact 4.5 implies that if $\pi_1$ or $\pi_2$ are 1/12-far from $\tilde{\pi}_1$ or $\tilde{\pi}_2$ (respectively) then one of the linearity tests reject with probability at least 1/24. Hence, we may assume $\max (\delta(\pi_1, \tilde{\pi}_1), \delta(\pi_2, \tilde{\pi}_2)) \leq 1/12$. Let $\tilde{y}$ be the $n_0$-bit-long prefix of $\tilde{z}$, which corresponds to the values $\tilde{u}$ gives to the input gates of $C$.

We start by reckoning that if $\tilde{\pi}_1, \tilde{\pi}_2$ aren’t the canonical proof-pieces for $(C; \tilde{y})$ then rejection occurs with high probability, and then show that if they were the canonical proof-pieces then the oracle-witness consistency check (resp. strong codeword check) rejects the input oracle (resp. proof-piece oracles) with probability proportional to $\delta(y, \tilde{y})$ (resp. max $\delta(\pi_1, \tilde{\pi}_1), \delta(\pi_2, \tilde{\pi}_2))$).

Observe that $\tilde{\pi}_1, \tilde{\pi}_2$ are the canonical proof-pieces of $(C; \tilde{y})$ if and only if the following conditions hold:

- $\tilde{\pi}_1$ satisfies the circuit $C$. (Otherwise, $\tilde{\pi}_1$ has no canonical proof.)
- $\tilde{\pi}_1$ is the Hadamard encoding of the computational extension of $\tilde{y}$, denoted $\tilde{y}_C$.
- $\tilde{\pi}_2$ is the Hadamard encoding of $\tilde{y}_C \otimes \tilde{y}_C$.

By Proposition 4.3, we have that $\tilde{\pi}_1, \tilde{\pi}_2$ are the canonical proof-pieces of $(C; \tilde{y})$ if and only if $\tilde{Z} = \tilde{z} \otimes \tilde{z}$ and $\tilde{z}$ satisfies the equation system $(A_C, b_C)$. With this observation in mind, we examine the following cases.

**Case 1:** $\tilde{\pi}_1, \tilde{\pi}_2$ are not the canonical proof-pieces of $\tilde{y}$.

We claim that rejection occurs with high probability. Indeed, by the foregoing observation, one of two sub-cases must hold:

**Case 1.1:** $\tilde{Z} \neq \tilde{z} \otimes \tilde{z}$.

In this case, oracle-oracle consistency check rejects with high probability: The inequation $\tilde{\pi}_1(u) \tilde{v} \neq \tilde{\pi}_2(u \oplus v)$ holds for at least a quarter of possible $u, v \in \{0, 1\}^n$. Therefore $\pi_1(u) \pi_1(u) \neq \pi_2(u \oplus v)$ with probability at least $1/4 - 2 \delta(\pi_1, \tilde{\pi}_1) \geq 1/12$. The self-corrected query to $\pi_2$ gives the value of $\tilde{\pi}_2$ with probability $1 - 2 \delta(\pi_2, \tilde{\pi}_2)$ at least $1/12$. The self-corrected query to $\pi_2$ gives the value of $\tilde{\pi}_2$ with probability $1 - 2 \delta(\pi_2, \tilde{\pi}_2)$ at least $1/12$. The self-corrected query to $\pi_2$ gives the value of $\tilde{\pi}_2$ with probability $1 - 2 \delta(\pi_2, \tilde{\pi}_2)$ at least $1/12$.

**Case 1.2:** $\tilde{Z} = \tilde{z} \otimes \tilde{z}$ but $\tilde{z}$ does not satisfy the quadratic equation system $(A_C, b_C)$.

In this case, it is the satisfaction check that rejects with high probability: By Proposition 4.3 it holds that $A_C \tilde{Z} \neq b_C$, and notice that $\text{Had}_{\tilde{z}}(w^\top A_C)(w) = \text{Had}_{\tilde{z}}(w)$ for all $w \in \{0, 1\}^n$. Therefore, the inequation $\tilde{\pi}_2(w^\top A_C)(w) = \text{Had}_{b_C}(w)$ holds with probability 1/2 over the choice of a uniformly random $w$, as the Hadamard code has relative distance 1/2. Accounting for a single self-corrected query, the satisfaction test rejects with probability at least $(1/2) \cdot (1 - 2 \delta(\pi_2, \tilde{\pi}_2)) \geq 5/12$.

---

This follows from the fact that for two distinct $n \times n$ matrices $A$ and $B$, the inequation $u^\top A u \neq u^\top B u$ for at least a quarter of all possible $u, v \in \{0, 1\}^n$. 

---
Case 2: \( \overline{\pi_1}, \overline{\pi_2} \) are the canonical proof-pieces of \( \overline{\gamma} \).
In particular, \( \overline{\gamma} \) is a satisfying input for circuit \( C \). By definition of the Hamming distance and accounting for self-correction, the oracle-witness test rejects with probability \( \delta(y, \overline{\gamma})(1 - 2\delta(\pi_1, \overline{\pi_1})) \geq 5\delta(y, \overline{\gamma})/6 \). Additionally the linearity tests reject with probability greater than both \( \delta(\pi_1, \overline{\pi_1})/2 \) and \( \delta(\pi_2, \overline{\pi_2})/2 \). All in all, in this case the verifier rejects with probability at least
\[
\max \left( \frac{5}{6} \cdot \delta(y, \overline{\gamma}), \frac{1}{2} \cdot \delta(\pi_1, \overline{\pi_1}), \frac{1}{2} \cdot \delta(\pi_2, \overline{\pi_2}) \right) \geq \frac{5}{72} \cdot \min_{y' \in \text{Sat}(C)} \{ \max (\delta(y, y'), \delta(\pi_1, \Pi_1(C; y')), \delta(\pi_2, \Pi_2(C; y'))) \}
\]
where the inequality is justified by the fact that \( \overline{\gamma} \) satisfies circuit \( C \) (however it does not necessarily minimize the expression on the right hand side).

5 The Reed–Muller-based smooth strong canonical robust PCPP

The construction of the Reed–Muller-based RPCPP is more involved than that of the Hadamard-based PCPP. We follow its presentation in [20, Part 1] (a reorganization of [6]), noting that some components mentioned therein appeared in prior works (for example [3, 2]). We find this presentation appealing as it breaks the construction down to four bite-sized steps. Essentially, we prove that the first step yields a PCPP that is smooth and strong canonical, and that the transition between each step preserves smoothness and strong canonicality. Along the way, we will also keep track of the residual circuit distance (see Definition 3.4) and observe that it is constant.

So how do we go about proving this? First, it’s worth noting that the intermediate PCPPs are multi-piece and, more importantly, issue queries to oracles of larger, non-binary alphabets. Don’t worry, eventually (Section 5.4) we show how to reduce alphabet size back to binary, and of course our old friend Lemma 2.2 will reduce the number of pieces to one.17 Anyways, the first step is constructing a smooth and strong canonical RPCPP for the algebraic problem of determining whether a function is a low-degree polynomial that is identically zero on a subcube (Section 5.1). This problem is closely related to circuit satisfiability: fixing a circuit, inputs can be encoded in a way such that the input satisfies the circuit if and only if its encoding is Zero on Subcube. Section 5.2 capitalizes on this to derive an RPCPP for the problem of circuit satisfiability, which is then transformed to an RPCPP for \textsc{CircuitVal} by adding a consistency test (Section 5.3).

PCPPs over larger alphabets

Though the final result of this section is a (Boolean) smooth and strong canonical RPCPP, the PCPPs used along the way are non-Boolean, meaning that their queries are answered not with bits but with elements of an alphabet of larger size. Furthermore, the intermediate multi-piece PCPPs may have different alphabets for different pieces.

So far, we did not explicitly mention which alphabet was used (indeed, it was always binary) so the previously introduced notions and definitions need not be changed, except for replacing relative Hamming distance with the generalized relative Hamming distance.

17 As in Section 3, to transform the multi-piece robust PCPP to a single-piece robust PCPP we note that Lemma 2.2 holds for robust PCPPs as well: for strong canonicality, rather than analyzing the rejection probability of the verifier, we can analyze the expected distance from being accepted by the verifier (using exactly the same reasoning exactly).
Definition 5.1 (Generalized relative Hamming metric). Fix sets $\Sigma_1, \ldots, \Sigma_k$ and let $x = (x_1, \ldots, x_k)$ and $y = (y_1, \ldots, y_k)$ such that $x_i, y_i \in \Sigma_i$ for all $i \in [k]$. The generalized (relative) Hamming distance between $x$ and $y$ is the fraction of locations in which $x$ and $y$ differ, that is $\delta(x, y) := \frac{1}{k} \sum_{i=1}^{k} \mathbb{I}[x_i \neq y_i]$ for a uniformly random $i \in [k]$.

Note that some of the sets $\Sigma_1, \ldots, \Sigma_k$ may not be distinct. In particular, if $\Sigma_1 = \cdots = \Sigma_k$, then the generalized relative Hamming distance coincides with the relative Hamming distance as defined way back in Section 1.1.1.

Remark 5.2. A letter in the alphabet $\Sigma_i$ can be represented by $\log |\Sigma_i|$ bits. However, the size of $\Sigma_i$ is (deliberately) not accounted for in the generalized Hamming distance, therefore the generalized Hamming distance between $x$ and $y$ is not necessarily the same as the Hamming distance between the binary representation of $x$ and $y$ (in which $x_i$ and $y_i$ are each replaced with log $|\Sigma_i|$ bits for each $i \in [k]$).

All distances referred to in Section 5 are in the generalized Hamming metric.

5.1 A smooth strong canonical RPCPP for Zero on Subcube

In this section we follow [20, Section 5.3.2] in constructing an RPCPP for the algebraic problem of determining whether a function is (close to) a low-degree polynomial that is identically zero on a subcube (formalized in Definition 5.9). Before we turn to the main construction, we present a generalization of a property tester for low-degree polynomials to sequences (vectors) of functions, which will be used in the RPCPP construction. Specifically, given oracle access to a function $f : \mathbb{F}^m \rightarrow \mathbb{F}^k$, we test whether it is close to a sequence (vector) of $k$ low-degree polynomials (see Definition 5.3 quoted below).

Definition 5.3 (Vector-valued low-degree polynomial). A function $f : \mathbb{F}^m \rightarrow \mathbb{F}^k$ is a vector-valued multivariate polynomial of degree at most $d$ if for all $i \in [k]$ the projection of $f$ to the $i$th coordinate is a multivariate polynomial of (total) degree at most $d$, where the projection of $f$ to the $i$th coordinate is denoted $f_i : \mathbb{F}^m \rightarrow \mathbb{F}$ and defined by $f_i(x) := f(x)_i$ for all $x \in \mathbb{F}^m$.

The distance between such vector-valued functions is measured according to the generalized Hamming metric of Definition 5.1; that is, $f : \mathbb{F}^m \rightarrow \mathbb{F}^k$ is $\delta$-far from being a low-degree vector-valued polynomial if $\mathbb{P}_x [f(x) \neq \tilde{f}(x)] > \delta$ for any vector-valued polynomial $\tilde{f}$ of degree at most $d$. We stress that $f(x) \neq \tilde{f}(x)$ when there exists $i$ such that $f_i(x) \neq \tilde{f}_i(x)$.

Recall that the line $\mathcal{L}$ through $\mathbb{F}^m$ with intercept $x \in \mathbb{F}^m$ and slope $h \in \mathbb{F}^m$ is the set of points $\mathcal{L} := \{x + ih : i \in \mathbb{F}\}$. A uniformly random line (through $\mathbb{F}^m$) is obtained by sampling $x, h \in \mathbb{F}^m$ uniformly at random and letting $\mathcal{L}$ be the line with slope $h$ and intercept $x$. Throughout this section we will use $f[\mathcal{L}]$ to denote the restriction of $f$ to the line $\mathcal{L}$.

Algorithm 5.4 (PL-VLDT). The point-line vector-valued low-degree test (PL-VLDT) is given access to an oracle $f : \mathbb{F}^m \rightarrow \mathbb{F}^k$ and a “lines” proof oracle $g$ that maps line $\mathcal{L}$ to vector-valued univariate polynomial $g_\mathcal{L} : \mathcal{L} \rightarrow \mathbb{F}^k$ of degree at most $d$. It samples a uniformly random line $\mathcal{L}$ through $\mathbb{F}^m$ and uniformly random point $x \in \mathcal{L}$, and accepts if and only if $f(x) = g_\mathcal{L}(x)$.

PL-VLDT uses $2m \log |F|$ random coins and makes a single query to each of its two oracles. Its soundness proof is due to Oded Goldreich and Madhu Sudan and can be found in Appendix C. We quote the relevant proposition:

Proposition 5.5 (Proposition C.4). Assuming $|\mathbb{F}| > 25k$, if the input oracle $f : \mathbb{F}^m \rightarrow \mathbb{F}^k$ is $\delta$-far from being a vector-valued polynomial of degree at most $d$ then for any lines oracle $g$, PL-VLDT rejects $f$ and $g$ with probability at least $\delta/40$. 
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We will use a variant of PL-VLDT that has higher query complexity, but does not require an auxiliary “lines” oracle; instead, it queries $f$ on an entire line. As shown in Proposition 5.7, this test has robust soundness, meaning that the expected distance of answers to its queries from agreeing with a univariate low-degree polynomial (and therefore being accepted by the test) is proportional to the distance of the input function from being low-degree.

**Algorithm 5.6 (VLDT).** The vector-valued low-degree test is given explicit inputs $F$, $m$ and $d$ and access to an input oracle $f : F^m \rightarrow F^k$. It samples a uniformly random line $L$ through $F^m$, queries $f$ on all points in $L$, and accepts if and only if the obtained values (describing the restriction of $f$ to $L$) agree with a univariate vector-valued polynomial of degree at most $d$.

Algorithm 5.6 uses $2m \log |F|$ random coins and makes $|F|$ queries to its input. Its robust soundness is asserted in Proposition 5.7.

**Proposition 5.7.** Assuming $|F| > 25k$, if the input $f$ is $\delta$-far from being a vector-valued polynomial of degree at most $d$, then the expected distance of answers to the queries of VLDT from agreeing with a univariate low-degree polynomial (and therefore being accepted by the test) is at least $\beta \cdot \delta$, for $\beta = 1/40$.

**Proof.** Given a function $f$, we define a lines oracle $g$ that assigns each line $L$ the (univariate, vector-valued) low-degree polynomial $g_L$ closest to $f[L]$. By definition, when line $L$ is sampled by VLDT, the distance of answers received from $f$ (namely $f[L]$) from being accepted is $\delta(f[L],g_L)$. On the other hand, PL-VLDT rejects input oracle $f$ and the lines oracle $g := (g_L) \in \mathbb{F}$ with probability $E_L [P_{x \in L} [f(x) \neq g(x)]] = E_L [\delta(f[L],g_L)]$ which, invoking Proposition 5.5, is at least $\delta/40$. Therefore, the expected distance of the answers that VLDT receives from being accepted is at least $\delta/40$. $\blacksquare$

Finally, we recall a basic and important property of low-degree polynomials.

**Fact 5.8 (The Schwartz-Zippel Lemma).** For any finite field $F$ and integers $m$ and $d$, if $P : F^m \rightarrow F$ is a nonzero polynomial of degree at most $d$, then $P_x [P(x) = 0] \leq d/|F|$ for $x \in F^m$ sampled uniformly at random.

With these tools in hand, the construction can commence. We analyze the smoothness and strongness of a robust PCPP for Zero on Subcube [20, Section 5.3.2], an algebraic analogue of CircuitVal, starting with a formal definition of this property.

**Definition 5.9 (ZoS).** Fix a finite field $F$, positive integers $m$ and $d$ and set $H \subseteq F$. A degree $d$ polynomial $f : F^m \rightarrow F$ is Zero on the Subcube $H_m$ (Zero on Subcube for short) if its restriction to $H^m$ is identically $0$. We denote the set of all Zero on the Subcube polynomials by $ZoS(F,m,d,H)$. When the parameters are obvious from context, the shorthand ZoS is used instead.

We quote a useful characterization of Zero on Subcube polynomials that gives rise to a natural robust PCPP for the set ZoS.

**Fact 5.10 ([20, Proposition 5.3.4]).** For any field $F$, positive integers $m$ and $d$ and set $H \subseteq F$, a polynomial $f : F^m \rightarrow F$ of degree at most $d$ is zero on the subcube $H^m$ if and only if there exists a sequence of polynomials $P_1, \ldots, P_m : F^m \rightarrow F$ each of degree at most $d$, and a sequence of polynomials $Q_1, \ldots, Q_m : F^m \rightarrow F$ each of degree at most $d - |H|$, such that for all $x_1, \ldots, x_m \in F$ and $i \in [m]$:

$$P_{i-1}(x_1, \ldots, x_m) = \eta(x_i) \cdot Q_i(x_1, \ldots, x_m) + P_i(x_1, \ldots, x_m) \quad (8)$$

$$P_m(x_1, \ldots, x_m) = 0$$
where \( P_0 \equiv f \), and \( \eta \) is a univariate polynomial of degree \(|H|\) that vanishes on \( H \) which we define by \( \eta(x) \equiv \prod_{h \in H} (x - h) \).

The vector-valued polynomials \( P = (P_1, \ldots, P_m) \) and \( Q = (Q_1, \ldots, Q_m) \) are called the division witnesses of \( f \).

\[ \quad \mathbf{Algorithm} \; 5.11 \; (\text{ZoS-RPCPP}) \]

The canonical proof-pieces for \( f \in \text{ZoS} \) are the division witnesses of \( f \), denoted \( P(f) \equiv (P_1(f), \ldots, P_m(f)) \) and \( Q(f) \equiv (Q_1(f), \ldots, Q_m(f)) \), as guaranteed by Fact 5.10. For input field \( \mathbb{F} \), dimension \( m \) and degree \( d \), given oracle access to input \( f : \mathbb{F}^m \to \mathbb{F} \) and proof-pieces \( p : \mathbb{F}^m \to \mathbb{F}^m \) and \( q : \mathbb{F}^m \to \mathbb{F}^m \), the verifier samples a random line \( L \) through \( \mathbb{F}^m \), queries \( f \), \( p \) and \( q \) on each point in \( L \), and performs the following checks:

1. **Low-degree checks.** Check that the restrictions of \( f \) and \( p \) to the line \( L \), denoted \( f[L] \) and \( p[L] \), are vector-valued univariate polynomials of degree at most \( d \).\(^{19}\) Check that \( q[L] \) is a vector-valued univariate polynomial of degree at most \( d - |H| \).

2. **"Unbundle"** the answers received from \( p \) and \( q \) to obtain \( p_i(x) \) and \( q_i(x) \) for each \( i \in [m] \) and \( x \in L \). Check the following:

   a. **Division checks.** For each \( i \in [m] \) and \( (x_1, \ldots, x_m) \in L \), check that

   \[
   p_{i-1}(x_1, \ldots, x_m) = \eta(x_1) \cdot q_i(x_1, \ldots, x_m) + p_i(x_1, \ldots, x_m)
   \]

   where \( p_0 := f \), and \( \eta \) is a univariate polynomial of degree \(|H|\) that vanishes on \( H \), defined \( \eta(x) := \prod_{h \in H} (x - h) \).

   b. **Identity check.** For each \( (x_1, \ldots, x_m) \in L \), check that

   \[
   p_m(x_1, \ldots, x_m) = 0
   \]

The verifier accepts if and only if all the above checks passed.

**ZoS-RPCPP** is piecewise-smooth, makes \(|\mathbb{F}| \) queries to each of its three oracles and uses \( 2m \log |\mathbb{F}| \) random coins. Its residual circuit distance (Definition 3.4) is \( 1/2 \) as any satisfying input to its residual circuit is composed of three univariate polynomials of degree at most \( d \), each occupying a third of the input. As such, any two different satisfying inputs agree on at most a \( 2/3 \cdot d/|\mathbb{F}| \) fraction of locations.

\[ \quad \mathbf{Lemma} \; 5.12 \]

Suppose ZoS-RPCPP is given field \( \mathbb{F} \) and degree \( d \) such that \( 1 - \beta \geq 4d/|\mathbb{F}| \), and access to oracles \( f, p \) and \( q \). Then the expected distance (over a random line) of the answers to ZoS-RPCPP’s queries from being accepted is at least

\[
\beta \cdot \frac{\min_{f' \in \text{ZoS}(\mathbb{F},m,d,H)}}{12} \left\{ \max \{ \delta(f, f'), \delta(p, P(f')), \delta(q, Q(f')) \} \right\}
\]

where \( \beta \) is the constant of Proposition 5.7, and \( P(f') \) and \( Q(f') \) are the canonical proof-pieces of \( f' \) as described in Algorithm 5.11.

**Proof.** Fix input oracle \( p_0 := f : \mathbb{F}^m \to \mathbb{F} \) and proof oracles \( p = (p_1, \ldots, p_m) \) and \( q = (q_1, \ldots, q_m) \) with \( p_i, q_i : \mathbb{F}^m \to \mathbb{F} \). Let \( \tilde{f} \) and \( \tilde{p} \) be the vector-valued polynomials of degree at most \( d \) closest to \( f \) and \( p \), and \( \tilde{q} \) be the polynomial of degree at most \( d - |H| \) closest to \( q \). Let \( \tilde{p}_i \) and \( \tilde{q}_i \) be the projections of \( p \) and \( q \) to their \( i \)th coordinate. Note that \( p_0 := f \) and so \( \tilde{p}_0 := \tilde{f} \).

We start by showing that unless \( \tilde{f} \) is Zero on Subcube and \( \tilde{p}, \tilde{q} \) are its canonical proof-pieces, then the expected distance is \( \Omega(1) \).

\(^{18}\) This ad-hoc term alludes to the proof of Fact 5.10: an iterative process that starts with the polynomial \( f = P_0 \), and in the \( i \)th iteration divides \( P_{i-1} \) by \( \eta(x_1) \) to obtain quotient \( Q_i \) and remainder \( P_i \).

\(^{19}\) Indeed the term “vector-valued” is degenerate for \( f : \mathbb{F}^m \to \mathbb{F} \) as its range is one-dimensional.
Case 1: Either $f$, $p$ or $q$ are $1/4$-far from $\tilde{f}$, $\tilde{p}$ or $\tilde{q}$. Assume wlog that $p$ is $1/4$-far from $\tilde{p}$. By Proposition 5.7, the expected distance of $p[L]$ from a univariate polynomial of degree at most $d$ is at least $\beta/4$. However the answers of $p$ are just a third of the answers received by all oracles, so the expected distance of $(f[L], p[L], q[L])$ from satisfying the low-degree checks is at least $\frac{1}{3} \cdot \frac{\beta}{4}$.

Case 2: $f$, $p$ and $q$ are close to low-degree polynomials that do not satisfy Equation (8); that is, $f$, $p$ and $q$ are $1/4$-close to $\tilde{f}$, $\tilde{p}$ and $\tilde{q}$ but for some $i$ it holds that $\tilde{p}_{i} - 1$, $\tilde{p}_{i}$ and $\tilde{q}_{i}$ don’t satisfy Equation (8). By Fact 5.8, either $\tilde{p}_{i} - 1$, $\tilde{p}_{i}$ or $\tilde{q}_{i}$ do not satisfy Equation (8) on at least a fraction of $1 - d/|F|$ of points in $F^{m}$. Since $p_{i} - 1$, $p_{i}$ and $q_{i}$ are $1/4$-close to $\tilde{p}_{i} - 1$, $\tilde{p}_{i}$ and $\tilde{q}_{i}$ respectively, then $p_{i} - 1$, $p_{i}$ and $q_{i}$ do not satisfy Equation (8) on at least a fraction of $1 - d/|F| - 3/4 = 1/4 - d/|F|$ points in $F^{m}$. Therefore the expected distance of $(f[L], p[L], q[L])$ from satisfying the division checks is at least $1/3 \cdot (1/4 - d/|F|) \geq \beta/12$.

Case 3: $p_{m}$ is $1/4$-close to $\tilde{p}_{m}$ but $\tilde{p}_{m} \neq 0$. By Fact 5.8, $p_{m}(x) \neq 0$ on at least a fraction of $1/4 - d/|F|$ of points $x \in F^{m}$. As the answers of $p$ are a third of the answers received by all oracles, the expected distance of $(f[L], p[L], q[L])$ from satisfying the identity check is at least $1/3 \cdot (1/4 - d/|F|) \geq \beta/12$.

If all three previous cases are false, then the input oracle is close to a Zero on Subcube polynomial, and the given proof-piece oracles are close to the canonical proof-pieces for that polynomial. These proof-pieces are low-degree polynomials, therefore the distance of the given oracles from proving that the input is Zero on Subcube is exactly their distance from being low-degree polynomials (similarly, the distance of the input from being Zero on Subcube is its distance from being low-degree), and VLDT rejects with probability proportional to this distance. Details follow.

As we said, in this case $\tilde{f}$ is zero on the subcube $H^{m}$, and $\tilde{p}$, $\tilde{q}$ are its canonical proof-pieces. Since $\delta(f, \tilde{f}) < 1/4$ then $\tilde{f}$ is the only low-degree polynomial $1/4$-close to $f$, and since $\tilde{f} \in \text{ZoS}$ it must be that $\tilde{f}$ is function from $\text{ZoS}(F, m, d, H)$ closest to $f$. We conclude the proof by showing that the expected distance of all answers from satisfying is greater than or equal to Expression 9: Assume that $\delta(q, \tilde{q})$ maximizes Expression 9. The expected distance of answers to queries made by VLDT to oracle $q$ from satisfying is at least $\beta \cdot \delta(q, \tilde{q})$. But as the answers of $q$ account for a third of the all answers received, we have that the expected distance of all answers on a random line from satisfying is at least $\beta \cdot \delta(q, \tilde{q})/3 = \beta \cdot \delta(q, Q(\tilde{f}))/3$. If $f$ or $p$ maximized Expression 9 then similar arguing gives the required result.

\section{A smooth strong canonical RPCP for CircuitSat}

To construct a robust PCP for CircuitSat, we first recall an algebrization (i.e. algebraic description) of circuits and their inputs such that an input satisfies the circuit if and only if an encoding of the input is zero on a certain (fixed) subcube.

\begin{definition}[Low-degree extension] Let $z : H^{m} \to F$. The low-degree extension of $z$ to $F^{m}$ is the unique polynomial $\hat{z} : F^{m} \to F$ of degree at most $m|H|$ that agrees with $z$ on $H^{m}$.
\end{definition}

\footnote{Indeed, notice that $\delta(p_{i}, \tilde{p}_{i}) \leq \delta(p, \tilde{p})$ for all $i \in [m]$ and similarly for $q$ and $\tilde{q}$.}

\footnote{We will only use the uniqueness and low-degree properties of the extension, but if you insist, know that it is given by $\hat{z}(x) := \sum_{h \in H^{m}} z(h) \cdot \prod_{i \in [m]} \begin{cases} x_i - h' & h_{i} = h' \\ \frac{x_i - h'}{h_{i} - h'} & h_{i} \neq h' \end{cases}$}
We loosely summarize the algebrization of [20, Section 5.4.1]. A circuit $C$ of size $n$ is associated with a function $C' : [n]^3 \times \{0,1\}^3 \rightarrow \{0,1\}$ such that $C'(i_1, i_2, i_3, b_1, b_2, b_3) = 1$ if and only if assigning gates $i_1, i_2$ and $i_3$ the values $b_1, b_2$ and $b_3$ necessarily results in an invalid or unsatisfying computation of the circuit. The interested reader is referred to [20] for a formal definition of these and we will describe them by example: if gate 5 is the output gate of $C$ then $C'(5, 1, 2, 1, 0, 0) = 1$ because (by definition) a satisfying computation does not have the output gate outputting the value 0. As another example, suppose that the 7th gate is an OR gate taking input from gates 2 and 4, then $C'(2, 4, 7, 1, 1, 0) = 1$ because in a valid computation an OR gate taking two 0 inputs cannot output 1.

So, $C'$ indicates when an assignment to $C'$s gates results in an invalid or unsatisfying computation. Thus for any alleged computational extension $z$ (see Definition 4.1), the product $F' = C'(i_1, i_2, i_3, b_1, b_2, b_3) \cdot (z[i_1] - b_1)(z[i_2] - b_2)(z[i_3] - b_3)$ will be zero if and only if $z$ is a computational extension of a satisfying input. Another key observation is that replacing $C'$ by its low-degree extension $\tilde{C}$ and $z$ by its low-degree extension $\tilde{z}$ results in a product $F'$ that has low-degree. Conversely, $F$ is Zero on Subcube (and in particular low-degree) only if $z$ was a satisfying assignment.

We refer the reader to [20, Section 5.4.1] for a deeper discussion, which is summarized in the following statement.

**Fact 5.14 (Algebrization of CircuitSat).** There exists a polynomial reduction that maps a circuit $C$ of size $n$ to a polynomial $\tilde{C} : \mathbb{F}^{3m+3} \rightarrow \mathbb{F}$ of degree at most $d$ where $m := \log n / \log \log n$, $H := [n^{1/m}]$, $d = (3m + 3)|H|$ and $|\mathbb{F}| = O((d + 3m|H|)^3)$, such that $\tilde{C}$ satisfies the following:

- For any $e : \mathbb{F}^m \rightarrow \mathbb{F}$, let $F_{C,e} : \mathbb{F}^{3m+3} \rightarrow \mathbb{F}$ be given by

$$F_{C,e}(x_1, \ldots, x_{3m+3}) := \tilde{C}(x_1, \ldots, x_{3m+3}) \cdot (e(x_1, \ldots, x_m) - x_{3m+1}) \cdot (e(x_{m+1}, \ldots, x_{2m}) - x_{3m+2}) \cdot (e(x_{2m+1}, \ldots, x_{3m}) - x_{3m+3})$$

Then, for any polynomial $e : \mathbb{F}^m \rightarrow \mathbb{F}$ of degree at most $m|H|$, the function $F_{C,e}$ is identically zero on $\mathbb{H}^{3m+3}$ if and only if $e$ is the low-degree extension of a computational extension of an assignment that satisfies $C$.

**Algorithm 5.15 (CircuitSat-RPCP).** For any circuit $C$ and satisfying input $y$ the canonical proof consists of four pieces: the low-degree extension of the computational extension of $y$ denoted $\hat{g}_C$, the polynomial $F_{C,\hat{g}_C}$ as defined in Fact 5.14, followed by the proof-pieces (for ZOS-RPCP) that $F_{C,\hat{g}_C}$ is zero on the subcube $\mathbb{H}^{3m+3}$, namely its division witnesses (of Fact 5.10) denoted $P(\hat{C}; y)$ and $Q(\hat{C}; y)$. Given explicit access to circuit $C$ of size $n$, and oracle access to $e : \mathbb{F}^m \rightarrow \mathbb{F}$, $f : \mathbb{F}^{m'} \rightarrow \mathbb{F}$, $p : \mathbb{F}^{m'} \rightarrow \mathbb{F}^m$ and $q : \mathbb{F}^m \rightarrow \mathbb{F}^{m'}$ where $|\mathbb{F}| = O((d + 3m|H|)^3)$ and $m' := 3m + 3$, the verifier samples a uniformly random line $L'$ through $\mathbb{F}^{m'}$ and performs the following checks:

1. **Zero on Subcube check.** Check that $f$ is a polynomial of degree at most $d'$ that is zero on the subcube $H^{m'}$ using ZOS-RPCP with the random line $L'$, $p$ and $q$ as its proof-piece oracles, and with $d' := m'|H|$ and $H = [n^{1/m}]$.

2. **Low-degree check.** Check that $e$ is a polynomial of degree at most $d$ using VLDT where $d = m|H|$, with the projection of $L'$ onto its first $m$ coordinates used as the random line. That is, check that $\{e(x_1, \ldots, x_m) : (x_1, \ldots, x_m, \ldots, x_m) \in L'\}$ agrees with a univariate polynomial of degree at most $d$.

---

22 In [20] these notions are both referred to as invalid configurations.
3. **Satisfaction check.** For each \( x = (x_1, \ldots, x_{m'}) \in L' \), check that

\[
f(x_1, \ldots, x_{m+3}) := \tilde{C}(x_1, \ldots, x_{m+3}) \cdot (e(x_1, \ldots, x_m) - x_{m+1})
\]

\[
\cdot (e(x_{m+1}, \ldots, x_{2m}) - x_{3m+2}) \cdot (e(x_{2m+1}, \ldots, x_{3m}) - x_{3m+3})
\]

where \( \tilde{C} \) is as guaranteed by the algebrization of \( \text{CircuitSat} \) (Fact 5.14).

The verifier accepts if and only if all the above checks passed.

**CircuitSat-RPCP** tosses \( m' \log |F| = O(m \log |F|) \) random coins. It issues a total of \( 6|F| \) queries to all of its oracles. Namely, for each \( x \in L' \) it issues the following queries:

\[
f(x), p(x), q(x), e(x_1, \ldots, x_m), e(x_{m+1}, \ldots, x_{2m}), e(x_{2m+1}, \ldots, x_{3m})
\]

It has constant residual circuit distance (Definition 3.4), as any answer string that satisfies its decision circuit consists of 6 univariate low-degree polynomials, each composing a sixth of the entire string. Thus, two different strings satisfying its decision circuit agree on at most a \( \frac{5}{6} \cdot \frac{d}{|F|} \leq 1/2 \) fraction of locations.

**Lemma 5.16.** Suppose \( \text{CircuitSat-RPCP} \) is given satisfiable circuit \( C \) and access to proof-piece oracles \( e : \mathbb{R}^m \to F, f : \mathbb{R}^m' \to F \), and \( p, q : \mathbb{R}^m' \to \mathbb{R}^m' \) with \( 1 - \beta \geq 5d'/|F| \) where \( \beta \) is the constant of Proposition 5.7. Then the expected distance of the answers to \( \text{CircuitSat-RPCP} \)’s queries from satisfying is at least

\[
\frac{\beta}{30} \cdot \min_{y' \in \text{Sat}(C)} \left\{ \max \left( \delta(e, \tilde{y}'_C), \delta(f, f_{C, \tilde{y}'_C}), \delta(p, P(C; y')), \delta(q, Q(C; y')) \right) \right\}
\]

where \( \text{Sat}(C) \) denotes the set of satisfying inputs of \( C \), and \( \tilde{y}'_C, f_{C, \tilde{y}'_C}, P(C; y'), Q(C; y') \) are the canonical proof-pieces of \( y' \) as described in Algorithm 5.15.

**Proof.** Fix circuit \( C \) and oracles \( e, f, p \) and \( q \). Let \( \tilde{e} \) be the closest polynomial to \( e \) of degree at most \( d \), and let \( \tilde{f}, \tilde{p}, \tilde{q}, \tilde{p}_i \) and \( \tilde{q}_i \) be the closest low-degree polynomials (as in Lemma 5.12). Consider the following cases:

**Case 1:** Either of the oracles are \( 1/5 \)-far from their closest low-degree polynomial. By Proposition 5.7, at least \( \beta/5 \) of the points read on a random line must be changed in order to satisfy \( \text{VLDT} \). The answers to queries made by the low-degree checks (either of Step 2 or Step 1) make up for at least a sixth of the all answers received, therefore the expected distance of all received answers from satisfying is at least \( \beta/30 \).

**Case 2:** All oracles are \( 1/5 \)-close to low-degree polynomials, but \( \tilde{p}, \tilde{q} \) are not the canonical proof-pieces (for \( \text{ZoS-RPCPP} \)) that \( \tilde{f} \) is Zero on Subcube. Just like in the proof of Lemma 5.12, the answers to queries made in Step 1 are \( \beta/5 \)-far from satisfying. These answers are a half of answers to all queries, therefore the expected distance of all received answers from satisfying is at least \( \beta/10 \).

**Case 3:** All oracles are \( 1/5 \)-close to low-degree polynomials, but \( \tilde{e} \) and \( \tilde{f} \) do not satisfy Equation (10). Then the expected number of points (on a random line) on which \( e \) and \( f \) violate Equation (10) is at least \( 1 - d'/|F| - 4 \cdot 1/5 = 1/5 - d'/|F| \), which is larger than \( \beta/5 \).

Since the answers to queries made in Step 3 make up for at least two-thirds of answers to all queries, the expected distance of all answers from satisfying is at least \( \beta/15 \).

If all of the above are false, then the given oracles are close to proof-pieces proving that \( C \) is satisfiable. These proof-pieces are low-degree polynomials, therefore the distance of the given oracles from proving that \( C \) is satisfiable is exactly their distance from being low-degree, and \( \text{VLDT} \) rejects with probability proportional to this distance. Details follow.
In this case, \( \tilde{e} \) is a low-degree extension of a computational extension of a satisfying assignment to \( C \), and \( f, \bar{p} \) and \( \bar{q} \) are its canonical proof-pieces. Since \( \delta(e, \tilde{e}) < 1/5 \) then \( \tilde{e} \) is the only low-degree polynomial 1/5-close to \( e \), so it must be that \( \tilde{e} = \tilde{y}'_C \) (where \( y' \) is the minimizer of Expression 11). Assume that \( q \) maximizes Expression 11. The expected distance of answers to queries made by VLDT to \( q \) from satisfying is at least \( \beta \cdot \delta(q, \tilde{q}) \). But as the answers of \( q \) account for a sixth of all answers received, the expected distance of all answers from satisfying is at least \( \beta \delta(q, \tilde{q})/6 \). If the maximizers were \( e, f \) or \( p \) the claim follows using similar reasoning.

5.3 A smooth strong canonical RPCPP for CircuitVal

In this section we transform CircuitSat-RPCP to an RPCP of proximity for CircuitVal. The RPCPP is constructed by (additionally) testing consistency of the input oracle (an allegedly satisfying input to the circuit) with the proof-piece oracle corresponding to the alleged low-degree extension of its computational extension (see Definition 4.1). Low degree extension is systematic, in the sense that the extended function is embedded in its extension, so consistency may be checked by testing that the input oracle agrees with the systematic part of its alleged low-degree extension on a uniformly random location. However, the systematic part of the proof-piece oracle is only a tiny fraction of it (as \( n = o(|F|^m) \)), so a particularly nasty proof-piece oracle could be close to an arbitrary low-degree polynomial (therefore passing the low-degree check), whose systematic part was changed to match the input oracle (therefore passing the consistency check) – causing the verifier to accept a proof that’s extremely far from the canonical one. This is resolved via self-correction: the verifier checks that the proof-piece oracle is a low-degree univariate polynomial on a random (punctured, see below) line through the location queried in the systematic part.

Unlike previous steps in this construction, some care must be taken so that the consistency check does not harm smoothness. If the verifier reads the entire line, locations in the systematic part would be queried more often than others. Indeed, the verifier does not need to read the systematic point on the line and can interpolate it from the others. But if the verifier always avoids reading the systematic part, its locations would be queried less often than others. Thus, the verifier chooses the puncture (i.e. point on the line not to be read) to be the location in the systematic part with probability \( 1 - \Theta(1/|F|^{m-1}) \), and to be a different point on the line with the remaining probability.

\[ \text{Algorithm 5.17 (CircuitVal-RPCPP).} \]
The canonical proof of a circuit and its satisfying input consists of the same four proof-pieces as in Algorithm 5.15. Given explicit access to circuit \( C \) of size \( n \) with \( n_0 \) input gates, and oracle access to input \( y : [n_0] \to \{0, 1\} \) and proof-pieces \( e : F^m \to F, f : F^{m'} \to F, p : F^{m'} \to F^{m'} \) and \( q : F^m \to F^{m'} \) where \( m' := 3m + 3 \), the verifier performs the following checks:

1. **Satisfiability check.** Check that \( C \) is satisfiable using CircuitSat-RPCP with \( e, f, p \) and \( q \) as proof-piece oracles.

2. **Consistency check.** Sample a location in the input oracle by uniformly sampling \( x \in [n_0] \equiv H^m \). Sample a random line \( L \) with intercept \( x \) by sampling \( h \in F^m \) and letting \( L := (x + ih : i \in F) \). Let the puncture \( z \) be \( z := x \) with probability \( 1 - (|F| - 1)/(|F|^m + 1) \), and \( z := x + h \) with the remaining probability. Query \( e \) on the line \( L \) punctured at \( z \), i.e. \( e[L \setminus \{z\}] \). Query \( y(x) \), giving the query a weight of \( |L| = |F|. \)(23) Do the following:

---

(23) Reweighting is achieved by repeating the input gate corresponding to \( y(x) \) in the verifier’s residual circuit.
a. Check that \( e[\mathcal{L} \setminus \{x\}] \) agrees with a univariate polynomial of degree at most \( d \). If the check passed, let \( e_\mathcal{L} : \mathcal{L} \to \mathbb{F} \) be the unique low-degree polynomial that agrees with \( e[\mathcal{L} \setminus \{x\}] \).

b. Check that \( y(x) = e_\mathcal{L}(x) \): If \( z = x \), obtain \( e_\mathcal{L}(x) \) using interpolation (not by querying \( e(x) \)). If \( z = x + h \) then \( e_\mathcal{L}(x) = e(x) \) has already been queried and is known to the verifier.

The verifier accepts if and only if the above checks passed.

CircuitVal-RPCPP tosses \( (m + m') \log |\mathbb{F}| = O(m \log |\mathbb{F}|) \) random coins. It issues a total of \( 8|\mathbb{F}| - 1 \) (weighted) queries to its oracles: in addition to the \( 6|\mathbb{F}| \) queries of CircuitSat-RPCP, it queries \( e \) on \( \mathcal{L} \setminus \{z\} \) in Step 2a, and issues a query of weight \( |\mathbb{F}| \) to \( z \).

It has constant residual circuit distance (Definition 3.4), which is shown by an application of Fact 5.8, just as with Zos-RPCPP and CircuitSat-RPCP.

Smoothness of CircuitVal-RPCPP

We explain how the randomized choice of puncture in Step 2 preserves smoothness. Let \( \alpha \) denote the probability that the puncture \( z \) is at \( x \) (i.e., verifier reads \( e[\mathcal{L} \setminus \{x\}] \)), and \( 1 - \alpha \) be the probability that the puncture is at \( x + h \). We show that each point in \( \mathbb{F}^m \) is queried with equal probability.

The non-systematic part: A point from the non-systematic part, i.e. \( \mathbb{F}^m \setminus [n_0] \), is read only if it lies on the line \( \mathcal{L} \) and does not equal the puncture. This occurs with probability

\[
\frac{|\mathbb{F}| - 2}{|\mathbb{F}|^m} + \frac{1}{|\mathbb{F}|^m} \cdot \alpha \tag{12}
\]

The systematic part: Consider a point from the systematic part, i.e. \( [n_0] \). If it is chosen to be the intercept \( x \) of line \( \mathcal{L} \), then it is read only if the puncture is not at \( x \) but at \( x + h \) which occurs with probability \( 1 - \alpha \). If it is not chosen to be the intercept \( x \), then it is queried with probability equal to that of points in the non-systematic part, as analyzed above. Thus, points in the systematic part are queried with probability

\[
\frac{1}{n_0} \cdot (1 - \alpha) + \left( 1 - \frac{1}{n_0} \right) \cdot \left( \frac{|\mathbb{F}| - 2}{|\mathbb{F}|^m} + \frac{1}{|\mathbb{F}|^m} \cdot \alpha \right) \tag{13}
\]

Indeed, choosing \( \alpha = 1 - (|\mathbb{F}| - 1)/(|\mathbb{F}|^m + 1) \) equalizes Expressions 12 and 13.

Soundness of CircuitVal-RPCPP

Robust strong canonical soundness of CircuitVal-RPCPP follows from the following lemma.

\[\textbf{Lemma 5.18.} \ \text{Suppose CircuitVal-RPCPP is given a satisfiable circuit } C, \text{ input oracle } y : [n_0] \to \{0, 1\} \text{ and proof-piece oracles } e : \mathbb{F}^m \to \mathbb{F}, f : \mathbb{F}^{m'} \to \mathbb{F}, \text{ and } p, q : \mathbb{F}^{m'} \to \mathbb{F}^{m'}, \text{ with } 1 - \beta \geq d/|\mathbb{F}|. \ \text{Then the expected distance of the answers to CircuitVal-RPCPP’s queries from satisfying is at least}
\]

\[
\frac{\beta}{64} \cdot \min_{y' \in \text{Sat}(C)} \left\{ \max \left( \delta(y, y'), \delta(e, \hat{y}'_C), \delta(f, F_{C,y'}), \delta(p, P(C; y')), \delta(q, Q(C; y')) \right) \right\} \tag{14}
\]

where \( \text{Sat}(C) \) denotes the set of satisfying inputs of \( C \), \( \beta \) is the constant of Proposition 5.7, and \( \hat{y}'_C, F_{C,y'} \), \( P(C; y') \) and \( Q(C; y') \) are the canonical proof-pieces of \( y' \) as described in Algorithm 5.15.
Proof. Fix input $C$ and oracles $y$, $e$, $f$, $p$ and $q$. Let $\tilde{e}$, $\tilde{f}$, $\tilde{p}$, $\tilde{q}$, and $\tilde{q}_i$ as in the proof of Lemma 5.16, and let $y'$ be the minimizer of Expression 14.

Following the analysis of \textsc{CircuitSat-RPCP}, if $\tilde{f}$, $\tilde{p}$ and $\tilde{q}$ are not the canonical proof-pieces of $\tilde{c}$ proving that it is the low-degree extension of a satisfying assignment to $C$, then the expected distance of answers to queries issued to $e$, $f$, $p$ and $q$ from satisfying is at least $\beta/30$. Since these answers account for more than $6/8$ of all answers, then the expected distance of answers to queries issued to all oracles is at least $6/8 \cdot \beta/30$.

Otherwise $\tilde{f}$, $\tilde{p}$ and $\tilde{q}$ are the canonical proofs proving that $\tilde{c}$ encodes a satisfying assignment denoted $\tilde{y}$. Again using the analysis of \textsc{CircuitSat-RPCP} we have that the expected distance of answers to queries issued to all oracles is at least

\[
\frac{6}{8} \cdot \frac{\beta}{30} \cdot \max \left( \delta(e, y_C), \delta(f, F_{C, \tilde{y}_C}), \delta(p, P(C; y)), \delta(q, Q(C; y')) \right)
\]

We now argue that the expected distance is proportional also to $\delta(y, y')$. With probability $O(\delta(y, y'))$, either the query from $y$ must be changed (and it has a constant fraction of the weight of all queries), or $e$ must be changed on a constant fraction of locations on the line $L$ (due to self-correction). Details follow.

Notice that if $e$ is $1/4$-far from $\tilde{e}$ then by Proposition 5.7 and a similar weighting argument, the distance of all answers from satisfying is at least $1/4 \cdot \beta \cdot (1/8 - 1/|F|)$, so what’s left is to show that the expected distance is proportional to $\delta(y, \tilde{y})$. Indeed, if the sampled location $x$ in Step 2 is one on which $y$ and $\tilde{y}$ differ, i.e. such that $y(x) \neq \tilde{y}(x)$, then either the value of $y(x)$ must be changed or $e[L \setminus \{z\}]$ must be changed to agree with a univariate degree $d$ polynomial whose value at $x$ is $y(x)$. Even with $x$ fixed, all points in $L \setminus \{x\}$ are marginally uniform, so by linearity of expectation,

\[
\mathbb{E}_{\text{Random } L \text{ with intercept } x} \left[ \delta(e[L \setminus \{x\}], \tilde{c}[L \setminus \{x\}]) \right] = \delta(e, \tilde{c}) \leq 1/4
\]

By Markov’s inequality, for any $x \in \mathbb{F}^m$ and random line $L$ with intercept $x$, with probability at least $1/2$ it holds that $e[L \setminus \{x\}]$ is $1/2$-close to $\tilde{c}[L \setminus \{x\}]$ and therefore $e[L \setminus \{z\}]$ is $2/3$-close to $\tilde{c}[L \setminus \{z\}]$ (this accounts for the case that $z = x + h$ in Step 2. Conditioned on this event, $e[L \setminus \{z\}]$ must be changed on at least $1 - 1/d$ of all locations to make the consistency check of Step 2 pass.

All in all, we have that with probability at least $\delta(y, \tilde{y})/2$, at least a quarter of the answers received either from $y$ or from $e$ in Step 2 must be changed so that Step 2 does not reject. As these account for at least a $1/2$ of all answers received, we have that the expected distance is at least $\delta(y, \tilde{y})/64$.

5.4 Alphabet Reduction

So we have an RPCPP for \textsc{CircuitVal}, but we aren’t done just yet: \textsc{CircuitVal-RPCPP} is non-Boolean, meaning that it’s proofs are written using non-binary symbols. It’s time to show how to transform it to a Boolean RPCPP. Actually, we will show how to transform any non-Boolean RPCPP to a Boolean one of comparable complexities – provided its symbols are not much larger than the number of queries it issues. Most importantly, we prove that this transformation preserves smoothness and strong canonicality.

We show this even for multi-piece RPCPPs that have different-sized alphabets for different pieces. That is, letting the $i$th proof-piece oracle answers its queries with symbols in the alphabet $\Sigma_i = \{0, 1\}^{\sigma_i}$ it could be that not all $\sigma_i$’s are equal. We call $\sigma_i$ the $i$th proof-piece answer-length complexity of the RPCPP.

\footnote{Due to Step 2, but in fact low-degree tests occur in Step 1 as well.}
Lemma 5.19. Suppose CircuitVal has a smooth and strong canonical multi-piece RPCPP with constant residual circuit distance, \( i \)th answer complexity \( \sigma_i \), and query complexity \( q \), and the additional property that the verifier makes the same amount of queries to each of its oracles up to a constant multiplicative factor \( \rho \). Then, CircuitVal has a Boolean smooth and strong canonical multi-piece RPCPP with query complexity \( O(q \cdot \max_{\ell \in [\sigma_i]} \sigma_i) \), decision complexity growing by an additive factor of \( O(q \cdot \max_{\ell \in [\sigma_i]} \sigma_i) \), and strongness parameter shrinking by a constant factor.

Following [20, Section 5.4.3], the Boolean PCP is obtained by replacing each letter of the non-Boolean PCP with its encoding in an error correcting code of constant relative distance. Since each proof-piece may have different answer complexity, we choose a different code for each proof-piece. Starting with a good code (i.e., of constant relative distance and rate) for the proof-piece with maximal answer-length complexity, we take the other codes to have equal distance and block length, increasing the rate if necessary using code repetition. Equal block length is necessary so that the generalized Hamming distance between two non-Boolean proofs is reflected accurately by their corresponding Boolean proofs (and is not scaled with differences in answer complexities as in Remark 5.2).

The Boolean verifier emulates the non-Boolean one: for each symbol the non-Boolean verifier queries, the Boolean verifier queries all bits in the corresponding block and answers the emulated verifier with their decoding (rejecting if the block was not decodable). We then prove that any Boolean proof is either far from being composed of codewords (therefore far from being accepted by the Boolean verifier in expectation), or its expected distance from satisfying the Boolean verifier is similar to the expected distance of its decoding from satisfying the non-Boolean verifier, where its decoding refers to the non-Boolean string obtained by decoding each of its blocks. Since the distance of the Boolean proof from the canonical proof (for the Boolean verifier) is proportional to the distance of the decoded proof from the canonical proof (for the non-Boolean verifier), strong canonicality of the non-Boolean verifier implies strong canonicality of the Boolean one. A formal proof follows.

Proof of Lemma 5.19. Let \( \hat{V} \) be the smooth strong canonical RPCPP for CircuitVal with corresponding proof-piece strategies \( \Pi_1, \ldots, \Pi_\ell \), with \( \Pi_i \) answering its queries with symbols in the alphabet \( \Sigma_i = \{0, 1\}^{\sigma_i} \). For each \( i \in [\ell] \) let \( \ell_i \) denote the length complexity of the \( i \)th proof-piece oracle, and let \( \text{ECC}_i : \Sigma_i \rightarrow \{0, 1\}^b \) with \( b = O(\max_{\ell \in [\sigma_i]} \sigma_i) \) be an error correcting code of constant minimal distance \( 2c > 0 \), decodable using circuits of size \( \tilde{O}(b) \). The \( i \)th canonical proof-piece of circuit \( C \) and input \( y \) is \( \Gamma_i(C; y) \), where \( \Gamma_i(C; y)[j] := \text{ECC}_i(\Pi_i(C; y)) \) is a binary string of length \( b \).26

The Boolean RPCPP verifier, denoted \( V \), expects circuit \( C \), input oracle \( y \) and proof-piece oracles \( \gamma_1, \ldots, \gamma_\ell \). It emulates \( \hat{V} \) on circuit \( C \) and input oracle \( y \) as follows:

- When \( \hat{V} \) queries the \( j \)th location of the \( i \)th proof-piece oracle, issue \( b \) queries to \( \gamma_i \) to receive a binary string \( \gamma_i[j] \) of length \( b \). Decode \( \gamma_i[j] \) using the decoding algorithm of \( \text{ECC}_i \). If decoding failed then reject, and otherwise answer \( \hat{V} \)'s query with the decoded string.
- When \( \hat{V} \) queries its input oracle, answer it according to the input oracle \( y \), giving the query weight \( b \).

---

25 That is, for any two oracles, the ratio between the number of queries that the verifier makes to each oracle is at least \( \rho \).

26 To be clear, \( \Pi_i(C; y) \) is a string of length \( \ell_i \) over alphabet \( \Sigma_i = \{0, 1\}^{\sigma_i} \), and \( \Gamma_i(C; y) \) is a string of length \( \ell_i \cdot b \) over the binary alphabet.
Smoothness of $V$ follows immediately from the smoothness of $\hat{V}$: for each proof-piece, a bit is queried if and only if the emulated verifier queried the location which it allegedly encodes, and the the probability that the latter is queried is the same for all locations.

We show that $V$ is a strong canonical RPCPP for CircuitVal. Fix circuit $C$, input oracle $y$ and alleged proof-piece oracles $\gamma_1, \ldots, \gamma_t$. For each $i \in [t]$ and $j \in [\ell_i]$, let $\hat{\pi}_i[j] \in \Sigma_i$ be the “best decoding” of $\gamma_i[j]$, namely, the string $x \in \Sigma_i$ that minimizes the expression $\delta(\text{ECC}_i(x), \gamma_i[j])$. Let $\gamma_i[j]$ be the encoding of $\hat{\pi}_i[j]$, that is $\gamma_i[j] := \text{ECC}_i(\hat{\pi}_i[j])$.

Claim 5.19.1. For all $i \in [t]$, the expected distance of answers to $V$’s queries from being accepted is greater than

$$\frac{\rho}{t+1} \cdot \delta(\gamma_i, \hat{\gamma}_i)$$

Proof of Claim 5.19.1. Fix $i \in [t]$ and denote by $J$ the locations that $V$ queries in $\gamma_i$. To satisfy $V$, the answers of $\gamma_i$ to $V$’s queries (denoted $\gamma_i[J]$) must be codewords, therefore the expected distance of $\gamma_i[J]$ from satisfying $V$ (over $J$ generated according to $V$’s random coins) is at least the expected distance of $\gamma_i[J]$ from being codewords; that is, at least

$$\mathbb{E}_{J} \left[ \delta(\gamma_i[J], \gamma_i) \right] = \mathbb{E}_{J, j \in J} \left[ \delta(\gamma_i[j], \gamma_i[j]) \right]$$ (15)

Smoothness of $V$ implies that a uniformly random element of $j \in J$ is distributed uniformly at random in $[\ell_i]$ (as detailed in Appendix B.2). Thus,

$$\text{Equation (15) = } \mathbb{E}_{k \in [\ell_i]} \left[ \delta(\gamma_k, \hat{\gamma}_k) \right] = \delta(\gamma_k, \hat{\gamma}_k)$$

The distance shrinks by $\rho/(t+1)$ because $\gamma_i[J]$ make up for only (at least) a $\rho/(t+1)$ fraction of all bits read by $V$.

Claim 5.19.2. Fix a random coin sequence and suppose that the Boolean verifier $V$ received answers $s = s_1 \cdots s_q$ from the oracles $y, \gamma_1, \ldots, \gamma_t$. Let $\hat{s} = \hat{s}_1 \cdots \hat{s}_t$ denote the answers that the non-Boolean verifier $\hat{V}$ received from oracles $y, \hat{\pi}_1, \ldots, \hat{\pi}_t$ when it samples the same coin sequence; in other words, letting $s_k = \gamma_k[j]$ for some $i$ and $j$, we denote $\hat{s}_k = \hat{\pi}_i[j]$.

Let $D$ and $\hat{D}$ be the residual circuits generated by $V$ and $\hat{V}$ upon sampling the fixed random coin sequence. It holds that $\delta(s, \text{Sat}(D)) \geq c \cdot \delta(\hat{s}, \text{Sat}(\hat{D}))$, where $\text{Sat}(\cdot)$ denotes the set of satisfying inputs of a circuit, and $2c$ is the distance of the error correcting codes $\text{ECC}_i$.

Proof of Claim 5.19.2. The proof follows from the Markov bound and a triangle inequality. Suppose there is $s' = s'_1 \cdots s'_q$ that satisfies $D$ such that $\delta(s, s') = \Delta$. For at least a $1 - \Delta/c$ fraction of $k \in [q]$ it holds that $s_k$ is $c$-close to $s'_k$. For these $k$’s, $s'_k$ is the closest codeword to $s_k$, because distinct codewords are $2c$-far apart, and $s'_k$ is a codeword for it satisfies $D$. Therefore, for a $1 - \Delta/c$ fraction of $k$’s it holds that $s'_k$ encodes $\hat{s}_k$, and it follows that $\hat{s}$ is $\Delta/c$-close to satisfying $\hat{V}$.

Concluding the proof of Lemma 5.19

Fix $y' \in \text{Sat}(C)$ such that $\max_{y \in [t]} \{ \delta(y, y'), \delta(\pi, \Pi_i(y')) \}$ is minimal, and let $\Pi'_i := \Pi_i(C; y')$ and $\Gamma'_i := \Pi_i(C; y')$. Suppose we give $\hat{V}$ oracle access to $y, \hat{\pi}_1, \ldots, \hat{\pi}_t$. Robust strong canonicality means that the expected distance of locations it reads from satisfying its residual circuit is at least

$$\alpha \cdot \max_{i \in [t]} \{ \delta(y, y'), \delta(P_t \Pi_i', \Gamma_i') \}$$
By Claim 5.19.2, this implies that when the Boolean verifier $V$ is given $y, \gamma_1, \ldots, \gamma_t$, the expected distance of locations it reads from satisfying its residual circuit is at least

$$\alpha \cdot c \cdot \max_{i \in [t]} (\delta(y, y'), \delta(\pi_i, \Pi_i'))$$

Noticing that $\delta(\pi_i, \Pi_i') = 2c \cdot \delta(\hat{\gamma}_i, \Gamma_i')$, this is at least

$$\alpha c \cdot 2c \cdot \max_{i \in [t]} (\delta(y, y'), \delta(\hat{\gamma}_i, \Gamma_i'))$$

Claim 5.19.1 means that the expected distance of answers to $V$ from satisfying is lower bounded not merely by Expression 16, but by

$$2\alpha c^2 \cdot \max_{i \in [t]} \left( \delta(y, y'), \delta(\hat{\gamma}_i, \Gamma_i'), \frac{\rho}{t+1} \cdot \delta(\gamma_i, \gamma_i') \right)$$

For each $i \in [t]$, if $\delta(\gamma_i, \hat{\gamma}_i) \leq \delta(\hat{\gamma}_i, \Gamma_i')/2$ then by the triangle inequality $\delta(\hat{\gamma}_i, \Gamma_i') \geq \delta(\gamma_i, \Gamma_i')/2$, and otherwise $\delta(\gamma_i, \hat{\gamma}_i) > \delta(\hat{\gamma}_i, \Gamma_i')/2$, so Expression 17 is at least

$$2\alpha c^2 \cdot \frac{\rho}{2(t+1)} \cdot \max_{i \in [t]} (\delta(y, y'), \delta(\gamma_i, \Gamma_i')) \geq \frac{\alpha \rho c^2}{(t+1)} \min_{y' \in \text{Sat}(C)} \left\{ \max_{i \in [t]} (\delta(y, y'), \delta(\gamma_i, \Gamma_i(x; y')) \right\}$$

where the inequality is because $y'$ is a satisfying input for $C$, but not necessarily a minimizer of the above quantity. Thus, $V$ is robust strongly canonical.

If $\hat{V}$ has residual circuit distance $c' \cdot c$ (Definition 3.4), then $V$ has residual circuit distance $c \cdot c'$, because an answer string that satisfies the decision circuit of $V$ must be formed of encodings of an answer string that satisfies $\hat{V}$. ▶

5.5 Putting it all together

Because CircuitVal-RPCPP is the Reed–Muller-based RPCPP of [20, Section 5.4], it enjoys the (standard) soundness analysis presented in that work. Paired with the strong canonical soundness of Lemma 5.18, we have a non-Boolean smooth strong canonical RPCPP for CircuitVal of logarithmic randomness complexity, polylogarithmic query complexity and constant residual circuit distance. Decision complexity is also polylogarithmic (though we did not keep track of it explicitly). Using Lemma 5.19 we get a Boolean RPCPP for CircuitVal of similar properties, and a final application of Lemma 2.2 reduces the number of oracles to one – proving Proposition 3.7.
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Smooth and Strong PCPs

To see the connection between our PCP result (i.e. Theorem 1.5) and the hardness of approximating bounded-occurrence stable 3SAT (i.e. Corollary 1.7), first recall the connection between standard PCPs and constraint satisfaction problems (CSPs). At its heart stands a correspondence between the probability that a nonadaptive PCP verifier V for a set S accepts an input x and proof π, and the fraction of simultaneously satisfiable constraints in a CSP Φ V,x over |x| variables. Consider the CSP Φ V,x of 2^r constraints that express the verifier’s decision after tossing r random coins and querying its proof oracle in q locations. These are constraints over |x| variables, with each constraint depending on the q variables corresponding to locations that the verifier queries (i.e., Φ V,x is a qCSP). A proof π is an assignment to these variables; completeness means that if x ∈ S then there is an assignment that satisfies all constraints in Φ V,x, and soundness means that if x /∈ S then no assignment satisfies more than half of the constraints in Φ V,x simultaneously.

Now, what can be said about the CSP Φ V,x if the PCP verifier V was also strong and smooth?

- A strong PCP verifier with strongness parameter α yields a stable CSP Φ V,x, in the sense that an assignment that is δ-far from all satisfying assignments violates an α · δ fraction of constraints. Like strong soundness, this property holds both when Φ V,x is satisfiable (i.e. when inputs x ∈ S) and when Φ V,x is unsatisfiable (i.e. when x /∈ S). We note that in the latter case, Φ V,x cannot have more than an α fraction of constraints satisfied simultaneously.

- A smooth PCP verifier yields a CSP such that each variable occurs in the same number of constraints.

Thus, Theorem 1.5 implies that for any set S ∈ NP there is an efficient parsimonious reduction from S to α-stable bounded-arity qCSPs with equal variable occurrence. To prove Corollary 1.7, we show a polynomial-time computable parsimonious reduction of α-stable qCSPs with equal variable occurrence to Ω(α)-stable qCNFs with bounded variable occurrence (Proposition A.1), and then reduce the latter to Ω(α)-stable 3CNFs with bounded variable occurrence (Proposition A.2).

Recall that a formula has b-boundedy-occurrence if any variable appears in at most b clauses, and that the promise problem (α, b)-stable qSAT is distinguishing b-boundedy-occurrence qCNF formulas that are α-stable and satisfiable from ones in which any assignment violates at least an α fraction of the clauses.

\[\text{A CSP } \Phi \text{ of size } m \text{ over } \ell \text{ variables is a set of } m \text{ functions (called constraints) } \Phi = \{C_1, \ldots, C_m\} \text{ with } C_i : \{0, 1\}^\ell \rightarrow \{0, 1\}. \text{ An assignment } A : [\ell] \rightarrow \{0, 1\} \text{ satisfies constraints } C_i \text{ if } C_i(A(1), \ldots, A(\ell)) = 1. \text{ We say that } \Phi \text{ has arity } q \text{ (is a qCSP) if each } C_i \text{ depends on at most } q \text{ variables. If constraint } C_i \text{ depends on variable } v \text{ then we say that } v \text{ occurs in } C_i.\]
Proposition A.1. For any $q \in \mathbb{N}$ there is $b \in \mathbb{N}$ such that there is a polynomial-time computable parsimonious reduction from $\alpha$-stable $q$CSPs with equal variable occurrence to $(\alpha/qb, b)$-stable $q$SAT.

Proof. We will show a reduction to $\alpha/qb'$-stable $q$CSPs with $b'$-bounded variable occurrence for some constant $b' \in \mathbb{N}$ (independent of $q$, actually). Then, $q$-arity of the resulting CSP implies that each of its constraints can be expressed as the conjunction of at most $2^q$ disjunctive clauses, and conjuncting all these clauses gives a CNF formula that is $\alpha/qb'2^q$-stable and $b'/2^q$-bounded variable occurrence. Setting $b := b'/2^q$ gives the required result.

The reduction, taken from [23], replaces the occurrence of each variable in a constraint with a copy of that variable, and adds consistency (i.e. equality) constraints between copies based on an expander graph of constant degree. We stress that the stability of the obtained CNF crucially relies on the equal variable occurrence of the reduced CSP so that each variable is replaced with the same number of consistency checks, and that the new instance is not necessarily stable without this property (see [12, Appendix D]).

Fix an $\alpha$-stable CSP $\Phi$ consisting of $m$ constraints over $\ell$ variables, such that each constraint depends on exactly $q$ variables and each variable occurs in exactly $mq/\ell$ constraints.

Fix a $d$-regular, explicit graph $G$ over $mq/\ell$ vertices, with an expansion property guaranteeing that for any set of vertices $T$ that consists of at most a half of the vertices, there are $2|T|$ edges crossing from $T$ to its complement (for example, the expanders of [7]).

The variables of $\Phi'$ are $\{v_C\}$ for each variable $v$ of $\Phi$ and each constraint $C \in \Phi$ in which $v$ occurs. There are two types of constraints in $\Phi'$:

- For each constraint $C \in \Phi$, a primal constraint $C'$ is added, which is simply $C$ but with variables replaced by their corresponding (alleged) copies. For example, if $C = (x \lor y \lor z \lor w) \land (\overline{y} \lor x \lor u)$, then $C' = (x_C \lor y_C \lor z_C \lor w_C) \land (\overline{y_C} \lor x_C \lor u_C)$.

- For each variable $v$ of $\Phi$, $\frac{mq}{T} \cdot \frac{d}{2}$ consistency constraints are added to $\Phi'$: letting $\{C_1, \ldots, C_{mq/\ell}\}$ be the set of constraints in which $v$ occurs, for each edge $\{i, j\}$ in $G$ we add a constraint that is satisfied if and only if $v_{C_i}$ equals $v_{C_j}$.

All in all, $\Phi'$ has $\ell \cdot mq/\ell = mq$ variables and $m + \ell \cdot \frac{mq}{\ell} \cdot \frac{d}{2} = (1 + qd/2)m$ constraints.

Each variable of $\Phi'$ occurs in $d + 1$ constraints, and the reduction is indeed parsimonious since any assignment that satisfies $\Phi'$ must be consistent and therefore gives a satisfying assignment to $\Phi$ (and vice-versa). We show that $\Phi'$ is $\frac{\alpha}{q\ell}$-stable. The case that $\Phi$ is unsatisfiable follows from [23], so we focus on the case that $\Phi$ is satisfiable (and then so is $\Phi'$). Let $A'$ be an assignment to $\Phi'$ that violates a $\gamma'$ fraction of its constraints. Let $A_{\text{Maj}}$ be an assignment to $\Phi$ that gives each variable a value according to the majority value that $A'$ gives to its (alleged) copies; that is, for each variable $v$, $A_{\text{Maj}}(v) := \text{Maj}_C(A'(v_C))$. Let $A'_{\text{Maj}}$ be the extension of $A_{\text{Maj}}$ back to the variables of $\Phi'$; that is, $A'_{\text{Maj}}(v_C) := A_{\text{Maj}}(v)$ for each variable $v$ and constraint $C$ that depends on $v$. Let $\gamma_{\text{Maj}}$ denote the fraction of constraints in $\Phi$ unsatisfied by $A_{\text{Maj}}$.

Claim A.1.1.

\[
\gamma' \geq \frac{\gamma_{\text{Maj}} + \delta(A', A'_{\text{Maj}})}{qd}
\]

28 I.e. there is an algorithm that constructs $G$ in polynomial time when given $mq/\ell$ as input.
Proof of Claim A.1.1. To prove the claim, we show that whatever primal constraints may be satisfied by $A'$ (but not by $A_{\text{Maj}}'$) (which works against the lower bound we need) are “made up for” in consistency clauses unsatisfied by $A'$. It will be nicer to deal with whole numbers rather than fractions, so we let $a'$ (resp. $a_{\text{Maj}}'$) denote the number of constraints of $\Phi'$ (resp. $\Phi$) unsatisfied by $A'$ (resp. $A_{\text{Maj}}'$), and notice that the claim follows from showing that

$$a' \geq a_{\text{Maj}}' + |\{v_C : A'(v_C) \neq A_{\text{Maj}}'(v_C)\}|$$

Fix a variable $v$, and let $k$ be the number of constraints $C$ such that $A'$ disagrees with $A_{\text{Maj}}'$ on the value assigned to $v_C$. Then $v$ occurs in at most $k$ constraints of $\Phi$ that are unsatisfied by $A_{\text{Maj}}$ but whose corresponding primal constraint is satisfied by $A'$. But by the expansion property of the graph $G$, each of the $k$ inconsistencies result in $2k$ consistency constraints unsatisfied by $A'$.

Now, let $B$ be the closest satisfying assignment to $A_{\text{Maj}}$. Note that the extension of $B$ to the variables of $\Phi'$, denoted $B'$, is a satisfying assignment to $\Phi'$, and that $\delta(A_{\text{Maj}}, B) = \delta(A_{\text{Maj}}', B')$. Using Claim A.1.1 and stability of $\Phi$, we have

$$\gamma' \geq \frac{\gamma_{\text{Maj}} + \delta(A', A_{\text{Maj}}')}{qd} \geq \frac{\alpha \delta(A_{\text{Maj}}, B) + \delta(A_{\text{Maj}}', B')}{qd} \geq \frac{\alpha}{qd} \cdot \delta(A', B')$$

> Proposition A.2. For any $\alpha \in (0, 1]$ and $b, q \in \mathbb{N}$ there is $\alpha' \in (0, 1]$ such that there is a polynomial-time parsimonious reduction from $(\alpha, b)$-stable-$q$SAT to $(\alpha', b)$-stable-$3$SAT.

Frigstad et al. show a similar reduction in [12][Section 4]. Furthermore, their reduction yields CNFs that have exactly three literals per clause.

Proof. We use the standard parsimonious reduction of $q$SAT to $3$SAT to transform a formula $\varphi$ to a formula $\varphi'$. The reduction operates clause-by-clause according to the following recurrence relation: for each clause $C := (x_1 \lor \cdots \lor x_k)$ in $\varphi$ (where $k \leq q$),

- If $k < 4$, add the clause $C$ to $\varphi'$ and halt.
- Otherwise, introduce a “fresh” auxiliary variable $z$, add the clauses $(x_1 \lor x_2 \lor z) \land (z \lor \overline{x}_3 \lor \cdots \lor \overline{x}_k)$

If $\varphi$ is not satisfiable then no assignment satisfies more than an $\alpha/3q$ fraction of the clauses of $\varphi'$ (by the standard soundness of this reduction), so we focus on the case that $\varphi$ (and therefore $\varphi'$) is satisfiable. Let $A$ be some assignment for $\varphi'$, given as an assignment $X$ to the original variables (i.e. to $\varphi$) and an assignment $Z$ to the auxiliary variables. Let $X^*$ be a satisfying assignment to $\varphi$ closest to $X$. By parsimony of the reduction, there is a unique assignment $Z^*$ to the auxiliary variables such that $A^* := (X^*, Z^*)$ is a satisfying assignment.

Again, it would be more convenient for us to deal with absolute quantities rather than relative quantities, so let $V_A$ denote the number of clauses violated by $A$, and $\overline{\Delta}(A, A^*)$ denote the number of variables on which $A$ and $A^*$ disagree. Similarly define $V_X$, $\overline{\Delta}(X, X^*)$ and $\overline{\Delta}(Z, Z^*)$. Since $\varphi'$ has $b$-bounded variable occurrence then the ratio between its number of variables and number of clauses is at least $1/b$, therefore it suffices to show that $V_A = \Omega(\alpha \cdot \Delta(A, A^*))$.

Now, on the one hand, $\alpha$-stability of $\varphi$ means that $V_X \geq \frac{\alpha}{q} \overline{\Delta}(X, X^*)$ (using the assumption that $\varphi$ has $b$-bounded variable occurrence to transition from fractional to absolute quantities, just like in the previous paragraph). Additionally, $V_A \geq V_X/3q$ because if $X$ doesn’t satisfy a clause in $\varphi$ then $A$ doesn’t satisfy at least one of the corresponding clauses in $\varphi'$. Therefore,

$$V_A \geq \frac{\alpha}{3qb} \cdot \overline{\Delta}(X, X^*)$$

(18)
On the other hand, the parsimony of the reduction implies that, for any clause $C$ of $\varphi$, if $X$ and $X^*$ agree on all $q$ variables occurring in $C$, and $A$ satisfies all clauses introduced by $C$ (in $\varphi'$), then it must be that $Z$ and $Z^*$ agree on all of the auxiliary variables introduced by $C$. That is, for any clause $C$, if $Z$ and $Z^*$ disagree on any of the auxiliary variables introduced by $C$, then either $X$ and $X^*$ disagree on some of the $q$ variables occurring in $C$, or $A$ violates some of the clauses introduced by $C$. Therefore,

$$q \cdot \Delta(X, X^*) + V_A \geq \Delta(Z, Z^*)$$

Combining Equations (18) and (19), we have that $V_A \geq \frac{\alpha q}{4qk} \cdot \max(\Delta(X, X^*), \Delta(Z, Z^*))$, and since $\Delta(A, A^*) = \Delta(X, X^*) + \Delta(Z, Z^*)$ we have $V_A \geq \frac{\alpha}{8qk} \Delta(A, A^*)$. 

\[\triangleright\]

### B Tedious notes regarding smoothness

#### B.1 On uniform sampling

Recall that probabilistic Turing machines (and PCP verifiers in particular) obtain their randomness by tossing random coins. It is clear how this ability enables uniform sampling from sets of size that is a power of 2, but throughout this work we allow verifiers to sample uniformly random elements from sets of arbitrary (finite) size. Since the technical implementation of such sampling may affect the smoothness of the verifier, a clarification on this matter is due.

To implement a PCP verifier that uses its randomness only to sample a uniformly random element from a set $[N]$, rejection sampling may be employed while losing a constant factor in soundness: the verifier samples a uniformly random element $i \in [2^{\lceil \log N \rceil}]$; if $i > N$ the verifier immediately accepts, and otherwise it proceeds as intended. Soundness is halved because the sampled $i$ is in $[N]$ with probability $N/2^{\lceil \log N \rceil} \geq 1/2$.

PCP verifiers in this work use their randomness only to sample uniformly random elements from a constant number of sets, and are implemented using rejection sampling on the product of sets from which they sample. Namely, a verifier that uniformly samples from sets $\Omega_1, \ldots, \Omega_k$ is implemented using rejection sampling on the set $\Omega_1 \times \cdots \times \Omega_k$. Still, this (only) halves soundness, and adds at most $k$ random coin tosses (as the randomness complexity $r := \sum_{i=1}^k \log |\Omega_i|$ grows to $\sum_{i=1}^k \log |\Omega_i| \leq r + k$).

#### B.2 Smoothness and uniformity

Without loss of generality, we may require that PCP verifiers query each bit in their proof with some positive probability and never query the same location more than once. Any verifier that doesn’t satisfy these simplifying assumptions can be transformed into one that does: we add a single uniformly random query, and then modify the verifier so that whenever it attempts to query the same location twice, it uniformly samples from the remaining unqueried locations in the proof instead.

Now here’s a thought: Suppose we have a smooth verifier that issues $q$ queries to a proof oracle of length $\ell$. We claim that if we look at a set of query locations $I \subseteq [\ell]$ generated by this verifier (based on its random coins), and subsequently choose a uniformly random element $i \in I$ from this set, then $i$ is uniformly distributed in $[\ell]$. Why? Well, smoothness means that the probability that the verifier queries a certain location in the proof oracle in any of its $q$ queries is equal for any certain location (it’s equal to $q/\ell$, if you must know). By
the previous paragraph, we can assume all queries of the verifier are distinct, so if a certain location is queried by the verifier it’s queried exactly once. Therefore, a uniformly random element from the set of query locations is distributed uniformly in the proof.

Smoothness and marginal uniformity

It may seem natural to define smooth PCPs to be those whose queries are marginally uniform. That is, that the first query of the verifier is distributed uniformly in the proof, and so is the second, third, and so on. We claim that there’s almost no difference between this notion and ours (Definition 1.3): by the observation made in the previous paragraph, any nonadaptive PCP satisfying Definition 1.3 can be transformed into one that satisfies marginal uniformity by randomly permuting the order of its queries. Actually, even a random cyclic shift would suffice, and only incurs a log q additive overhead in randomness complexity – exponentially smaller than the original randomness complexity in the constructions used throughout this work.

C The vector-valued low-degree polynomial test

This section was kindly contributed by Oded Goldreich and Madhu Sudan. It sees the generalization of the Point-line low-degree polynomial test ([2, Section 7.2]) to the vector-valued setting.

▶ Definition C.1 (Definition 5.3 restated). A function \( f : \mathbb{F}_m \rightarrow \mathbb{F}_k \) is a vector-valued multivariate polynomial of degree at most \( d \) if for all \( i \in [k] \) the projection of \( f \) to the \( i \)th coordinate is a multivariate polynomial of (total) degree at most \( d \), where the projection of \( f \) to the \( i \)th coordinate, denoted \( f_i : \mathbb{F}_m \rightarrow \mathbb{F}_k \), is defined \( f_i(x) := f(x)_i \) for all \( x \in \mathbb{F}_m \).

▶ Algorithm C.2 (Algorithm 5.4 restated). The point-line vector-valued low-degree test (PL-VLDT) is given access to an oracle \( f : \mathbb{F}_m \rightarrow \mathbb{F}_k \) and a “lines” proof oracle \( g \) that maps line \( \mathcal{L} \) to vector-valued univariate polynomial \( g_{\mathcal{L}} : \mathcal{L} \rightarrow \mathbb{F}_k \) of degree at most \( d \). It samples a uniformly random line \( \mathcal{L} \) through \( \mathbb{F}_m \) and uniformly random point \( x \in \mathcal{L} \), and accepts if and only if \( f(x) = g_{\mathcal{L}}(x) \).

▶ Fact C.3. For \( k = 1 \), PL-VLDT is the low degree test of [2, Theorem 65], therefore if input oracle \( f : \mathbb{F}_m \rightarrow \mathbb{F} \) is \( \delta \)-far from being a polynomial of degree at most \( d \) then PL-VLDT rejects with probability at least \( \delta/2 \) for any lines oracle \( g \).

▶ Proposition C.4 (Proposition 5.5 restated). Assuming \( |\mathbb{F}| > 25k \), if input oracle \( f : \mathbb{F}_m \rightarrow \mathbb{F}_k \) is \( \delta \)-far from being a vector-valued polynomial of degree at most \( d \) then for any lines oracle \( g \), PL-VLDT rejects \( f \) and \( g \) with probability at least \( \delta/40 \).

The proof follows three main cases. If a projection of the input is far from being a (scalar-valued) low-degree polynomial then we are done due to Fact C.3. If \( \delta = \Omega(1/|\mathbb{F}|) \) then the distance of the restriction \( f[\mathcal{L}] \) from being a univariate low-degree univariate polynomial is proportional to the distance of \( f \) from being a low-degree polynomial (i.e. \( \delta \)) with high probability, and assuming \( g_{\mathcal{L}} \) is the closest low-degree polynomial to \( f[\mathcal{L}] \), rejection occurs with this very probability. The third case is when \( \delta = O(1/|\mathbb{F}|) \), and then we capitalize on \( \delta \) being very small to show that with probability \( \Theta(|\mathbb{F}|\delta) \) the restriction \( f[\mathcal{L}] \) is low-degree except for exactly one point, which is sampled with probability \( 1/|\mathbb{F}| \). A formal proof follows.

\(^{29}\)For example, as used in [1].
Proof. Throughout this proof, low-degree means of degree at most \( d \). For each \( i \in [k] \) let \( f_i : \mathbb{F}^m \to \mathbb{F} \) be the projection of \( f \) onto its \( i \)th coordinate, and let \( g_i \) be a mapping of lines through \( \mathbb{F}^m \) to low-degree univariate polynomials given by \( g_{L,i}(x) := g_{L}(x), \in \mathbb{F} \) for each line \( L \) and point \( x \in L \). Let \( \tilde{f}_i : \mathbb{F}^m \to \mathbb{F} \) be a low-degree polynomial closest to \( f_i \), and notice that \( f := \{ f_1, \ldots, f_k \} \) is a vector-valued low-degree polynomial closest to \( f \). Let \( \delta \) and \( \delta_i \) be the distances of \( f \) from \( \tilde{f} \) and \( f_i \) from \( \tilde{f}_i \) respectively.

First, note that if \( f_i(x) \neq g_{L,i}(x) \) for the sampled \( L \) and \( x \) then the test rejects, therefore the probability that \( \text{PL-VLDT} \) rejects \( f \) and \( g \) is greater than the probability that it rejects input oracle \( f_i \) and lines oracle \( (g_{L,i})_L \). Hence, if there exists \( i \) such that \( \delta_i \geq 1/5 \) then by Fact C.3 rejection occurs with probability at least \( 1/10 \). Therefore, we may assume that \( \delta_i < 1/5 \) for all \( i \in [k] \). We proceed with a partial analysis that assumes that \( \delta \leq 2/5 \), and later show how the remaining possibilities follow.

Case 1: \( \delta > 5/|F| \). Points on a randomly sampled line \( L \) are pairwise independent and marginally uniform, so the Chebyshev inequality implies that the relative distance between \( f[L] \) and \( \tilde{f}[L] \) is at least \( \delta/2 \) and at most \( 3\delta/2 \) with probability greater than \( 1 - \frac{\delta(1-\delta)}{(8/2)^2} \geq 1/5 \). Conditioned on this event, one of two cases must hold:

Case 1.1: There is \( i \) such that \( g_{L,i} \neq \tilde{f}_L[L] \). Note that \( g_{L,i} \) and \( \tilde{f}_i[L] \) are distinct (univariate) polynomials of degree at most \( d \) so they agree on at most \( d \) points in \( L \).

Since \( f_i[L] \) disagrees with \( \tilde{f}_i[L] \) on at most \( 3\delta|F|/2 \leq 3|F|/5 \) points, it holds that \( f[L] \) and \( g[L] \) agree on at most \( d + 3|F|/5 \leq 4|F|/5 \) points. Therefore rejection occurs with probability at least \( 4/5 \geq \delta/2 \).

Case 1.2: For all \( i \) it holds that \( g_{L,i} = \tilde{f}_i[L] \). Then rejection occurs if and only if \( f[L] \) and \( \tilde{f}[L] \) disagree on the sampled \( x \in L \), which occurs with probability at least \( \delta/2 \).

All in all, rejection occurs with probability at least \( \frac{1}{2} \cdot \frac{\delta}{2} = \frac{\delta}{4} \).

Case 2: \( \delta < 1/2|F| \). We claim that \( f[L] \) and \( \tilde{f}[L] \) agree on exactly 1 point with probability at least \( |F|\delta/2 \). Again we use pairwise independence and marginal uniformity of points on a random line, this time served with a side of inclusion-exclusion. Let each line \( L \) have a fixed ordering \( L = \{ x_1, \ldots, x_{|F|} \} \). Then,

\[
\mathbb{P}_{L} \left[ \exists \, x \in L \; f(x) \neq \tilde{f}(x) \right] \\
\geq \sum_{i \in [|F|]} \mathbb{P}_{L} \left[ (x_i) \neq \tilde{f}(x_i) \right] - \sum_{j \in [|F|] \setminus \{i\}} \mathbb{P}_{x_i, x_j} \left[ f(x_i) \neq \tilde{f}(x_i), f(x_j) \neq \tilde{f}(x_j) \right] \\
\geq |F| \delta - |F| \delta^2 = |F| \delta (1 - |F| \delta) \geq |F| \delta/2
\]

As in Case 1, conditioned on this event rejection occurs with probability at least \( 4/5 \geq 1/|F| \) or \( 1/|F| \), depending on whether \( g \) and \( \tilde{f} \) agree on the random line \( L \). All in all, rejection occurs with probability at least \( \frac{4\delta}{2} \cdot \frac{1}{|F|} = \frac{\delta}{4} \).

Now, if \( \delta > 2/5 \) we show that there exists \( k' < k \) such that the distance of \( f_{[k']} := \{ f_1, \ldots, f_{k'} \} \) from being a vector-valued low-degree polynomial, denoted \( \delta_{[k']} \), is greater than \( 1/5 \geq 5/|F| \) and less than \( 2/5 \), and since the rejection probability of \( f \) and \( g \) is greater than that of \( f_{[k']} \) and \( g_{[k']} := \{ g_1, \ldots, g_{k'} \} \) we may then apply Case 1 to \( f_{[k']} \). Indeed, \( \delta_{[k']} - \delta_{[k'-1]} \leq \delta_{k'} \leq 1/5 \) and \( \delta_{[k]} = \delta \geq 2/5 \), so by a greedy argument there must exist \( k' \leq k \) such that \( \delta_{[k']} \in (1/5, 2/5] \).

Finally, we tend to the case that \( \delta \in [1/2|F|, 5/|F|] \). If there exists \( i \) such that \( \delta_i \geq 1/4|F| \) then by Fact C.3 rejection occurs with probability at least \( 1/8|F| \geq \delta/40 \). Otherwise, by a greedy argument there exists \( k' \leq k \) such that \( \delta_{[k']} \in [1/4|F|, 1/2|F|] \). Applying Case 2 to \( f_{[k']} \), we have that rejection occurs with probability at least \( \delta_{[k']}/2 \geq 1/8|F| \geq \delta/40 \). □
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Abstract

We consider the manipulability of tournament rules, in which \( n \) teams play a round robin tournament and a winner is (possibly randomly) selected based on the outcome of all \( \binom{n}{2} \) matches. Prior work defines a tournament rule to be \( k\text{-SNM-}\alpha \) if no set of \( \leq k \) teams can fix the \( \leq \binom{k}{2} \) matches among them to increase their probability of winning by \( > \alpha \) and asks: for each \( k \), what is the minimum \( \alpha(k) \) such that a Condorcet-consistent (i.e. always selects a Condorcet winner when one exists) \( k\text{-SNM-}\alpha(k) \) tournament rule exists?  

A simple example witnesses that \( \alpha(k) \geq \frac{k-1}{2k-1} \) for all \( k \), and [22] conjectures that this is tight (and prove it is tight for \( k = 2 \)). Our first result refutes this conjecture: there exists a sufficiently large \( k \) such that no Condorcet-consistent tournament rule is \( k\text{-SNM-}1/2 \). Our second result leverages similar machinery to design a new tournament rule which is \( k\text{-SNM-}2/3 \) for all \( k \) (and this is the first tournament rule which is \( k\text{-SNM-}(<1) \) for all \( k \)).

Our final result extends prior work, which proves that single-elimination bracket with random seeding is \( 2\text{-SNM-}1/3 \) [22], in a different direction by seeking a stronger notion of fairness than Condorcet-consistence. We design a new tournament rule, which we call Randomized-King-of-the-Hill, which is \( 2\text{-SNM-}1/3 \) and cover-consistent (the winner is an uncovered team with probability 1).

2012 ACM Subject Classification  Theory of computation → Algorithmic mechanism design

Keywords and phrases  Tournament design, Non-manipulability, Cover-consistence, Strategyproofness

Digital Object Identifier  10.4230/LIPIcs.ITCS.2020.3


Funding  S. Matthew Weinberg: This work is supported by the National Science Foundation, under grant CNS-0435060, grant CCR-0325197 and grant EN-CS-0329609.

Acknowledgements  The authors are extremely grateful to Mikhail Khodak and Jon Schneider, who contributed both with many helpful discussions as well as code to help test the non-manipulability of tournament rules. The authors would also like to thank the anonymous reviewers for their feedback on extensions, clarifications and relevant references unknown to the authors.
Introduction

Consider $n$ teams vying for a single championship via pairwise matches. A Tournament Rule maps (possibly randomly) the outcome of all $\binom{n}{2}$ matches to a single winner. A successful tournament rule should on one hand be fair, in that it selects a team that could reasonably be considered the best. For example, a tournament rule is Condorcet-consistent if whenever an undefeated team exists, that team is selected as the winner with probability 1. On the other hand, a successful tournament rule should also incentivize teams to win their matches. For example in a monotone tournament rule, no team can unilaterally increase their probability of winning by throwing a match.

While numerous rules satisfy the two specific properties mentioned above, these hardly suffice to call a tournament both fair and incentive compatible. Consider for example a single-elimination tournament, which is Condorcet-consistent and monotone. One might reasonably argue that single-elimination is unfair in the sense that a covered team may win. That is, some team $x$, who is beaten by $y$, and for which all $z$ who beat $y$ also beat $x$, could be crowned the champion (Observation 19), even though $y$ is in some sense clearly a superior team. When multiple teams come from the same organization (e.g. in the Olympics where multiple teams from the same country participate, or in eSports where the same organization sponsors multiple teams), one could also argue that single-elimination is not incentive compatible: two teams from the same organization may wish to fix the match between them so that the team with the best chance of winning gold advances.

Prior work establishes, however, that this stronger notion of incentive compatibility (termed 2-Strongly Nonmanipulable by [1], and previously Pairwise Nonmanipulable in [2]) is incompatible even with the basic notion of Condorcet-consistency: no 2-SNM tournament rule is Condorcet-consistent (recapped in Lemma 17). This motivated [1] to seek instead tournaments that were 2-SNM and approximately Condorcet-consistent (i.e. guaranteed to pick an undefeated team with probability at least $\alpha > 0$, whenever one exists), and later [22] to seek tournaments which were Condorcet-consistent and approximately 2-SNM (i.e. the maximum probability with which two teams can improve their joint probability of winning by fixing a match is $\alpha < 1$, termed 2-SNM-$\alpha$).

Like [22], we find it more reasonable to seek a tournament which is only approximately strategyproof rather than one which is only approximately Condorcet-consistent: it is hard to imagine a successful sporting event which sends an undefeated team home empty-handed. The main result of [22] proves that a Single-Elimination Bracket with Random seeding (RSEB, formally defined in Section 2) is both Condorcet-consistent and 2-SNM-$1/3$. This is tight, as no Condorcet-consistent tournament rule is 2-SNM-$\alpha$ for any $\alpha < 1/3$. They also define a tournament to be $k$-SNM-$\alpha$ if no set of $\leq k$ teams can fix the $\leq \binom{k}{2}$ matches between them and improve their joint probability of winning by $\alpha$, establish that no Condorcet-consistent tournament rule is $k$-SNM-$\alpha$ for $\alpha < \frac{k-1}{2k-1}$ (recapped in Lemma 17), and conjecture that this is tight. The main open problem posed in their work is to prove this conjecture (recapped in Question 18). The main results of this paper extend [22] in three different directions:

- First, we resolve the main open problem posed in [22] by refuting their conjecture (including two weaker forms): There exists a sufficiently large $k$ such that no Condorcet-consistent tournament rule is $k$-SNM-$1/2$ (and therefore not $k$-SNM-$\frac{k-1}{2k-1}$ either).

- Second, we develop a new Condorcet-consistent tournament rule which is $k$-SNM-$2/3$ for all $k$. All tournament rules are trivially $k$-SNM-$1$ for all $k$, and this is the first tournament rule known to be $k$-SNM-$\alpha$ for all $k$, for any $\alpha < 1$.

- Finally, we develop a new cover-consistent tournament rule which is 2-SNM-$1/3$, which we call Randomized King-of-the-Hill (RKoTH).
1.1 Theorem Statements, Roadmap, and Technical Highlights

After overviewing related work in Section 1.3, and establishing preliminaries in Section 2, we develop machinery related to our first two results in Section 3. Specifically, consider the following: there are two kinds of manipulations which may cause a set $S$ of teams to improve their joint probability of winning under a Condorcet-consistent tournament rule $r(\cdot)$.

First, perhaps $S$ contains $i$ and every team which beats $i$ (for some $i$). Then $S$ can make $i$ a Condorcet winner, and improve their joint probability of winning to 1 (the maximum possible). Or, perhaps every team in $S$ loses to at least one team outside $S$, but $S$ can increase their joint probability of winning anyway.

If, for a particular tournament team graph $T$, we wish to ensure that no set $S$ can improve their joint probability of winning by more than $\alpha$ under $r(\cdot)$ by creating a Condorcet winner in $S$, this is a fairly simple linear constraint: we must only ensure that for each team $i$, the joint probability of winning (under $r(T))$ of $i$ and all teams that beat $i$ in $T$ is at least $1 - \alpha$. For each tournament graph $T$, this reasoning gives a feasibility linear program (with $n$ variables corresponding to the probability that each team wins under $r(T)$, and $n$ linear constraints which depend on $T$) that every winning-probability vector $r(T)$ must satisfy in order for $r(\cdot)$ to possibly be $k$-SNM-$\alpha$. Note that these constraints are by no means sufficient to guarantee $k$-SNM-$\alpha$, however, as we have completely ignored the second type of constraints.

Inspired by this feasibility LP, we study a similar LP in Section 3, which we call the Special Linear Program (SLP). In particular, we show that SLP has a unique solution, and therefore well-defines a tournament rule (if the outcome of the matches is $T$, solve the SLP parameterized by $T$ and select according to these probabilities). Surprisingly, this LP and its unique optimal solution have been studied decades ago [16, 10] (see Section 1.3 for further discussion of this – the LP describes the unique Nash equilibrium of a generalized rock-paper-scissor game). In Section 4, we explain why the SLP Tournament Rule is special: if any tournament rule is $k$-SNM-$1/2$ for all $k$, then the SLP Tournament Rule is $k$-SNM-$1/2$ for all $k$. The remainder of Section 4 is then just a simple six team example witnessing that the SLP Tournament Rule is not 3-SNM-$1/2$ (and therefore not $k$-SNM-$1/2$ for all $k$), yielding our first main result:

**Theorem 1.** There exists $k < \infty$ such that no Condorcet-consistent tournament rule is $k$-SNM-$1/2$.

Note that Theorem 1 implies that (a) no Condorcet-consistent tournament rule is simultaneously $k$-SNM-$\frac{k-1}{2k-1}$ for all $k$, (b) there exists a $k$ for which no Condorcet-consistent tournament rule is $k$-SNM-$\frac{k-1}{2k-1}$, and (c) no Condorcet-consistent tournament rule is $k$-SNM-$1/2$ for all $k$, hereby refuting the main conjecture of [22] along with two weaker conjectures.

We also wish to emphasize the following: in principle, if one wishes to determine whether a particular tournament rule is $k$-SNM-$\alpha$ for tournaments of $n$ teams, one could do an exhaustive search over all $2^{n\choose 2}$ tournament graphs (with some savings due to isomorphism), and all $n^k$ possible manipulating sets. This is a feasible search for small values of $n, k$. If one wishes to determine whether there exists a rule that is $k$-SNM-$\alpha$ for tournaments of $n$ teams, one could still imagine an exhaustive search. But observe that the space of tournament rules for $n$ teams lies in $n2^{n\choose 2}$-dimensional space, and it is hard to imagine a successful exhaustive search beyond $n = 10$ (and even that is likely impossible).

Our proof establishes that no 939-SNM-$1/2$ tournament rule exists for $n = 1878$ teams, and there is no hope of discovering this via exhaustive search. Indeed, our own exhaustive searches found numerous candidate rules which were $k$-SNM-$1/2$ on $n$ teams for $k, n \leq 7$. 
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(indicating that large parameters are provably necessary before the conjecture is false). Yet, the SLP Tournament Rule is already not 3-SNM-1/2 even for 6 teams (which we found via exhaustive search), and the machinery of Sections 3 and 4 allows us to use this tiny example to conclude that no 939-SNM-1/2 tournament rules exist for \( n = 1878 \) teams.

In Section 5, we show how to use the machinery developed in Section 3 to propose new tournament rules. The main idea is the following: the SLP Tournament Rule, by design, does a great job discouraging manipulations that produce a Condorcet winner. In fact, no such manipulation benefits the manipulators by more than \( 1/2 \). Unfortunately, the rule itself may still be only \( k\)-SNM-1 (due to manipulations which don’t produce a Condorcet winner). However, we show that a convex combination of the SLP Tournament Rule with the simple rule which selects a Condorcet winner when one exists, or a uniformly random winner otherwise can leverage the SLP properties to be less manipulable:

\[ \text{Theorem 2. There exists a Condorcet-consistent tournament rule that is } k\text{-SNM-2/3 for all } k. \]

\[ \text{Observation 3. The rule referred to in Theorem 2 is not monotone. We provide an example of its non-monotonicity in Appendix B for completeness.} \]

Finally, in Section 6, we shift gears and extend the results of [22] in a different direction. Specifically, we design a new tournament rule called Randomized King-of-the-Hill (RKotH) which is cover-consistent and 2-SNM-1/3. Each round, the rule checks if there is a team that is a Condorcet winner. If there is one, it declares that team the winner and terminates. Otherwise, it selects a uniformly random “prince” among the remaining teams, and then removes it and every team which the prince beats. When there is only one team left, that team is crowned champion. It is not hard to see that RKotH is cover-consistent, so the main result of this section is that RKotH is 2-SNM-1/3. The main idea in the proof is that the joint winning probability of \( \{ u, v \} \) when \( v \) beats \( u \) is only higher than when \( u \) beats \( v \) if \( u \) is selected as a prince while \( v \) still remains in contention, and at least one team which beats either \( u \) or \( v \) remains in contention as well. We are then able to show that the probability of this event is at most \( 1/3 \), and therefore the rule is 2-SNM-1/3.

\[ \text{Theorem 4. Randomized King-of-the-Hill is cover-consistent and 2-SNM-1/3.} \]

In fact, RKotH satisfies a property stronger than cover-consistency. It will provably pick teams that belong to the Banks set of the tournament, which may be strictly smaller than the set of uncovered teams. We defer the definition of the Banks and related proofs set to Section 6 but point out that the support of RKotH is exactly the Banks set of a tournament.

\[ \text{Lemma 5. A team } v \text{ is in the Banks set of a tournament } T \text{ if, and only if, RKotH declares } v \text{ as the winner with non-zero probability.} \]

1.2 Extensions and Brief Discussion

While the main appeal of our results is clearly theoretical (it is hard to imagine a 939-team coalition manipulating a real tournament), the events motivating a deep study of fair and incentive compatible tournament rules are not purely hypothetical. In the popular “group stage” format, strategic manipulations have occurred on the grandest stage, including Badminton at the 2012 Olympics and the “disgrace of Gijón” in the 1982 World Cup. But narrowing one’s focus exclusively to incentives (and, e.g., running a single-elimination bracket) may have negative consequences for the quality of winner selected. For example in
the 2010 World Cup, eventual winners and second seed Spain lost their opening match to Switzerland, who didn’t advance out of the group stage (the implication being that Spain could be considered a “high quality winner” who would have been immediately eliminated in a single-elimination bracket). So while our particular results are valuable mostly for their theoretical contributions, the surrounding literature provides valuable insight on the tradeoff between incentive compatibility of the winner selection process and quality of the winner selected.

We also wish to briefly note that while we formally define SNM only for deterministic tournaments (i.e. the teams try to manipulate from a fixed tournament graph $T$ to another fixed tournament graph $T'$), [22] establishes that all results extend to (arbitrarily correlated) distributions over tournament graphs as well (where the “real” outcomes may be a distribution $T$ over tournament graphs, and the coalition may try to manipulate to a different distribution $T'$). We refer the reader to [22] for a formal statement, but the main idea is that any lower bounds immediately carry over, while for every rule the largest possible manipulation occurs on a deterministic instance anyway (so positive results carry over as well).

1.3 Related work

The most related works have already been discussed above: [2] first introduces the terminology used for these problems (and establishes that no deterministic tournament rule is 2-SNM), [1] first considers randomized tournament rules and designs tournament rules which are 2-SNM but only approximately Condorcet-consistent. [22] is the most closely related, which also considers rules which are Condorcet-consistent and approximately incentive compatible. Our work can most appropriately be viewed as extending [22] in multiple directions (including resolving their main open problem) as detailed in Section 1.

Also related are some recent works which rigorously analyze the manipulability of specific tournament formats (most notably, the World Cup and related qualifying procedures) [20, 7].

Incentive compatibility of voting rules has an enormous history, dating back at least to seminal works of [3, 11, 21, 12]. While there are obvious conceptual connections between voting rules and tournament rules (e.g. any tournament rule can be used as a voting rule: call the “match” between alternatives $x$ and $y$ won by $x$ if more voters prefer $x$ to $y$), the notions of manipulability are quite different. For one, voters have preferences over alternatives whereas teams in tournaments only care about their collusion’s joint probability of winning. Moreover, in a voting rule, a voter has a tiny role to play in every single “match,” whereas in a tournament, the teams themselves can manipulate only matches that involve them. So there is little technical (and even conceptual) similarity between works which study incentives in voting rules versus tournament rules.

The linear program we introduce in Section 3 has been studied in a related context by two independent works [16, 10]. They consider the following two player zero-sum game. Given a tournament $T$ the players must pick a team to represent them and reveal it simultaneously. If they pick the same team, no one wins. Otherwise, the winner is determined by the edge that they jointly query from $T$. The two works showed that, for any given tournament $T$, there is a unique mixed strategy Nash equilibrium which can be computed in polynomial time through linear programming (and this LP is exactly our SLP($T$)). Some proof techniques are similar, but our interest in SLP($T$) is a means to drastically different end. For more on the history and properties of the solution to these LPs, known as maximal lotteries, see [8, 5].

The notion of uncovered teams is also extremely well-studied in computational social choice theory (see, e.g., [6, 17], the latter attributes the concept’s introduction to [9] and [19] independently). Additionally, an uncovered team is equivalent to the notion of a “king” [23]
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(a team \(x\) such that for all teams \(y\), either \(x\) beats \(y\) or there exists a \(z\) who beats \(y\) such that \(x\) beats \(z\) – not to be confused with the kings of our hill) in works which study how a single-elimination bracket designer can rig the seeding to make a particular team win [24, 15, 25] or sufficient conditions under which a covered team can be crowned winner of a single-elimination bracket [14]. The volume of these works certainly helps establish that cover-consistence is a valuable endeavor beyond Condorcet-consistence, but otherwise bear no technical similarity to our work. To the best of our knowledge, this is the first paper to consider cover-consistence jointly with a notion of incentive compatibility.

Another related notion is that of the Banks set of a tournament [4], which is stricter than the set of uncovered teams. While it is NP-Complete to decide if a given team is in the Banks set of a tournament [26], there exist algorithms that can efficiently output an element from the Banks set [13]. It is worth pointing out that the algorithm we propose to sample teams from the Banks set, Algorithm 1, has a different implementation from that of [13] even if they will output the same set of teams.

2 Preliminaries

In this section we introduce notation, and develop some concepts that will be relevant throughout the paper, consistent with prior work [22, 1].

► Definition 6 (Tournament). A (round robin) tournament \(T\) on \(n\) teams is a complete, directed graph on \(n\) vertices whose edges denote the outcome of a match between two teams. Team \(i\) beats team \(j\) if the edge between them points from \(i\) to \(j\). \(T_n\) denotes the set of all \(n\)-team tournaments.

► Definition 7 (Tournament Rule). A tournament rule \(r\) is a function \(r : T_n \to \Delta([n])\) that maps \(n\)-team tournaments \(T \in T_n\) to a distribution over teams, where \(r_i(T) = \Pr(r(T) = i)\) denotes the probability with which team \(i\) is declared the winner of tournament \(T\) under rule \(r\). We will often abuse notation and refer to \(r\) as a collection of tournament rules \(\{r^1(\cdot), \ldots, r^n(\cdot), \ldots\}\), of which exactly one operates on \(T_n\) (for all \(n\)).

Like prior work, we will be interested in tournaments which satisfy natural properties. For instance, [22] concerned tournaments which always select a Condorcet winner, when one exists. Below are the main properties we consider in this paper.

► Definition 8 (Condorcet-consistency). Team \(i\) is a Condorcet winner of a tournament \(T\) if \(i\) beats every other team according to \(T\). A tournament rule \(r\) is Condorcet-consistent if for every tournament \(T\) with a Condorcet winner \(i\), \(r_i(T) = 1\) (i.e. the tournament rule always declares the Condorcet winner as the winner of \(T\)).

► Definition 9 (cover-consistency). Team \(i\) covers team \(j\) under \(T\) if (a) \(i\) beats \(j\) and (b) every \(k \notin \{i,j\}\) which beats \(i\) also beats \(j\). A team is covered if it is covered by at least one team. A tournament rule \(r\) is cover-consistent if for all \(T\), \(r_j(T) = 0\) when \(j\) is covered.

► Observation 10. Every cover-consistent rule is Condorcet-consistent.

Proof. If \(T\) has no Condorcet winner, then a Condorcet-consistent rule can be arbitrary on \(T\). If \(T\) has a Condorcet winner \(i\), then \(i\) is the only uncovered team. Therefore, any cover-consistent rule will have \(r_i(T) = 1\), and is Condorcet-consistent as well. ◀

Intuitively, one should think of \(i\) covering \(j\) to mean that any reasonable evaluation should declare team \(i\) better than team \(j\). Cover-consistence proposes that no team should win if they are inferior to another by any reasonable evaluation, but does not always propose who
the winner should be. Condorcet-consistence can therefore be interpreted as a relaxation of cover-consistence, which only binds when cover-consistence would propose a unique winner. The following lemma establishes this formally.

Lemma 11 (Restated Theorem 4 from [18]). Whenever tournament \( T \) has a unique uncovered team \( i \), \( i \) is a Condorcet winner in \( T \).

Proof. We first claim that the covering relation is transitive: if \( i \) covers \( j \) and \( j \) covers \( k \), then \( i \) covers \( k \). Indeed, let \( S(k) \) denote the teams that \( k \) defeats, \( S(j) \) for \( j \), and \( S(i) \) for \( i \). Then as \( j \) covers \( k \) and \( i \) covers \( j \), we have \( S(k) \cup \{ k \} \subseteq S(j) \subseteq S(i) \), meaning that \( i \) covers \( k \).

Therefore, if we draw the directed graph \( G(T) \) with an edge from \( j \) to \( k \) iff \( j \) covers \( k \), the graph must be acyclic. If not, then the work above establishes that a path from \( j \) to \( k \) implies that \( j \) covers \( k \), while a path from \( k \) to \( j \) implies that \( k \) covers \( j \), a contradiction (as we cannot have both that \( j \) beats \( k \) and \( k \) beats \( j \)). Uncovered teams are exactly those with indegree 0 in \( G(T) \). If there is a unique such team \( i \), then there must be a path from \( i \) to every other team \( j \) (follow edges backwards starting from \( j \). This process must terminate, and can only terminate at a team with indegree 0, which must be \( i \). Therefore, \( i \) covers every other team \( j \), which in particular implies that \( i \) beats every other team \( j \) and is therefore a Condorcet winner.

The above conditions concern natural properties of the winner selected, and essentially say that good tournament rules should never select obviously inferior teams as their winner. We are also concerned with properties regarding the procedure by which the winner is selected, and in particular how manipulable this procedure is. We formalize these properties below (which are proposed in [1, 22]).

Definition 12 (\( S \)-Adjacent Tournaments). Two tournaments \( T, T' \in T_n \) are \( S \)-adjacent when the outcomes of all matches in \( T, T' \) are identical, except for the matches between two teams in \( S \subseteq [n] \). Formally, for all \( i, j \in [n] \), if \( |\{i, j\} \cap S| < 2 \), then the edge between \( i \) and \( j \) in \( T \) is identical to the one in \( T' \). Less formally, \( T \) and \( T' \) are \( S \)-adjacent if teams in \( S \) can manipulate the outcomes of matches only between pairs of teams in \( S \) and cause the tournament results to change from \( T \) to \( T' \).

Definition 13 (\( k \)-SNM-\( \alpha \)). A tournament rule \( r \) is \( k \)-strongly non-manipulable at probability \( \alpha \) (henceforth \( k \)-SNM-\( \alpha \)) if for all subsets \( S \subseteq [n] \) with \( |S| \leq k \), and all pairs \( T, T' \) of \( S \)-adjacent tournaments, \( \sum_{i \in S} (r_i(T) - r_i(T')) \leq \alpha \). Informally, if a set \( S \) of \( \leq k \) teams decide to manipulate their pairwise matches, they cannot improve the probability that the winner is in \( S \) by more than \( \alpha \). We abuse notation and use \( \infty \)-SNM-\( \alpha \) to refer to a tournament rule which is \( k \)-SNM-\( \alpha \) for all \( k \).

2.1 Technical Recap of Prior Work

Finally, let’s recap [22], which serves as the starting point for our work. Their main result establishes that the Random Single-Elimination Bracket (formally defined below) is \( 2 \)-SNM-1/3.
Definition 14 (Random Single-Elimination Bracket). The Random Single-Elimination Bracket (RSEB) rule places $n$ teams uniformly at random among $2^{\lceil \log_2 n \rceil}$ seeds and fills the remaining seeds with byes. Then, a single-elimination tournament is played with these seeds to determine the winner. That is, whenever $i$ meets $j$ in the bracket, $T$ determines which team advances to the next round, and the other team is eliminated. Note that the only randomness in the rule is in the seeding.

Theorem 15 ([22]). RSEB is $2$-SNM-$1/3$ and Condorcet-consistent.

The following explicit tournament was also used in [22] for lower bounds:

Definition 16 (Balanced Tournament). The $k$-balanced tournament is the tournament $T^{Bal} \in T_{2k-1}$ where team $i$ beats exactly the $k-1$ teams in $\{i+1, i+2, ..., i+k-1 \mod (2k-1)\}$.

Lemma 17 ([22]). No Condorcet-consistent Tournament rule is $k$-SNM-$\alpha$ for any $\alpha < \frac{k-1}{2k-1}$.

Proof Sketch. Consider $r(T^{Bal})$. There exists some adjacent set of teams $S = \{i - k + 1 \pmod {2k-1}, \ldots, i\}$ of size $k$ which together win with probability at most $\frac{k-1}{2k-1}$ in $r(T^{Bal})$. These teams can make $i$ into a Condorcet winner, which necessarily wins with probability 1. Therefore, for any $r(\cdot)$, some set of size $k$ can gain at least $\frac{k-1}{2k-1}$ by manipulating when the original tournament is $T^{Bal}$.

Inspired by the tightness of Theorem 15 with the simple balanced tournament $T^{Bal}$, [22] conjectured that same simple tournament would be the worst-case tournament for larger $k$:

Open Question 18 ([22]). Does there exist a tournament rule that is Condorcet-consistent and $k$-SNM-$\frac{k}{2k-1}$ for all $k$? What about a family of rules $F$ such that for all $k$, $F_k$ is $k$-SNM-$\frac{k-1}{2k-1}$? What about a rule that is $k$-SNM-$1/2$ for all $k$?

The first results of this paper refute all three conjectures from [22] and resolve Question 18. The following results concern the difference between Condorcet-consistence and cover-consistence, as the following observation shows that RSEB is not cover-consistent.

Observation 19. RSEB is not cover-consistent.

Proof. Consider a tournament with eight teams $A, B, C, D, E, F, G, H$, where $A$ beats exactly $\{B, C, E\}$, and $H$ beats exactly $\{A, B, C, E\}$. $C$ beats $D$, $E$ beats $F$, $E$ beats $G$. Any matches not explicitly stated can be arbitrarily decided. Consider the seeded bracket shown in Figure 1. This bracket shows $A$ can win with non-zero probability. But $H$ covers $A$. Therefore, RSEB is not cover-consistent.

2.2 Linear Algebra Preliminaries

Some of our proofs require linear algebra. Below are facts that we use, both proofs are in Appendix A.

Definition 20 (Unit Skew Symmetric Matrix). An $n \times n$ matrix $A \in \mathbb{R}^{n \times n}$ is unit skew symmetric if $|A_{ij}| = 1 \forall i \neq j$, and $A_{ij} = -A_{ji} \forall i, j$.

1 A seed is a position in the tournament bracket associated to a specific number.

2 A bye is a dummy team that loses to all non-bye teams.
Figure 1 In this example there exists a bracket where a covered team \( A \) (covered by \( H \)) may still be declared the winner.

\( \ \text{Proposition 21.} \) If \( A \) is a unit skew symmetric matrix and \( n \) is even, \( \text{rank}(A) = n \). If \( n \) is odd \( \text{rank}(A) = n - 1 \).

\( \ \text{Proposition 22.} \) Let \( \varepsilon \in \mathbb{R}_{\geq 0} \), \( A \in \mathbb{R}^{m \times n} \), and \( \vec{b} \in \mathbb{R}^n \) and denote by \( P_\varepsilon := \{ \vec{x} \in \mathbb{R}^n, A \cdot \vec{x} \geq \vec{b} - \varepsilon \vec{1} \} \cap [0,1]^n \). Then for all \( \delta > 0 \), there exists a sufficiently small \( \varepsilon > 0 \) such that:

\[
\max_{\vec{y} \in P_\varepsilon} \{d_\ell_1(P_0, \vec{y})\} \leq \delta,
\]

where \( d_\ell_1(S, \vec{x}) = \min_{\vec{y} \in S} \{||\vec{x} - \vec{y}||_1\} \).

3 A Special Linear Program \( SLP(T) \)

In this section we present a linear program \( SLP(T) \) and characterize its optimal solutions. The analysis of \( SLP(T) \) is the main tool which allows us to conclude both the non-existence of rules which are \( \infty \)-SNM-1/2 (Section 4) and the existence of a rule which is \( \infty \)-SNM-2/3 (Section 5). The main result of this section is Proposition 26, which states that \( SLP(T) \) has a unique solution, and therefore yields a well-defined tournament rule. In Section 4 we show that a tournament rule that is \( \infty \)-SNM-1/2 exists if and only if the \( SLP(T) \) rule is \( k \)-SNM-1/2 (and subsequently show that this rule is not \( k \)-SNM-1/2 via Proposition 26). Let \( T \) be a tournament graph and let \( \delta_+^T(v) \) denote the set of teams that beat \( v \) in \( T \) (and \( \delta_-^T(v) \) the set that \( v \) beats). Then \( SLP(T) \) is the following:

\[
\text{SLP}(T):
\]

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{n} p_i \\
\text{subject to} & \quad \sum_{j \in \delta_+^T(i)} p_j + \frac{1}{2} p_i \geq \frac{1}{2} & \quad \forall i \in [n] \\
& \quad p_i \geq 0 & \quad \forall i \in [n]
\end{align*}
\]
Before further proceeding, let’s get some (informal) intuition for why $SLP(T)$ is possibly related to Question 18. Starting from a tournament rule $r$, if we define $p_i := r_i(T)$, then $\sum_i p_i = 1$, $p_i \geq 0$ for all $i$. Moreover, if $r$ is $\infty$-SNM-$1/2$, it must be that for all $i$, $\sum_{j \in \mathcal{E}_T^i} p_j + p_i \geq 1/2$. If not, then $i$ together with $\delta_T(i)$ could collude to make $i$ a Condorcet winner, and $i$ would win with probability 1. So the initial probability of winning for $i$ together with $\delta_T(i)$ must have been at least $1/2$.

Of course, the afore-described constraints seem very weak in comparison to all of the constraints imposed by $k$-SNM-$1/2$. In particular, they only guarantee that no coalition can gain by making one of their members into a Condorcet winner (but do not guarantee that no coalition can otherwise gain by manipulating their matches). Notice now that the constraints in $SLP(T)$ are slightly stronger than this (because they have a multiplier of $1/2$ instead of 1 in front of $p_i$ in the constraint for $i$). In particular, the constraints in $SLP(T)$ imply Condorcet-consistence (while the afore-mentioned do not): if $i$ is a Condorcet winner, then $\delta_T(i) = \emptyset$ and the constraint reads $p_i/2 \geq 1/2$ as desired. Of course, we’ve yet to establish a formal relationship, but at this point the reader may have some intuition for a connection between a profile of solutions to $SLP(T)$ with $\sum_i p_i \leq 1$ (for all $T$) and Condorcet-consistent tournament rules which are $\infty$-SNM-$1/2$.

We postpone a formal discussion of this connection (as this connection is the entire focus of Section 4), but note here that it is not particularly direct. For example, a profile of solutions to $SLP(T)$ for all $T \in T_n$ does not imply a tournament rule for $n$ teams which is $\infty$-SNM-$1/2$. Similarly, an $\infty$-SNM-$1/2$ tournament rule for $n$ teams does not imply a profile of solutions to $SLP(T)$ for all $T \in T_n$. However, we show that $\infty$-SNM-$1/2$ rules exist for all $n$ if and only if for all $n$, the rule defined via profiles of solutions to $SLP(T)$ is $\infty$-SNM-$1/2$ (i.e. we will relate this LP on $n$ teams to tournament rules for $\gg n$ teams).

We now begin our analysis of $SLP(T)$ by taking the dual, and refer to it as $D_{SLP}(T)$. Below, we use $r_i$ as the dual variable for the constraint corresponding to team $i$. On the left-hand side, we’ve taken the dual directly. On the right-hand side, we did a change of variables and redefined $q_i := r_i/2$ (so the two programs below are identical).

\[ D_{SLP}(T): \]

\[
\begin{align*}
& \text{maximize} & & \sum_{i=1}^n r_i/2 \\
& \text{subject to} & & \sum_{j \in \mathcal{E}_T^i} r_j + \frac{1}{2}r_i \leq 1 \quad \forall i \in [n] \\
& & & r_i \geq 0 \quad \forall i \in [n]
\end{align*}
\]

\[
\begin{align*}
& \text{maximize} & & \sum_{i=1}^n q_i \\
& \text{subject to} & & \sum_{j \in \mathcal{E}_T^i} q_j + \frac{1}{2}q_i \leq \frac{1}{2} \quad \forall i \in [n] \\
& & & q_i \geq 0 \quad \forall i \in [n]
\end{align*}
\]

We now prove that the optimal value of $SLP(T)$ is always 1. This is stated in Corollary 24, which uses Lemma 23 as a building block.

\begin{lemma}
Suppose there exists a feasible solution $\vec{p}$ to $SLP(T)$ with $\sum_{i \in [n]} p_i = c$. Then $\vec{q}$ with $q_i := p_i : \frac{1}{\sqrt{c-1}}$ is a feasible solution to $D_{SLP}(T)$ with value $\frac{c}{\sqrt{c-1}}$. Likewise, if there exists a feasible solution $\vec{q}$ to $D_{SLP}(T)$ with $\sum_{i \in [n]} q_i = c$, then $\vec{p}$ with $p_i := q_i : \frac{1}{\sqrt{c-1}}$ is a feasible solution to $SLP(T)$ with value $\frac{c}{\sqrt{c-1}}$.
\end{lemma}

\begin{proof}
Consider any solution $\vec{p}$ with $\sum p_i = c$. First, we observe that we must have $c > 1/2$. If not, there certainly exists some $i$ with $\sum_{j \in \mathcal{E}_T^i} p_j + p_i/2 < 1/2$, and a constraint is violated (to see this, observe that maybe $c = 0$, in which case all the constraints are violated. Or $0 < c \leq 1/2$, in which case we can take $i$ to be any $i$ with $p_i > 0$). Then because
\end{proof}
\[
\sum_{j \in E_T^+(i)} p_j + p_i / 2 \geq 1/2, \text{ we must have } \sum_{j \in E_T^+(i)} p_j + p_i / 2 \leq c - 1/2. \text{ As } q_i := p_i / (2c - 1), \text{ we immediately conclude that } \sum_{j \in E_T^+(i)} q_j + q_i / 2 \leq \frac{c - 1/2}{2c - 1} = 1/2. \text{ Also, as } c > 1/2, \text{ each } q_i \geq 0 \text{ (and is well-defined). Therefore, } \vec{q} \text{ is feasible for } D_{SLP}(T), \text{ and it’s clear that } \sum_i q_i = \frac{c}{2c - 1}. \text{ The other direction follows from identical calculations.} \]

\textbf{Corollary 24.} \textit{SLP(T) always has an optimal solution with value 1.}

\textbf{Proof.} It is clear that \textit{SLP(T)} is feasible for all \textit{T}, since setting \( p_i = 1 \) for all \( i \) is a feasible solution. Suppose we had a primal solution \( \vec{p} \) with value \( c \) < 1. Applying Lemma 23, we can conclude \( \vec{q} \) would be a dual solution with value \( \frac{c}{2c - 1} > c \). By weak LP duality, the existence of such a dual would verify that there are no primal solutions with value \( c \), a contradiction.

Similarly, suppose we had an optimal primal solution \( \vec{p} \) with value \( c \) > 1. This implies there is an optimal dual solution \( \vec{q} \) with value \( c \) > 1. Applying the opposite direction of Lemma 23 we can conclude there is a primal solution with value \( \frac{c}{2c - 1} < c \), a contradiction.

Now that we know the optimal value of \( SLP(T) \), we wish to understand its optimal solution. We now begin taking steps towards characterizing the solution (and in particular, that it is unique).

\textbf{Corollary 25.} \textit{Let } \( \vec{p} \text{ be an optimal solution to } SLP(T). \text{ Then for all } i \text{ s.t } p_i > 0 \text{ and for all optimal solutions } \vec{w} \text{ to } SLP(T), } \sum_{j \in E_T^+(i)} w_j + \frac{1}{2} w_i = \frac{1}{2}. \textit{Proof.} \textit{If we apply Lemma 23 to } \vec{p} \text{(which has } |\vec{p}| = 1 \text{ by Corollary 24), we conclude } \vec{p} \text{ is also a feasible dual solution. Hence, } \vec{p} \text{ is an optimal dual solution (as it has equal value in both the primal and the dual). Now consider applying the complementary slackness conditions for the alternative optimal primal } \vec{w}, \text{ and optimal dual solution } \vec{q}. \text{ If } p_i > 0, \text{ we know that the corresponding primal constraint in } \vec{w} \text{ must be tight. This exactly states that } \sum_{j \in E_T^+(i)} w_j + \frac{1}{2} w_i = \frac{1}{2} \text{ whenever } p_i > 0. \textbf{Proposition 26.} \textit{The optimal solution } \vec{p} \textit{ to } SLP(T) \textit{ is unique.}

\textbf{Proof.} \textit{By Corollary 24, we know that all solutions to } SLP(T) \textit{ have value 1. Assume toward contradiction there exist two distinct solutions, } \vec{p} \text{ and } \vec{q} \text{ to } SLP(T) \text{ such that } |\vec{p}| = 1 \text{ and } |\vec{q}| = 1. \textit{Let } P = \{ i : p_i > 0 \} \text{ and let } Q = \{ i : q_i > 0 \}. \textit{Let } A \text{ be the unit skew symmetric matrix where } A_{ij} = 1 \text{ if } i \text{ beats } j \text{ in } T \text{ and } -1 \text{ otherwise, with } A_{ii} = 0. \textit{By Corollary 25, we know for all } i \text{ in } P \cup Q \text{ that}

\[ \sum_{j \in E_T^+(i)} q_j + \frac{1}{2} q_i = 1/2 \]

which implies for those same \( i \in Q \cup P \) that (because \( \sum_j q_j = 1 \))

\[ (A \cdot q)_i = \sum_{j \in E_T^+(i)} q_j - \sum_{j \in E_T^-(i)} q_j = 0. \]

Now, let \( A' \) denote the submatrix \( A \) restricted only to rows and columns in \( P \cup Q \). Let \( \vec{p}' \) and \( \vec{q}' \) be the vectors \( \vec{p} \) and \( \vec{q} \) (respectively) restricted also to the entries in \( P \cup Q \). Observe now that \( (A' \cdot \vec{p}')_i = (A \cdot \vec{p})_i = 0 \) for all \( i \), and also that \( (A' \cdot \vec{q}')_i = (A \cdot \vec{q})_i = 0 \) (both of these follow because we have simply deleted all non-zero entries of \( A \cdot \vec{p} \) and \( A \cdot \vec{q} \) by restricting to \( P \cup Q \).
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Now we are ready to derive our contradiction. The above paragraph concludes that both $\vec{p}'$ and $\vec{q}'$ are in the null space of $A'$, which is a unit skew symmetric matrix. But also $|\vec{p}'|_1 = |\vec{q}'|_1$, meaning that the null space of $A'$ must have dimension at least 2. But this contradicts Proposition 21, which claims that the dimension can be at most 1. We therefore conclude that no such distinct $\vec{p}, \vec{q}$ can exist.

Now that we know the solution to $SLP(T)$ is unique, and has $\sum_i p_i = 1$, it yields a well-defined tournament rule, which is the main takeaway from this section:

Definition 27 (SLP Tournament Rule). Let $\vec{p}(T)$ denote the (unique, by Proposition 26) solution to $SLP(T)$. Define the SLP Tournament Rule to select $i$ as the winner with probability $p_i(T)$ on input $T$.

4 No Condorcet-consistent $\infty$-SNM-1/2 Rule Exists

In this section we leverage our analysis of SLP to prove Theorem 1. First, we make the connection between rules that are $k$-SNM-$\alpha$ and SLP, by introducing a series of linear programs and relaxations.

Recall that for a Condorcet-consistent tournament rule $r$ to be $k$-SNM-$\alpha$, it must be that no coalition of size $k$ can gain more than $\alpha$ probability of winning by manipulating the pairwise matches between them. In particular, if $|\delta_T(v)| < k$, it must be that $r_v(T) + \sum_{j \in \delta_T(v)} r_j(T) \geq 1 - \alpha$. Otherwise the set $\delta_T(v) \cup \{v\}$ can collude to make $v$ a Condorcet winner. Formally, any $k$-SNM-$\alpha$ rule must satisfy the following feasibility LP for all tournaments $T$.

$LP_1(T, \alpha, z)$:

$$p_i + \sum_{j \in \delta_T(i)} p_j \geq 1 - \alpha \quad \forall i \in [n] \text{ such that } |\delta_T(i)| \leq k - 1$$

$$\sum_{v \forall} p_i = 1$$

$$p_i \geq 0 \quad \forall i \in [n]$$

Note that any $k$-SNM-$\alpha$ rule certainly satisfies $LP_0(T, \alpha, k)$ for all $T$, but that a profile of solutions to $LP_0$ for all $T \in T_n$ does not necessarily imply a rule which is $k$-SNM-$\alpha$ (as the LP only considers deviations which produce a Condorcet winner). Note also that the $k$-balanced tournament witnesses that no rule satisfies $LP_0(T, \alpha, k)$ for any $\alpha < \frac{k-1}{2(k-1)}$. We will also consider the case where $k \to \infty$ (and therefore, all $i \in [n]$ have $|\delta_T(i)| \leq k - 1$, and refer to this LP simply as $LP_0(T, \alpha) := LP_0(T, \alpha, \infty)$).

Our first step will be switching from $LP_0(T, \alpha)$ to $LP_1(T, \alpha, z)$ for $z \geq 1$. Below, observe that we have made two changes. The first is insignificant: we’ve phrased $LP_1(T, \alpha, z)$ as a minimization LP instead of a feasibility LP. The second is a strengthening: we’ve changed the multiplier of $p_i$ in the constraint corresponding to $i$ from 1 to $\frac{z}{2z-1} \leq 1$ (so the space of feasible solutions is smaller).
Figure 2 A tournament $T$ (top) and its associated construction $T'$ (bottom), as described in the proof of Lemma 28 for $z = 3$. The outcomes of the games between teams in different components of $T'$ mimic the outcomes of the games between the representative nodes in $T$.

$LP_1(T, \alpha, z)$:

$$\begin{align*}
\text{minimize} & \quad \sum_{j=1}^{n} p_j \\
\text{subject to} & \quad \sum_{j \in \delta^-_z(i)} p_j + \frac{z}{2z-1} p_i \geq 1 - \alpha \quad \forall i \in [n] \\
& \quad p_i \geq 0 \quad \forall i \in [n]
\end{align*}$$

Observe that $LP_1(T, 1/2, z)$ is a relaxation of $SLP(T)$ (the only difference is a multiplier of $\frac{z}{2z-1} > 1/2$ in front of $p_i$ in the constraint corresponding to $i$). The main step in this section is Lemma 28 below, which formally connects $LP_1(T, 1/2, z)$ to $k$-SNM-$\alpha$ rules.

Lemma 28. If for all $n$ there exists a tournament rule $r(\cdot)$ which is $\infty$-SNM-$\alpha$, then for all $z \in \mathbb{N}_+$ and all $n$, there exists a tournament rule $w(\cdot)$ which is $\infty$-SNM-$\alpha$ and for which $w(T)$ is a feasible solution to $LP_1(T, \alpha, z)$ with $\sum_i p_i = 1$ for all $T$.

Similarly, if for all $n$ there exists a tournament rule $r(\cdot)$ which is $k$-SNM-$\alpha$, then for all $z \in \mathbb{N}_+$ and all $n$, there exists a tournament rule $w(\cdot)$ which is $\frac{k}{2z-1}$-SNM-$\alpha$ and for which $w(T)$ is a feasible solution to $LP_1(T, \alpha, z)$ with $\sum_i p_i = 1$ for all $T$.

Proof. Consider an arbitrary tournament $T$ with $n$ teams, and consider a related tournament $T'$ with $n(2z - 1)$ teams, labeled $v_{ij}$, for $i \in [n]$ and $j \in [2z - 1]$. Conceptually, think that we have split each original team into a group of $2z - 1$ copies. For $i \neq j$, and $x, y \in [2z - 1]$, have $v_{ix}$ beat $v_{xy}$ in $T'$ if and only if $v_i$ beat $v_j$ in $T$ (that is, match results in $T$ are preserved

\footnote{We abuse notation throughout this section to define $\frac{k}{2z-1}$-SNM-$\alpha$ as $\lfloor \frac{k}{2z-1} \rfloor$-SNM-$\alpha$ when the first term may not be an integer.}
between different groups in $T'$. Within each group, have $v_{ix}$ beat $v_{iy}$ in $T'$ iff $x < y < x + z$ (mod $2z - 1$) (so each group is isomorphic to the $z$-balanced tournament, recall Definition 16 and see Figure 2 for a small example). Let $G(i)$ denote $i$’s group, $G(i) := \{i_{ij}, j \in [2z - 1]\}$.

Now, we wish to claim that if $r(\cdot)$ is a rule that is $\infty$-SNM-$\alpha$ (respectively, $k$-SNM-$\alpha$) for $n(2z - 1)$ teams, and we define $w(T)$ so that $w_i(T) := \sum_{j=1}^{2z-1} r_{ij}(T')$, then $w(\cdot)$ is a rule that is $\infty$-SNM-$\alpha$ (respectively, $\frac{k}{2z-1}$-SNM-$\alpha$) for $n$ teams, and $w(T)$ is a feasible solution to $LP_1(T, \alpha, z)$ for all $T$.

Let’s first confirm that $w(T)$ is a feasible solution to $LP_1(T, \alpha, z)$ with $\sum_i p_i = 1$. The latter statement is clear: as $r(\cdot)$ is a tournament rule, we have $\sum_i p_i = \sum_i w_i(T) = \sum_{ij} r_{ij}(T) = 1$. Next, it is also clear that $p_i \geq 0$ for all $i$, so we just need to check that $\sum_{j \in S_p(i)} p_j + \frac{z}{2z-1}p_i \geq 1 - \alpha$.

To this end, we know that there exists some adjacent set of $z$ teams in $G(i)$ such that the total probability that these teams win is at most $\frac{z}{2z-1}$. Call this set $S_x$ and let $v_{ix}$ denote the team in this set which loses to the others. Then the set of teams $\bigcup_{j \in S_p(i)} G(j) \cup S_x$ together can create a Condorcet winner ($v_{ix}$) in $T'$. Therefore, we get that this set of teams must have won with probability at least $1 - \alpha$ under $r(\cdot)$, and by definition of $w(\cdot)$ (and the choice of $S_x$ above), we immediately get that $\sum_{j \in S_p(i)} w_j(T) + \frac{z}{2z-1}w_i(T) \geq 1 - \alpha$, as desired.

So now we know that $w(\cdot)$ satisfies $LP_1(T, \alpha, z)$ with $\sum_i p_i = 1$ for all $T$. We now need to confirm that it is also $\infty$-SNM-$\alpha$ (respectively, $\frac{k}{2z-1}$-SNM-$\alpha$). But suppose for contradiction that $w(\cdot)$ was not $k$-SNM-$\alpha$ for some $k$ (respectively, $\frac{k}{2z-1}$-SNM-$\alpha$). This would imply the existence of tournaments $T_1$ and $T_2$ that are $S$-adjacent for some set $S \subseteq [n]$ (respectively, $S \subseteq [n]$), with $|S| \leq \frac{k}{2z-1}$ where $\sum_{i \in S} w_i(T_1) - \sum_{i \in S} w_i(T_2) > \alpha$. If we let $T_{1}'$ and $T_{2}'$ represent the corresponding tournaments that determined the values of $T_1$ and $T_2$ from $r(\cdot)$ respectively, and let $S' = \bigcup_{i \in S} G(i)$, we can conclude $\sum_{i \in S'} r_i(T_{1}') - \sum_{i \in S'} r_i(T_{2}') > \alpha$, contradicting the fact that $r$ is $\infty$-SNM-$\alpha$ (respectively, that $r$ is $k$-SNM-$\alpha$, as $|S'| = |S|/(2z-1)$ and $|S| \leq \frac{k}{2z-1}$).

With Lemma 28 in hand, we’re very close to our goal. In particular, we’ve now shown that $\infty$-SNM-$\alpha$ rules exist for all $n$ if and only if $\infty$-SNM-$\alpha$ rules exist for all $n$ which additionally satisfy the constraints in $LP_1(T, \alpha, z)$ for all $z \in \mathbb{N}_+$. Note that as $z \to \infty$, the constraints of $LP_1(T, 1/2, z)$ approach those of $SLP(T)$. So one might reasonably expect that $SLP(T)$ can be used in place of $LP_1(T, 1/2, z)$ above, specifically when $\alpha = 1/2$. Indeed, this is the case (and the only place where we use Proposition 22).

**Theorem 29.** There exists an $\infty$-SNM-1/2 tournament rule for all $n$ if and only if the SLP Tournament Rule is $\infty$-SNM-1/2 for all $n$.

Moreover, if the SLP Tournament Rule is not $\infty$-SNM-1/2 for all $n$, there exists a pair of integers $k,n < \infty$ such that no $k$-SNM-1/2 Tournament Rule exists on $n$ teams.

**Proof.** The proof follows from a proper application of Lemma 28 and Proposition 22. Suppose towards contradiction that the SLP Tournament Rule is not $k$-SNM-1/2 for some $k,n$. This implies that there must be some tournaments $T, T' \in T_k$ manipulating set $S$ which verify this fact by gaining probability $c > \frac{1}{2}$. Call $A(T), b(T)$ be the constraint matrix and vector of $SLP(T)$, respectively, when written in standard form (i.e. $A(T)$ has $n$ rows, corresponding to the $n$ non-trivial constraints in $SLP(T)$. $b(T)$ is just the $n$-dimensional vector of all $1/2$s).

Now apply Proposition 22 with $A := A(T)$ and $b := b(T)$, with $\delta = \frac{1}{2}$, and let $\varepsilon(T)$ be the promised $\varepsilon$. Do the same for $T'$, and set $\varepsilon = \min\{\varepsilon(T), \varepsilon(T')\}$. Pick now a sufficiently large $z$ such that $\frac{z}{2z-1} - \frac{1}{2} \leq \varepsilon$ (such a $z$ exists as $\varepsilon > 0$).
Now, observe that any feasible solution \( \vec{x} \) for \( LP_1(T,1/2,z) \) satisfies \( A(T) \cdot \vec{x} \geq \vec{b} - \epsilon \vec{1} \) (and any feasible solution \( \vec{y} \) for \( LP_3(T',1/2,z) \) satisfies \( A(T') \cdot \vec{y} \geq \vec{b} - \epsilon \vec{1} \)). If there is an infinite-SNM-1/2 tournament rule (respectively, \( k \)-SNM-1/2 tournament rule, for \( k \) to be chosen later), Lemma 28 tells us that there exists an infinite-SNM-1/2 (respectively, \( \frac{k}{2z-1} \)-SNM-1/2) tournament rule \( y \) such that \( y(T) \) is feasible for \( LP_1(T,1/2,z) \) and \( y(T') \) is feasible for \( LP_3(T',1/2,z) \). So we know \( A(T) \cdot y(T) \geq \vec{b} - \epsilon \vec{1} \), and also that \( A(T') \cdot y(T') \geq \vec{b} - \epsilon \vec{1} \). Proposition 22 then allows us to conclude that \( |y(T) - w(T)|_1 \leq \delta \), and also that \( |y(T') - w(T')|_1 \leq \delta \). But now we are ready to derive a contradiction and claim that in fact \( y(\cdot) \) is not infinite-SNM-1/2. Indeed, we know that

\[
\sum_{v \in S} w_v(T) - w_v(T') \geq c,
\]

by definition of \( S, T, T' \). But from the triangle inequality, we get that:

\[
\sum_{v \in S} w_v(T) - y_v(T) \leq \sum_{v \in S} |w_v(T) - y_v(T)| \leq |w(T) - y(T)|_1 \leq \delta,
\]

\[
\sum_{v \in S} y_v(T') - w_v(T') \leq \sum_{v \in S} |w_v(T') - y_v(T')| \leq |w(T') - y(T')|_1 \leq \delta.
\]

Summing these three equations then yields:

\[
\sum_{v \in S} y(T)_v - y(T')_v + 2\delta \geq c \implies \sum_{v \in S} y(T)_v - y(T')_v \geq c + \frac{\delta}{2} > \frac{1}{2}.
\]

This contradicts that \( y(\cdot) \) was infinite-SNM-1/2 (and contradicts that \( y(\cdot) \) is \( \frac{k}{2z-1} \)-SNM-1/2, as long as \( |S| \leq \frac{k}{2z-1} \), or \( k \geq |S|(2z - 1) \)). Note that \( k \) can indeed be defined after \( z \) and \( S \), as now \( S \) can manipulate from \( T' \) to \( T \) and gain \( > 1/2 \). ▶

To briefly recap the entire proof of Theorem 29: we first showed that the existence of infinite-SNM-\( \alpha \)-rules imply the existence of specific kinds of infinite-SNM-\( \alpha \)-rules (those which satisfy \( LP_1(T, \alpha, z) \) for all \( z \in \mathbb{N}_+ \)). Note that we relied on the existence of infinite-SNM-\( \alpha \)-rules for \( n' \gg n \) in order to show the existence of our specialized infinite-SNM-\( \alpha \)-rules for \( n \). Then, we showed that for \( \alpha = 1/2 \), the existence of specialized rules implies that a particular rule (the SLP Tournament Rule) is infinite-SNM-1/2 (and that the SLP Tournament Rule is well-defined is the focus of Section 4).

Now, we make use of Theorem 29 by proving that the SLP Tournament Rule is not infinite-SNM-1/2.

\textbf{Lemma 30.} \textit{The SLP Tournament Rule is not infinite-SNM-1/2.}

\textbf{Proof.} See Figure 3 where two \( \{B, C, E\} \)-adjacent tournaments are evaluated under the SLP Tournament Rule. The three teams \( \{B, C, E\} \) together have probability 4/9 under \( T \), but 1 under \( T' \), and therefore gain 5/9 > 1/2 by manipulating. So the rule is not infinite-SNM-1/2.

Note that in order to verify that we have computed the SLP Tournament Rule correctly on \( T \) and \( T' \), the reader need only verify (in each graph) that the probabilities sum to 1, and the SLP constraints: for all \( i \), \( \sum_{j \in S^c(i)} p_j + p_i/2 \geq 1/2 \). By Proposition 26, any such solution is the unique optimum, and therefore output by the SLP Tournament Rule. ▶

\textbf{Proof of Theorem 1.} The proof of Theorem 1 now follows immediately from Theorem 29 and Lemma 30. ▶
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Figure 3 The tournaments $T, T'$ are $\{B, C, E\}$ adjacent. The distribution of winners as prescribed by SLP is provided below each tournament, where the teams are presented alphabetically. Note that under $T$, the collusion wins with chance $4/9$ but in $T'$ they win with probability 1, gaining $5/9$.

4.1 Concluding Thoughts on Lower Bounds

We emphasize again that our lower bounds reduce the problem of determining existence of Condorcet-consistent $\infty$-SNM-$1/2$ tournament rules for large $n' \gg n$ to the problem of determining whether the specific SLP Tournament Rule is $\infty$-SNM-$1/2$ for small $n$. In particular, now that we have a specific $n, k$ for which the SLP Tournament Rule is not $k$-SNM-$1/2$ on $n$ teams, we can backtrack through Theorem 29 and recover a specific $k', n'$ for which no $k'$-SNM-$1/2$ (and therefore no $k'$-SNM-$\frac{k'-1}{2}$) Tournament Rule exists on $n'$ teams:

In our example, there are $n = 6$ teams, and the SLP Tournament Rule is not better than $3$-SNM-$5/9$. So we may take $c = 5/9$ in the proof of Theorem 29, which results in $\delta = 1/72$. Note that $\epsilon$ is now a function of $\delta$ via Proposition 22, and is $\approx 0.0016$, so we’d set $z := \left\lceil \frac{1/2+\epsilon}{2\epsilon} \right\rceil = 157$. This therefore rules out the possibility of a tournament rule that is $939$-SNM-$1/2$ for 1878 teams. While of course portions of the proof of Theorem 29 could be optimized to yield a smaller $k', n'$, the point we are trying to make is that there could very well be $k$-SNM-$1/2$ tournament rules for $n$ teams for quite large values of $k,n$, and there is virtually no hope of uncovering the non-existence for extremely large $k$ via exhaustive search – recall that the space of tournament rules is all functions from the $2^{(\frac{n^2}{2})}$ different complete directed graphs on $n$ teams to the $n$-dimensional simplex (indeed, the authors had no luck via exhaustive search, and numerous rules appeared $k$-SNM-$1/2$ for small $n$ in simulations). However, the machinery developed in this section allows us to brute-force search for manipulations of a single tournament, which happened to resolve for $k = 3, n = 6$ and conclude our desired claim, which would have required a significantly larger exhaust for significantly larger $k', n'$.

Finally, we note that it may be tempting to use our machinery, almost as is, to rule out Condorcet-consistent $\infty$-SNM-$\alpha$ rules for $\alpha > 1/2$. In particular, it is tempting to conclude that because Figure 3 exhibits that the SLP Tournament Rule is no better than $3$-SNM-$5/9$, that there should not be an $\infty$-SNM-$5/9$ tournament rule for all $n$. Note, however, that the SLP is really special for $\alpha = 1/2$. Indeed, if we were to replace $1/2$ with $4/9$ in the SLP, we would (for instance) no longer have a unique solution. Therefore, we’d lose the well-defined SLP Tournament Rule, and still have to do a broad exhaustive search, and significantly new ideas would be needed to get leverage out of this. Still, while our current tools only
preclude rules which are $\infty$-SNM-1/2 (and ever so slightly more: $\infty$-SNM-.50016 via similar reasoning to the previous paragraph), it is reasonable to expect that our general approach (e.g. Lemma 28) may help rule out the existence of SNM-\(\alpha\) tournament rules for \(\alpha > 1/2\).

5 Less Manipulable Tournament Rules via SLP

In this section we prove Theorem 2: an $\infty$-SNM-2/3 tournament rule exists (for all \(n\)). Fortunately, a lot of the work has been done in Sections 3 and 4 in the form of our understanding of how feasible solutions to SLP(\(T\)) and \(LP_0(T, \beta, k)\) relate. We first show how any \(k\)-SNM-$\alpha$ rule that is a valid solution to \(LP_0(T, \beta, k)\) (for some \(\beta\)) can be transformed into a \(k\)-SNM-$\frac{\alpha}{\alpha-\beta+1}$ rule. This transformation yields a stronger tournament rule if \(\alpha \geq \beta\). Our proof then exploits the fact that an optimal solution to SLP(\(T\)) satisfies \(LP_0(T, 1/2, k)\) by design and, trivially, is $\infty$-SNM-1. The naive upper bound of \(\alpha \leq 1\) suffices to yield a $\infty$-SNM-2/3 rule (previously no $\infty$-SNM-$<1$ rule is known). Moreover, this reduction now allows any improved bounds (even if $\geq 2/3$) on the manipulability of the SLP Tournament Rule to imply tournament rules which are $\infty$-SNM-$\alpha$ for $\alpha < 2/3$. Below is the main lemma of this section.

\textbf{Lemma 31 (Augmentation Lemma).} Let tournament rule \(r(\cdot)\) be such that \(r(T)\) satisfies \(LP_0(T, \beta, k)\) for all tournaments \(T\), and be \(k\)-SNM-$\alpha$. Then a tournament rule \(w(\cdot)\) exists which is \(k\)-SNM-$\frac{\alpha}{\alpha-\beta+1}$.

\textbf{Proof.} Consider the following rule: pick a \(c \in [0,1]\) (to be chosen later). Set \(w_i(T) = r_i(T) \cdot c + \frac{1-c}{n}\), if \(T\) does not have a Condorcet winner. If \(T\) has a Condorcet winner, allocate probability 1 to the Condorcet winner.

To evaluate the manipulability of this rule, first consider a manipulating set which creates a Condorcet winner. The total probability gained is at most \(\beta \cdot c + (1-c)\). To see this, observe that because the set can create a Condorcet winner, they must have total probability at least \(\beta\) under \(r(\cdot)\) (and therefore at least \(\beta \cdot c\) after scaling down by \(c\)).

Now consider a manipulating set that does not create a Condorcet winner. Then there is certainly no Condorcet winner in \(T'\), and so the extra \((1-c)\) probability mass is still allocated uniformly (and the set gains nothing here). So the set can only gain what they would by manipulating under \(r(\cdot)\) (scaled down by \(c\)), which is at most \(\alpha \cdot c\).

To minimize \(\max\{\alpha c, \beta c + (1-c)\}\), set \(c := \frac{1}{\alpha-\beta+1}\). This results in \(w(\cdot)\) being \(k\)-SNM-$\frac{\alpha}{\alpha-\beta+1}$.

\textbf{Proof of Theorem 2.} By construction the SLP Tournament Rule is Condorcet-consistent, and is feasible for \(LP_0(T, \frac{1}{2}, k)\) for all \(k\). Thus the SLP Tournament Rule satisfies the requirements of the augmentation lemma for \(\beta = \frac{1}{2}\) and \(\alpha = 1\) (as all rules are \(k\)-SNM-1 for all \(k\)) for all \(k\), so Lemma 31 results in an $\infty$-SNM-2/3 rule.

At this point the experienced reader may wonder about other useful properties of the SLP Tournament Rule. In Appendix B we show that the SLP Tournament Rule is not monotone.

6 Cover-Consistent Tournament Rules

In this section we shift gears and return to $2$-SNM-$\alpha$ tournaments. We extend the results of [22] not in the direction of larger \(k\) or smaller \(\alpha\), but towards a more stringent requirement than Condorcet-consistence (cover-consistence). The main result of this section is Theorem 4, which develops a new tournament rule which is cover-consistent and $2$-SNM-1/3 (the smallest \(\alpha\) possible, by Lemma 17). We call our rule Randomized-King-of the Hill and define it below.
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Algorithm 1 Pseudocode for the Randomized-King-of-the-Hill Tournament Rule.

| Input:  | A tournament graph $T = (V, E)$ on $n$ teams. |
| Output: | A winning team $i \in V$. |
| repeat   | Choose a team $j \in V$ uniformly at random; |
| if ($j$ is a Condorcet winner): | then return $j$; |
| end | $V \leftarrow V \setminus \{j \cup \delta^+_T(j)\}$; |
| until | |

Definition 32 (Randomized-King-of-the-Hill). The Randomized-King-of-the-Hill Tournament Rule (RKotH) starts every step by first checking whether there is a Condorcet winner among the remaining teams. If so, that team is declared the winner. If not, it picks a uniformly random remaining team $i$ (which we’ll call the prince) and removes team $i$ and all teams which lose to $i$. Algorithm 1 provides pseudocode.

The main distinction we’ll emphasize between RSEB and RKotH is that RKotH is cover-consistent (Lemma 33 below), while RSEB is not (Observation 19). We later show that RKotH is also 2-SNM-1/3, just like RSEB.

Lemma 33. RKotH is cover-consistent.

Proof. Consider any two teams $u, v$ where $u$ covers $v$. If RKotH is to possibly output $v$, the team $u$ must be removed at some round where team $x$ is selected. If at the start of this round, $v$ has already been removed, then $v$ will clearly not be declared the winner. If at the start of this round, $v$ has not already been removed, then $v$ is removed this round because $v$ loses to $x$ (as $x$ beats $u$ and $u$ covers $v$). Therefore, $v$ can never be declared the winner by RKotH.

In fact, RKotH satisfies an even stronger property than cover-consistency. Before stating this we need to introduce some definitions.

Definition 34 (Sub tournament). A sub tournament of a tournament $T$ with respect to a set of teams $S$ is the tournament induced by the games between teams in $S$.

Definition 35 (Transitive tournaments). A tournament $T$ is transitive if there are no directed cycles.

Definition 36 (Banks set). Team $v$ is a Banks winner of tournament $T$ if there exists a maximal (with respect to inclusion) transitive sub tournament $T'$ of $T$ where $v$ is the Condorcet-winner. The Banks set of a tournament $T$ is the set of Banks winners of the tournament.

Claim 37. The Banks set of a tournament is a subset of the set of uncovered teams of the tournament.

Proof. We will show the contrapositive. Consider a team $v$ that is covered by some other team $u$. No maximal transitive sub tournament of $T$ can have $v$ as its Condorcet-winner because $u$ beats $v$ and everyone $v$ beats and hence can always be added on top of $v$, contradicting the maximality of the sub tournament.
We can now prove Lemma 5, which states that the Banks set of a tournament $T$ is exactly the set of teams RKotH can declare as winner.

**Proof of Lemma 5.** First, we argue that any Banks winner can be output by RKotH with non-zero probability. Indeed, consider any Banks winner $v$, and let $T'$ denote the maximal transitive subtournament in which $v$ is the Condorcet winner. Name the teams in $T' \setminus \{v\}$ as $u_1, \ldots, u_k$, where $u_i$ beats $u_j$ for all $j < i$ (and $v$ beats $u_i$ for all $i$). Now, because $T'$ is a maximal transitive subtournament, there does not exist any $w$ which beats all teams in $T'$ (otherwise we could add $w$ to the subtournament, witnessing non-maximality). Now, consider an execution of RKotH which first selects princes in order of $u_i$ ($u_1$, then $u_2$, etc.) and then finally $v$. First, observe that each $u_i$ has not yet been eliminated by the time we hope they are selected (by definition of $u_i$). Second, observe that every team $w \notin T'$ must be eliminated by the end, because they lose to some team in $T'$. Therefore, after this execution, $v$ is the only remaining team, and crowned champion.

It remains to show that any team in the support of RKotH is always a Banks winner. Out of all the executions of RKotH where $v$ wins, consider one that goes through the most princes before $v$ is picked. We claim this will be a maximal transitive sub tournament. Let $P = \{p_1, \ldots, p_k\}$ be the set of princes used by the algorithm in that order. Since $v$ wins under those princes, it must beat every team in $P$. Moreover, since the algorithm first picks $p_1$, then $p_2$, and so on, it must be the case that $p_i$ beats $p_j$ for $i > j$. Otherwise $p_i$ would be eliminated on the step where $p_j$ was selected as the prince. Therefore, the sub tournament $v \cup P$ is transitive, and has $v$ as its Condorcet-winner.

Consider any team $x \notin v \cup P$. If $x$ beat teams $p_1, \ldots, p_i$ and lost to teams $p_{i+1}, \ldots, v$ for some $i \in \{0, \ldots, k + 1\}$, then an execution that places $x$ between $p_i, p_{i+1}$ would be feasible. It would still output $v$ but run for one more step than $P$, contradicting the maximality of $P$. Therefore, $v \cup P$ is a maximal transitive sub tournament where $v$ is a Condorcet-winner, implying $v$ is in the Banks set.

We will also use the fact that RKotH is monotone in our remaining proof. Below (and for the remainder of this section), we’ll refer to a prince as the most recently selected remaining team, and we’ll refer to an execution of RKotH as simply an ordering over potential princes (to be selected if they haven’t yet been eliminated when their turn comes).

**Lemma 38.** RKotH is monotone. That is, if $T, T'$ are $\{u, v\}$-adjacent and $u$ beats $v$ in $T$, then $r_u(T) \geq r_u(T')$.

**Proof.** Consider any execution of RKotH and consider the first time that either $u$ or $v$ is prince (observe that prior to this, the edge between $u$ and $v$ is never queried, so the execution on $T$ and $T'$ is identical). If either $u$ or $v$ is already eliminated, then it doesn’t matter whether $u$ beats $v$ or vice versa, and the outcome is the same. Otherwise, if $u$ is the prince and $u$ beats $v$, then there is a chance that $u$ wins. If $u$ loses to $v$, then $u$ is eliminated immediately. If $v$ is the prince and $u$ beats $v$, then there is a chance that $u$ wins. If $u$ loses to $v$, then $u$ is eliminated immediately. Therefore, for every execution, if $u$ wins in $T'$, $u$ also wins in $T$, and the lemma holds.

The rest of this section is devoted to proving that RKotH is 2-SNM-1/3. The key approach of our proof is the following: consider any round in which both $u$ and $v$ still remain. The next team selected as prince might beat both $u$ and $v$ (in which case the outcome between $u$ and $v$ is never queried), lose to both $u$ and $v$ (in which case the outcome has not yet been queried), or beat exactly one of $\{u, v\}$ (in which case again the outcome between $u$ and $v$ is
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The only event in which we ever query the outcome of the match is when one of \{u, v\} is selected as prince while the other remains (and even then, the outcome only matters if some teams remain which beat exactly one of \{u, v\}). So the key approach in the proof is a coupling argument between different possible executions of \textsc{RKotH} (some of which make the match between \(u\) and \(v\) irrelevant, and some of which cause \{u, v\} to prefer the match turn one way or the other).

**Proof of Theorem 4.** In order to show the rule is 2-SNM-1/3, consider two teams \(u, v\) who are trying to collude in a given tournament \(T\). Suppose wlog that \(u\) beats \(v\) in \(T\) and let \(T'\) be the \{\(u, v\)\}-adjacent tournament to \(T\) where \(v\) beats \(u\).

To begin the analysis, we first introduce some notation. Let \(S\) be the subset of teams which either beat at least one of \(u\) or \(v\), or are \(u\) or \(v\). For a given execution of \textsc{RKotH} let \(x\) denote the first prince in \(S\) on tournament \(T\). Observe first that there must be a prince in \(S\) at some point (otherwise neither \(u\) nor \(v\) is ever eliminated), and also that \(x\) is the first prince in \(S\) on tournament \(T'\) as well (for the same execution). Let also \(X\) denote the set of princes strictly before \(x\) was chosen, and \(Y(X)\) denote the set of un-eliminated teams after the set \(X\) of princes. We first observe that, conditioned on \(X\), the next prince is a uniformly random element of \(Y(X) \cap S\).

- **Lemma 39.** For all \(X \subset [n] \setminus S\), conditioned on the set \(X\) being princes so far, and the next prince being an element of \(S\), the next prince is a uniformly random element of \(Y(X) \cap S\).

**Proof.** For all \(X \subseteq [n] \setminus S\), conditioned on the set \(X\) being princes so far, the next prince is a uniformly random element of \(Y(X)\), so each element of \(Y(X) \cap S\) is selected with equal probability.

The main step in the proof is the following lemma, which claims that after conditioning on \(X\), the difference between \(T\) and \(T'\) in terms of whether one of \{\(u, v\)\} wins under \textsc{RKotH} is small.

- **Lemma 40.** For all \(X\), let \(r_{u,v}(T, X)\) denote the probability that \textsc{RKotH} selects a winner in \{\(u, v\)\}, conditioned on \(X\) being exactly the set of princes before the first prince in \(S\). Then for all \(X\), \(|r_{u,v}(T', X) - r_{u,v}(T, X)| \leq 1/3\).

**Proof.** We consider a few possible cases, conditioned on the structure of \(Y(X) \cap S\), and which team is the next prince. To aid in formality, we’ll use the notation \(r_{u,v}(T, X | E)\) to denote the probability that \textsc{RKotH} selects a winner in \{\(u, v\)\} on tournament \(T\) conditioned on exactly the set \(X\) of princes before the first prince in \(S\) and event \(E\).

**Case One:** \(Y(X) \cap S = \{u, v\}\). In this case, certainly \(u\) or \(v\) will win in tournament \(T\) and \(T'\). This is because all remaining teams lose to both \(u\) and \(v\), so whoever wins the match between \(u\) and \(v\) is a Condorcet winner among the remaining teams and will therefore win. So if \(E_1\) denotes the event that \(Y(X) \cap S = \{u, v\}\), we have that \(r_{u,v}(T, X | E_1) = r_{u,v}(T', X | E_1)\).

**Case Two:** \(|Y(X) \cap S| > 2\), next prince \(\notin \{u, v\}\). In this case, at least one of \{\(u, v\)\} are eliminated immediately, and the match result is never queried. Therefore, the result is the same under \(T\) and \(T'\). So if \(E_2\) denotes the event that \(|Y(X) \cap S| > 2\) and the next prince is not in \{\(u, v\)\}, we have that \(r_{u,v}(T, X | E_2) = r_{u,v}(T', X | E_2)\).

...
Case Three: $|Y(X) \cap S| > 2$, next prince is $u$. In this case, we claim it is always better for $\{u, v\}$ to be in $T'$ ($v$ beats $u$) versus $T$. To see this, first consider that maybe some remaining element of $Y(X) \cap S$ beats $u$. Then $u$ certainly will not win. If $u$ beats $v$, then $v$ also will certainly not win. But if $v$ beats $u$, then maybe $v$ can win. If no remaining element of $Y(X) \cap S$ beats $u$, then either $u$ will win in $T$, or $v$ will win in $T'$ (because all teams aside from $u$ and $v$ are eliminated). So if $E_3$ denotes the event that $|Y(X) \cap S| > 2$ and the next prince is $u$, we have that $r_{u, v}(T', X|E_3) \geq r_{u, v}(T, X|E_3)$. 

Case Four: $|Y(X) \cap S| > 2$, next prince is $v$. This case is symmetric to the above, and it is always better for $\{u, v\}$ to be in $T$ versus $T'$. So if $E_4$ denotes the event that $|Y(X) \cap S| > 2$ and the next prince is $v$, we have that: $r_{u, v}(T, X|E_4) \geq r_{u, v}(T', X|E_4)$.

So to conclude, we’ve seen that if $|Y(X) \cap S| = 2$, then the outcome is the same under $T$ and $T'$, so the lemma statement clearly holds for any $X$ with $|Y(X) \cap S| = 2$. If $|Y(X) \cap S| > 2$, then there is exactly one choice for the next team which may cause $\{u, v\}$ to prefer $T$ to $T'$ (and vice versa). By Lemma 39, the next prince is drawn uniformly at random from $|Y(X) \cap S|$, so this element is selected with probability at most 1/3. Formally, for any $X$ with $|Y(X) \cap S| > 2$ we have:

$$r_{u, v}(T, X) - r_{u, v}(T', X) = \Pr[E_2] \cdot (r_{u, v}(T, X|E_2) - r_{u, v}(T', X|E_2))$$

$$+ \Pr[E_3] \cdot (r_{u, v}(T, X|E_3) - r_{u, v}(T', X|E_3))$$

$$+ \Pr[E_4] \cdot (r_{u, v}(T, X|E_4) - r_{u, v}(T', X|E_4))$$

$$\leq \Pr[E_2] \cdot 0 + \Pr[E_3] \cdot 0 + \Pr[E_4] \cdot 1 \leq \frac{1}{|Y(X) \cap S|} \leq 1/3.$$

Similar inequalities hold for $r_{u, v}(T', X) - r_{u, v}(T, X)$ but with the role of $E_3$ and $E_4$ swapped, allowing us to conclude that indeed $|r_{u, v}(T, X) - r_{u, v}(T', X)| \leq 1/3$. ▶

The rest of the proof now follows easily. Below, if $r_{u, v}(T)$ denotes the probability that either $u$ or $v$ wins under RKotH for tournament $T$, and $p(X)$ denotes the probability that $X$ is exactly the set of princes before the first prince in $S$ is selected (under tournament $T$), we have:

$$|r_{u, v}(T) - r_{u, v}(T')| \leq \sum_X p(X) \cdot |r_{u, v}(T, X) - r_{u, v}(T', X)| \leq 1/3.$$ ▶

While RKotH and RSEB are optimal tournament rules against collusions of size 2, their effectiveness disappears as the collisions become larger. In particular, in Appendix B we show a specific tournament against both rules for which large collusions can increase their odds of winning up to close to 1.

7 Conclusion

We extend work of [22] in three different directions: First, we refute their main conjecture (Theorem 1, Sections 3 and 4). Next, we design the first Condorcet-consistent tournament rule which is $\infty$-SNM-$(< 1)$ (Theorem 2, Sections 3 and 5). Finally, we design a new tournament rule (RKotH) which is 2-SNM-1/3 (just like RSEB), but which is also cover-consistent (Theorem 4, Section 6).

Reiterating from Section 1, the main appeal of our results is clearly theoretical, and some of this appeal comes from the process itself. For example, Theorem 29 reduces the search for a Condorcet-consistent $\infty$-SNM-1/2 rule to determining whether or not the SLP Tournament Rule is $\infty$-SNM-1/2. Additionally, the same tools developed in Section 3 proved useful both for proving lower bounds and designing new tournament rules, suggesting that these tools should be useful in future works as well.
One clear direction for future work, now that the main conjecture of [22] is refuted, is to understand what the minimum $\alpha$ is such that an $\infty$-SNM-$\alpha$ tournament rule exists. It is also interesting to understand how large $k$ needs to be in order for the [22] conjecture to be false. Our work does not rule out the existence of a $3$-SNM-2/5 tournament rule, yet we also do not know of any $3$-SNM-2/5 rule (nor even a $3$-SNM-1/2 rule). More generally, our work contributes to the broad agenda of understanding the tradeoffs between incentive compatibility and quality of winner selected in tournament rules, and there are many interesting problems in this direction.
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To prove Proposition 21, we first need some additional machinery.

**Definition 41 (Pfaffian).** The Pfaffian of an $n \times n$ skew-symmetric matrix $A$ (when $n = 2k$ is even) is defined as follows. First, let $\Pi$ be the set of all partitions of $[2k]$ into pairs without regard to order. If we write an element $\alpha \in \Pi$ as $\{(i_1,j_1),(i_2,j_2),\ldots,(i_k,j_k)\}$ with $i_\ell < j_\ell$ for all $\ell$ and $i_1 < i_2 < \ldots < i_k$, then let $\pi_\alpha$ denote the permutation with $\pi_\alpha(2\ell - 1) = i_\ell$ and $\pi_\alpha(2\ell) = j_\ell$ (i.e. $\pi_\alpha$ sorts elements in the order $i_1,j_1,i_2,j_2,\ldots$). Let $A_\alpha := \text{sgn}(\pi_\alpha) \prod_{\ell=1}^{k} A_{i_\ell,j_\ell}$. Then the Pfaffian of $A$, denoted by $Pf(A)$, is equal to $\sum_{\alpha \in \Pi} A_\alpha$.

**Theorem 42.** When $n$ is even, any $n \times n$ skew-symmetric matrix $A$ satisfies $\text{Det}(A) = (Pf(A))^2$.

Proof of Proposition 21. We will first prove the case when $n$ is even, using Theorem 42. We first observe that as $A$ is unit skew-symmetric, $|A_{ij}| = 1$ for all $i \neq j$. Therefore, for all $\alpha \in \Pi$, $|A_\alpha| = 1$. So the Pfaffian of $A$ is the sum of $|\Pi|$ terms, each of which are $\pm 1$. Therefore, if we can show that $|\Pi|$ is odd, the Pfaffian must be non-zero, Theorem 42 implies that $\text{Det}(A) \neq 0$ as well (meaning that $A$ has full rank).

---

4 Recall that the sign of a permutation $\pi$, denoted here by $\text{sgn}(\pi)$ is equal to the number of inversions in $\pi$ (that is, the number of pairs $i < j$ with $\pi(i) > \pi(j)$).
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It is straightforward to count the number of elements in \( \Pi \): first, there are \( n - 1 \) choices for the partner of 1. Then, there are \( n - 3 \) choices for the partner of the smallest unpartnered element. After choosing the first \( \ell \) pairs, there are \( n - 2 \ell - 1 \) choices for the partner of the smallest unpartnered element. So there are \((n - 1) \cdot (n - 3) \ldots 5 \cdot 3\) elements of \( \Pi \), which is an odd number.

Now we consider the case where \( n \) is odd. Observe first that the submatrix of \( A \) created by removing the last row and last column is a unit skew symmetric matrix with even dimension, and therefore has rank \( n - 1 \). Therefore, the rank of \( A \) is also at least \( n - 1 \). By Jacobi’s theorem, all skew symmetric matrices of odd dimension have determinant zero (and are therefore not of full rank). Therefore, the rank must be exactly \( n - 1 \).

**Proof of Proposition 22.** For a given \( \delta > 0 \), let \( Y \) be the set of all vectors in the unit hypercube with \( \ell \) distance strictly less than \( \delta \) from some element of \( P_0 \) (i.e. there exists an element in \( P_0 \) within \( \ell \) distance strictly less than \( \delta \)). It is easy to see that \( Y \) is an open set. Now let \( S = [0, 1]^n \setminus Y \). Note that \( S \) is closed and bounded, and therefore compact.

Define now the function \( f(\bar{y}) = \max \{ 0, \max_{i \in [n]} \bar{b}_i - (A \cdot \bar{y})_i \} \). First observe that \( f(\cdot) \) is continuous, as it is a composition (via maximums, subtractions, etc.) of affine functions. Observe also that \( \bar{y} \in P_x \) for all \( \varepsilon \geq f(\bar{y}) \), and that \( \bar{y} \notin P_x \) for all \( \varepsilon < f(\bar{y}) \). We now consider two possible cases for \( \inf_{\bar{y} \in S} \{ f(\bar{y}) \} \), and find our desired \( \varepsilon \).

- Case 1: \( \inf_{\bar{y} \in S} \{ f(\bar{y}) \} = 0 \). As \( S \) is compact, \( f \) achieves its infimum over \( S \). Therefore, there exists a \( \bar{y} \in S \) with \( f(\bar{y}) = 0 \). Let’s parse what this means. First, as \( f(\bar{y}) = 0 \), we know that \( \bar{y} \in P_0 \). But also, \( P_0 \subseteq Y \), and \( S \cap Y = \emptyset \). So any \( \bar{y} \in S \) cannot also be in \( P_0 \), which means \( f(\bar{y}) > 0 \) for all \( \bar{y} \in S \), meaning that we can’t have \( \inf_{\bar{y} \in S} \{ f(\bar{y}) \} = 0 \) after all.

- Case 2: \( \inf_{\bar{y} \in S} \{ f(\bar{y}) \} = c > 0 \). Then let \( \varepsilon = c/2 \). Now, observe that all elements of \( S \) are not in \( P_x \), as they all have \( f(\bar{y}) > \varepsilon \).

So to wrap up, we must have \( \inf_{\bar{y} \in S} \{ f(\bar{y}) \} = c > 0 \), and if we set \( \varepsilon = c/2 \), then \( S \cap P_x = \emptyset \). Therefore, as \( S \cap Y = [0, 1]^n \), it must be the case that all of \( P_x \) is contained in \( Y \). But this is exactly the desired statement: all elements of \( P_x \) have some point in \( P_0 \) within distance \( \delta \). So take this to be our desired \( \varepsilon \).

**B Further properties of the proposed tournament rules**

In this section we analyze further properties of the two main tournament rules discussed on this paper. First we show that the SLP tournament rule fails to satisfy monotonicity, a very natural and desirable property from the point of view of a tournament designer.

\( \triangleright \) **Claim 43.** SLP is not a monotone tournament rule.

**Proof.** Consider the tournament \( T \) and it’s \{3,5\}-adjacent tournament \( T' \), both depicted in Figure 4. In \( T \), 5 beats 3 originally and the SLP tournament rule awarded team 5 a \( .2 \) chance of winning. If instead 5 purposely throws its game to 3, the SLP tournament rule rewards team 5 by increasing its chance of winning to \( 1/3 \). Therefore the SLP tournament rule is not monotone.

Next we show that the optimality of RSEB, RKotH against collusions of size 2 fails to translate to larger collusions. In particular, we show that the manipulability of both rules tends to 1 as the size of the collusion increases, ruling both of them out as candidates for \( \infty \)-SNM-\( \alpha \) for constant \( \alpha < 1 \). First we define a family of tournaments that will be useful in showing lower bounds for both rules. These tournaments were introduced in [22].
The tournament $T$ can be unilaterally manipulated by team 5 to become the tournament $T'$.

Definition 44 (Kryptonite Tournament [22]). A kryptonite tournament $T$ on $n$ teams has a superman team (wlog label it 1) who beats everyone except a kryptonite team (wlog label it $n$). Moreover, team $n$ loses to every other team except 1. The outcomes of the matches between the remaining teams may be arbitrary.

We now proceed with the main claim of this section.

Claim 45. $\text{RKotH}$ is no better than $k\text{-SNM}-(k-1)/(k+1)$ for any $k$. $\text{RSEB}$ is no better than $k\text{-SNM}-(k-1)/k$ when $k+1$ is a power of 2.

Proof. Consider $k$ and let $n = k+1$. Let $T$ be any kryptonite tournament on $n$ teams, with team 1 as the superman team and team $n$ as the kryptonite team. In order for team 1 to win under $\text{RKotH}$, the rule must avoid selecting teams 1 and $n$. Under any other first choice of prince, $\text{RKotH}$ will declare team 1 the winner. Therefore it declares team 1 the winner with probability $(k-1)/(k+1)$. However, if all teams but the superman collude they can make the kryptonite a Condorcet-winner. The collusion’s combined odds of winning before were exactly $2/(k+1)$, so $\text{RKotH}$ is at least $k\text{-SNM}-(k-1)/(k+1)$.

Now let $k+1$ be a power of two and consider the same $T$ as before. In order for the superman team to win under $\text{RSEB}$ it must avoid the kryptonite team in the first round. Therefore $\text{RSEB}$ crowns the superman team winner with probability $(k-1)/k$. However, all other teams can form a collusion and turn the kryptonite team into a Condorcet-winner, increasing their winning mass by $(k-1)/k$. Therefore, $\text{RSEB}$ is at least $k\text{-SNM}-(k-1)/k$ when $k+1$ is a power of 2.
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Abstract

While quantum computers hold the promise of significant computational speedups, the limited size of early quantum machines motivates the study of space-bounded quantum computation. We relate the quantum space complexity of computing a function $f$ with one-sided error to the logarithm of its span program size, a classical quantity that is well-studied in attempts to prove formula size lower bounds.
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While no non-trivial lower bound is known on the span program size (or approximate span program size) of any concrete function, a number of lower bounds are known on the monotone span program size. We show that the approximate monotone span program size of $f$ is a lower bound on the space needed by quantum algorithms of a particular form, called monotone phase estimation algorithms, to compute $f$. We then give the first non-trivial lower bound on the approximate span program size of an explicit function.

2012 ACM Subject Classification Theory of computation → Quantum computation theory

Keywords and phrases Quantum space complexity, span programs

Digital Object Identifier 10.4230/LIPIcs.ITCS.2020.4


Funding Supported by an NWO WISE Fellowship, an NWO Veni Innovational Research Grant under project number 639.021.752, and QuantERA project QuantAlgo 680-90-03. SJ is a CIFAR Fellow in the Quantum Information Science Program.

Acknowledgements I am grateful to Tsuyoshi Ito for discussions that led to the construction of approximate span programs from two-sided error quantum algorithms presented in Section 3.2, and to Alex B. Grilo and Mario Szegedy for insightful comments. I thank Robin Kothari for pointing out the improved separation between certificate complexity and approximate degree in [5], which led to an improvement in from $(\log n)^{7/6}$ (using [1]) to $(\log n)^{2-o(1)}$ in Theorem 32.

1 Introduction

While quantum computers hold the promise of significant speedups for a number of problems, building them is a serious technological challenge, and it is expected that early quantum computers will have quantum memories of very limited size. This motivates the theoretical question: what problems could we solve faster on a quantum computer with limited space? Or similarly, what is the minimum number of qubits needed to solve a given problem (and hopefully still get a speedup).

We take a modest step towards answering such questions, by relating the space complexity of a function $f$ to its span program size, which is a measure that has received significant attention in theoretical computer science over the past few decades. Span programs are a...
model of computation introduced by Karchmer and Wigderson [10] in an entirely classical setting. They defined a span program for a Boolean function $f : \{0,1\}^n \to \{0,1\}$ as a matrix $A$ with each of its columns labelled by an index $i \in [n]$ and a bit $b \in \{0,1\}$, and some fixed target vector in the columnspace of $A$. The span program decides $f$ if for all $x$ such that $f(x) = 1$, the target vector is in the span of the vectors labelled by $(i,x_i)$ for $i \in [n]$. The size of the span program is the sum over $i$ of the dimension of the span of the columns labelled by $(i,0)$ or $(i,1)$ (see also Definition 12). The span program size of $f$ is then the minimum size of any span program deciding $f$, and was originally defined to lower bound the size of counting branching programs.

Several decades after the introduction of span programs, Reichardt and Špalek [18] related them to quantum algorithms, and introduced the new measure of span program complexity (see Definition 13). The importance of span programs in quantum algorithms stems from the ability to compile any span program for a function $f$ into a bounded error quantum algorithm for $f$ [17]. In particular, there is a tight correspondence between the span program complexity of $f$, and its quantum query complexity — a rather surprising and beautiful connection for a model originally introduced outside the realm of quantum computing. In contrast, the classical notion of span program size had received no attention in the quantum computing literature before now.

Ref. [8] defined the notion of an approximate span program for a function $f$. Loosely speaking, a span program approximates $f$ if for every $x$ such that $f(x) = 1$, the target is close to the span of the columns labelled by $\{(i,x_i)\}_{i \in [n]}$, and otherwise, the target is far from this span. They showed that even an approximate span program for $f$ can be compiled into a bounded error quantum algorithm for $f$. In this work, we further relax the definition of an approximate span program for $f$, making analysis of such algorithms significantly easier (see Definition 15).

Let $S_U(f)$ denote the bounded error unitary space complexity of $f$, or the minimum space needed by a unitary quantum algorithm\(^1\) that computes $f$ with bounded error (see Definition 7). For a function $f : \{0,1\}^n \to \{0,1\}$, we can assume that the input is accessed by queries, so that we do not need to store the full $n$-bit input in working memory, but we need at least log $n$ bits of memory to store an index into the input. Thus, a lower bound of $\omega(\log n)$ on $S_U(f)$ for some $f$ would be non-trivial.

Letting $SP(f)$ denote the minimum size of a span program deciding $f$, and $\tilde{SP}(f)$ the minimum size of a span program approximating $f$ (see Definition 16), we have the following (see Theorem 24):

\begin{itemize}
  \item \textbf{Theorem 1} (Informal). For any Boolean function $f$, if $S_U(f)$ denotes its bounded error unitary space complexity, and $\tilde{SP}(f)$ its approximate span program size, then
    \[ S_U(f) \geq \log \tilde{SP}(f). \]
  Similarly, if $S^1_U(f)$ denotes its one-sided error unitary space complexity, and $SP(f)$ its span program size, then
    \[ S^1_U(f) \geq \log SP(f). \]
\end{itemize}

\(^1\) A unitary quantum algorithm is a quantum algorithm in which all measurements are delayed until the end. In contrast to time complexity, the space complexity of an algorithm may be significantly smaller if we allow intermediate measurements. See [6] for a discussion of the distinction between unitary and non-unitary quantum space.
The relationship between span program size and unitary quantum space complexity is rather natural, as the span program size of \( f \) is known to lower bound the minimum size of a symmetric branching program for \( f \), and the logarithm of the branching program size of a function \( f \) characterizes its classical deterministic space complexity.

The inequality \( S_{1U}(f) \geq \log SP(f) \), although not observed previously, follows straightforwardly from a construction of [17] for converting a one-sided error quantum algorithm for \( f \) into a span program for \( f \) – one need only observe that the size of the resulting span program is closely related to the space complexity of the algorithm. We adapt this construction to show how to convert a bounded (two-sided) error quantum algorithm for \( f \) with query complexity \( T \) and space complexity \( S \geq \log T \) into an approximate span program for \( f \) with complexity \( \Theta(T) \) and size \( 2^{\Theta(S)} \), proving \( S_{1U}(f) \geq \Omega(\log SP(f)) \). The connection between \( S_{1U}(f) \) and \( \log SP(f) \) is tight up to an additive term of the logarithm of the minimum complexity of any span program for \( f \) with optimal size. This follows from the fact that an approximate span program can be compiled into a quantum algorithm in a way that similarly preserves the correspondence between space complexity and (logarithm of) span program size, as well as the correspondence between query complexity and span program complexity (see Theorem 17). While the preservation of the correspondence between query complexity and span program complexity (in both directions) is not necessary for our results, it may be useful in future work for studying lower bounds on time and space simultaneously – somewhat analogous to branching programs, which capture both the time and space of classical algorithms.

The significance of Theorem 1 is that span program size has received extensive attention in theoretical computer science. Using results from [3], the connection in Theorem 1 immediately implies the following (Theorem 25):

**Theorem 2.** For almost all Boolean functions \( f \) on \( n \) bits, \( S_{1U}(f) = \Omega(n) \).

If we make a uniformity assumption that the quantum space complexity of an algorithm is at least the logarithm of its time complexity, then Theorem 2 would follow from a lower bound of \( \Omega(2^n) \) on the quantum time complexity of almost all \( n \)-bit Boolean functions. Notwithstanding, the proof via span program size is evidence of the power of the technique.

In the pursuit of lower bounds on span program size of concrete functions, several nice expressions lower bounding \( SP(f) \) have been derived. By adapting one such lower bound on \( SP(f) \) to \( SP(f) \), we get the following (see Lemma 29):

**Theorem 3 (Informal).** For any Boolean function \( f \), and partial matrix \( M \in (\mathbb{R} \cup \{\ast\})^{f^{-1}(0) \times f^{-1}(1)} \) with \( \|M\|_\infty \leq 1 \):

\[
S_{1U}(f) \geq \Omega \left( \log \left( \frac{\frac{1}{2}\text{-rank}(M)}{\max_{x \in [n]} \text{rank}(M \circ \Delta_x)} \right) \right),
\]

where \( \circ \) denotes the entrywise product, and \( \Delta_i[x,y] = 1 \) if \( x_i \neq y_i \) and \( 0 \) else.

Above, \( \frac{1}{2}\text{-rank} \) denotes the approximate rank, or the minimum rank of any matrix \( \tilde{M} \) such that \( |M[x,y] - \tilde{M}[x,y]| \leq \frac{1}{2} \) for each \( x, y \) such that \( M[x,y] \neq \ast \). If we replace \( \frac{1}{2}\text{-rank}(M) \) with \( \text{rank}(M) \), we get the logarithm of an expression called the rank measure, introduced by Razborov [15]. The rank measure was shown by Gàl to be a lower bound on span program size, \( SP \) [7], and thus, our results imply that the log of the rank measure is a lower bound on \( S_{1U} \). It is straightforward to extend this proof to the approximate case to get Theorem 3.

Theorem 3 seems to give some hope of proving a non-trivial – that is, \( \omega(\log n) \) – lower bound on the unitary space complexity of some explicit \( f \), by exhibiting a matrix \( M \) for which the (approximate) rank measure is \( 2^{\omega(\log n)} \). In [15], Razborov showed that the rank
measure is a lower bound on the Boolean formula size of \( f \), motivating significant attempts to prove lower bounds on the rank measure of explicit functions. The bad news is, circuit lower bounds have been described as “complexity theory’s Waterloo” [2]. Despite significant effort, no non-trivial lower bound on span program size for any \( f \) is known.

Due to the difficulty of proving explicit lower bounds on span program size, earlier work has considered the easier problem of lower bounding monotone span program size, \( m\text{SP}(f) \). A monotone span program is a span program where the columns of \( A \) are labelled by \((i,1)\) for \( i \in [n] \) (i.e. there are no columns associated with \((i,0)\)). For a monotone function \( f \), the monotone span program size of \( f \), \( m\text{SP}(f) \) is the minimum size of any monotone span program for \( f \). Although \( \log m\text{SP}(f) \) is not a lower bound on \( S_U(f) \), even for monotone \( f \), it is a lower bound on the space complexity of any algorithm obtained by compiling a monotone span program. We show that such algorithms are equivalent to a more natural class of algorithms called monotone phase estimation algorithms. Informally, a phase estimation algorithm is an algorithm that works by performing phase estimation of some unitary that makes a single query to the input, and estimating the amplitude on a 0 in the phase register (see Definition 41). Phase estimation algorithms are completely general, in the sense that any unitary quantum algorithm can be transformed into a phase estimation in a way that asymptotically preserves its space and query complexity. A monotone phase estimation algorithm is a phase estimation algorithm where, loosely speaking, adding 0s to the input can only make the algorithm more likely to reject (see Definition 42). We can then prove the following (see Theorem 43):

> **Theorem 4 (Informal).** For any Boolean function \( f \), any bounded error monotone phase estimation algorithm for \( f \) has space complexity at least \( \log m\text{SP}(f) \), and any one-sided error monotone phase estimation algorithm for \( f \) has space complexity at least \( \log \tilde{m}\text{SP}(f) \).

Fortunately, non-trivial lower bounds for the monotone span program complexity are known for explicit functions. In Ref. [3], Babai, Gàl and Wigderson showed a lower bound of \( m\text{SP}(f) \geq 2^\Omega(\log^2(n)/\log \log(n)) \) for some explicit function \( f \), which was later improved to \( m\text{SP}(f) \geq 2^{\Omega(\log^2(n))} \) by Gàl [7]. In Ref. [19], a function \( f \) was exhibited with \( m\text{SP}(f) \geq 2^{\omega(n)} \) for some constant \( \epsilon \in (0,1) \), and in the strongest known result, Pitassi and Robere exhibited a function \( f \) with \( m\text{SP}(f) \geq 2^{\Omega(n)} \) [14]. Combined with our results, each of these implies a lower bound on the space complexity of one-sided error monotone phase estimation algorithms. For example, the result of [14] implies a lower bound of \( \Omega(n) \) on the space complexity of one-sided error monotone phase estimation algorithms for a certain satisfiability problem \( f \). This lower bound, and also the one in [19], are proven by choosing \( f \) based on a constraint satisfaction problem with high refutation width, which is a measure related to the space complexity of certain classes of SAT solvers, so it is intuitively not surprising that these problems should require a large amount of space to solve with one-sided error.

For the case of bounded error space complexity, we also prove the following (see Theorem 32, Corollary 44):

> **Theorem 5 (Informal).** There exists a function \( f : \{0,1\}^n \rightarrow \{0,1\} \) such that any bounded error monotone phase estimation algorithm for \( f \) has space complexity \( (\log n)^{2-o(1)} \).

This lower bound is non-trivial, although much less so than the best known lower bound of \( \Omega(n) \) for the one-sided case. Our result also implies a new lower bound of \( 2^{(\log n)^{2-o(1)}} \) on the monotone span program complexity of the function \( f \) in Theorem 5.
To prove the lower bound in Theorem 5, we apply a new technique that leverages the best possible gap between the certificate complexity and approximate polynomial degree of a function, employing a function \( g : \{0,1\}^{m + o(1)} \rightarrow \{0,1\} \) from [5]², whose certificate complexity is \( m^{1+o(1)} \), and whose approximate degree is \( m^{2-o(1)} \). Following a strategy of [19], we use this \( g \) to construct a pattern matrix [20] (see Definition 37) and use this matrix in a monotone version of Theorem 3 (see Theorem 33). The fact that certificate complexity and approximate degree of total functions are related by \( \tilde{\deg}_{1/3}(g) \leq C(g)^2 \) for all \( g \) is a barrier to proving a lower bound better than \( (\log n)^2 \) using this technique, but we also give a generalization that has the potential to prove significantly better lower bounds (see Lemma 40).

Discussion and open problems

The most conspicuous open problem of this work is to prove a lower bound of \( \omega(\log n) \) on \( S_U(f) \) or even \( S_U^1(f) \) for some explicit decision function \( f \). It is known that any space \( S \) quantum Turing machine can be simulated by a deterministic classical algorithm in space \( S^2 \) [21] so a lower bound of \( \omega(\log^2 n) \) on classical space complexity would also give a non-trivial lower bound on quantum space complexity. If anything, the relationship to span program size is evidence that this task is extremely difficult.

We have shown a lower bound of \( 2^{(\log n)^{2-o(1)}} \) on the approximate monotone span program complexity of an explicit monotone function \( f \), which gives a lower bound of \( (\log n)^{2-o(1)} \) on the bounded error space complexity needed by a quantum algorithm of a very specific form: a monotone phase estimation algorithm. This is much worse than the best bound we can get in the one-sided case: a lower bound of \( \Omega(n) \) for some explicit function. An obvious open problem is to try to get a better lower bound on the approximate monotone span program complexity of some explicit function.

Our lower bound of \( (\log n)^{2-o(1)} \) only applies to the space complexity of monotone phase estimation algorithms and does not preclude the existence of a more space-efficient algorithm for \( f \) of a different form. We do know that phase estimation algorithms are fully general, in the sense that every problem has a space-optimal phase estimation algorithm. Does something similar hold for monotone phase estimation algorithms? This would imply that \( \log mSP(f) \) is a lower bound on \( S_U(f) \) for all monotone functions \( f \).

In this work, we define an approximate version of the rank method, and monotone rank method, and in case of the monotone rank method, give an explicit non-trivial lower bound. The rank method is known to give lower bounds on formula size, and the monotone rank method on monotone formula size. An interesting question is whether the approximate rank method also gives lower bounds on some complexity theoretic quantity related to formulas.

Our results are a modest first step towards understanding unitary quantum space complexity, but even if we could lower bound the unitary quantum space complexity of an explicit function, there are several obstacles limiting the practical consequences of such a result. First, while an early quantum computer will have a small quantum memory, it is simple to augment it with a much larger classical memory. Thus, in order to achieve results with practical implications, we would need to study computational models that make a distinction between quantum and classical memories. We leave this as an important challenge for future work.

\[^2\] An earlier version of this work used a function described in [1] with a 7/6-separation between certificate complexity and approximate degree. We thank Robin Kothari for pointing us to the improved result of [5].
Second, we are generally only interested in running quantum algorithms when we get an advantage over classical computers in the time complexity, so results that give a lower bound on the quantum space required if we wish to keep the time complexity small, such as time-space lower bounds, are especially interesting. While we do not address time-space lower bounds in this paper, one advantage of the proposed quantum space lower bound technique, via span programs, is that span programs are also known to characterize quantum query complexity, which is a lower bound on time complexity. We leave exploration of this connection for future work.

We mention two previous characterizations of $S_U(f)$. Ref. [9] showed that $S_U(f)$ is equal to the logarithm of the minimum width of a matchgate circuit computing $f$, and thus our results imply that this minimum matchgate width is approximately equal to the approximate span program size of $f$. Separately, in Ref. [6], Fefferman and Lin showed that for every function $k$, inverting $2^{k(n)} \times 2^{k(n)}$ matrices is complete for the class of problems $f$ such that $S_U(f) \leq k(n)$. Our results imply that evaluating an approximate span program of size $2^{k(n)}$ (for some suitable definition of the problem) is similarly complete for this class. Evaluating an approximate span program boils down to deciding if $\|A(x)^+|w_0\rangle\|$ is below a certain threshold, where $A(x)$ is the span program matrix $A$ restricted to the rows labeled by $\{(i,x_i)\}_{i \in [n]}$, and $|w_0\rangle$ is some input-independent initial state; so these results are not unrelated. We leave exploring these connections as future work.

**Organization**

The remainder of this paper is organized as follows. In Section 2, we present the necessary notation and quantum algorithmic preliminaries, and define quantum space complexity. In Section 3, we define span programs, and describe how they correspond to quantum algorithms. In particular, we describe how a span program can be “compiled” into a quantum algorithm, and in Section 3.2, show how a quantum algorithm can be turned into a span program, with both transformations moreorless preserving the relationships between span program size and algorithmic space, and between span program complexity and query complexity. From this correspondence, we obtain, in Section 4, expressions that lower bound the quantum space complexity of a function. While we do not know how to instantiate any of these expressions to get a non-trivial lower bound for a concrete function, in Section 5, we consider to what extent monotone span program lower bounds are meaningful lower bounds on quantum space complexity, and give the first non-trivial lower bound on the approximate monotone span program size of a function.

**2 Preliminaries**

We begin with some miscellaneous notation. For a vector $|v\rangle$, we let $\|v\|$ denote its $\ell_2$-norm. In the following, let $A$ be a matrix with $i$ and $j$ indexing its rows and columns. Define:

$$\|A\|_{\infty} = \max_{i,j} |A_{i,j}|, \quad \text{and} \quad \|A\| = \max\{\|A|v\\| : \|v\| = 1\}.$$  

---

3 In the notation of Definition 12, $A(x) = A \Pi_{H(x)}$, and $|w_0\rangle = A^+ |\tau\rangle$ for $|\tau\rangle$ the target. Then one can verify that the positive witness size of $x$ is $w_+(x) = \|A(x)^+|w_0\rangle\|^2$ (see Definition 13).
Define the $\varepsilon$-rank of a matrix $A$ as the minimum rank of any matrix $B$ such that $\|A - B\|_\infty \leq \varepsilon$. For a matrix $A$ with singular value decomposition $A = \sum_k \sigma_k |v_k\rangle\langle u_k|$, define:

$$\text{col}(A) = \text{span}\{|v_k\rangle_k, \text{row}(A) = \text{span}\{|u_k\rangle_k, \ker(A) = \text{row}(A)^\bot, A^+ = \sum_k \frac{1}{\sigma_k} |u_k\rangle\langle v_k|.$$  

The following lemma, from [12], is useful in the analysis of quantum algorithms.

**Lemma 6 (Effective spectral gap lemma).** Fix orthogonal projectors $\Pi_A$ and $\Pi_B$. Let $U = (2\Pi_A - I)(2\Pi_B - I)$, and let $\Pi_{\Theta}$ be the orthogonal projector onto the $\Theta$-eigenspaces of $U$ such that $|\Theta| \leq \Theta$. Then if $\Pi_{\Theta}|u\rangle = 0$, $\|\Pi_{\Theta}\Pi_B|u\rangle\| \leq \Theta \frac{\Theta}{2} |||u|||$.  

In general, we will let $\Pi_V$ denote the orthogonal projector onto $V$, for a subspace $V$.

**Unitary quantum algorithms and space complexity**

A *unitary quantum algorithm* $A = \{A_n\}_{n \in \mathbb{N}}$ is a family (parametrized by $n$) of sequences of $2^n$-dimensional unitaries $U_1^{(n)}$, $\ldots$, $U_T^{(n)}$, for some $s(n) \geq \log n$ and $T(n)$. (We will generally dispense with the explicit parametrization by $n$). For $x \in \{0, 1\}^n$, let $O_x$ be the unitary that acts as $O_x|j\rangle = (-1)^{x_j}|j\rangle$ for $j \in [n]$, and $O_x|0\rangle = |0\rangle$. We let $A(x)$ denote the random variable obtained from measuring $U_T O_x U_{T-1} \ldots O_x U_1|0\rangle$ with some two-outcome measurement that should be clear from context. We call $T(n)$ the *query complexity* of the algorithm, and $S(n) = s(n) + \log T(n)$ the *space complexity*. By including a $\log T(n)$ term in the space complexity, we are implicitly assuming that the algorithm must maintain a counter to know which unitary to apply next. This is a fairly mild uniformity assumption (that is, any uniformly generated algorithm uses $O(\log T)$ space), and it will make the statement of our results much simpler. The requirement that $s(n) \geq \log n$ is to ensure that the algorithm has enough space to store an index $i \in [n]$ into the input.

For a (partial) function $f : D \rightarrow \{0, 1\}$ for $D \subseteq \{0, 1\}^n$, we say that $A$ computes $f$ with bounded error if for all $x \in D$, $A(x) = f(x)$ with probability at least $2/3$. We say that $A$ computes $f$ with one-sided error if in addition, for all $x$ such that $f(x) = 1$, $A(x) = f(x)$ with probability 1.

**Definition 7 (Unitary Quantum Space).** For a family of functions $f : D \rightarrow \{0, 1\}$ for $D \subseteq \{0, 1\}^n$, the *unitary space complexity* of $f$, $S^u(f)$, is the minimum $S(n)$ such that there is a family of unitary quantum algorithms with space complexity $S(n)$ that computes $f$ with bounded error. Similarly, $S^u_1(f)$ is the minimum $S(n)$ such that there is a family of unitary quantum algorithms with space complexity $S(n)$ that computes $f$ with one-sided error.

**Remark 8.** Since $T$ is the number of queries made by the algorithm, we may be tempted to assume that it is at most $n$, however, while every $n$-bit function can be computed in $n$ queries, this may not be the case when space is restricted. For example, it is difficult to imagine an algorithm that uses $O(\log n)$ space and $O(n^{3/2})$ quantum queries to solve the following problem on $[q]^n \equiv \{0, 1\}^n \log q$: Decide whether there exist distinct $i, j, k \in [n]$ such that $x_i + x_j + x_k = 0 \mod q$.  


Phase estimation

For a unitary $U$ acting on $H$ and a state $|\psi\rangle \in H$, we will say we perform $T$ steps of phase estimation of $U$ on $|\psi\rangle$ when we compute:

$$\frac{1}{\sqrt{T}} \sum_{t=0}^{T-1} |t\rangle U^t |\psi\rangle,$$

and then perform a quantum Fourier transform over $\mathbb{Z}/T\mathbb{Z}$ on the first register, called the phase register. This procedure was introduced in [11]. It is easy to see that the complexity (either query or time) of phase estimation is $O(T)$ times the complexity of implementing a controlled call to $U$. The space complexity of phase estimation is $\log T + \log \dim(H)$. We will use the following properties:

- **Lemma 9 (Phase Estimation).** If $U|\psi\rangle = |\psi\rangle$, then performing $T$ steps of phase estimation of $U$ on $|\psi\rangle$ and measuring the phase register results in outcome 0 with probability 1. If $U|\psi\rangle = e^{i\theta}|\psi\rangle$ for $|\theta| \in (\pi/T, \pi]$, then performing $T$ steps of phase estimation of $U$ on $|\psi\rangle$ results in outcome 0 with probability at most $\frac{2}{T\theta}$.

We note that we can increase the success probability to any constant by adding some constant number $k$ of phase registers, and doing phase estimation $k$ times in parallel, still using a single register for $U$, and taking the majority. This still has space complexity $\log \dim H + O(\log T)$.

Amplitude estimation

For a unitary $U$ acting on $H$, a state $|\psi_0\rangle \in H$, and an orthogonal projector $\Pi$ on $H$, we will say we perform $M$ steps of amplitude estimation of $U$ on $|\psi\rangle$ with respect to $\Pi$ when we perform $M$ steps of phase estimation of $U|2|\psi\rangle \langle \psi| - I\rangle U^\dagger (2\Pi - I)$ on $U|\psi\rangle$, then, if the phase register contains some $t \in \{0, \ldots, M-1\}$, compute $\tilde{p} = \sin^2 \frac{\pi t}{2M}$, which is an estimate of $\|\Pi U|\psi\rangle\|^2$ in a new register. The (time or query) complexity of this is $O(M)$ times the complexity of implementing a controlled call to $U$, implementing a controlled call to $2\Pi - I$, and generating $|\psi\rangle$. The space complexity is $\log T + \log \dim(H) + O(1)$. We have the following guarantee [4]:

- **Lemma 10.** Let $p = \|\Pi U|\psi\rangle\|^2$. There exists $\Delta = \Theta(1/M)$ such that when $\tilde{p}$ is obtained as above from $M$ steps of amplitude estimation, with probability at least $1/2$, $|\tilde{p} - p| \leq \Delta$.

We will thus also refer to $M$ steps of amplitude estimation as amplitude estimation to precision $1/M$.

3 Span Programs and Quantum Algorithms

In Section 3.1, we will define a span program, its size and complexity, and what it means for a span program to approximate a function $f$. In Section 3.2, we prove the following theorem, which implies Theorem 1:

- **Theorem 11.** Let $f : D \to \{0,1\}$ for $D \subseteq \{0,1\}^n$ and let $A$ be a unitary quantum algorithm using $T$ queries, and space $S$ to compute $f$ with bounded error. Then for any constant $\kappa \in (0,1)$, there is a span program $P_A$ with size $s(P_A) \leq 2^{O(S)}$ that $\kappa$-approximates $f$ with complexity $C_{\kappa} \leq O(T)$. If $A$ decides $f$ with one-sided error, then $P_A$ decides $f$. 
3.1 Span Programs

Span programs were first introduced in the context of classical complexity theory in [10], where they were used to study counting classes for nondeterministic logspace machines. While span programs can be defined with respect to any field, we will consider span programs over \( \mathbb{R} \) (or equivalently, \( \mathbb{C} \), when convenient, see Remark 20). We use the following definition, slightly modified from [10]:

\[\textbf{Definition 12 (Span Program and Size).} \] A span program on \( \{0,1\}^n \) consists of:

- Finite inner product spaces \( \{H_{j,b}\}_{j \in [n], b \in \{0,1\}} \cup \{H_{\text{true}}, H_{\text{false}}\} \). We then define \( H = \bigoplus_{j,b} H_{j,b} \oplus H_{\text{true}} \oplus H_{\text{false}} \), and for every \( x \in \{0,1\}^n \), \( H(x) = H_{1,x_1} \oplus \cdots \oplus H_{n,x_n} \oplus H_{\text{true}} \).

- A vector space \( V \).

- A target vector \( |\tau\rangle \in V \).

- A linear map \( A : H \to V \).

We specify this span program by \( P = (H,V,|\tau\rangle,A) \), and leave the decomposition of \( H \) implicit. The size of the span program is \( s(P) = \dim H \).

To recover the classical definition from [10], we can view \( A = \sum_{j,b} A_{H_{j,b}} \) as a matrix, with each of the columns of \( A_{H_{j,b}} \) labeled by \((j,b)\).

Span programs were introduced to the study of quantum query complexity in [18]. In the context of quantum query complexity, \( s(P) \) is no longer the relevant measure of the complexity of a span program. Instead, [18] introduce the following measures:

\[\textbf{Definition 13 (Span Program Complexity and Witnesses).} \] For \( P = (H,V,|\tau\rangle,A) \) a span program on \( \{0,1\}^n \) and input \( x \in \{0,1\}^n \), we say \( x \) is accepted by the span program if there exists \( w \in H(x) \) such that \( A|w\rangle = |\tau\rangle \), and otherwise we say \( x \) is rejected by the span program. Let \( P_0 \) and \( P_1 \) be respectively the set of rejected and accepted inputs to \( P \). For \( x \in P_1 \), define the positive witness complexity of \( x \) as:

\[ w_+(x,P) = w_+ = \min\{\||w\rangle\|^2 : |w\rangle \in H(x), A|w\rangle = |\tau\rangle\}. \]

Such a \( |w\rangle \) is called a positive witness for \( x \). For a domain \( D \subseteq \{0,1\}^n \), we define the positive complexity of \( P \) (with respect to \( D \)) as:

\[ W_+(P,D) = W_+ = \max_{x \in P_1 \cap D} w_+(x,P). \]

For \( x \in P_0 \), define the negative witness complexity of \( x \) as:

\[ w_-(x,P) = w_- = \min\{\|\omega\|^2 : \langle \omega | \in \mathcal{L}(V,\mathbb{R}), \langle \omega | \tau \rangle = 1, \langle \omega | A_{H_{1}} = 0 \}. \]

Above, \( \mathcal{L}(V,\mathbb{R}) \) denotes the set of linear functions from \( V \) to \( \mathbb{R} \). Such an \( \omega \) is called a negative witness for \( x \). We define the negative complexity of \( P \) (with respect to \( D \)) as:

\[ W_-(P,D) = W_- = \max_{x \in P_0 \cap D} w_-(x,P). \]

Finally, we define the complexity of \( P \) (with respect to \( D \)) by \( C(P,D) = \sqrt{W_+ W_-} \).

For \( f : D \to \{0,1\} \), we say a span program \( P \) decides \( f \) if \( f^{-1}(0) \subseteq P_0 \) and \( f^{-1}(1) \subseteq P_1 \).

\[\footnote{We remark that while \( H_{\text{true}} \) and \( H_{\text{false}} \) may be convenient in constructing a span program, they are not necessary. We can always consider a partial function \( f' \) defined on \((n+1)\)-bit strings of the form \((x,1)\) for \( x \) in the domain of \( f \), as \( f(x) \), and let \( H_{n+1,1} = H_{\text{true}} \) and \( H_{n+1,0} = H_{\text{false}} \).} \]
Theorem 14. We define the span program size of a function $f$, denoted $\text{SP}(f)$, as the minimum $s(P)$ over families of span programs that decide $f$.

We note that originally, in [10], span program size was defined as $s(P) = \sum_{j,b} \dim(\text{col}(A\Pi_{H_{i,j}})) = \sum_{j,b} \dim(\text{row}(A\Pi_{H_{i,j}}))$.

This could differ from $s(P) = \dim(H) = \sum_{j,b} \dim(H_{j,b})$, because $\dim(H_{j,b})$ might be much larger than $\dim(\text{row}(A\Pi_{H_{i,j}}))$. However, if $\dim(H_{j,b}) > \dim(\text{row}(A\Pi_{H_{i,j}}))$ for some $j,b$, then it is a simple exercise to show that the dimension of $\dim(H_{j,b})$ can be reduced without altering the witness size of any $x \in \{0, 1\}^n$, so the definition of $\text{SP}(f)$ is the same as if we’d used $s'(P)$ instead of $s(P)$. In any case, we will not be relying on previous results about the span program size as a black-box, and will rather prove all required statements, so this difference has no impact on our results.

While span program size has only previously been relevant outside the realm of quantum algorithms, the complexity of a span program deciding $f$ has a fundamental correspondence with the quantum query complexity of $f$. Specifically, a span program $P$ can be turned into a quantum algorithm for $f$ with query complexity $C(P,D)$, and moreover, for every $f$, there exists a span program such that the algorithm constructed in this way is optimal [17]. This second direction is not constructive: there is no known method for converting a quantum algorithm with query complexity $T$ to a span program with complexity $C(P,D) = \Theta(T)$. However, if we relax the definition of which functions are decided by a span program, then this situation can be improved. The following is a slight relaxation of [8, Definition 2.6][5].

Definition 15 (A Span Program that Approximately Decides a Function). Let $f : D \to \{0, 1\}$ for $D \subseteq \{0, 1\}^n$ and $\kappa \in (0, 1)$. We say that a span program $P$ on $\{0, 1\}^n$ $\kappa$-approximates $f$ if $f^{-1}(0) \subseteq P_0$, and for every $x \in f^{-1}(1)$, there exists an approximate positive witness $|\hat{w}\rangle$ such that $A|\hat{w}\rangle = |\tau\rangle$, and $\|\Pi_{H(x)^+}|\hat{w}\rangle\|^2 \leq \frac{\kappa}{W_-}$. We define the approximate positive complexity as

$$\widetilde{W}_+ = \widetilde{W}_+(P, D) = \max_{x \in f^{-1}(1)} \min \left\{ \|\hat{w}\|^2 : A|\hat{w}\rangle = |\tau\rangle, \|\Pi_{H(x)^+}|\hat{w}\rangle\|^2 \leq \frac{\kappa}{W_-} \right\}.$$  

If $P$ $\kappa$-approximates $f$, we define the complexity of $P$ (wrt. $D$ and $\kappa$) as $C_\kappa(P, D) = \sqrt{\frac{\kappa}{W_+} W_-}$. If $\kappa = 0$, the span program in Definition 15 decides $f$ (exactly), and $\widetilde{W}_+ = W_+$. By [8], for any $x$,

$$\min \left\{ \|\Pi_{H(x)^+}|\hat{w}\rangle\|^2 : A|\hat{w}\rangle = |\tau\rangle \right\} = \frac{1}{w_-(x)}.$$  

Thus, since $W_- = \max_{x \in f^{-1}(0)} w_-(x)$, for every $x \in f^{-1}(0)$, there does not exist an approximate positive witness with $\|\Pi_{H(x)^+}|\hat{w}\rangle\|^2 < \frac{\kappa}{W_-}$. Thus, when a span program $\kappa$-approximates $f$, there is a gap of size $\frac{1-w_-}{W_-}$ between the smallest positive witness error $\|\Pi_{H(x)^+}|\hat{w}\rangle\|^2$ of $x \in f^{-1}(1)$, the smallest positive witness error of $x \in f^{-1}(0)$.

---

[5] Which was already a relaxation of the notion of a span program deciding a function.
Definition 16. We define the $\kappa$-approximate span program size of a function $f$, denoted $\overline{SP}_{\kappa}(f)$, as the minimum $s(P)$ over families of span programs that $\kappa$-approximate $f$. We let $\overline{SP}(f) = \overline{SP}_{1/4}(f)$.

Then we have the following theorem, whose proof is nearly identical to that of [8, Lemma 3.6]. The only difference between [8, Lemma 3.6] and Theorem 17 below is that here we let an approximate positive witness for $x$ be any witness with error $\|\Pi_H(x)^\perp w\|^2$ at most $\kappa/W^-$, whereas in [8], an approximate positive witness must have error as small as possible. This relaxation has negligible effect on the proof.

Theorem 17. Let $f : D \to \{0, 1\}$ for $D \subseteq \{0, 1\}^n$, and let $P$ be a span program that $\kappa$-approximates $f$ with size $K$ and complexity $C$, for some constant $\kappa \in (0, 1)$. Then there exists a unitary quantum algorithm $A_P$ that decides $f$ with bounded error in space $S = O(\log K + \log C)$ using $T = O(C)$ queries to $x$.

We note that the choice of $\kappa = 1/4$ in $\overline{SP}(f)$ is arbitrary, as it is possible to modify a span program to reduce any constant $\kappa$ to any other constant without changing the size or complexity asymptotically. This convenient observation is formalized in the following claim.

> Claim 18. Let $P$ be a span program that $\kappa$-approximates $f : D \to \{0, 1\}$ for some constant $\kappa$. For any constant $\kappa' \leq \kappa$, there exists a span program $P'$ that $\kappa'$-approximates $f$ with $s(P') = (s(P) + 2)^{\log \frac{\kappa}{\kappa'}}$, and $C_{\kappa'}(P', D) \leq O(C_\kappa(P, D))$.

We prove Claim 18 in Appendix A. We have the following corollary that will be useful later, where $m\overline{SP}_\kappa$ is the monotone approximate span program size, defined in Definition 30:

> Corollary 19. For any $\kappa, \kappa' \in (0, 1)$ with $\kappa' < \kappa$, and any Boolean function $f$,

$$\overline{SP}_\kappa(f) \geq \overline{SP}_{\kappa'}(f) \left(\frac{\log \frac{\kappa}{\kappa'}}{\log \frac{\kappa'}{\kappa}}\right)^{-2} - 2.$$

If $f$ is monotone, we also have

$$m\overline{SP}_\kappa(f) \geq m\overline{SP}_{\kappa'}(f) \left(\frac{\log \frac{\kappa}{\kappa'}}{\log \frac{\kappa'}{\kappa}}\right)^{-2} - 2.$$

Proof. Let $P$ $\kappa$-approximate $f$ with optimal size, so $s(P) = \overline{SP}_\kappa(f)$. Then by Claim 18, there is a span program $P'$ that $\kappa'$-approximates $f$ with size

$$\overline{SP}_{\kappa'}(f) \leq s(P') = (\overline{SP}_\kappa(f) + 2) \left(\frac{\log \frac{\kappa}{\kappa'}}{\log \frac{\kappa'}{\kappa}}\right)^{-2}.$$

The first result follows. The second is similar, but also includes the observation that if $P$ is monotone, so is $P'$.

Remark 20. It can sometimes be useful to construct a span program over $\mathbb{C}$. However, for any span program over $\mathbb{C}$, $P$, there is a span program over $\mathbb{R}$, $P'$, such that for all $x \in R$, $\omega_-(x, P') \leq \omega_-(x, P)$, for all $x \in P_1$, $\omega_+(x, P') \leq \omega_+(x, P)$, and $s(P') \leq 2s(P)$. Thus, we will restrict our attention to real span programs, but still allow constructions of span programs over $\mathbb{C}$ (in particular, in Section 3.2 and Section 5.2.1).
3.2 From Quantum Algorithms to Span Programs

In this section, we will show how to turn a unitary quantum algorithm into a span program, proving Theorem 11, which implies Theorem 1. The construction we use to prove Theorem 11 is based on a construction of Reichardt for turning any one-sided error quantum algorithm into a span program whose complexity matches the algorithm’s query complexity [17, arXiv version]. We observe that the logarithm of the span program’s size is closely related to the algorithm’s space complexity. We also show that a similar construction works for two-sided error algorithms, but the resulting span program only approximately decides $f$.

The algorithm

Fix a function $f : D \rightarrow \{0, 1\}$ for $D \subseteq \{0, 1\}^n$, and a unitary quantum algorithm $A$ such that on input $x \in f^{-1}(0)$, $Pr[A(x) = 1] \leq \frac{1}{3}$, and on input $x \in f^{-1}(1)$, $Pr[A(x) = 1] \geq 1 - \varepsilon$, for $\varepsilon \in \{0, \frac{1}{4}\}$, depending on whether we want to consider a one-sided error or a bounded error algorithm. Let $p_0(x) = Pr[A(x) = 0]$, so if $f(x) = 0$, $p_0(x) \geq 2/3$, and if $f(x) = 1$, $p_0(x) \leq \varepsilon$.

We can suppose $A$ acts on three registers: a query register $\text{span}\{\ket{\cdot} : \cdot \in [n] \cup \{0\}\}$; a workspace register $\text{span}\{\ket{z} : z \in Z\}$ for some finite set of symbols $Z$ that contains 0; and an answer register $\text{span}\{\ket{a} : a \in \{0, 1\}\}$. The query operator $O_x$ acts on the query register as $O_x|j\rangle = (-1)^{x_j}|j\rangle$ if $j \geq 1$, and $O_x|0\rangle = |0\rangle$. If $A$ makes $T$ queries, the final state of $A$ is:

$$|\Psi_{T+1}(x)\rangle = \mathcal{U}_{2T+1} \mathcal{O}_x \mathcal{U}_{2T-1} \ldots \mathcal{U}_2 \mathcal{O}_1 |0, 0, 0\rangle$$

for some unitaries $\mathcal{U}_{2T+1}, \ldots, \mathcal{U}_1$. The output bit of the algorithm, $A(x)$, is obtained by measuring the answer register of $|\Psi_{T+1}(x)\rangle$. We have given the input-independent unitaries odd indices so that we may refer to the $t$-th query as $\mathcal{U}_{2t}$.

Let $|\Psi_0(x)\rangle = |0, 0, 0\rangle$ denote the starting state, and for $t \in \{1, \ldots, 2T + 1\}$, let $|\Psi_t(x)\rangle = U_t \ldots U_1 |\Psi_0\rangle$ denote the state after $t$ steps.

The span program

We now define a span program $P_A$ from $A$. The space $H$ will represent all three registers of the algorithm, with an additional time counter register, and an additional register to represent a query value $b$.

$$H = \text{span}\{\{t, b, j, z, a\} : t \in \{0, \ldots, 2T + 1\}, b \in \{0, 1\}, j \in [n] \cup \{0\}, z \in Z, a \in \{0, 1\}\}$$

We define $V$ and $A$ as follows, where $c$ is some constant to be chosen later:

$$\begin{align*}
V &= \text{span}\{\{t, j, z, a\} : t \in \{0, \ldots, 2T + 1\}, j \in [n] \cup \{0\}, z \in Z, a \in \{0, 1\}\} \\
A|t, b, j, z, a\rangle &= \begin{cases} 
|t, j, z, a\rangle - |t + 1\rangle U_{t+1}|j, z, a\rangle & \text{if } t \in \{0, \ldots, 2T\} \text{ is even} \\
|t, j, z, a\rangle - (-1)^b|t + 1, j, z, a\rangle & \text{if } t \in \{0, \ldots, 2T\} \text{ is odd} \\
|t, j, z, a\rangle & \text{if } t = 2T + 1, a = 1, \text{ and } b = 0 \\
\sqrt{c} |t, j, z, a\rangle & \text{if } t = 2T + 1, a = 0, \text{ and } b = 0 \\
0 & \text{if } t = 2T + 1 \text{ and } b = 1.
\end{cases}
\end{align*}$$

For $t \leq 2T$, $A|t, b, j, z, a\rangle$ should be intuitively understood as applying $U_{t+1}$ to $|j, z, a\rangle$, and incrementing the counter register from $|t\rangle$ to $|t + 1\rangle$. When $t$ is even, this correspondence is clear (in that case, the value of $b$ is ignored). When $t$ is odd, so $U_{t+1} = O_x$, then as long as $b = x_j$, $(-1)^b|t + 1, j, z, a\rangle = |t + 1\rangle U_{t+1}|j, z, a\rangle$. We thus define

$$H_{j,b} = \text{span}\{\{t, b, j, z, a\} : t \in \{0, \ldots, 2T\} \text{ is odd}, z \in Z, a \in \{0, 1\}\}.$$
For even $t$, applying $U_{t+1}$ is independent of the input, so we make the corresponding states available to every input; along with states where the query register is set to $j = 0$, meaning $O_x$ acts input-independently; and accepting states, whose answer register is set to 1 at time $2T + 1$:

$$H_{\text{true}} = \text{span}\{|t, b, j, z, a\rangle : t \in \{0, \ldots, 2T\}, b \in \{0, 1\}, j \in [n], z \in \mathbb{Z}, a \in \{0, 1\}\}$$

$$\oplus \text{span}\{|t, b, 0, j, z, a\rangle : t \in \{0, \ldots, 2T\}, b \in \{0, 1\}, z \in \mathbb{Z}, a \in \{0, 1\}\}$$

$$\oplus \text{span}\{|2T + 1, b, j, z, 1\rangle : b \in \{0, 1\}, j \in [n] \cup \{0\}, z \in \mathbb{Z}\}.$$

The remaining part of $H$ will be assigned to $H_{\text{false}}$:

$$H_{\text{false}} = \text{span}\{|2T + 1, b, j, z, 0\rangle : b \in \{0, 1\}, j \in [n] \cup \{0\}, z \in \mathbb{Z}\}.$$

Note that in defining $A$, we have put a large factor of $\sqrt{cT}$ in front of $A|2T + 1, 0, j, z, 0\rangle$, making the vectors in $H_{\text{false}}$ very “cheap” to use. These vectors are never in $H(x)$, but will be used as the error part of approximate positive witnesses, and the $\sqrt{cT}$ ensures they contribute relatively small error.

Finally, we define:

$$|\tau\rangle = |0, 0, 0, 0\rangle = |0\rangle|\Psi_0\rangle.$$

Intuitively, we can construct $|\tau\rangle$, the initial state, using a final state that has 1 in the answer register, and using the transitions $|t, j, z, a\rangle - |t + 1\rangle U_{t+1}|j, z, a\rangle$ to move from the final state to the initial state. In the following analysis, we make this idea precise.

**Analysis of $P_A$**

We will first show that for every $x$ there is an approximate positive witness with error depending on its probability of being rejected by $A$, $p_0(x)$.

**Lemma 21.** For any $x \in \{0, 1\}^n$, there exists an approximate positive witness $|w\rangle$ for $x$ in $P_A$ such that:

$$\|w\|^2 \leq 2T + 2, \quad \text{and} \quad \|\Pi_{H(x)\bot}|w\rangle\|^2 \leq \frac{p_0(x)}{cT}.$$  

In particular, if $f(x) = 1$,

$$\|\Pi_{H(x)\bot}|w\rangle\|^2 \leq \frac{\varepsilon}{cT}.$$  

**Proof.** Let $Q_x$ be the linear isometry that acts as

$$Q_x|j, z, a\rangle = |x_j, j, z, a\rangle \quad \forall j \in [n] \cup \{0\}, z \in \mathbb{Z}, a \in \{0, 1\},$$

where we interpret $x_0$ as 0. Note that for all $|j, z, a\rangle$, and $t \in \{0, \ldots, 2T\}$, we have

$$A(|t\rangle Q_x|j, z, a\rangle) = |t \oplus 1\rangle U_{t+1}|j, z, a\rangle.$$

Let $\Pi_a = \sum_{j \in [n] \cup \{0\}, z \in \mathbb{Z}} |j, z, a\rangle\langle j, z, a|$ be the orthogonal projector onto states of the algorithm with answer register set to $a$. We will construct a positive witness for $x$ from the states of the algorithm on input $x$, as follows:
\[ |w\rangle = \sum_{t=0}^{2T} (|t\rangle Q_x |\Psi_t(x)\rangle + |2T + 1\rangle |0\rangle \Pi_1 |\Psi_{2T+1}(x)\rangle + \frac{1}{\sqrt{cT}} |2T + 1\rangle |0\rangle \Pi_0 |\Psi_{2T+1}(x)\rangle. \]

To see that this is a positive witness, we compute \( A|w\rangle \), using the fact that \( U_{t+1} |\Psi_t(x)\rangle = |\Psi_{t+1}(x)\rangle \):

\[
A|w\rangle = \sum_{t=0}^{2T} (|t\rangle |\Psi_t(x)\rangle - |t + 1\rangle U_{t+1} |\Psi_t(x)\rangle ) + |2T + 1\rangle \Pi_1 |\Psi_{2T+1}(x)\rangle + |2T + 1\rangle \Pi_0 |\Psi_{2T+1}(x)\rangle
= \sum_{t=0}^{2T} |t\rangle |\Psi_t(x)\rangle - \sum_{t=0}^{2T} |t + 1\rangle |\Psi_{t+1}(x)\rangle + |2T + 1\rangle |\Psi_{2T+1}(x)\rangle
= \sum_{t=0}^{2T} |t\rangle |\Psi_t(x)\rangle - \sum_{t=0}^{2T+1} |t\rangle |\Psi_t(x)\rangle = |0\rangle |\Psi_0(x)\rangle = |\tau\rangle.
\]

We next consider the error of \( |w\rangle \) for \( x \), given by \( \| \Pi_H(\tau) |w\rangle \|^2 \). Since \( Q_x |j, z, a\rangle \in H(x) \) for all \( j, z, a \), and \( |2T + 1, 0\rangle \Pi_1 |\Psi_{2T+1}(x)\rangle \in H_{\text{true}} \subseteq H(x) \), \( \Pi_H(\tau) |w\rangle = \frac{1}{\sqrt{cT}} |2T + 1\rangle |0\rangle \Pi_0 |\Psi_{2T+1}(x)\rangle \), so

\[
\| \Pi_H(\tau) |w\rangle \|^2 = \frac{1}{cT} \| \Pi_0 |\Psi_{2T+1}(x)\rangle \|^2 = \frac{p_0(x)}{cT}.
\]

Finally, we compute the positive witness complexity of \( |w\rangle \):

\[
\| |w\rangle \|^2 = \sum_{t=0}^{2T} \| Q_x |\Psi_t(x)\rangle \|^2 + \| \Pi_1 |\Psi_{2T+1}(x)\rangle \|^2 + \frac{1}{cT} \| \Pi_0 |\Psi_{2T+1}(x)\rangle \|^2
\leq \sum_{t=0}^{2T} \| |\Psi_t(x)\rangle \|^2 + \| |\Psi_{2T+1}(x)\rangle \|^2 = 2T + 2.
\]

Next, we upper bound \( w_-(x) \) whenever \( f(x) = 0 \):

\[ \mathbf{Lemma \ 22.} \] For any \( x \) that is rejected by \( A \) with probability \( p_0(x) > 0 \),

\[
w_-(x) \leq \frac{(c + 4)T}{p_0(x)}.
\]

In particular, if \( f(x) = 0 \), \( w_-(x) \leq \frac{c + 4}{2\sqrt{c}} T \), so \( W_- \leq \frac{c + 4}{2\sqrt{c}} T \).

\[ \mathbf{Proof.} \] We will define a negative witness for \( x \) as follows. First, define

\[
|\Psi_{2T+1}(x)\rangle = \Pi_0 |\Psi_{2T+1}(x)\rangle,
\]

the rejecting part of the final state. This is non-zero whenever \( p_0(x) > 0 \). Then for \( t \in \{0, \ldots, 2T\} \), define

\[
|\Psi_t^0(x)\rangle = U_{t+1}^\dagger \cdots U_{2T+1}^\dagger |\Psi_0^0(x)\rangle.
\]

From this we can define

\[
|\omega\rangle = \sum_{t=0}^{2T+1} (|t\rangle |\Psi_t^0(x)\rangle).
\]
We first observe that
\[ \langle \omega | \tau \rangle = \langle \Psi_0^0(x) | 0, 0, 0 \rangle = \langle \Psi_{2T+1}^0(x) | U_{2T+1} \ldots U_1 | 0, 0, 0 \rangle = \langle \Psi_{2T+1}^0(x) | \Psi_{2T+1}^1(x) \rangle = p_0(x). \]

Thus
\[ \langle \omega | = \frac{1}{p_0(x)} \langle \omega | \]

is a negative witness. Next, we show that \( \langle \omega | A \Pi_H(x) = 0 \). First, for \( |t, x, j, z, a \rangle \in H_{x,j} \) (so \( t < 2T \) is odd), we have
\[
\langle \omega | A | t, x, j, z, a \rangle = \langle \omega | (|t, j, z, a \rangle - (-1)^{s_j} | t + 1 \rangle | j, z, a \rangle \\
= \langle \Psi_t^0(x) | j, z, a \rangle - (-1)^{s_j} \langle \Psi_{t+1}^0(x) | j, z, a \rangle \\
= \langle \Psi_{t+1}^0(x) | U_{t+1} | j, z, a \rangle - (-1)^{s_j} \langle \Psi_{t+1}^0(x) | j, z, a \rangle \\
= \langle \Psi_{t+1}^0(x) | 0 \rangle | j, z, a \rangle - (-1)^{s_j} \langle \Psi_{t+1}^0(x) | j, z, a \rangle = 0.
\]

The same argument holds for \( |t, 0, 0, j, z, a \rangle \in H_{true} \). Similarly, for any \( |t, b, j, z, a \rangle \in H_{true} \) with \( t \leq 2T \) even, we have
\[
\langle \omega | A | t, b, j, z, a \rangle = \langle \omega | (|t, j, z, a \rangle - | t + 1 \rangle | U_{t+1} | j, z, a \rangle \\
= \langle \Psi_t^0(x) | j, z, a \rangle - \langle \Psi_{t+1}^0(x) | U_{t+1} | j, z, a \rangle = 0.
\]

Finally, for any \( |2T + 1, b, j, z, 1 \rangle \in H_{true} \), we have
\[
\langle \omega | A | 2T + 1, b, j, z, 1 \rangle = \langle \omega | 2T + 1, j, z, 1 \rangle = \langle \Psi_{2T+1}^0(x) | j, z, 1 \rangle = 0.
\]

Thus \( \langle \omega | A \Pi_H(x) = 0 \) and \( \langle \bar{\omega} | A \Pi_H(x) = 0 \), and \( \bar{\omega} \) is a negative witness for \( x \in P \). To compute its witness complexity, first observe that \( \langle \omega | A = \langle \omega | A \Pi_H(x) \rangle \), and
\[
A \Pi_H(x) = \sum_{s=1}^T \sum_{j \in [n] \cup \{0\}, z \in [2], a \in \{0, 1\}} (|2s - 1, j, z, a \rangle - (-1)^{s_j} | 2s, j, z, a \rangle ) \langle 2s - 1, j, z, a | \\
+ \sum_{j \in [n] \cup \{0\}, z \in \mathbb{Z}} \sqrt{cT} | 2T + 1, j, z, 0 \rangle \langle 2T + 1, j, z, 0 |)
\]
so, using \( \langle \Psi_{2s-1}^0(x) | j, z, a \rangle = \langle \Psi_{2s}^0(x) | U_{2s} | j, z, a \rangle = (-1)^{s_j} \langle \Psi_{2s}^0(x) | j, z, a \rangle \), we have:
\[
\langle \bar{\omega} | A \Pi_H(x) = \\
= \sum_{s=1}^T \sum_{j \in [n] \cup \{0\}, z \in \mathbb{Z}, a \in \{0, 1\}} (\langle \Psi_{2s-1}^0(x) | j, z, a \rangle + (-1)^{s_j} \langle \Psi_{2s}^0(x) | j, z, a \rangle ) \langle 2s - 1, j, z, a | \\
+ \sum_{j \in [n] \cup \{0\}, z \in \mathbb{Z}} \sqrt{cT} | \Psi_{2T+1}^0(x) | j, z, 0 \rangle \langle 2T + 1, j, z, 0 |)
\]
\[
= \sum_{s=1}^T \sum_{j \in [n] \cup \{0\}, z \in \mathbb{Z}, a \in \{0, 1\}} 2(-1)^{s_j} \langle \Psi_{2s}^0(x) | j, z, a \rangle \langle 2s - 1, j, z, a | \\
+ \sum_{j \in [n] \cup \{0\}, z \in \mathbb{Z}} \sqrt{cT} | \Psi_{2T+1}^0(x) | j, z, 0 \rangle \langle 2T + 1, j, z, 0 |).
\]
Thus, the complexity of $\langle \bar{w} \rangle$ is:

$$\| \langle \bar{w} \rangle A \|^2 = \frac{1}{p_0(x)} \| \omega \| H_{\mu(x)}^+ \|^2$$

$$\leq \frac{1}{p_0(x)^2} \sum_{s=1}^{T} \sum_{j \in [n] \cup \{0\}, z \in \mathbb{Z}, a \in \{0, 1\}} 4 |\langle \Psi_{2s}^0(x)| j, z, a \rangle|^2 + \frac{1}{p_0(x)^2} \sum_{j \in [n] \cup \{0\}, z \in \mathbb{Z}} cT \| \langle \Psi_{2T+1}^0(x)| j, z, 0 \rangle \|^2$$

$$= \frac{4}{p_0(x)^2} \sum_{s=1}^{T} \| \langle \Psi_{2s}^0(x) \rangle \|^2 + \frac{cT}{p_0(x)^2} \| \langle \Psi_{2T+1}^0(x) \rangle \|^2.$$  

Because each $U_i$ is unitary, we have $\| \langle \Psi_{2s}^0(x) \rangle \|^2 = \| \langle \Psi_{2T+1}^0(x) \rangle \|^2 = p_0(x)$, thus:

$$\| \langle \bar{w} \rangle A \|^2 = \frac{4T}{p_0(x)} + \frac{cT}{p_0(x)} \leq \frac{4 + c}{2/3} T \text{ when } f(x) = 0.$$  

We conclude the proof of Theorem 11 with the following corollary, from which Theorem 11 follows immediately, by appealing to Claim 18 with $\kappa = \frac{9}{10}$ and $\kappa'$ any constant in $(0, 1)$.

**Corollary 23.** Let $c = 5$, in the definition of $P_A$. Then:

- $s(P_A) = 2^{S+O(1)}$
- If $A$ decides $f$ with one-sided error, then $P_A$ decides $f$ with complexity $C \leq O(T)$.
- If $A$ decides $f$ with bounded error, then $P_A \frac{9}{10}$-approximates $f$ with complexity $C_{\kappa} \leq O(T)$.

**Proof.** We first compute $s(P_A) = \dim H$ using the fact that the algorithm uses space

$$S = \log \dim \text{span}\{ |j, z, a \rangle : j \in [n] \cup \{0\}, z \in \mathbb{Z}, a \in \{0, 1\} \} + \log T :$$

$$\dim H = (\dim \text{span}\{ |t, b \rangle : t \in [0, \ldots, 2T + 1], b \in \{0, 1\} \}) 2^{S - \log T} = 2^{S + O(1)}.$$  

We prove the third statement, as the second is similar. By Lemma 22, using $c = 5$, we have

$$W_- \leq \frac{5 + 4}{2/3} T = \frac{27}{2} T.$$  

By Lemma 21, we can see that for every $x$ such that $f(x) = 1$, there is an approximate positive witness $|w\rangle$ for $x$ with error at most:

$$\varepsilon \frac{cT}{2T} \leq \frac{1}{15T \bar{W}_-} = \frac{9}{10} \frac{1}{W_-}.$$  

Furthermore, $\| |w\rangle \|^2 \leq 2T + 2$, so $\bar{W}_+ \leq 2T + 2$. Observing $C_{\kappa} = \sqrt{W_- \bar{W}_+} \leq \sqrt{27T(T + 1)}$ completes the proof.  

**4 Span Programs and Space Complexity**

Using the transformation from algorithms to span programs from Section 3.2, we immediately have the following connections between span program size and space complexity.

**Theorem 24.** For any $f : D \rightarrow \{0, 1\}$ for $D \subseteq \{0, 1\}^n$, we have

$$S_U(f) \geq \Omega \left( \log \tilde{S}P(f) \right) \quad \text{and} \quad S^1_U(f) \geq \Omega \left( \log SP(f) \right).$$
Theorem 24 is a corollary of Theorem 11. Theorem 17 shows that the lower bound for $S_U(f)$ in Theorem 24 is part of a tight correspondence between space complexity and log $s(P) + \log C(P)$.

Theorem 2.9 of [3] gives a lower bound of $\text{SP}(f) \geq \Omega(2^{n/3}/(n \log n)^{1/3})$ for almost all $n$-bit Boolean functions. Combined with Theorem 24, we immediately have:

**Theorem 25.** For almost all Boolean functions $f : \{0, 1\}^n \to \{0, 1\}$, $S_U^1(f) = \Omega(n)$.

Ideally, we would like to use the lower bound in Theorem 24 to prove a non-trivial lower bound for $S_U(f)$ or $S_U^1(f)$ for some concrete $f$. Fortunately, there are somewhat nice expressions lower bounding $\text{SP}(f)$ [15, 7], which we extend to lower bounds of $\text{SP}(f)$ in the remainder of this section. However, on the unfortunate side, there has already been significant motivation to instantiate these expressions to non-trivial lower bounds for concrete $f$, with no success. There has been some success in monotone versions of these lower bounds, which we discuss more in Section 5.

For a function $f : D \to \{0, 1\}$ for $D \subseteq \{0, 1\}^n$, and an index $j \in [n]$, we let $\Delta_{f,j} \in \{0, 1\}^{f^{-1}(0) \times f^{-1}(1)}$ be defined by $\Delta_{f,j}[y,x] = 1$ if and only if $x_j \neq y_j$. When $f$ is clear from context, we simply denote this by $\Delta_j$. The following tight characterization of $\text{SP}(f)$ may be found in, for example, [13].

**Lemma 26.** For any $f : D \to \{0, 1\}$ for $D \subseteq \{0, 1\}^n$,

$$\text{SP}(f) = \text{minimize } \sum_{j \in [n]} \text{rank}(\Lambda_j)$$

subject to $\forall j \in [n], \Lambda_j \in \mathbb{R}^{f^{-1}(0) \times f^{-1}(1)}$

$$\sum_{j \in [n]} \Lambda_j \circ \Delta_j = J,$$

where $J$ is the $f^{-1}(0) \times f^{-1}(1)$ all-ones matrix.

By Theorem 24, the logarithm of the above is a lower bound on $S_U^1(f)$. We modify Lemma 26 to get the following approximate version, whose logarithm lower bounds $S_U(f)$ when $\kappa = \frac{1}{4}$.

**Lemma 27.** For any $\kappa \in [0, 1)$, and $f : D \to \{0, 1\}$ for $D \subseteq \{0, 1\}^n$,

$$\overline{\text{SP}}_{\kappa}(f) \geq \text{minimize } \sum_{j \in [n]} \text{rank}(\Lambda_j)$$

subject to $\forall j \in [n], \Lambda_j \in \mathbb{R}^{f^{-1}(0) \times f^{-1}(1)}$

$$\left\| \sum_{j \in [n]} \Lambda_j \circ \Delta_j - J \right\|_\infty \leq \sqrt{\kappa}.$$  

**Proof.** Fix a span program that $\kappa$-approximates $f$ with $s(P) = \overline{\text{SP}}_{\kappa}(f)$, and let $\{\omega_y : y \in f^{-1}(0)\}$ be optimal negative witnesses, and $\{|w_x\} : x \in f^{-1}(1)\}$ be approximate positive witnesses with $\|\Pi H(x)|w_x\|^2 \leq \frac{1}{2\kappa}$. Letting $\Pi_{j,b}$ denote the projector onto $H_{j,b}$, define

$$\Lambda_j = \sum_y \langle y | \omega_y | \Pi_{j,b} \sum_x \Pi_{j,b} | w_x \rangle \langle x |,$$

so $\Lambda_j$ has rank at most $\text{dim } H_j$, and so $\sum_{j \in [n]} \text{rank}(\Lambda_j) \leq s(P) = \overline{\text{SP}}_{\kappa}(f)$.  
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We now show that \( \{ \Lambda_j \} \) is a feasible solution. Let \( |\text{err}(x)| \) be the positive witness error of \( |w_x\rangle \), \( |\text{err}(x)| = \Pi_{H(x)} |w_x\rangle = \sum_{j=1}^n \Pi_{j,x} |w_x\rangle \). Then we have:

\[
\langle y \rangle \sum_{j=1}^n \Lambda_j \circ \Delta_j |x\rangle = \langle \omega_y | A \sum_{j:x_j \neq y_j} \Pi_{j,x} |w_x\rangle = \langle \omega_y | A \left( |w_x\rangle - \sum_{j:x_j = y_j} \Pi_{j,x} |w_x\rangle - |\text{err}(x)| \right) = \langle \omega_y | \pi \rangle - \langle \omega_y | A \sum_{j:x_j = y_j} \Pi_{H(y)} \Pi_{j,x} |w_x\rangle - \langle \omega_y | A |\text{err}(x)| \rangle = 1 - \langle \omega_y | A |\text{err}(x)| \rangle \leq \| \langle \omega_y | A \| \| |\text{err}(x)| \| = \sqrt{\frac{\langle w \rangle - \langle \pi \rangle}{\langle w \rangle}} \leq \sqrt{\kappa}.
\]

Above we used the fact that \( \langle \omega_y | A \Pi_{H(y)} \rangle = 0 \). Thus, \( \{ \Lambda_j \} \) is a feasible solution with objective value \( \leq \hat{S}_P \kappa(f) \), so the result follows.

As a corollary of the above, and the connection between span program size and unitary quantum space complexity stated in Theorem 24, the logarithm of the expression in (1) with \( \kappa = \frac{1}{\kappa} \) is a lower bound on \( S_U(f) \), and with \( \kappa = 0 \), it is a lower bound on \( S^0_U(f) \). However, as stated, it is difficult to use this expression to prove an explicit lower bound, because it is a minimization problem. We will shortly give a lower bound in terms of a maximization problem, making it possible to obtain explicit lower bounds by exhibiting a feasible solution.

A **partial matrix** is a matrix \( M \in (\mathbb{R} \cup \{ \ast \})^{f^{-1}(0) \times f^{-1}(1)} \). A **completion** of \( M \) is any \( \overline{M} \in \mathbb{R}^{f^{-1}(0) \times f^{-1}(1)} \) such that \( \overline{M}[y, x] = M[y, x] \) whenever \( M[y, x] \neq \ast \). For a partial matrix \( M \), define \( \text{rank}(M) \) to be the smallest rank of any completion of \( M \), and \( \varepsilon \text{-rank}(M) \) to be the smallest rank of any \( \overline{M} \) such that \( |M[y, x] - \overline{M}[y, x]| \leq \varepsilon \) for all \( y, x \) such that \( M[y, x] \neq \ast \).

Let \( M \circ \Delta_i \) be the partial matrix defined:

\[
M \circ \Delta_i [y, x] = \begin{cases} M[y, x] & \text{if } \Delta_i[y, x] = 1 \\ 0 & \text{if } \Delta_i[y, x] = 0. \end{cases}
\]

Then we have the following:

**Lemma 28.** For all Boolean functions \( f : D \to \{0, 1\} \), with \( D \subseteq \{0, 1\}^n \), and all partial matrices \( M \in (\mathbb{R} \cup \{ \ast \})^{f^{-1}(0) \times f^{-1}(1)} \) such that \( \max\{ |M[y, x]| : M[y, x] \neq \ast \} \leq 1 \):

\[
S_U^0(f) \geq \Omega \left( \log \left( \frac{\text{rank}(M)}{\max_i \varepsilon \text{-rank}(M \circ \Delta_i)} \right) \right).
\]

In [15], Razborov showed that the expression on the right-hand side in Lemma 28 is a lower bound on the logarithm of the *formula size* of \( f \) (Ref. [7] related this to \( SP(f) \)). Later, in [16], Razborov noted that when restricted to non-partial matrices, this can never give a better bound than \( n \). Thus, to prove a non-trivial lower bound on \( S_U^0(f) \) using this method, one would need to use a partial matrix. We prove the following generalization to the approximate case.

**Lemma 29.** For all Boolean functions \( f : D \to \{0, 1\} \), with \( D \subseteq \{0, 1\}^n \), and all partial matrices \( M \in (\mathbb{R} \cup \{ \ast \})^{f^{-1}(0) \times f^{-1}(1)} \) such that \( \max\{ |M[y, x]| : M[y, x] \neq \ast \} \leq 1 \):

\[
S_U(f) \geq \Omega \left( \log \left( \frac{1/2 \text{-rank}(M)}{\max_i \varepsilon \text{-rank}(M \circ \Delta_i)} \right) \right).
\]
Proof. Let \( \{ \Lambda_j \}_j \) be an optimal feasible solution for the expression from Lemma 27, so

\[
\widetilde{\text{SP}}_\kappa(f) \geq \sum_{j \in [n]} \text{rank}(\Lambda_j), \quad \text{and} \quad \left\| \sum_{j \in [n]} \Lambda_j \circ \Delta_j - J \right\|_\infty \leq \sqrt{\kappa}.
\]

Let \( \overline{M}_j \) be a completion of \( M \circ \Delta_j \) with \( \text{rank}(M \circ \Delta_j) = \text{rank}(\overline{M}_j) \). Then for any \( x, y \) such that \( M[y, x] \neq \star \):

\[
\left\| \left( \sum_{j \in [n]} \overline{M}_j \circ \Lambda_j \right)[y, x] - M[y, x] \right\| = \left\| \sum_{j \in [n]} M[y, x] \Delta_j[y, x] \Lambda_j[y, x] - M[y, x] \right\|
\leq |M[y, x]| \left\| \sum_{j \in [n]} \Delta_j \circ \Lambda_j - J \right\|_\infty \leq \sqrt{\kappa}.
\]

Thus

\[
\sqrt{\kappa} \text{-rank}(M) \leq \text{rank} \left( \sum_{j \in [n]} \overline{M}_j \circ \Lambda_j \right) \leq \sum_{j \in [n]} \text{rank}(\overline{M}_j \circ \Lambda_j).
\]

Using the fact that for any matrices \( B \) and \( C \), \( \text{rank}(B \circ C) \leq \text{rank}(B) \text{rank}(C) \), we have

\[
\sqrt{\kappa} \text{-rank}(M) \leq \sum_{j \in [n]} \text{rank}(\Lambda_j) \text{rank}(\overline{M}_j) \leq \text{SP}_\kappa(f) \max_{j \in [n]} \text{rank}(M \circ \Delta_j).
\]

Setting \( \kappa = \frac{1}{4} \), and noting that by Theorem 24, \( S_U(f) \geq \log \text{SP}(f) = \log \text{SP}_{1/4}(f) \) completes the proof.

Unfortunately, as far as we are aware, nobody has used this lower bound to successfully prove any concrete formula size lower bound of \( 2^{\omega(\log n)} \), so it seems to be quite difficult. However, there has been some success proving lower bounds in the monotone span program case, even without resorting to partial matrices, which we discuss in the next section.

5 Monotone Span Programs and Monotone Algorithms

A monotone function is a Boolean function in which \( y \leq x \) implies \( f(y) \leq f(x) \), where \( y \leq x \) should be interpreted bitwise. In other words, flipping 0s to 1s in the input either keeps the function value the same, or changes it from 0 to 1. A monotone span program is a span program in which \( H_{i,0} = \{0\} \) for all \( i \), so only 1-valued queries contribute to \( H(x) \), and \( H(y) \subseteq H(x) \) whenever \( y \leq x \). A monotone span program can only decide or approximate a monotone function.

\begin{definition}
For a monotone function \( f \), define the monotone span program size, denoted \( m\text{SP}(f) \), as the minimum \( s(P) \) over (families of) monotone span programs \( P \) such that \( P \) decides \( f \); and the approximate monotone span program size, denoted \( m\text{SP}_\kappa(f) \), as the minimum \( s(P) \) over (families of) monotone span programs \( P \) such that \( P \ \kappa\)-approximates \( f \). We let \( m\text{SP}(f) = m\text{SP}_{1/4}(f) \).
\end{definition}

In contrast to \( \text{SP}(f) \), there are non-trivial lower bounds for \( m\text{SP}(f) \) for explicit monotone functions \( f \). However, this does not necessarily give a lower bound on \( \text{SP}(f) \), and in particular, may not be a lower bound on the one-sided error quantum space complexity of \( f \). However,
lower bounds on $\log mSP(f)$ or $\log \tilde{mSP}(f)$ do give lower bounds on the space complexity of quantum algorithms obtained from monotone span programs, and as we will soon see, $\log mSP(f)$ and $\log \tilde{mSP}(f)$ are lower bounds on the space complexity of monotone phase estimation algorithms, described in Section 5.2. The strongest known lower bound on $mSP(f)$ is the following:

**Theorem 31 ([14]).** There is an explicit Boolean function $f : D \rightarrow \{0, 1\}$ for $D \subseteq \{0, 1\}^n$ such that

$$\log mSP(f) \geq \Omega(n).$$

We will adapt some of the techniques used in existing lower bounds on $mSP$ to show a lower bound on $\tilde{mSP}(f)$ for some explicit $f$:

**Theorem 32.** There is an explicit Boolean function $f : D \rightarrow \{0, 1\}$ for $D \subseteq \{0, 1\}^n$ such that for any constant $\kappa$,

$$\log \tilde{mSP}_\kappa(f) \geq (\log n)^{2-o(1)}.$$

In particular, this implies a lower bound of $2^{(\log n)^{2-o(1)}}$ on $mSP(f)$ for the function $f$ in Theorem 32. We prove Theorem 32 in Section 5.1. Theorem 32 implies that any quantum algorithm for $f$ obtained from a monotone span program must have space complexity $(\log n)^{2-o(1)}$, which is slightly better than the trivial lower bound of $\Omega(\log n)$. In Section 5.2, we describe a more natural class of algorithms called monotone phase estimation algorithms such that $\log \tilde{mSP}(f)$ is a lower bound on the quantum space complexity of any such algorithm computing $f$ with bounded error. Then for the specific function $f$ from Theorem 32, any monotone phase estimation algorithm for $f$ must use space $(\log n)^{2-o(1)}$.

### 5.1 Monotone Span Program Lower Bounds

Our main tool in proving Theorem 32 will be the following.

**Theorem 33.** For any Boolean function $f : D \rightarrow \{0, 1\}$, $D \subseteq \{0, 1\}^n$, and any constant $\kappa \in [0, 1)$:

$$\tilde{mSP}_\kappa(f) \geq \max_{M \in \mathbb{R}^{f^{-1}(0) \times f^{-1}(1) : \|M\|_\infty \leq 1}} \sqrt{\kappa \cdot \text{rank}(M)} \cdot \max_{j \in [n]} \text{rank}(M \circ \Delta_{j,1}),$$

where $\Delta_{j,1}[y, x] = 1$ if $y_i = 0$ and $x_i = 1$, and 0 else.

When, $\kappa = 0$, the right-hand side of the equation in Theorem 33 is the (monotone) rank measure, defined in [15], and shown in [7] to lower bound monotone span program size. We extend the proof for the $\kappa = 0$ case to get a lower bound on approximate span program size. We could also allow for partial matrices $M$, as in the non-monotone case (Lemma 29) but unlike the non-monotone case, it is not necessary to consider partial matrices to get non-trivial lower bounds.

**Proof.** Fix a monotone span program that $\kappa$-approximates $f$ with size $\tilde{mSP}_\kappa(f)$. Let $\{\omega_y : y \in f^{-1}(0)\}$ be optimal negative witnesses, and let $\{|w_x : x \in f^{-1}(1)\}$ be approximate positive witnesses with $\|\Pi_{H(x)} | w_x \| \leq \frac{1}{W}$. Letting $\Pi_{j,b}$ denote the projector onto $H_{j,b}$, define

...
\[ \Lambda_j = \sum_{y \in f^{-1}(0)} |y\rangle \langle \omega_y | \Pi_j y_j \sum_{x \in f^{-1}(1)} \Pi_j x_j | w_x \rangle \langle x | \]

\[ = \sum_{y \in f^{-1}(0): y_j = 0} |y\rangle \langle \omega_y | \Pi_{j,1} \sum_{x_j = 1} \Pi_{j,1} | w_x \rangle \langle x |, \]

so \( \Lambda_j \) has rank at most \( \dim H_j \), and so \( \sum_{j \in [n]} \text{rank}(\Lambda_j) \leq s(P) = m\tilde{\mathcal{P}}_\kappa(f) \). Furthermore, \( \Lambda_j \) is only supported on \((y, x)\) such that \( y_j = 0 \) and \( x_j = 1 \), so \( \Lambda_j \circ \Delta_{j,1} = \Lambda_j \). Denoting the error of \( |w_x\rangle \) as \( |\text{err}(x)\rangle = \Pi_{\tilde{H}(x)^\perp} | w_x \rangle = \sum_{j : x_j = 0} \Pi_{j,1} | w_x \rangle \), we have

\[
\left| 1 - \sum_{j \in [n]} \Lambda_j | x \rangle \right| \leq 1 - 1 + \| \langle \omega_y | A \| | \text{err}(x) \| \right| \leq \sqrt{W^-} \sqrt{\kappa}. 
\]

Then for any \( M \in \mathbb{R}^{|f^{-1}(0) \times f^{-1}(1)|} \) with \( \| M \|_\infty \leq 1 \), we have:

\[
\left\| M - M \circ \sum_{j \in [n]} \Lambda_j \right\|_\infty \leq \| M \|_\infty \left\| J - \sum_{j \in [n]} \Lambda_j \right\|_\infty \leq \sqrt{\kappa}. 
\]

Thus

\[
\sqrt{\kappa}\text{-rank}(M) \leq \text{rank} \left( M \circ \sum_{j \in [n]} \Lambda_j \right) \leq \sum_{j \in [n]} \text{rank}(M \circ \Delta_{j,1} \circ \Lambda_j) \leq \sum_{j \in [n]} \text{rank}(M \circ \Delta_{j,1}) \text{rank}(\Lambda_j) \leq m\tilde{\mathcal{P}}_\kappa(f) \max_{j \in [n]} \text{rank}(M \circ \Delta_{j,1}). \]

To show a lower bound on \( m\tilde{\mathcal{P}}_\kappa(f) \) for some explicit \( f : \{0, 1\}^n \rightarrow \{0, 1\} \), it turns out to be sufficient to find some high approximate rank matrix \( M \in \mathbb{R}^{Y \times X} \) for finite sets \( X \) and \( Y \), and a rectangle cover of \( M, \Delta_1, \ldots, \Delta_n \), where each \( \Delta_i \circ M \) has low rank. Specifically, we have the following lemma, which, with rank in place of approximate rank, has been used extensively in previous monotone span program lower bounds.

\textbf{Lemma 34.} Let \( M \in \mathbb{R}^{Y \times X} \) with \( \| M \|_\infty \leq 1 \), for some finite sets \( X \) and \( Y \) and \( X_1, \ldots, X_n \subseteq X, \ Y_1, \ldots, Y_n \subseteq Y \) be such that for all \((x, y) \in X \times Y\), there exists \( j \in [n]\) such that \((x, y) \in X_j \times Y_j\). Define \( \Delta_j \in \{0, 1\}^{Y \times X} \) by \( \Delta_j[y, x] = 1 \) if and only if \((y, x) \in Y_j \times X_j\). There exists a monotone function \( f : D \rightarrow \{0, 1\} \) for \( D \subseteq \{0, 1\}^n \) such that for any constant \( \kappa \in [0, 1): \)

\[
m\tilde{\mathcal{P}}_\kappa(f) \geq \frac{\sqrt{\kappa}\text{-rank}(M)}{\max_{j \in [n]} \text{rank}(M \circ \Delta_j)}. 
\]

\textbf{Proof.} For each \( y \in Y \), define \( t^y \in \{0, 1\}^n \) by:

\[
t^y_j = \begin{cases} 0 & \text{if } y \in Y_j \\ 1 & \text{else.} \end{cases}
\]
Similarly, for each $x \in X$, define $s^x \in \{0,1\}^n$ by:

$$s^x_j = \begin{cases} 1 & \text{if } x \in X_j \\ 0 & \text{else.} \end{cases}$$

For every $(y, x) \in Y \times X$, there is some $j$ such that $y_j \in Y_j$ and $x \in X_j$, so it can’t be the case that $s^y \leq t^y$. Thus, we can define $f$ as the unique monotone function such that $f(s) = 1$ for every $s \in \{0,1\}^n$ such that $s^x \leq s$ for some $x \in X$, and $f(t) = 0$ for all $t \in \{0,1\}^n$ such that $t \leq t^y$ for some $y \in Y$. Then we can define a matrix $M' \in \mathbb{R}^{f^{-1}(0) \times f^{-1}(1)}$ by

$$M'[t^y, s^x] = M[y, x]$$

for all $(y, x) \in Y \times X$, and 0 elsewhere. We have $\varepsilon$-rank($M' \circ \Delta_j$) = $\varepsilon$-rank($M$) for all $\varepsilon$, and rank($M' \circ \Delta_j, 1$) = rank($M \circ \Delta_j$) for all $j$. The result then follows from Theorem 33.

We will prove Theorem 32 by constructing an $M$ with high approximate rank, and a good rectangle cover $\{X_j \times Y_j\}$. Following [19] and [14], we will make use of a technique due to Sherstov for proving communication lower bounds, called the pattern matrix method [20]. We begin with some definitions.

**Definition 35 (Fourier spectrum).** For a real-valued function $p : \{0,1\}^m \to \mathbb{R}$, its Fourier coefficients are defined, for each $S \subseteq [m]$:

$$\hat{p}(S) = \frac{1}{2^m} \sum_{z \in \{0,1\}^m} p(z) \chi_S(z),$$

where $\chi_S(z) = (-1)^{\sum_{s \in S} z_s}$. It is easily verified that $p = \sum_{S\subseteq [m]} \hat{p}(S) \chi_S$.

**Definition 36 (Degree and approximate degree).** The degree of a function $p : \{0,1\}^m \to \mathbb{R}$ is defined $\deg(p) = \max\{|S| : \hat{p}(S) \neq 0\}$. For any $\varepsilon \geq 0$, $\deg_\varepsilon(p) = \min\{\deg(\hat{p}) : \|p - \hat{p}\|_\infty \leq \varepsilon\}$.

Pattern matrices, defined by Sherstov in [20], are useful for proving lower bounds in communication complexity, because their rank and approximate rank are relatively easy to lower bound. In [19], Robere, Pitassi, Rossman and Cook first used this analysis to give lower bounds on $m\text{SP}(f)$ for some $f$. We now state the definition, using the notation from [14], which differs slightly from [20].

**Definition 37 (Pattern matrix).** For a real-valued function $p : \{0,1\}^m \to \mathbb{R}$, and a positive integer $\lambda$, the $(m, \lambda, p)$-pattern matrix is defined as $F \in \mathbb{R}^{\{0,1\}^m \times (|\lambda| \times \{0,1\}^m)}$ where for $y \in \{0,1\}^m$, $x \in [\lambda]^m$, and $w \in \{0,1\}^m$,

$$F[y, (x, w)] = f(y_{\lambda}^i)$

where by $y_{\lambda}^i$, we mean the $m$-bit string containing one bit from each $\lambda$-sized block of $y$ as specified by the entries of $x$: $(y_{x_1}^{(1)}, y_{x_2}^{(2)}, \ldots, y_{x_m}^{(m)})$, where $y_i \in \{0,1\}^{2^\lambda}$ is the $i$-th block of $y$.

For comparison, what [20] calls an $(n, t, p)$-pattern matrix would be a $(t, n/t, p)$-pattern matrix in our notation. As previously mentioned, a pattern matrix has the nice property that its rank (or even approximate rank) can be lower bounded in terms of properties of the Fourier spectrum of $p$. In particular, the following is proven in [20]:

**Lemma 38.** Let $F$ be the $(m, \lambda, p)$-pattern matrix for $p : \{0,1\}^m \to \{-1, +1\}$. Then for any $\varepsilon \in [0,1]$ and $\delta \in [0, \varepsilon]$, we have:

$$\text{rank}(F) = \sum_{S \subseteq [m], \hat{p}(S) \neq 0} \lambda^{|S|} \quad \text{and} \quad \delta\text{-rank}(F) \geq \lambda^{\deg_\varepsilon(p)} \frac{(\varepsilon - \delta)^2}{(1 + \delta)^2}. $$
This shows that we can use functions \( p \) of high approximate degree to construct pattern matrices \( F \in \mathbb{R}^{(0,1)^m \times ([\lambda]^{m} \times (0,1)^m)} \) of high approximate rank. To apply Lemma 34, we also need to find a good rectangle cover of some \( F \).

A \( b \)-certificate for a function \( p \) on \( \{0,1\}^m \) is an assignment \( \alpha : S \to \{0,1\} \) for some \( S \subseteq [m] \) such that for any \( x \in \{0,1\}^m \) such that \( x_j = \alpha(j) \) for all \( j \in S \), \( f(x) = b \). The size of a certificate is \( |S| \). The following shows how to use the certificates of \( p \) to construct a rectangle cover of its pattern matrix.

**Lemma 39.** Let \( p : \{0,1\}^m \to \{-1,+1\} \), and suppose there is a set of \( \ell \) certificates for \( p \) of size at most \( C \) such that every input satisfies at least one certificate. Then for any positive integer \( \lambda \), there exists a function \( f : \{0,1\}^n \to \{0,1\} \) for \( n = \ell(2\lambda)^C \) such that for any \( \kappa \in (0,1) \) and \( \epsilon \in [\sqrt{\kappa},1] \):

\[
m\widetilde{\text{SP}}_\kappa(f) \geq \Omega \left( (\epsilon - \sqrt{\kappa})^2 \lambda^{\deg_\epsilon(p)} \right).
\]

**Proof.** For \( i = 1, \ldots, \ell \), let \( \alpha_i : S_i \to \{0,1\} \) for \( S_i \subset [m] \) of size \( |S_i| \leq C \) be one of the \( \ell \) certificates. That is, for each \( i \), there is some \( v_i \in \{-1,+1\} \) such that for any \( x \in \{0,1\}^m \), if \( x_j = \alpha_i(j) \) for all \( j \in S_i \), then \( p(x) = v_i \) (so \( \alpha_i \) is a \( v_i \)-certificate).

We let \( F \) be the \((m,\lambda,p)\)-pattern matrix, which has \( \|F\|_\infty = 1 \) since \( p \) has range \( \{-1,+1\} \).

We will define a rectangle cover as follows. For every \( i \in [\ell] \), \( k \in [\lambda^{S_i}] \), and \( b \in \{0,1\}^{S_i} \), define:

\[
X_{i,k,b} = \{(x,w) \in [\lambda]^m \times \{0,1\}^m : \forall j \in S_i, w_j = b_j, x_j = k_j\}
\]

\[
Y_{i,k,b} = \{y \in \{0,1\}^{\lambda m} : \forall j \in S_i, y^{(j)}_j = b_j \oplus \alpha_i(j)\}.
\]

We first note that this is a rectangle cover. Fix any \( y \in \{0,1\}^{\lambda m}, x \in [\lambda]^m \) and \( w \in \{0,1\}^m \).

First note that for any \( i \), if we let \( b \) be the restriction of \( w \) to \( S_i \), and \( k \) the restriction of \( x \) to \( S_i \), we have \( (x,w) \in X_{i,k,b} \). This holds in particular for \( i \) such that \( \alpha_i \) is a certificate for \( y \mid_x \oplus w \), and by assumption there is at least one such \( i \). For such an \( i \), we have \( y^{(j)}_j \oplus w_j = \alpha(j) \) for all \( j \in S_i \), so \( y \in Y_{i,k,b} \). Thus, we can apply Lemma 34.

Note that if \( (x,w) \in X_{i,k,b} \), and \( y \in Y_{i,k,b} \), then \( (y \mid_x \oplus w)[j] = y^{(j)}_j \oplus w_j = \alpha(j) \) for all \( j \in S_i \), so \( p(y \mid_x \oplus w) = v_i \). Letting \( \Delta_{i,k,b}[y, (x,w)] = 1 \) if \( y \in Y_{i,k,b} \) and \( (x,w) \in X_{i,k,b} \), and 0 else, we have that if \( y \in Y_{i,k,b} \) and \( (x,w) \in X_{i,k,b} \), \( (F \circ \Delta_{i,k,b})[y, (x,w)] = p(y \mid_x \oplus w) = v_i \), and otherwise, \( (F \circ \Delta_{i,k,b})[y, (x,w)] = 0 \). Thus \( \text{rank}(F \circ \Delta_{i,k,b}) = \text{rank}(v_i \Delta_{i,k,b}) = 1 \). Then by Lemma 34, there exists \( f : \{0,1\}^n \to \{0,1\} \) where \( n = \sum_{i=1}^{\ell} (2\lambda)^{|S_i|} \leq \ell(2\lambda)^C \) such that:

\[
m\widetilde{\text{SP}}_\kappa(f) \geq \sqrt{\kappa}\text{-rank}(F) \geq \lambda^{\deg_\epsilon(p)} \frac{(\epsilon - \sqrt{\kappa})^2}{(1 + \sqrt{\kappa})^2}, \text{ by Lemma 38.}
\]

We now prove Theorem 32, restated below:

**Theorem 32.** There is an explicit Boolean function \( f : D \to \{0,1\} \) for \( D \subseteq \{0,1\}^n \) such that for any constant \( \kappa \),

\[
\log m\widetilde{\text{SP}}_\kappa(f) \geq \Omega((\log n)^{2-o(1)}).
\]

**Proof.** By [5, Theorem 38], there is a function \( p \) with \( \deg_{1/3}(p) \geq C(p)^{2-o(1)} \), which is, up to the \( o(1) \) in the exponent, the best possible separation between these two quantities. In particular, this function has \( \deg_{1/3}(p) \geq M^{2-o(1)} \), and \( C(p) \leq M^{1+o(1)} \), where \( C(p) \) is the certificate complexity of \( p \), for some parameter \( M \) (see [5] equations (64) and (65), where
$p$ is referred to as $F$), and $p$ is a function on $M^{2+o(1)}$ variables (see [5], discussion above equation (64)). Thus, there are at most $(M^{2+o(1)})$ possible certificates of size $M^{1+o(1)}$ such that each input satisfies at least one of them.

Then by Lemma 39 there exists a function $f : \{0,1\}^n \rightarrow \{0,1\}$ for some $n$ such that $n \leq (M^{2+o(1)}) (2\lambda) M^{1+o(1)}$ such that for constant $\kappa < 1/36$ and constant $\lambda$:

$$\log m \overline{\mathcal{P}}_{\kappa}(f) \geq \Omega(\deg_{1/3} (p) \log \kappa) \geq M^{2-o(1)}.$$ 

Then we have:

$$\log n \leq \log (M^{2+o(1)}) + M^{1+o(1)} \log (2\lambda) = O(M^{1+o(1)} \log M) = M^{1+o(1)}.$$ 

Thus, $\log m \overline{\mathcal{P}}_{\kappa}(f) \geq (\log n)^{2-o(1)}$, and the result for any $\kappa$ follows using Corollary 19.

Since for all total functions $p$, $\deg_{1/3} (p) \leq C(p)^2$, where $C(p)$ is the certificate complexity of $p$, Lemma 39 can’t prove a lower bound better than $\log m \overline{\mathcal{P}}(p) \geq (\log n)^2$ for any $n$-bit function. We state a more general version of Lemma 39 that might have the potential to prove a better bound, but we leave this as future work.

**Lemma 40.** Fix $p : \{0,1\}^m \rightarrow \{-1,+1\}$. For $i = 1,\ldots,\ell$, let $\alpha_i : S_i \rightarrow \{0,1\}$ for $S_i \subseteq [m]$ be a partial assignment such that every $z \in \{0,1\}^m$ satisfies at least one of the assignments. Let $p_i$ denote the restriction of $p$ to strings $z$ satisfying the assignment $\alpha_i$. Then for every positive integer $\lambda$, there exists a function $f : \{0,1\}^n \rightarrow \{0,1\}$, where $n = \sum_{i=1}^\ell (2\lambda)^{|S_i|}$ such that for any $\kappa \in (0,1)$ and $\varepsilon \in [\sqrt{\kappa},1)$:

$$m \overline{\mathcal{P}}_{\kappa}(f) \geq \Omega \left( \frac{(\varepsilon - \sqrt{\kappa})^2 \lambda \overline{\deg_{\alpha}} (p)}{\max_{c \in [0]} \sum_{S \subseteq [m] \setminus S_i : \alpha_i \setminus \hat{c}} \lambda |S|} \right).$$

To make use of this lemma, one needs a function $p$ of high approximate degree, such that for every input, there is a small assignment that lowers the degree to something small. This generalizes Lemma 39 because a certificate is an assignment that lowers the degree of the remaining sub-function to constant. However, we note that a $p$ with these conditions is necessary but may not be sufficient for proving a non-trivial lower bound, because while $\sum_{S \subseteq [m] : \alpha_i \setminus \hat{c}} \lambda |S| > \lambda |\deg_{\alpha}(p)|$, it may also be much larger if $p_i$ has a dense Fourier spectrum.

**Proof.** Let $F$ be the $(m,\lambda,p)$-pattern matrix. Let $\{Y_{i,k,b} \times X_{i,k,b}\}_{i,k,b}$ be the same rectangle covered defined in the proof of Lemma 39, with the difference that since the $\alpha_i$ are no longer certificates, the resulting submatrices of $F$ may not have constant rank.

Let $\Delta_{i,k,b} = \sum_{y \in Y_{i,k,b}} |y| \sum_{(x,w) \in X_{i,k,b}} \langle x, w \rangle$. Then

$$F \circ \Delta_{i,k,b} = \sum_{y \in Y_{i,k,b}, (x,w) \in X_{i,k,b}} p(x,w) |y| \langle x, w \rangle.$$ 

Note that when $y \in Y_{i,k,b}$ and $(x,w) \in X_{i,k,b}$, $y|x \oplus w$ satisfies $\alpha_i$, so $p(y|x \oplus w) = p_i(y'|x' \oplus w')$, where $y'$, $x'$ and $w'$ are restrictions of $y \in \{0,1\}^m$, $x \in [\lambda]^m$ and $w \in \{0,1\}^m$ to $[m] \setminus S_i$. Thus, continuing from above, and rearranging registers, we have:

$$F \circ \Delta_{i,k,b} = \sum_{y' \in \{0,1\}^m : y|x \oplus w} p_i(y'|x' \oplus w') |y'| \langle x', w' \rangle \oplus \sum_{y \in \{0,1\}^m : y|_{k,b} = k \oplus \alpha_i} |y| \langle k, b \rangle$$

$$= F_i \otimes J_2(\lambda-1)|S_i|_1.$$
where $F_i$ is the $(m, \lambda, p_i)$-pattern matrix, and $J_{a,b}$ is the all-ones matrix of dimension $a$ by $b$, which always has rank 1 for $a, b > 0$. Thus

$$\text{rank}(F \circ \Delta_{i,k,b}) = \text{rank}(F_i) \text{rank}(J_{2^\lambda, 1 \parallel S_i, 1, 1}) = \text{rank}(F_i) = \sum_{S \subseteq \{m\} \setminus S_i} |\lambda[S]|,$$

by [20]. This part of the proof follows [19, Lemma IV.6].

By Lemma 34 and Lemma 38, we have:

$$m\tilde{SP}_n(f) \geq \Omega \left( \frac{\sqrt{\kappa} \cdot \text{rank}(F)}{\max_{i,k,b} \text{rank}(F \circ \Delta_{i,k,b})} \right) \geq \Omega \left( \frac{\varepsilon \cdot \sqrt{\kappa}}{\max_{i,k,b} \text{rank}(F \circ \Delta_{i,k,b})} \right) \cdot \chi_{\deg_p}(U) . \quad \checkmark$$

### 5.2 Monotone Algorithms

In Theorem 32, we showed a non-trivial lower bound on $\log \tilde{SP}(f)$ for some explicit monotone function $f$. Unlike lower bounds on $\log \tilde{SP}(f)$, this does not give us a lower bound on the quantum space complexity of $f$, however, at the very least it gives us a lower bound on the quantum space complexity of a certain type of quantum algorithm. Of course, this is naturally the case, since a lower bound on $m\tilde{SP}(f)$ gives us a lower bound on the quantum space complexity of any algorithm for $f$ that is obtained from a monotone span program. However, this is not the most satisfying characterization, as it is difficult to imagine what this class of algorithms looks like.

In this section, we will consider a more natural class of algorithms whose space complexity is lower bounded by $m\tilde{SP}(f)$, and in some cases $m\tilde{SP}(f)$. We will call a quantum query algorithm a phase estimation algorithm if it works by estimating the amplitude on $|0\rangle$ in the phase register after running phase estimation of a unitary that makes one query. We assume that the unitary for which we perform phase estimation is of the form $UO_x$. This is without loss of generality, because the most general form is a unitary $U_2O_xU_1$, but we have $(U_2O_xU_1)|\psi_0\rangle = U_1^T(UO_x)|\psi_0\rangle$ where $|\psi_0\rangle = U_1|\psi_0\rangle$, and $U = U_1U_2$. The weight on a phase of $|0\rangle$ is not affected by this global (t-independent) $U_1^T$. Thus, we define a phase estimation algorithm as follows:

**Definition 41.** A phase estimation algorithm $A = (U, |\psi_0\rangle, \delta, T, M)$ for $f: D \to \{0, 1\}$, $D \subseteq \{0, 1\}^n$, is defined by (families of):

- a unitary $U$ acting on $H = \text{span}\{|j, z\rangle: j \in \{n\}, z \in Z\}$ for some finite set $Z$;
- an initial state $|\psi_0\rangle \in H$;
- a bound $\delta \in [0, 1/2]$;
- positive integers $T$ and $M \leq \frac{1}{\sqrt{\epsilon}}$;

such that for any $M' \geq M$ and $T' \geq T$, the following procedure computes $f$ with bounded error:

1. Let $\Phi(x)$ be the algorithm that runs phase estimation of $UO_x$ on $|\psi_0\rangle$ for $T'$ steps, and then computes a bit $|b\rangle_A$ in a new register $A$, such that $b = 0$ if and only if the phase estimate is $0$.

2. Run $M'$ steps of amplitude estimation to estimate the amplitude on $|0\rangle_A$ after application of $\Phi(x)$. Output $0$ if the amplitude is $> \delta$.

The query complexity of the algorithm is $O(MT)$, and, the space complexity of the algorithm is $\log \dim H + \log T + \log M + 1$.

We insist that the algorithm work not only for $M$ and $T$ but for any larger integers as well, because we want to ensure that the algorithm is successful because $M$ and $T$ are large enough, and not by some quirk of the particular chosen values. When $\delta = 0$, the algorithm has one-sided error (see Lemma 46).
We remark on the generality of this form of algorithm. Any algorithm can be put into this form by first converting it to a span program, and then compiling that into an algorithm, preserving both the time and space complexity, asymptotically. However, we will consider a special case of this type of algorithm that is not fully general.

**Definition 42.** A monotone phase estimation algorithm is a phase estimation algorithm such that if $\Pi_0(x)$ denotes the orthogonal projector onto the $(+1)$-eigenspace of $U\Omega_x$, then for any $x \in \{0,1\}^n$, $\Pi_0(x)|\psi_0\rangle$ is in the $(+1)$-eigenspace of $\Omega_x$.

Let us consider what is “monotone” about this definition. The algorithm rejects if $|\psi_0\rangle$ has high overlap with the $(+1)$-eigenspace of $U\Omega_x$, i.e., $\Pi_0(x)|\psi_0\rangle$ is large. In a monotone phase estimation algorithm, we know that the only contribution to $\Pi_0(x)|\psi_0\rangle$ is in the $(+1)$-eigenspace of $\Omega_x$, which is exactly the span of $|j, z\rangle$ such that $x_j = 0$. Thus, only $0$-queries can contribute to the algorithm rejecting.

As a simple example, Grover's algorithm is a monotone phase estimation algorithm. Specifically, let $|\psi_0\rangle = \frac{1}{\sqrt{n}} \sum_{j=1}^n |j\rangle$ and $U = (2|\psi_0\rangle\langle\psi_0| - I)$. Then $U\Omega_x$ is the standard Grover iterate, and $|\psi_0\rangle$ is in the span of $e^{i\theta}$-eigenvectors of $U\Omega_x$ with $\sin|\theta| = \sqrt{|x|/n}$, so phase estimation can be used to distinguish the case $|x| = 0$ from $|x| \geq 1$. So $\Pi_0(x)|\psi_0\rangle$ is either $0$, when $|x| \neq 0$, or $|\psi_0\rangle$, when $|x| = 0$. In both cases, it is in the $(+1)$-eigenspace of $\Omega_x$.

It is clear that a monotone phase estimation algorithm can only decide a monotone function. However, while any quantum algorithm can be converted to a phase estimation algorithm, it is not necessarily the case that any quantum algorithm for a monotone function can be turned into a monotone phase estimation algorithm. Thus lower bounds on the quantum space complexity of any monotone phase estimation algorithm for $f$ do not imply lower bounds on $S_U(f)$. Nevertheless, if we let $mS_U(f)$ represent the minimum quantum space complexity of any monotone phase estimation algorithm for $f$, then a lower bound on $mS_U(f)$ at least tells us that if we want to compute $f$ with space less than said bound, we must use a non-monotone phase estimation algorithm.

Similarly, we let $mS_U^1(f)$ denote the minimum quantum space complexity of any monotone phase estimation algorithm with $\delta = 0$ that computes $f$ (with one-sided error).

The main theorem of this section states that any monotone phase estimation algorithm for $f$ with space $S$ can be converted to a monotone span program of size $2^{\Theta(S)}$ that approximates $f$, so that lower bounds on $m\overline{S}(f)$ imply lower bounds on $mS_U(f)$; and that any monotone phase estimation algorithm with $\delta = 0$ and space $S$ can be converted to a monotone span program of size $2^{\Theta(S)}$ that decides $f$ (exactly) so that lower bounds on $mS(f)$ imply lower bounds on $mS_U^1(f)$. These conversions also preserve the query complexity. We now formally state this main result.

**Theorem 43.** Let $A = (U, |\psi_0\rangle, \delta, T, M)$ be a monotone phase estimation algorithm for $f$ with space complexity $S = \log \dim H + \log T + \log M + 1$ and query complexity $O(TM)$. Then there is a monotone span program with complexity $O(TM)$ and size $2^{\log H} \leq 2^S$ that approximates $f$. If $\delta = 0$, then this span program decides $f$ (exactly). Thus

$$mS_U(f) \geq \log m\overline{S}(f) \quad \text{and} \quad mS_U^1(f) \geq \log mS(f).$$

We prove this theorem in Section 5.2.1. As a corollary, lower bounds on $m\overline{S}(f)$, such as the one from [14], imply lower bounds on $mS_U^1(f)$; and lower bounds on $m\overline{S}(f)$ such as the one in Theorem 32, imply lower bounds on $mS_U(f)$. In particular:

**Corollary 44.** Let $f : \{0,1\}^n \rightarrow \{0,1\}$ be the function described in Theorem 32. Then $mS_U(f) \geq (\log n)^{2-o(1)}$. Let $g : \{0,1\}^n \rightarrow \{0,1\}$ be the function described in Theorem 31. Then $mS_U^1(g) \geq \Omega(n)$. 
We emphasize that while this does not give a lower bound on the quantum space complexity of \( f \), or the one-sided quantum space complexity of \( g \), it does show that any algorithm that uses \( (\log n)^c \) space to solve \( f \) with bounded error, for \( c < 2 \), or \( o(n) \) space to solve \( g \) with one-sided error, must be of a different form than that described in Definition 41 and Definition 42.

In a certain sense, monotone phase estimation algorithms completely characterize those that can be derived from monotone span programs, because the algorithm we obtain from compiling a monotone span program is a monotone phase estimation algorithm, as stated below in Lemma 45. However, not all monotone phase estimation algorithms can be obtained by compiling monotone span programs, and similarly, we might hope to show that an even larger class of algorithms can be converted to monotone span programs, in order to give more strength to lower bounds on \( mS_U(f) \).

\begin{lemma}
Let \( P \) be an approximate monotone span program for \( f \) with size \( S \) and complexity \( C \). Then there is a monotone algorithm for \( f \) with query complexity \( O(C) \) and space complexity \( O(\log S + \log C) \).
\end{lemma}
\begin{proof}
Fix a monotone span program, and assume it has been appropriately scaled. Without loss of generality, we can let \( H_j = H_{j,1} = \text{span}\{j, z : z \in \mathbb{Z}_j\} \) for some finite set \( \mathbb{Z}_j \). Then, \( O_x = I - 2I_{\text{row}(A)} \), which is only true because the span program is monotone. Let \( U = 2I_{\text{row}(A)} - I \). Then \( UO_x = (2I_{\ker(A)} - I)(2I_{H(x)} - I) \) is the span program unitary, described in [8]. The algorithm obtained from compiling a span program works by performing \( O(C) \) steps of phase estimation of this unitary, applied to \( |w_0 \rangle = A^+|\tau \rangle \), and estimating the amplitude on \( 0 \) in the phase register to constant precision (see [8, Lemma 3.6]). This is clearly a phase estimation algorithm for \( f \) with query complexity \( O(C) \) and space complexity \( O(\log S + \log C) \).

The algorithm is a monotone phase estimation algorithm because \( U = 2I_{\text{row}(A)} - I \) is a reflection, and \( |\psi_0 \rangle = |w_0 \rangle = A^+|\tau \rangle \) is in the \((+1)\)-eigenspace of \( U \), \( \text{row}(A) \). Since \( U \) is a reflection, the \((+1)\)-eigenspace of \( UO_x \) is exactly \((\ker(A) \cap H(x)) \oplus (\text{row}(A) \cap H(x)^\perp)\), and so \( \Pi_0(x)|w_0 \rangle \in \text{row}(A) \cap H(x)^\perp \subset H(x)^\perp \).
\end{proof}

\subsection{Monotone Algorithms to (Approximate) Monotone Span Programs}
In this section, we prove Theorem 43. Throughout this section, we fix a phase estimation algorithm \( A = (U, |\psi_0 \rangle, \delta, T, M) \) that computes \( f \), with \( U \) acting on \( \mathcal{H} \). For any \( x \in \{0, 1\}^n \) and \( \Theta \in [0, \pi] \), we let \( \Pi_\Theta(x) \) denote the orthogonal projector onto the span of \( e^{i\Theta}\)-eigenvectors of \( UO_x \) for \( |\theta| \leq \Theta \). We will let \( \Pi_x = \sum_{j \in [n], z \in \mathbb{Z} \land x_j = 1} |j, z \rangle \langle j, z| \).

We begin by drawing some conclusions about the necessary relationship between the eigenspaces of \( UO_x \) and a function \( f \) whenever a monotone phase estimation computes \( f \). The proofs are somewhat dry and are relegated to Appendix B.

\begin{lemma}
Fix a phase estimation algorithm with \( \delta = 0 \) that solves \( f \) with bounded error. Then if \( f(x) = 0 \),
\[ \|\Pi_0(x)|\psi_0 \rangle\|^2 \geq \frac{1}{M^2} \],
and for any \( d < \sqrt{8}/\pi \), if \( f(x) = 1 \), then
\[ \|\Pi_{d\pi/T}(x)|\psi_0 \rangle\|^2 = 0 \],
and the algorithm always outputs 1, so it has one-sided error.
\end{lemma}
Lemma 47. Fix a phase estimation algorithm with $\delta \neq 0$ that solves $f$ with bounded error. Then there is some constant $c > 0$ such that if $f(x) = 0$, 
\[ \|\Pi_0(x)\psi_0\|^2 \geq \max\{\delta(1 + c), 1/M^2\} \]
and if $f(x) = 1$, for any $d < \sqrt{8}/\pi$, 
\[ \|\Pi_{d\pi/T}(x)\psi_0\|^2 \leq \frac{\delta}{1 - \frac{2\pi^2}{8}}. \]

To prove Theorem 43, we will define a monotone span program $P_A$ as follows:
\[
\begin{align*}
H_{\text{true}} &= \text{span}\{j, z : j \in [n], z \in \mathbb{Z}\} = \mathcal{H} \\
H_{j,1} &= H_j = \text{span}\{j, z, 1 : z \in \mathbb{Z}\} \\
A[j, z, 1) &= \frac{1}{2}(|j, z\rangle - (-1)^j|j, z\rangle) = |j, z\rangle \\
A[j, z) &= (I - U^\dagger)|j, z\rangle \\
|\tau\rangle &= |\psi_0\rangle. \tag{2}
\end{align*}
\]

We first show that $\Pi_0(x)|\psi_0\rangle$ is (up to scaling) a negative witness for $x$, whenever it is nonzero:

Lemma 48. For any $x \in \{0, 1\}^n$, we have 
\[ w_-(x) = \frac{1}{\|\Pi_0(x)|\psi_0\|^2}. \]

In particular, when $\Pi_0(x)|\psi_0\rangle \neq 0$, $\Pi_0(x)|\psi_0\rangle / \|\Pi_0(x)|\psi_0\|^2$ is an optimal negative witness for $x$. 

Proof. Suppose $\Pi_0(x)|\psi_0\rangle \neq 0$, and let $|\omega\rangle = \Pi_0(x)|\psi_0\rangle / \|\Pi_0(x)|\psi_0\|^2$. We will first show that this is a negative witness, and then show that no negative witness can have better complexity. First, we notice that 
\[ \langle \omega|\tau\rangle = \langle \omega|\psi_0\rangle = \frac{\langle \psi_0|\Pi_0(x)|\psi_0\rangle}{\|\Pi_0(x)|\psi_0\|^2} = 1. \]

Next, we will see that $\langle \omega|A\Pi_H(x)\rangle = 0$. By the monotone phase estimation property, $O_x\Pi_0(x)|\psi_0\rangle = \Pi_0(x)|\psi_0\rangle$, and so $O_x|\omega\rangle = |\omega\rangle$, and thus $\Pi_x|\omega\rangle = 0$, where $\Pi_x$ is the projector onto $|j, z\rangle$ such that $x_j = 1$. Note that $H(x) = \text{span}\{|j, z, 1) : x_j = 1, z \in \mathbb{Z}\} \oplus \text{span}\{|j, z\rangle : j \in [n], z \in \mathbb{Z}\}$. Thus $H_H(x) = H_{\text{true}} + \Pi_x \otimes |1\rangle\langle 1|$. We have:
\[ \langle \omega|A(\Pi_x \otimes |1\rangle\langle 1|)\rangle = \langle \omega|\Pi_x = 0. \]

Since $|\omega\rangle$ is in the (+1)-eigenspace of $UO_x$, we have $UO_x|\omega\rangle = |\omega\rangle$ so since $O_x|\omega\rangle = |\omega\rangle$, $U|\omega\rangle = |\omega\rangle$. Thus 
\[ \langle \omega|A\Pi_{\text{true}} = \langle \omega|(I - U^\dagger) \otimes |1\rangle = (|\omega\rangle - |\omega\rangle) \otimes |1\rangle = 0. \]

Thus $|\omega\rangle$ is a zero-error negative witness for $x$. Next, we argue that it is optimal.

Suppose $|\omega\rangle$ is any optimal negative witness for $x$, with size $w_-(x)$. Then since $\langle \omega|\Pi_x = \langle \omega|A(\Pi_x \otimes |1\rangle\langle 1|)$ must be 0, $O_x|\omega\rangle = (I - 2\Pi_x)|\omega\rangle = |\omega\rangle$, and since $\langle \omega|A\Pi_{\text{true}} = \langle \omega|(I - U^\dagger) \otimes |1\rangle$ must be 0, $U|\omega\rangle = |\omega\rangle$. Thus $|\omega\rangle$ is a 1-eigenvector of $UO_x$, so 
\[ \|\Pi_0(x)|\psi_0\|^2 \geq \left| \langle \omega|\psi_0\rangle^2 \right|^2 \leq \frac{\langle \omega|\psi_0\rangle^2}{\|\omega\|^2} = \frac{1}{\|\omega\|^2}. \]

We complete the proof by noticing that since $\langle \omega|A\Pi_{\text{true}} = 0$, we have $\langle \omega|A = \langle \omega|\langle 1|$, and $w_-(x) = \|\omega|A\|^2 = \|\omega\|^2$. \hfill \qed
Next we find approximate positive witnesses.

**Lemma 49.** For any $\Theta \geq 0$, the span program $P_A$ has approximate positive witnesses for any $x$ with error at most $\|\Pi_\Theta(x)|\psi_0\|^2$ and complexity at most $\frac{5\Theta^2}{4}$.

**Proof.** We first define a vector $|v\rangle$ by:

$$|v\rangle = (I - (U\mathcal{O}_x)\dagger)(I - \Pi_\Theta(x))|\psi_0\rangle.$$

Note that $I - (U\mathcal{O}_x)\dagger$ is supported everywhere except the $(+1)$-eigenvectors of $(U\mathcal{O}_x)\dagger$, which are exactly the $(+1)$-eigenvectors of $U\mathcal{O}_x$. Thus, $(I - \Pi_\Theta(x))|\psi_0\rangle$ is contained in this support.

Next we define $|w\rangle = (|\psi_0\rangle - (I - U\dagger)|v\rangle)|1\rangle + |v\rangle$. Then we have:

$$A|w\rangle = |\psi_0\rangle - (I - U\dagger)|v\rangle + (I - U\dagger)|v\rangle = |\psi_0\rangle = |\tau\rangle.$$

So $|w\rangle$ is a positive witness, and we next compute its error for $x$:

$$\|\Pi_{H(x)}|w\rangle\|^2 = \|\Pi_{\bar{x}}(\langle\psi_0\rangle - (I - U\dagger)|v\rangle)\|^2 = \|\Pi_{\bar{x}}|\psi_0\rangle - \Pi_{\bar{x}}(I - U\dagger)(I - (U\mathcal{O}_x)\dagger)(I - \Pi_\Theta(x))|\psi_0\rangle\|^2.$$

Above, $\Pi_{\bar{x}} = I - \Pi_x$. We now observe that

$$\Pi_{\bar{x}}(I - \mathcal{O}_xU\dagger) = \Pi_{\bar{x}}(\Pi_{\bar{x}} - (\Pi_{\bar{x}} - \Pi_x)U\dagger) = \Pi_{\bar{x}}(I - U\dagger).$$

Thus, continuing from above, we have:

$$\|\Pi_{H(x)}|w\rangle\|^2 = \|\Pi_{\bar{x}}|\psi_0\rangle - \Pi_{\bar{x}}(I - \mathcal{O}_xU\dagger)(I - \mathcal{O}_xU\dagger)(I - \Pi_\Theta(x))|\psi_0\rangle\|^2 = \|\Pi_{\bar{x}}|\psi_0\rangle - \Pi_{\bar{x}}(I - \Pi_\Theta(x))|\psi_0\rangle\|^2 = \|\Pi_{\bar{x}}\Pi_\Theta(x)|\psi_0\rangle\|^2 \leq \|\Pi_\Theta(x)|\psi_0\rangle\|^2.$$

Now we compute the complexity of $|w\rangle$. First, let $U\mathcal{O}_x = \sum_j e^{i\theta_j} |\lambda_j\rangle\langle\lambda_j|$ be the eigenvalue decomposition of $U\mathcal{O}_x$. Then

$$(I - (U\mathcal{O}_x)\dagger)^\dagger = \sum_{j: \theta_j \neq 0} e^{-i\theta_j} |\lambda_j\rangle\langle\lambda_j| \quad \text{and} \quad I - \Pi_\Theta(x) = \sum_{j: |\theta_j| > \Theta} |\lambda_j\rangle\langle\lambda_j|.$$

We can thus bound $\||v\rangle\|^2$:

$$\|v\rangle\|^2 = \|(I - (U\mathcal{O}_x)\dagger)(I - \Pi_\Theta(x))|\psi_0\rangle\|^2 = \left\|\sum_{j: |\theta_j| > \Theta} e^{-i\theta_j} \langle\lambda_j|\psi_0\rangle|\lambda_j\rangle\right\|^2 = \sum_{j: |\theta_j| > \Theta} \frac{1}{4\sin^2\frac{\pi}{2}} |\langle\lambda_j|\psi_0\rangle|^2 \leq \frac{\pi^2}{4\Theta^2}.$$

Next, using $\mathcal{O}_x + 2\Pi_x = I - 2\Pi_x + 2\Pi_x = I$, we compute:

$$\|\Pi_{\bar{x}}|\psi_0\rangle - (I - U\dagger)|v\rangle\|^2$$

$$= \|\Pi_{\bar{x}}|\psi_0\rangle - (I - \mathcal{O}_xU\dagger - 2\Pi_xU\dagger)(I - \mathcal{O}_xU\dagger)(I - \Pi_\Theta(x))|\psi_0\rangle\|^2$$

$$= \|\Pi_{\bar{x}}|\psi_0\rangle - (I - \Pi_\Theta(x))|\psi_0\rangle + 2\Pi_xU\dagger(I - (U\mathcal{O}_x)\dagger)(I - \Pi_\Theta(x))|\psi_0\rangle\|^2.$$
\[ \ldots \leq \left( \| \Pi_\Theta(x) | \psi_0 \rangle \| + 2 \left\| \Pi_x U^\dagger \sum_{j:|\theta_j|>\Theta} \frac{1}{1 - e^{-\omega_j}} \langle \lambda_j | \psi_0 \rangle | \lambda_j \rangle \right\|^2 \right) \]
\[ \leq \left( \| \Pi_\Theta(x) | \psi_0 \rangle \| + 2 \left\| \sum_{j:|\theta_j|>\Theta} \frac{1}{4 \sin^2 \frac{\theta_j}{2}} | \langle \lambda_j | \psi_0 \rangle |^2 \right\|^2 \right) \]
\[ \leq \left( \| \Pi_\Theta(x) | \psi_0 \rangle \| + \frac{\pi}{\Theta} \left\| (I - \Pi_\Theta(x)) | \psi_0 \rangle \right\|^2 \right) \leq \frac{\pi^2}{\Theta^2}. \]

Then we have the complexity of \(|w\)|:
\[ \| |w\rangle \|^2 = \| |\psi_0\rangle - (I - U^\dagger) |v\rangle \|^2 + \| |v\rangle \|^2 \leq \frac{\pi^2}{\Theta^2} + \frac{\pi^2}{4\Theta^2} = \frac{5\pi^2}{4\Theta^2}. \]

We conclude with the following two corollaries, whose combination gives Theorem 43.

**Corollary 50.** Let \( A = (U, |\psi_0\rangle, 0, T, M) \) be a monotone phase estimation algorithm for \( f \) with space complexity \( S = \log \dim \mathcal{H} + \log T + \log M + 1 \) and query complexity \( O(TM) \). Then there is a monotone span program that decides \( f \) (exactly) whose size is \( 2 \dim \mathcal{H} \leq 2^S \) and whose complexity is \( O(TM) \).

**Proof.** If \( f(x) = 0 \), then by Lemma 46, we have \( \| \Pi_0(x) | \psi_0 \rangle \|^2 \geq \frac{1}{\Theta^2} \), so by Lemma 48, \( w_- (x) \leq M^2 \). Thus \( W_- \leq M^2 \).

If \( f(x) = 1 \), then by Lemma 46, we have \( \| \Pi_2/T(x) | \psi_0 \rangle \|^2 = 0 \), so by Lemma 49, there’s an exact positive witness for \( x \) with complexity \( O(T^2) \). Thus \( W_+ \leq O(T^2) \), and so the span program \( P_A \) from (2) has complexity \( O(TM) \). The size of the span program \( P_A \) is \( \dim H = 2 \dim \mathcal{H} \).

**Corollary 51.** Let \( A = (U, |\psi_0\rangle, \delta, T, M) \) be a monotone phase estimation algorithm for \( f \) with space complexity \( S = \log \dim \mathcal{H} + \log T + \log M + 1 \) and query complexity \( O(TM) \). Then there is a constant \( \kappa \in (0, 1) \) such that there exists a monotone span program that \( \kappa \)-approximates \( f \) whose size is \( 2 \dim \mathcal{H} \leq 2^S \) and whose complexity is \( O(TM) \).

**Proof.** If \( f(x) = 0 \), then by Lemma 47, we have \( \| \Pi_0(x) | \psi_0 \rangle \|^2 > \delta (1 + c) \) for some constant \( c > 0 \). Thus, by Lemma 48, \( W_- \leq \frac{1}{(1 + c)\delta} \).

If \( f(x) = 1 \), then by Lemma 49, setting \( \Theta = \delta \pi/T \) for \( d = \frac{\delta}{2} \sqrt{1 + c} \), where \( c \) is the constant from above), by Lemma 49 there is an approximate positive witness for \( x \) with error \( e_x = \left\| \Pi_{2\sqrt{1 + c}T/T} (x) | \psi_0 \rangle \right\| \) and complexity \( O(T^2) \). By Lemma 47, we have
\[ e_x \leq \frac{\delta}{1 - \frac{\delta\pi}{8}} = \frac{\delta}{\frac{\delta}{2(1 + c)} + 1 + c/2} \leq \frac{1}{1 + c/2} W_- . \]

Thus, letting \( \kappa = \frac{1}{1 + c/2} < 1 \), we have that \( P_A \) \( \kappa \)-approximates \( f \). Since the positive witness complexity is \( O(T^2) \), and by Lemma 47, we also have \( W_- \leq O(M^2) \), the complexity of \( P_A \) is \( O(TM) \). The size of \( P_A \) is \( \dim H = 2 \dim \mathcal{H} \).
\section*{A Proof of Claim 18}

In this section, we prove Claim 18, restated below:

\begin{quote}
\begin{itemize}
\item Claim 18. Let $P$ be a span program that $\kappa$-approximates $f: D \rightarrow \{0,1\}$ for some constant $\kappa$. For any constant $\kappa' \leq \kappa$, there exists a span program $P'$ that $\kappa'$-approximates $f$ with $s(P') = (s(P) + 2)^{\frac{\log \frac{1}{\kappa'}}{\log \frac{1}{\kappa}}} + C_{\kappa'}(P, D) \leq O(C_{\kappa}(P, D)).$
\end{itemize}
\end{quote}

Let $|w_0\rangle = A^+|\tau\rangle$. We say a span program is \emph{normalized} if $\|w_0\| = 1$. A span program can easily be normalized by scaling $|\tau\rangle$, which also scales all positive witnesses and inverse scales all negative witnesses. However, we sometimes want to normalize a span program, while also keeping all negative witness sizes bounded by a constant. We can accomplish this using the following construction, from [8].

\begin{proof}
For any constant $\kappa$, if $|w\rangle$ is an approximate positive witness for $x \in P$, with $\|\Pi_{H(x)}|w\rangle\| \leq \frac{\kappa}{\sqrt{W_-(P)}}$ and $\|w\| \leq \sqrt{W_+(P)}$, then $A^\beta|w\rangle = |\tau\rangle$.

One can check that $A^\beta|w\rangle = |\tau\rangle$.

$\|\Pi_{H(x)}|w\rangle\|^2 = \frac{1}{(1 + \kappa)^2} \|\Pi_{H(x)}|w\rangle\|^2 + \frac{\kappa^2}{(1 + \kappa)^2}$

$\leq \frac{1}{(1 + \kappa)^2} \frac{\kappa}{W_-(P)} + \frac{\kappa}{W_-(P)}$,

$= \frac{\kappa^2}{(1 + \kappa)^2} \leq \frac{2\kappa(1 + \kappa)}{W_-(P)^2(1 + \kappa)^2}$

where we have used $W_-(P^\beta) \leq 2$. We upper bound $\sqrt{W_+(P)}$ by noting that:

$\|w\|^2 \leq \frac{1}{(1 + \kappa)^2} \sqrt{W_+(P)} + \frac{\beta^2}{\beta^2 + N} + \frac{\kappa^2}{(1 + \kappa)^2} \leq \sqrt{W_+(P)} \sqrt{W_+(P)} + 2$.

Finally, $s(P^\beta) = s(P) + 2$ because of the two extra degrees of freedom $|\tilde{0}\rangle$ and $|\tilde{1}\rangle$.
\end{proof}
We can bound the error as: Thus, using the assumption \( \|w_0\| \leq 1 \), and Proof of Claim 18. We will first show how, given a span program \( P \) such that \( \|w_0\| \leq 1 \), and \( P \) \( \kappa \)-approximates \( f \), we can get a span program \( P' \) such that \( \|w'_0\| \leq 1 \), \( W_-(P') \leq W_-(P)^2 \), \( P' \) \( \kappa \)-approximates \( f \), \( \widehat{W_+}(P') \leq 4\widehat{W_+}(P) \), and \( s(P') = s(P)^2 \).

Define \( P' \) as follows, where \( S \) is a swap operator, which acts as \( S(|u|v)) = |v|u \) for all \( |u|, |v| \in H \):

\[
H'_{j,b} = H_{j,b} \otimes H, \quad A' = (A \otimes A) \left( \frac{IH \otimes H + S}{2} \right), \quad |\tau'\rangle = |\tau\rangle|\tau\rangle.
\]

Observe that for any \( |u|, |v| \in H \), we have

\[
A'(|u|v) - |v|u) = 0, \quad \text{and} \quad A'|u|u) = A|u| \otimes A|u).
\]

Note that \( A'(|w_0|w_0) = |\tau'| \), so \( \|A'|^2 \| \leq \|w_0|w_0\| \leq 1 \).

If \( \langle \omega \rangle \) is a negative witness for \( x \) in \( P \), it is easily verified that \( \langle \omega' \rangle = \langle \omega \rangle \otimes \langle \omega \rangle \) is a negative witness in \( P' \), and

\[
\|\langle \omega'\rangle |A'\|^2 = \frac{1}{2} \|\langle \omega|A \rangle \otimes (\langle \omega|A \rangle + \frac{1}{2} (\langle \omega|A \rangle \otimes (\langle \omega|A \rangle) \|^2 = \|\langle \omega|A \|^4,
\]

so \( \omega_-(x, P') \leq \omega_-(x, P)^2 \), and \( W_-(P') \leq W_-(P)^2 \).

If \( |w| \) is an approximate positive witness for \( x \) in \( P \), then define

\[
|w'\rangle = |w\rangle - \Pi_{H(x)}|w\rangle \Pi_{H(x)}|w\rangle + \Pi_{H(x)}|w\rangle \Pi_{H(x)}|w\rangle - \Pi_{H(x)}|w\rangle \Pi_{\ker(A)}|w\rangle.
\]

We have

\[
A'|w'\rangle = A|w\rangle |A\rangle - \frac{1}{2} (A \Pi_{H(x)}|w\rangle \otimes A \Pi_{\ker(A)}|w\rangle + A \Pi_{\ker(A)}|w\rangle \otimes A \Pi_{H(x)}|w\rangle)
\]

\[
= |\tau\rangle |\tau\rangle = |\tau'\rangle.
\]

We can bound the error as:

\[
\|\Pi_{H(x)} |w'\rangle\|^2 = \|\Pi_{H(x)} |w\rangle - \Pi_{H(x)} |w\rangle \Pi_{H(x)} |w\rangle\|^2 \leq \frac{\kappa^2}{W_-(P)^2} \leq \frac{\kappa^2}{W_-(P)^2}.
\]

Next, observe that

\[
(P_{H(x)} + P_{H(x)}^+) \otimes (P_{H(x)} + P_{H(x)}^+) - P_{H(x)} + P_{H(x)}^+ = P_{H(x)} \otimes I + I \otimes P_{H(x)}^+ = P_{H(x)} \otimes I + I \otimes P_{H(x)}^+ = P_{H(x)} \otimes I + I \otimes P_{H(x)}^+ = P_{H(x)} \otimes I + I \otimes P_{H(x)}^+.
\]

so \( |w'\rangle = |H(x)|w\rangle \otimes |w\rangle + |H(x)|w\rangle \otimes |H(x)|w\rangle = |H(x)|w\rangle \otimes |\ker(A)|w\rangle.
\]

Thus, using the assumption \( \|w_0\| \leq 1 \), and the fact that \( \Pi_{\row(A)}|w\rangle = |w_0\rangle:

\[
\|w'\|^2 = \|\Pi_{H(x)} |w\rangle + |w\rangle \Pi_{H(x)} |w\rangle - \Pi_{H(x)} |w\rangle \Pi_{\ker(A)} |w\rangle\|^2 = \|\Pi_{H(x)} |w\rangle \Pi_{\row(A)} |w\rangle + |w\rangle \Pi_{H(x)}^+ |w\rangle\|^2 = \|\Pi_{H(x)} |w_0\rangle\|^2 + \|w\rangle \Pi_{H(x)}^+ |w\rangle\|^2 + 2 \|\Pi_{H(x)} |w\rangle\|^2 (w_0 \Pi_{H(x)}^+ |w\rangle \leq \widehat{W_+}(P) + \widehat{W_+}(P) \frac{\kappa}{W_-(P)} + 2 \widehat{W_+}(P) \sqrt{\frac{\kappa}{W_-(P)}} \leq (1 + \kappa + 2\sqrt{\kappa}) \widehat{W_+}(P).
\]

Note that we could assume that \( \widehat{W_+}(P) \geq 1 \) because \( \|w_0\| \leq 1 \).
We will prove the lemmas as a collection of claims. Fix $x$.

Claim 54. If $f(x) = 0$, then $\|\Pi_0(x)|\psi_0\rangle\|^2 \geq \frac{1}{M'}$.

Proof. Since the algorithm computes $f$ with bounded error, the probability of accepting $x$ is at most $1/3$, so $\tilde{p} \leq \tilde{\delta}$ with probability at most $1/3$.

Amplitude estimation is just phase estimation of a unitary $W_\Phi$ such that $|\psi(x)\rangle$ is in the span of $e^{\pm 2i\theta_x}$-eigenvectors of $W_\Phi$, where $p_x = \sin^2 \theta_x$, $\theta_x \in [0, \pi/2]$ [4]. One can show that the probability of outputting an estimate $\tilde{p} = 0$ is $\sin^2(M'\theta_x)/(M'^2\sin^2(\theta_x))$, so

$$\frac{1}{3} \geq \frac{\sin^2(M'\theta_x)}{M'^2\sin^2(\theta_x)}.$$ 

If $M'\theta_x \leq \frac{\pi}{2}$, then this would give $\frac{1}{3} \geq \frac{4}{\pi^2}$, which is a contradiction. Thus, we have:

$$M'\theta_x > \frac{\pi}{2} \Rightarrow \frac{2\theta_x}{\pi} > \frac{1}{M'} \Rightarrow \sin \theta_x > \frac{1}{M'} \Rightarrow \sqrt{p_x} > \frac{1}{M'}.$$  

Since $\Phi(x)$ is the result of running phase estimation, we have

$$p_x = \sum_j |\langle \lambda_j |\psi_0\rangle|^2 \frac{\sin^2(T'\sigma_j(x)/2)}{T'^2\sin^2(\sigma_j(x)/2)} \leq \|\Pi_0(x)|\psi_0\rangle\|^2 + \frac{\pi^2}{T'^2\Delta^2},$$

for any $\Theta$. In particular, if $\Delta$ is less than the spectral gap of $U\mathcal{O}_x$, we have $\|\Pi_\Delta(x)|\psi_0\rangle\| = \|\Pi_0(x)|\psi_0\rangle\|$, so

$$\frac{1}{M'^2} < \|\Pi_0(x)|\psi_0\rangle\|^2 + \frac{\pi^2}{T'^2\Delta^2}.$$ 

This is true for any choices $T' \geq T$ and $M' \geq M$, so we must have:

$$\frac{1}{M'^2} \leq \|\Pi_0(x)|\psi_0\rangle\|^2.$$ 

\<
\(\triangleright\) Claim 55. If \(f(x) = 1\) and \(\delta = 0\), then for any \(d < \frac{\sqrt{3}}{\pi}\), \(\|\Pi_{d\pi/T}(x)|\psi_0\|)^2 = 0\).

Proof. Suppose towards a contradiction that \(\|\Pi_{d\pi/T}(x)|\psi_0\|)^2 > 0\). Then \(p_x > 0\), and some sufficiently large \(M' \geq M\) would detect this and cause the algorithm to output 0, so we must actually have \(\|\Pi_{d\pi/T}(x)|\psi_0\|)^2 = 0\). In fact, in order to sure that no large enough value \(M'\) detects amplitude \(\Delta > 0\) on \(0\), we must have \(p_x = 0\) whenever \(f(x) = 1\). That means that when \(f(x) = 1\), the algorithm never outputs 0, so the algorithm has one-sided error. \(<\)

\(\triangleright\) Claim 56. There is some constant \(c\) such that if \(f(x) = 0\) and \(\delta > 0\) then \(\|\Pi_0(x)|\psi_0\|)^2 > \delta(1 + c)\).

Proof. Recall that \(\tilde{p} \in \{\sin^2(\pi m/M') : m = 0, \ldots, M' - 1\}\). We will restrict our attention to choices \(M'\) such that for some integer \(d\),

\[
\sin^2\frac{d\pi}{M'} \leq \delta < \sin^2\left(\frac{d + 1/3}{M}\right).
\]

To see that such a choice exists, let \(\tau\) be such that \(\delta = \sin^2\tau\), and note that the condition holds as long as \(d \leq 2\tau M' < d + 1/3\) for some \(d\), which is equivalent to saying that \(\lfloor \frac{3\tau M'}{\pi} \rfloor = 0\) mod 3. If \(K = \lfloor \frac{\tau}{2\pi}\rfloor\), then for any \(M' \geq M\), and \(\ell \geq 0\), define \(M_\ell = M' + \ell K\). Then for any \(\ell > 0\),

\[
\sqrt{\delta} M_\ell \leq \sqrt{\delta} \left(\frac{1}{\sqrt{\delta}} + 6\frac{\pi}{6\tau}\right) = 1 + \frac{\pi\sin\tau}{\tau} \leq 1 + \pi.
\]

We will use this value as our \(M'\) for the remainder of this proof.

Let \(p_x = \sin^2\theta_x\) for \(\theta_x \in [0, \pi/2]\). Let \(z\) be an integer such that \(\Delta = \theta_x - \pi z/M'\) has \(|\Delta| < \frac{\pi}{2M'}\). Then the outcome \(\tilde{p} = \sin^2\frac{z\pi}{M'}\) has probability:

\[
\frac{1}{M'^2} \left| \sum_{t=0}^{M'-1} e^{2it(\theta_x - \pi z/M')} \right|^2 = \frac{1}{M'^2} \left| \sum_{t=0}^{M'-1} e^{2it\Delta} \right|^2 = \frac{\sin^2(M'\Delta)}{M'^2 \sin^2 \Delta} \geq \frac{4}{\pi^2},
\]

since \(|M'\Delta| < \frac{\pi}{2}\). Thus, by correctness, we must have \(\sin^2(\pi z/M') \geq \delta \geq \sin^2\frac{d\pi}{M'}\). Thus \(z > d\), so

\[
\frac{(d + 1)\pi}{M'} \leq \frac{\pi}{M'} \leq \theta_x - \Delta \leq \theta_x + \frac{\pi}{2M'}.
\]

Thus:

\[
\frac{(d + 1/3)\pi}{M'} \leq \frac{2\pi}{3M'} \leq \theta_x + \frac{\pi}{2M'}
\]

\[
\sin \left(\frac{(d + 1/3)\pi}{M'} + \frac{2\pi}{6M'}\right) \leq \sin \theta_x
\]

\[
\sin \left(\frac{(d + 1/3)\pi}{M'} \cos \frac{\pi}{6M'} + \cos \frac{(d + 1/3)\pi}{M'} \sin \frac{\pi}{6M'}\right) \leq \sqrt{p_x}
\]

\[
\sqrt{\delta} \left| 1 - \sin^2\frac{\pi}{6M'} + \sqrt{1 - \delta \sin\frac{\pi}{6M'} \cos\frac{\pi}{6M'} + \sqrt{1 - \delta \sin\frac{\pi}{6M'}}} \leq \sqrt{p_x}
\]
When $\sin^2 \frac{\pi}{6M'} \leq 1 - \delta$, which we can assume, the above expression is minimized when $\sin^2 \frac{\pi}{6M'}$ is as small as possible. We have, using $M' \leq \frac{1 + k}{\sqrt{\delta}}$, from (3):

$$\sin^2 \frac{\pi}{6M'} \geq \frac{4}{36M'^2} = \frac{\delta}{9(1 + \pi)^2}.$$  

Thus, continuing from above, letting $k = \frac{1}{9(1 + \pi)^2}$, we have:

$$\sqrt{\delta} \sqrt{1 - k\delta} + \sqrt{1 - \delta \sqrt{k\delta}} \leq \sqrt{p_x}$$

$$\delta(1 - k\delta) + (1 - \delta)k\delta + 2\delta \sqrt{k(1 - \delta)(1 - k\delta)} \leq p_x$$

Next, notice that $(1 - k\delta)(1 - \delta)$ is minimized when $\delta = \frac{1 + k}{2\delta}$, but $\delta \leq \frac{1}{2} < \frac{1 + k}{2\delta}$, so we have, using $k < 1$ and $\delta \leq 1/2$:

$$\delta(1 + k(1 - 2\delta) + 2\sqrt{k}\sqrt{(1 - k/2)(1 - 1/2)}) \leq p_x$$

$$\delta(1 + 0 + \sqrt{k}) \leq p_x.$$  

Since $\Phi(x)$ is the result of running phase estimation of $U\Omega_x$ for $T' \geq T$ steps, we have:

$$p_x = \sum_{j} |\langle \lambda_j^\theta | \psi_0 \rangle|^2 \sin^2 \left(\frac{\theta_j^\theta(x)}{T'}\right)$$

so in particular, for any $\Theta \in [0, \pi)$, we have

$$p_x \leq ||\Pi_\Theta(x)|\psi_0||^2 + \sum_{j: |\sigma_j(x)| > \Theta} |\langle \lambda_j^\theta | \psi_0 \rangle|^2 \frac{1}{(T')^2 \sin^2(\frac{\theta_j^\theta}{2})}.$$  

$$\leq ||\Pi_\Theta(x)|\psi_0||^2 + ||(I - \Pi_\Theta(x))|\psi_0||^2 \frac{\pi^2}{(T')^2 \sin^2(\frac{\theta_j^\theta}{2})}.$$  

In particular, for any $\Theta < \Delta$ where $\Delta$ is the spectral gap of $U\Omega_x$, we have $||\Pi_\Theta(x)|\psi_0|| = ||\Pi_0(x)|\psi_0||$, so for any $T' \geq T$, we have

$$||\Pi_0(x)|\psi_0||^2 + \frac{\pi^2}{(T')^2 \Delta^2} \geq p_x \geq \delta(1 + \sqrt{k}).$$  

Since this holds for any $T' \geq T$, we get $||\Pi_0(x)|\psi_0||^2 \geq \delta(1 + \sqrt{k})$. The proof is completed by letting $c = \sqrt{k}$.

\begin{claim}
If $f(x) = 1$ and $\delta > 0$ then $||\Pi_{\delta\pi/T}(x)|\psi_0||^2 (1 - d^2\pi^2/8) \leq \delta$.
\end{claim}

Proof. If $|\lambda|$ is an $e^{i\theta}$-eigenvector of $U\Omega_x$ for some $|\theta| \leq d\pi/T < \sqrt{8}/T$, then the probability of measuring 0 in the phase register upon performing $T$ steps of phase estimation is:

$$p_x(\theta) := \frac{1}{T^2} \left| \sum_{i=0}^{T-1} e^{i\theta} \right|^2 = \frac{\sin^2 \frac{T\theta}{T} \sin^2 \frac{\theta}{2}}{T^2 \sin^2 \frac{\theta}{2}}.$$  

Let $\varepsilon(x) = 1 - \frac{\sin^2 \theta}{2\pi}$ for any $x$. It is simple to verify that $\varepsilon(x) \leq x^2/2$ for any $x$, and $\varepsilon(x) \in [0, 1]$ for any $x$. So we have:

$$p_x(\theta) \geq \frac{(T\theta/2)^2(1 - \varepsilon(T\theta/2))}{T^2(\theta/2)^2(1 - \varepsilon(\theta/2))} \geq 1 - \varepsilon(T\theta/2) \geq 1 - \frac{T^2\theta^2}{8}.$$
Thus, we conclude that

\[ p_x \geq \|\Pi_{d\pi/T}(x)|\psi_0\rangle\|^2 \left( 1 - \frac{T^2}{8} \frac{d^2 \pi^2}{T^2} \right) = \|\Pi_{d\pi/T}(x)|\psi_0\rangle\|^2 \left( 1 - \frac{d^2 \pi^2}{8} \right). \]

If this is $> \delta$, then with some sufficiently large $M' \geq M$, amplitude estimation would detect this and cause the algorithm to output 0 with high probability.
DEEP-FRI: Sampling Outside the Box Improves Soundness

Eli Ben-Sasson
StarkWare Industries Ltd., Netanya, Israel
eli@starkware.co

Lior Goldberg
StarkWare Industries Ltd., Netanya, Israel
lior@starkware.co

Swastik Kopparty
StarkWare Industries Ltd., Netanya, Israel
swastik.kopparty@gmail.com

Shubhangi Saraf
Department of Mathematics and Department of Computer Science, Rutgers University
shubhangi.saraf@gmail.com

Abstract
Motivated by the quest for scalable and succinct zero knowledge arguments, we revisit worst-case-to-average-case reductions for linear spaces, raised by [Rothblum, Vadhan, Wigderson, STOC 2013]. The previous state of the art by [Ben-Sasson, Kopparty, Saraf, CCC 2018] showed that if some member of an affine space $U$ is $\delta$-far in relative Hamming distance from a linear code $V$ – this is the worst-case assumption – then most elements of $U$ are almost-$\delta$-far from $V$ – this is the average case. However, this result was known to hold only below the “double Johnson” function of the relative distance $\delta_V$ of the code $V$, i.e., only when $\delta < 1 - (1 - \delta_V)^{1/4}$.

First, we increase the soundness-bound to the “one-and-a-half Johnson” function of $\delta_V$ and show that the average distance of $U$ from $V$ is nearly $\delta$ for any worst-case distance $\delta$ smaller than $1 - (1 - \delta_V)^{1/3}$. This bound is tight, which is somewhat surprising because the one-and-a-half Johnson function is unfamiliar in the literature on error correcting codes.

To improve soundness further for Reed Solomon codes we sample outside the box. We suggest a new protocol in which the verifier samples a single point $z$ outside the box $D$ on which codewords are evaluated, and asks the prover for the value at $z$ of the interpolating polynomial of a random element of $U$. Intuitively, the answer provided by the prover “forces” it to choose one codeword from a list of “pretenders” that are close to $U$. We call this technique Domain Extending for Eliminating Pretenders (DEEP).

The DEEP method improves the soundness of the worst-case-to-average-case reduction for RS codes up their list decoding radius. This radius is bounded from below by the Johnson bound, implying average distance is approximately $\delta$ for all $\delta < 1 - (1 - \delta_V)^{1/2}$. Under a plausible conjecture about the list decoding radius of Reed-Solomon codes, average distance from $V$ is approximately $\delta$ for all $\delta$. The DEEP technique can be generalized to all linear codes, giving improved reductions for capacity-achieving list-decodable codes.

Finally, we use the DEEP technique to devise two new protocols:

- An Interactive Oracle Proof of Proximity (IOPP) for RS codes, called DEEP-FRI. The soundness of the protocol improves upon that of the FRI protocol of [Ben-Sasson et al., ICALP 2018] while retaining linear arithmetic proving complexity and logarithmic verifier arithmetic complexity.

- An Interactive Oracle Proof (IOP) for the Algebraic Linking IOP (ALI) protocol used to construct zero knowledge scalable transparent arguments of knowledge (ZK-STARKs) in [Ben-Sasson et al., eprint 2018]. The new protocol, called DEEP-ALI, improves soundness of this crucial step from a small constant $< 1/8$ to a constant arbitrarily close to 1.
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1 Introduction

Arithmetization is a marvelous technique that can be used to reduce problems in computational complexity, like verifying membership in a nondeterministic language, to questions about membership of vectors in algebraic codes like Reed-Solomon (RS) and Reed-Muller (RM) codes [17, 15]. One of the end-points of such a reduction is the RS proximity testing (RPT) problem. It is a problem of inherent theoretical interest, but also of significant practical importance because it is used in recent constructions of succinct zero knowledge (ZK) arguments including Ligero [1], Aurora [5], and Scalable Transparent ARguments of Knowledge (ZK-STARKs) [2]. We discuss this connection after describing the problem and our results.

In the RPT problem a verifier is given oracle access to a function $f : D \to \mathbb{F}$, we call $D \subset \mathbb{F}$ the evaluation domain, and is tasked with distinguishing between the “good” case that $f$ is a polynomial of degree at most $d$ and the “bad” case in which $f$ is $\delta$-far in relative Hamming distance from all degree-$d$ polynomials. To achieve succinct verification time, poly-logarithmic in $d$, we must allow the verifier some form of interaction with a prover – the party claiming that $\deg(f) \leq d$. Initially, this interaction took the form of oracle access to a probabilistically checkable proof of proximity (PCPP) [7] provided by the prover in addition to $f$. Indeed, in this model the RPT problem can be “solved” with PCPPs of quasilinear size $|D|\text{poly} \log |D|$, constant query complexity and constant soundness [11, 13]. However, the concrete complexity of prover time, verifier time and communication complexity are rather large, even when considering practical settings that involve moderately small instance sizes.

To improve prover, verifier, and communication complexity for concrete (non-asymptotic) size problems, the Interactive Oracle Proofs of Proximity (IOPP) model is more suitable [18, 6, 4]. This model can be viewed as a multi-round PCPP. Instead of having the prover write down a single proof $\pi$, in the IOPP setting the proof oracle is produced over a number of rounds of interaction, during which the verifier sends random bits and the prover responds with additional (long) messages to which the verifier is allowed oracle access. The additional rounds of interaction allow for a dramatic improvement in the asymptotic and concrete complexity of solving the RPT problem. In particular, the Fast RS IOPP (FRI) protocol of [3] has linear prover arithmetic complexity, logarithmic verifier arithmetic complexity and constant soundness. Our results regarding the RPT problem improve the soundness of this protocol and offer a better protocol in terms of soundness in the high-error regime (also known as the “list decoding” regime).

Soundness analysis of FRI reduces to the following natural “worst-case-to-average-case” question regarding linear spaces, which is also independently very interesting for the case of general (non-RS) codes. This question was originally raised in a different setting by [20] and we start by discussing it for general linear codes before focusing on the special, RS code, case.
1.1 Maximum distance vs average distance to a linear code

Recall that the relative Hamming distance between \( u, v \in \mathbb{F}^D \), denoted \( \Delta(u, v) \), is the fraction of entries \( i \in D \) such that \( u_i \neq v_i \), and the relative Hamming distance between \( u \) and a set \( V \subset \mathbb{F}^D \) is \( \Delta(u, U) = \min_{v \in V} \Delta(u, v) \). Suppose that \( U \subset \mathbb{F}^D \) is a “line”, a 1-dimensional\(^1\) affine space over \( \mathbb{F} \). Let \( u^* \in \mathbb{F}^D \) denote the origin of this line and \( u \) be its slope, so that \( U = \{ u_x = u^* + xu \mid x \in \mathbb{F} \} \). For a fixed linear space \( V \subset \mathbb{F}^D \), pick \( u^* \) to be the element in \( U \) that is farthest from \( V \), denoting by \( \delta_{\text{max}} \) its relative Hamming distance (from \( V \)). This is our worst-case assumption. Letting \( \delta_x = \Delta(u_x, V) \), what can be said about the expected distance \( \mathbb{E}_{x \in \mathbb{F}[\delta_x]} \) of \( u_x \) from \( V \)?

Rothblum, Vadhan and Wigderson showed that \( \mathbb{E}[\delta_x] \geq \frac{\delta_{\text{max}}}{2} - o(1) \) for all spaces \( U \) and \( V \), where, here and below, \( o(1) \) denotes negligible terms that approach 0 as \( |\mathbb{F}| \rightarrow \infty \) [20].

A subset of the co-authors of this paper [9] improved this to \( \mathbb{E}[\delta_x] \geq 1 - \frac{\sqrt{3}}{2} - \delta_{\text{max}} - o(1) \), showing the average distance scales roughly like the Johnson list-decoding function of \( \delta_{\text{max}} \), where \( J(x) := 1 - \sqrt{1 - x} \). In both of these bounds the expected distance is strictly smaller than \( \delta_{\text{max}} \). However, the latter paper also showed that when \( V \) is a (linear) error correcting code with large relative distance \( \delta_V \), if \( \delta_{\text{max}} \) is smaller than the “double Johnson” function of \( \delta_V \), given by \( J(2x) := J(J(x)) \), then the average distance hardly deteriorates,

\[
\mathbb{E}[\delta_x] \geq \min \left( \delta_{\text{max}}, J(2) (\delta_V) \right) - o(1) = \min \left( \delta_{\text{max}}, 1 - \frac{\sqrt{3}}{2} - \delta_V \right) - o(1) \tag{1}
\]

and the equation above summarizes the previous state of affairs on this matter.

Our first result is an improvement of Equation (1) to the “one-and-a-half-Johnson” function \( J(1.5)(x) = 1 - (1 - x)^{1/3} \). Lemma 1 says that for codes \( V \) of relative Hamming distance \( \delta_V \),

\[
\mathbb{E}[\delta_x] \geq \min \left( \delta_{\text{max}}, J(1.5) (\delta_V) \right) - o(1) = \min \left( \delta_{\text{max}}, 1 - \frac{\sqrt{3}}{2} - \delta_V \right) - o(1). \tag{2}
\]

Our second result shows that Equation (2) is tight, even for the special case of \( V \) being an RS code. We find this result somewhat surprising because the \( J(1.5)(x) \) function is not known to be related to any meaningful coding theoretic notion. The counter-example showing the tightness of Equation (2) arises for very special cases, in which (i) \( \mathbb{F} \) is a binary field (of characteristic 2), (ii) the rate \( \rho \) is precisely \( 1/8 = 2^{-3} \) and, most importantly, (iii) the evaluation domain \( D \) equals all of \( \mathbb{F} \). Roughly speaking, the counter-example uses functions \( u^*, u : F_{2n} \rightarrow F_{2n} \) that are \( 3/4 = 1 - \rho^{2/3} \)-far from polynomials of degree \( \rho 2^n \) yet pretend to be low-degree because for all \( x \in F_{2n} \setminus \{0\} \) the function \( u^* + xu \) is \( 1/2 = \sqrt[3]{3} \)-close to a polynomial of degree \( \rho 2^n \). See Lemma 22 for details.

Our next set of results, which we discuss below, show how to go beyond the above limitation through a new interactive proximity proving technique.

1.2 Domain Extension for Eliminating Pretenders (DEEP)

The case that interests us most is when \( V \) is an RS code (although we will return to the discussion of general linear codes later). Henceforth, the RS code of rate \( \rho \) evaluated over \( D \) is

\[
\text{RS}[\mathbb{F}, D, \rho] := \{ f : D \rightarrow \mathbb{F} \mid \deg(f) < \rho|D| \}.
\]

RS codes are maximum distance separable (MDS), meaning that \( \delta_V = 1 - \rho \) and so Equation (2) simplifies to

\[
\mathbb{E}[\delta_x] \geq \min(\delta_{\text{max}}, 1 - \sqrt[3]{2\rho}) - o(1). \tag{3}
\]

\(^1\) The generalization of our results to spaces \( U \) of dimension \( > 1 \) is straightforward by partitioning \( U \) into lines through \( u^* \) and applying these results to each line.
This improved bound can be translated, using some extra work, to FRI soundness analysis with similar guarantees. Specifically, Equation (3) implies that for \( f : D \to F \) that is \( \delta \)-far from \( RS[F, D, \rho] \), the soundness error of a single invocation of the FRI QUERY test (which requires \( \log |D| \) queries) is at most \( \max \{ 1 - \delta, \sqrt{\frac{1}{\delta}} \} \), and this can be plugged into ZK-STARKs like [2] and ZK-SNARGs like Aurora [5]. Roughly speaking, if the rejection probability is of \( \delta \)-far words is \( \max(\delta, \delta_0) \) then to reach soundness error less than \( 2^{-\lambda} \) for codes of blocklength \( n \), communication complexity (and verifier complexity) scale roughly like \( \frac{\lambda}{\log \delta_0} \cdot c \cdot \log n \) for some constant \( c \). Thus, the improvement from Equation (1) to Equation (2) translates to a 25\% reduction in verifier complexity (from \( \frac{\lambda}{\log \delta_0} \cdot c \cdot \log n \) to \( \frac{\lambda}{\log \rho} \cdot c \cdot \log n \)).

To break the soundness bound of Equation (2) and thereby further reduce verifier complexity in the afore-mentioned systems, we suggest a new method. We discuss it first in a local manner to reflect the new knowledge, and along the way also prune down the large list of polynomials which \( u^* \) and \( u \) might pretend to be. If \( \alpha^*_x = P^*(z), \alpha_x = P(z) \) are the honest prover’s answers to the query \( z \), then \( (X - z) \) divides \( P^*(X) - \alpha^*_x \) and likewise \( (X - z) \) divides \( P(X) - \alpha_x \). Letting \( \alpha_x = \alpha^* + x_o \) and \( P_x(X) = P^*(X) + xP(X) \) it follows that \( (X - z) \) divides \( P_x(X) - \alpha_x \). Consider now the soundness of this procedure. In the extreme case that \( u^* \) has a small list of polynomials that, each, somewhat agree with it, then with high probability over \( z \), any answer provided by the prover will agree with at most one of the polynomials in this list. The proof of our main technical result, Theorem 3, formalizes this intuition. For radius \( \delta \), let \( L_\delta^* \) be the maximal list size,

\[
L_\delta^* = \max_{u^* \in \mathbb{F}^2} | \{ v \in V | \Delta(u^*, v) < \delta \} |
\]

where \( \Delta \) denotes relative Hamming distance. Let \( V|_{u_x(z) = \alpha_x} \) be the restriction of \( V \) to codewords that are evaluations of polynomials of degree at most \( d \) that, additionally, evaluate to \( \alpha_x \) on \( z \). Our main Theorem 3 shows that if \( \Delta(u^*, V) = \delta_{\text{max}} \) then for any pair of answers \( \alpha^*_x, \alpha_x \) given in response to query \( z \),

\[
E_{z,x} |\Delta(u_x, V|_{u_x(z) = \alpha_x})| \geq \delta_{\text{max}} - L_\delta^* \cdot \left( \frac{\rho |D|}{|D|} \right)^{1/3} - o(1). \tag{4}
\]

The Johnson bound (Theorem 20) says that when \( \delta < J(1 - \rho) = 1 - \sqrt{\rho} \) we have \( L_\delta^* = O(1) \) and this improves the worst-case-to-average-case result from that of Equation (2) to a bound that matches the Johnson bound:

\[
E_{z,x} |\Delta(u_x, V|_{u_x(z) = \alpha_x})| \geq \min (\delta_{\text{max}}, J(\delta V)) - o(1) = \min (\delta_{\text{max}}, \sqrt{\rho}) - o(1). \tag{5}
\]

The exact behavior of the list size of Reed-Solomon codes beyond the Johnson bound is a famous open problem. It may be the case that the list size is small for radii far greater than the Johnson bound; in fact, for most domains \( D \) this is roughly known to hold [21]. If it holds that that list sizes are small all the way up to radius equal to the distance \( \delta_V = 1 - \rho \) (i.e., if Reed-Solomon codes meet list-decoding capacity), then Equation (5) implies that the technique suggested here has optimal soundness for (nearly) all distance parameters.

### 1.3 DEEP-FRI as an application of domain extended sampling

Applying the technique of domain extension for eliminating pretenders to the FRI protocol requires a modification that we discuss next, after recalling that protocol.
Fast RS IOPP (FRI)

The FRI protocol can be described as a process of “randomly folding” an inverse Fast Fourier Transform (iFFT). The classical iFFT receives as input a function \( f : \langle \omega \rangle \to \mathbb{F} \) where \( \omega \) generates a multiplicative group of order \( 2^k \) for integer \( k \). The iFFT computes (in arithmetic complexity \( O(k2^k) \)) the interpolating polynomial \( \tilde{f}(X) \) of the function \( f \). This computation follows by computing (in linear time) a pair of functions \( f_0, f_1 : \langle \omega^2 \rangle \to \mathbb{F} \), recalling \( |\langle \omega^2 \rangle| = \frac{1}{2}|\langle \omega \rangle| \). Their interpolants \( \tilde{f}_0, \tilde{f}_1 \) are then used to compute in linear time the original interpolant \( \tilde{f} \) of \( f \).

The FRI protocol is an IOPP, which means that a prover interacts with a verifier by submitting oracles in response to randomness received by the verifier (as explained earlier in this section). The prover’s goal in the FRI protocol is to convince the verifier that the function \( f \), to which the verifier has oracle access, is a member of the RS code evaluated over \( \langle \omega \rangle \) and of rate \( \rho \). Thus, the protocol starts with the prover committing to \( f \) as above. The verifier now samples a random \( x^{(0)} \in \mathbb{F} \) and sends it to the prover, completing the first round of interaction. In the second round, the prover commits to a function \( f^{(1)} : \langle \omega^2 \rangle \to \mathbb{F} \) that is supposedly the \( x^{(0)} \)-linear combination of \( f_0, f_1 \) used in the iFFT above; namely, \( f^{(1)} \) should be equal to \( f_0 + x^{(0)} f_1 \). It turns out that if \( f \) is indeed of degree less than \( \rho|\langle \omega \rangle| \) then for all \( x^{(0)} \) sampled by the verifier, the second function \( f^{(1)} \) is of degree less than \( \rho|\langle \omega^2 \rangle| \) as well. The tricky part is showing that when \( f \) is \( \delta \)-far from \( \text{RS}[\mathbb{F}, \langle \omega \rangle, \rho] \) this also holds with high probability (over \( x \)) for \( f^{(1)} \) and some \( \delta' \) that is as close as possible to \( \delta \). (One can show that invariably we have \( \delta' \leq \delta \), i.e., the green line of Figure 1 is an upper bound on soundness of both FRI and the new DEEP-FRI protocol described below.)

The worst-case-to-average-case results of Equation (2) and Lemma 1 can be converted to similar improvements for FRI, showing that for \( \delta < 1 - \sqrt{\rho} \) we have \( \delta' \approx \delta \). This follows directly from the techniques of [9, Section 7] (see the red line in Figure 1). But to use the new DEEP technique of Equation (4) and Theorem 3 in order to improve soundness of an RS-IOPP, we need to modify the FRI protocol, leading to a new protocol that is aptly called DEEP-FRI. Instead of constructing \( f^{(1)} \) directly, our verifier first samples \( z^{(0)} \in \mathbb{F} \) and queries the prover for the evaluation of the interpolant of \( f^{(0)} \) on \( z^{(0)} \) and \( -z^{(0)} \). After the answers \( \alpha_{z^{(0)}}, \alpha_{-z^{(0)}} \) have been recorded, the verifier proceeds by sampling \( x^{(0)} \) and expects the prover to submit \( f^{(1)} \), which is the linear combination of \( f_0', f_1' \) derived from the modification \( f' \) of \( f \) that takes into account the answers \( \alpha_{z^{(0)}}, \alpha_{-z^{(0)}} \). Assuming \( \tilde{f} \) is the interpolant of \( f \), an honest prover would set \( f'(X) := (\tilde{f}(X) - U(X))/(Z(X)) \) where \( U(X) \) is the degree \( \leq 1 \) polynomial that evaluates to \( \alpha_{z^{(0)}} \) on \( z^{(0)} \) and to \( \alpha_{-z^{(0)}} \) on \( -z^{(0)} \) and \( Z(X) \) is the monic degree 2 polynomial whose roots are \( z^{(0)} \) and \( -z^{(0)} \). As shown in Section 4, the soundness bounds of Equation (4) and Theorem 3 now apply to DEEP-FRI. This shows that the soundness of DEEP-FRI, i.e., the rejection probability of words that are \( \delta \)-far from \( \text{RS}[\mathbb{F}, D, \rho] \) is roughly \( \delta \) for any \( \delta \) that is smaller than the maximal radius for which list-sizes are “small”. Figure 1 summarizes the results described here.

Practical Implications to reducing RPT query complexity

A number of recent implementations of zero knowledge (ZK) argument systems rely on RPT protocols [1, 2, 5]. These systems are notable for their (i) lack of reliance on number theoretic cryptographic assumptions (like hardness of the discrete log problem) and their (ii) transparency – all verifier messages are public random coins (so-called Arthur-Merlin
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The FRI and DEEP-FRI protocols are efficient RPT solutions and, in fact, the FRI protocol is already deployed in code in the Github repositories libSTARK and libIOP.

To construct a ZK system with sufficiently small soundness error, smaller than $2^{-\lambda}$, one needs to bound the soundness error of the RPT used in it. Viewed from this angle, the previous analysis of FRI by [9] proved that $\frac{\lambda \rho}{4}$ queries to the FRI protocol suffice to reduce soundness error below $2^{-\lambda}$. Lemma 2 lowers this number to $\frac{\lambda \rho}{3}$ for FRI. Theorem 8 shows that a number $\frac{\lambda \rho}{2}$ of queries for the same target soundness is enough for DEEP-FRI, and assuming Conjecture 21 the number of queries reduces to $\lambda \rho$, which is optimal as it matches the soundness error upper bound for FRI and DEEP-FRI.

![Figure 1](image)

**Figure 1** FRI and DEEP-FRI soundness threshold $\delta_0$ as a function of RS code rate $\rho$, for a single invocation of the QUERY phase, as field size $q \to \infty$. $\delta_0(\rho)$ is defined to be the largest distance parameter $\delta$ for which soundness (rejection probability) of a single invocation of the FRI/DEEP-FRI QUERY is $\delta - o(1)$. Higher lines are better. The top line is the trivial upper bound on soundness which applies to both FRI and DEEP-FRI; the bottom line is the soundness of the original analysis of [3]. Dashed lines represent prior results. The red line is the (tight) soundness lower bound for FRI and the blue line is a lower bound on DEEP-FRI soundness. Under a plausible conjecture for Reed-Solomon list-decodability (Conjecture 21), the actual soundness is as high as the green line.

**Organization of the rest of the paper**

Section 2 gives an improved worst-to-average case reductions for general spaces. Section 3 presents our main technical result, showing that the DEEP method improves worst-to-average case reductions for RS codes up to the Johnson bound (provably) and perhaps even beyond. Details of the two main applications of the DEEP method follow: the DEEP-FRI protocol in Section 4 obtains better soundness than the state of the art FRI protocol, and the DEEP-ALI protocol which improves soundness in ZK-STARK systems is explained in Section 5.

**2 Improved High-error Distance Preservation**

Our first result gives better distance preservation results for linear codes $V$ of relative distance $\lambda$. The previous state-of-the-art [9] said that when a 1-dimensional affine space $U$ contains some element $u^*$ that is $\delta_{\text{max}} = \Delta(u^*, V)$ far from $V$, then

$$E_{u \in U}[\Delta(u, V)] \geq \min(\delta_{\text{max}}, 1 - J(2)(\lambda)) - o(1).$$

2 By contrast, the ZK-SNARK used, e.g., in the Zcash cryptocurrency, relies on a setup phase involving non-transparent randomness (and revealing the random coins that are used to create the system would compromise its security).
The following lemma improves the average-case distance to
\[ \mathbf{E}_{u \in \mathbb{F}_q^n}[\Delta(u, V)] \geq \min(\delta_{\text{max}}, 1 - J^{(1.5)}(\lambda)) - o(1). \]

Later on, in Appendix B, we will show that this result is tight (for a sub-family of RS codes).

Lemma 1 (One-and-half Johnson distance preservation). Let \( V \subseteq \mathbb{F}_q^n \) be a linear code of distance \( \lambda = \Delta(V) \equiv \min \{ \Delta(v, v') \mid v \neq v', v, v' \in V \} \). Let \( \epsilon, \delta > 0 \) with \( \epsilon < 1/3 \) and \( \delta < 1 - (1 - \lambda + \epsilon)^{1/3} \).

Suppose \( u^* \in \mathbb{F}_q^n \) is such that \( \Delta(u^*, V) > \delta + \epsilon \). Then for all \( u \in \mathbb{F}_q^n \), there are at most \( 2/\epsilon^2 \) values of \( x \in \mathbb{F}_q \) such that \( \Delta(u^* + xu, V) < \delta \).

This result is the contra-positive statement of the following, more informative, version of it, that we prove below.

Lemma 2 (One-and-half Johnson distance preservation – positive form). Let \( V \subseteq \mathbb{F}_q^n \) be a linear code of distance \( \lambda = \Delta(V) \). Let \( \epsilon, \delta > 0 \) with \( \epsilon < 1/3 \) and \( \delta < 1 - (1 - \lambda + \epsilon)^{1/3} \). Let \( u, u^* \in \mathbb{F}_q^n \) satisfy
\[ \Pr_{x \in \mathbb{F}_q} [\Delta(u^* + xu, V) < \delta] \geq \frac{2}{\epsilon^2 q}. \] (6)

Then there exist \( v, v^* \in V \) and \( C \subseteq D \) such that the following three statements hold simultaneously:
- \( |C| \geq (1 - \delta - \epsilon)|D| \),
- \( u|_C = v|_C \), and
- \( u^*|_C = v^*|_C \).

Observe that if \( u, u^* \) satisfy Equation (6) then the \( v, v^*, C \) deduced by Lemma 2 have the property that for all \( x \in \mathbb{F}_q \), we have \( \Delta(u^* + xu, v^* + xv) \leq \delta + \epsilon \). In other words, the existence of \( v, v^* \) and \( C \) almost completely explains Equation (6).

Quantitatively weaker statements in this vein were proved by [16, 3] in the low-error case, and by [12, 9] in the high-error case. The proofs of the latter two results used combinatorial tools (the Kőváry-Sós-Turán bound and the Johnson bound respectively) that are closely related to one another. Our improved proof below is direct, and is based on the same convexity principle that underlies both the Kőváry-Sós-Turán and Johnson bounds.

Proof. Let \( u_x = u^* + xu \). Let \( A = \{ x \mid \Delta(u^* + xu, V) < \delta \} \). For each \( x \in A \), let \( v_x \in V \) be an element of \( V \) that is closest to \( u_x \), and let \( S_x \subseteq D \) be the agreement set of \( u_x \) and \( v_x \), defined as \( S_x = \{ y \in D \mid u_x(y) = v_x(y) \} \).

For \( x, \beta, \gamma \) picked uniformly from \( A \) and \( y \) picked uniformly from \( D \), we have:
\[ \mathbf{E}_{x,\beta,\gamma}[|S_x \cap S_\beta \cap S_\gamma|/|D|] = \mathbf{E}_{y,x,\beta,\gamma}[1_{y \in S_x \cap S_\beta \cap S_\gamma}] = \mathbf{E}_{y}[\mathbf{E}_{x}[1_{y \in S_x}]]\geq \mathbf{E}_{y}[1_{y \in S_x}]|[D]| \geq (1 - \delta)^3 > 1 - \lambda + \epsilon. \]

The second equality above follows from the independence of the events \( y \in S_x, y \in S_\beta, y \in S_\gamma \) given \( y \in D \). The first inequality is Jensen’s and the last inequality is by assumption on \( \delta, \lambda, \epsilon \).

Thus \( \Pr_{x,\beta,\gamma}[|S_x \cap S_\beta \cap S_\gamma| \geq (1 - \lambda)|D|] \geq \epsilon \). Note that
\[ \Pr_{x,\beta,\gamma} [x, \beta, \gamma \text{ are not all distinct}] < 3/|A|. \]

Since \(|A| \geq 2/\epsilon^2 > 6/\epsilon^2 \) (recall \( \epsilon < 1/3 \)), we have that \( 3/|A| \leq \epsilon/2 \) and hence \( x, \beta, \gamma \) are all distinct with probability at least \( 1 - \epsilon/2 \). Thus with probability at least \( \epsilon/2 \) over the choice of \( x, \beta, \gamma \), we have that \( x, \beta, \gamma \) are all distinct and \( |S_x \cap S_\beta \cap S_\gamma| > (1 - \lambda)|D| \). This means
that there are distinct \( x_0, \beta_0 \) such that \( \Pr_{\gamma} |S_{x_0} \cap S_{\beta_0} \cap S_{\gamma}| > (1 - \lambda) |D| \) \( \geq \epsilon/2 \). Fix a \( \gamma \) where this happens. Let \( S = S_{x_0} \cap S_{\beta_0} \cap S_{\gamma} \). We have that \((x_0, u_{x_0}), (\beta_0, u_{\beta_0}), (\gamma, u_{\gamma})\) are collinear. Thus \((x_0, u_{x_0}|S), (\beta_0, u_{\beta_0}|S), (\gamma, u_{\gamma}|S)\) are all collinear. By definition of \( S \), we get that: \((x_0, u_{x_0}|S), (\beta_0, u_{\beta_0}|S), (\gamma, u_{\gamma}|S)\) are all collinear. Since \(|S| > (1 - \lambda) |D|\) (and recalling that \( \lambda \) is the distance of \( V \)), we get that \( v_{\gamma} \) is determined by \( v_{\gamma}|S \) via a linear map. This means that \((x_0, v_{x_0}), (\beta_0, v_{\beta_0}), (\gamma, v_{\gamma})\) are all collinear.

Thus \( \epsilon/2 \)-fraction of the \( \gamma \in A \) have the “good” property that \((\gamma, v_{\gamma})\) is on the line passing through \((x_0, v_{x_0})\) and \((\beta_0, v_{\beta_0})\). Write this line as \( v^* + xv \) and notice that for all “good” \( \gamma \) we have \( v_{\gamma} = v^* + \gamma v \). Let \( A' \subseteq A \) denote the set of good elements for this line, recording that \(|A'| \geq |A| \cdot \epsilon/2 \geq 1/\epsilon \).

Thus for \( x \in A' \), \( \Delta(u^* + xu, v^* + xv) < \delta \). Consider the set \( C \subseteq D \) that is defined by \( C = \{ y \in D \mid u^*(y) = v^*(y) \ \text{AND} \ u(y) = v(y) \} \). For each \( y \in D \setminus C \) there exists at most a single value of \( x \in \mathbb{F}_q \) satisfying \( u^*(y) + x \cdot u(y) = v^*(y) + x \cdot v(y) \) because \( u^*(y) - v^*(y) + x \cdot (u(y) - v(y)) \) has at most one value \( x \) on which it vanishes.

This implies
\[
\delta \geq \mathbb{E}_{x \in A'} |\Delta_D(ux, vx)| \geq \frac{|D \setminus C|}{|D|} \cdot \left( 1 - \frac{1}{|A'|} \right) \geq \left( 1 - \frac{|C|}{|D|} \right) \cdot (1 - \epsilon) \geq 1 - \frac{|C|}{|D|} - \epsilon.
\]

Rearranging, we get \( \frac{|C|}{|D|} \geq 1 - (\delta + \epsilon) \) and this completes the proof.

## 3 The DEEP Theorem – Using Domain Extension for Eliminating Pretenders (DEEP) and Improving Soundness

We now come to the statement of our improved-soundness distance preservation result. We describe it first for the special case of RS codes. A weighted variant of the theorem is shown in Appendix C.1 because it is used later in the DEEP-FRI protocol (Section 4). We end with Appendix C.2 in which we present a general version of the following result, that applies to all linear codes.

### 3.1 DEEP Theorem for RS codes

The vectors \( u^*, u \) discussed in the previous section are now viewed as functions \( u^*, u : D \rightarrow \mathbb{F}_q \) and we are interested in the distance of a random linear combination \( u_x = u^* + x \cdot u \) from the code \( V = RS[\mathbb{F}_q, D, \rho] \), where \( x \in \mathbb{F}_q \) is sampled uniformly. Lemma 1 established that if \( \max(\Delta(u^*, V), \Delta(u, V)) = \delta_{\max} \), then with high probability (over \( x \)), the function \( u_x \) will have distance at least \( \approx \min(\delta_{\max}, 1 - \rho^{1/3}) \) from \( V \).

Lemma 2 roughly gets used in the following way in the FRI protocol. There are two functions \( u^*, u : D \rightarrow \mathbb{F}_q \) and there is a prover who claims that both are evaluations of low degree polynomials. In order to verify this, the verifier uniformly samples \( x \in \mathbb{F}_q \) and considers the function \( u_x = u^* + x \cdot u \). Lemma 2 shows that if any of \( u^*, u \) is far from being evaluations of a low degree polynomial, then so is \( u^* + x \cdot u \). This then gets exploited in the FRI protocol using FFT type ideas.

We now precede the random process of sampling \( x \in \mathbb{F}_q \) with a step of domain extension, explained next. Assume a prover claims that both \( u \) and \( u^* \) are evaluations of low degree polynomials (say \( P(Y) \) and \( P^*(Y) \)). So these polynomials can be evaluated also outside of \( D \). Based on this, a verifier first samples \( z \in \mathbb{F}_q \) uniformly and asks the prover to reply with two field elements \( a^*, a \in \mathbb{F}_q \) which are supposedly equal to \( P^*(z), P(z) \), respectively. After receiving these answers, the verifier proceeds as before, sampling uniformly \( x \in \mathbb{F}_q \). Then,
setting \( b = a^* + x \cdot a \), we examine the distance of \( u_x \) from the sub-code \( V_{z,b} \subset V \) comprised of all members of \( V \) whose interpolating polynomial evaluates to \( b \) on input \( z \). The code \( V_{z,b} \) is the additive coset (shifted by \( b \)) of a low-degree ideal, the ideal generated by \( (X - z) \) (cf. Lemma 6).

Using the Johnson Bound (Theorem 20) we prove that with high probability \( u_x \) is at least \( \approx \min(\delta_{\max}, 1 - \rho^{1/2}) \) far from \( V_{z,b} \). Assuming RS codes have a larger list-decoding radius (Conjecture 21), we show that with high probability \( u_x \) is \( \approx \delta_{\max} \)-far from \( V_{z,b} \) for nearly all values of \( \delta_{\max} \). Later, in Section 4, we shall use the improved distance preservation to construct the DEEP-FRI protocol for testing proximity to the RS code with improved soundness.

The statement we give below is given more generally in terms of the list size bound \( \mathcal{L}(F_q, D, d = \rho|D|, \delta) \); we instantiate it later with the Johnson bound and with Conjecture 21. It is useful to keep in mind that this will be used in a setting where \( q \) is much larger than \( |D| \) (and hence \( d \)), and where \( L_\delta^* \) is small.

\textbf{Theorem 3} (DEEP method for RS codes). Let \( \rho > 0 \) and let \( V = \text{RS}[F_q, D, \rho] \). For \( z, b \in F_q \), we let

\[
V_{z,b} = \{ Q(Y) | D \in V \mid Q(z) = b \}.
\]

For \( \delta > 0 \) let \( L_\delta^* = \mathcal{L}(F_q, D, d = \rho|D|, \delta) \).

Let \( u, u^* \in F_q^D \). For each \( z \in F_q \), let \( B_z(X) \in F_q[X] \) be an arbitrary linear function.

Suppose that for some \( 1/3 > \epsilon > 0 \) the following holds,

\[
\Pr_{x,z \in F_q} \left[ |\Delta(u^* + xu, V_{z,b}(x))| < \delta \right] \geq \max \left( 2L_\delta^* \left( \frac{d}{q} + \epsilon \right)^{1/3}, \frac{4}{\epsilon^2 q} \right).
\]

Then there exist \( v, v^* \in V \) and \( C \subset D \) such that: (i) \( |C| \geq (1 - \delta - \epsilon)|D| \), (ii) \( u^*|C = v|C \), and (iii) \( u^*|C = v^*|C \). Consequently, we have \( \Delta(u, V), \Delta(u^*, V) \leq \delta + \epsilon \).

\textbf{Proof}. To simplify notation set \( \eta = \max \left( 2L_\delta^* \left( \frac{d}{q} + \epsilon \right)^{1/3}, \frac{4}{\epsilon^2 q} \right) \), and let \( u_x = u^* + xu \).

Let \( E[x, z] \) denote the event \( \exists P(Y) \in \text{List}(u_x, V, \delta), P(z) = B_z(x) \). The assumption of Equation (7) now reads as \( \Pr_{x,z \in F_q} [E[x, z] \geq \eta] \geq \eta/2 \). Thus we get, \( \Pr_{x} [\Pr_{z} [E[x, z] \geq \eta/2] \geq \eta/2} \) and notice \( |A| \geq \eta \).

For \( x \in F_q \), pick \( P_x \in V \) to be a member \( P \in \text{List}(u_x, V, \delta) \) that maximizes

\[
\Pr_{z \in F_q} [P(z) = B_z(x)].
\]

Let \( S_x = \{ z \in F_q \mid P_x(z) = B_z(x) \} \) and set \( \mu_x = |S_x|/q \). By definition, \( |\text{List}(u_x, V, \delta)| \leq L_\delta^* \), and so by the pigeonhole principle, for each \( x \in A \) we have \( \mu_x \geq \frac{\eta}{2L_\delta^*} \).

For \( x, \beta, \gamma \) picked uniformly from \( A \), and \( z \) picked uniformly from \( F_q \), we have:

\[
E_{x,\beta,\gamma}[|S_x \cap S_{\beta} \cap S_{\gamma}|/q] = \mathbb{E}_{x,\beta,\gamma}[1_{z \in S_x \cap S_{\beta} \cap S_{\gamma}}] = \mathbb{E}_{x} [\mathbb{E}_{z} [1_{z \in S_x}]^3] \geq \mathbb{E}_{z} [1_{z \in S_x}]^3 \geq \left( \frac{\eta}{2L_\delta^*} \right)^3 \geq \frac{d}{q} + \epsilon.
\]

The second equality above follows from the independence of \( x, \beta, \gamma \). The first inequality is an application of Jensen’s inequality and the last inequality is by assumption on \( \eta \). Thus \( \Pr_{x,\beta,\gamma}[|S_x \cap S_{\beta} \cap S_{\gamma}| > d] \geq \epsilon \). Note that \( \Pr_{x,\beta,\gamma}[x, \beta, \gamma \text{ are not all distinct}] < 3/|A| \). Since \( |A| \geq \eta \sqrt{2} / 2 \geq 2/\epsilon^2 \geq 6/\epsilon \) we have \( 3/|A| \leq \epsilon/2 \). Thus \( \Pr_{x,\beta,\gamma}[x, \beta, \gamma \text{ are all distinct}] > |S_x \cap S_{\beta} \cap S_{\gamma}| > d \geq \epsilon/2 \).
This means that there are distinct \(x_0, \beta_0\) such that \(\Pr_{\gamma} [|S_{x_0} \cap S_{\beta_0} \cap S_{\gamma}| > d] \geq \epsilon/2\). Consider some \(\gamma\) where this happens. Let \(S = S_{x_0} \cap S_{\beta_0} \cap S_{\gamma}\). By construction we know that for all \(z \in \mathbb{F}_q\), \((x_0, B_z(x_0)), (\beta_0, B_z(\beta_0)), (\gamma, B_z(\gamma))\) are collinear. So, in particular, for \(z \in S\) this holds.

By definition of \(S\), we get that for each \(z \in S\), \((x_0, P_{x_0}(z)), (\beta_0, P_{\beta_0}(z)), (\gamma, P_{\gamma}(z))\) \(\in \mathbb{F}_q \times \mathbb{F}_q\) are collinear. Since \(|S| > d\), we have that \(P_x\) is uniquely determined by \(P_{\gamma}|_{S}\) by a linear map. This allows us to conclude that \((x_0, P_{x_0}), (\beta_0, P_{\beta_0}), (\gamma, P_{\gamma})\) \(\in \mathbb{F}_q \times \mathbb{F}_q[Y]\) are collinear in the \(\mathbb{F}_q\)-vector space \(\mathbb{F}_q \times \mathbb{F}_q[Y]\).

Thus, an \(\epsilon/2\)-fraction of the \(\gamma \in A\) have the “good” property that \((\gamma, P_\gamma)\) is on the line passing through \((x_0, P_{x_0})\) and \((\beta_0, P_{\beta_0})\). Write this line as \(\{P^* + xP \mid x \in \mathbb{F}\}\) and notice that for all “good” \(\gamma\) we have \(P_\gamma = P^* + \gamma P\). Let \(A' \subseteq A\) denote the set of good elements for this line, recording that \(|A'| \geq |A| \cdot \epsilon/2 \geq 1/\epsilon\). By definition of \(\text{List}(u_x, V, \delta)\) and the assumption \(P_x \in \text{List}(u_x, V, \delta)\), we have that \(\Delta(u_x, P_x) < \delta\) for \(x \in A'\).

Consider the set \(C \subseteq D\) defined by \(C = \{y \in D \mid u^*(y) = P^*(y) \text{ AND } u(y) = P(y)\}\). For each \(y \in C\), there exists at most a single value of \(x \in \mathbb{F}_q\) satisfying \(u_x(y) = P_x(y)\) because \(u_x(y) - P_x(y) = (u^*(y) - P^*(y)) + x \cdot (u(y) - P(y))\) has at most one value \(x\) on which it vanishes. This implies

\[
\delta \geq \max_{x \in A'} \{\Delta_D(u_x, P_x)\} \geq \frac{|D \setminus C|}{|D|} \cdot \left(1 - \frac{1}{|A'|}\right) \geq \left(1 - \frac{|C|}{|D|}\right) \cdot (1 - \epsilon) \geq 1 - \frac{|C|}{|D|} - \epsilon.
\]

Rearranging, we get \(\frac{|C|}{|D|} \geq 1 - (\delta + \epsilon)\). Taking \(u = P\) and \(v^* = P^*\) completes the proof. □

## 4 First Application – DEEP-FRI

In this section we describe the new fast RS IOPP, called DEEP-FRI. We start by recalling the FRI protocol from [3], describing it nearly verbatim as in [10, Section 7].

### 4.1 FRI

Our starting point is a function \(f^{(0)} : L^{(0)} \to \mathbb{F}\) where \(\mathbb{F}\) is a finite field, the evaluation domain \(L^{(0)} \subseteq \mathbb{F}\) is a coset of a group\(^3\) contained in \(\mathbb{F}\), and \(|L^{(0)}| = 2^{k^{(0)}}\). We assume the target rate is \(\rho = 2^{-R}\) for some positive integer \(R\). The FRI protocol is a two-phase protocol (the two phases are called COMMIT and QUERY) that convinces a verifier that \(f^{(0)}\) is close to the Reed-Solomon code \(RS[\mathbb{F}, L^{(0)}, \rho]\)

The COMMIT phase of the FRI protocol involves \(r = k^{(0)} - R\) rounds. Before any communication, the prover and verifier agree on a sequence of (cosets of) sub-groups \(L^{(i)}\), where \(|L^{(i)}| = 2^{k^{(i)}-i}\). Let \(RS^{(i)}\) denote the Reed-Solomon code \(RS[\mathbb{F}, L^{(i)}, \rho|L^{(i)}|]\).

The main ingredient of the FRI protocol is a special algebraic hash function \(H_x\), which takes a seed \(x \in \mathbb{F}\), and given as input a function \(f : L^{(i)} \to \mathbb{F}\), it produces as output a hash whose length is 1/2 as long as \(f\). More concretely, \(H_x[f]\) is a function

\[
H_x[f] : L^{(i+1)} \to \mathbb{F}
\]

with the following properties:

1. **locality**: For any \(s \in L^{(i+1)}\), \(H_x[f](s)\) can be computed by querying \(f\) at just two points in its domain (these two points are \(q^{(i)}(s)\)).

\(^3\) The group can be additive, in which case \(\mathbb{F}\) is a binary field, or multiplicative, in which case it is not.
2. completeness: If \( f \in \text{RS}^{(i)} \), then for all \( x \in \mathbb{F} \), we have that \( H_{x}[f] \in \text{RS}^{(i+1)} \).
3. soundness: If \( f \) is far from \( \text{RS}^{(i)} \), then with high probability over the choice of seed \( x \), \( H_{x}[f] \) is quite far from \( \text{RS}^{(i+1)} \).

These last two properties roughly show that for random \( x \), \( H_{x} \) preserves distance to Reed-Solomon codes. For the precise description of \( H_{x} \) see Appendix E and [9].

The high-level idea of the FRI protocol can then be described as follows. First we are in the COMMIT phase of the protocol. The verifier picks a random \( x^{(0)} \in \mathbb{F} \) and asks the prover to write down the hash \( H_{x^{(0)}}[f^{(0)}] : L^{(1)} \to \mathbb{F} \). By Properties 2 and 3 above, our original problem of estimating the distance of \( f^{(0)} \) to \( \text{RS}^{(0)} \) reduces to estimating the distance of \( H_{x^{(0)}}[f^{(0)}] \) to \( \text{RS}^{(1)} \) (which is a problem of 1/2 the size). This process is then repeated: the verifier picks a random \( x^{(1)} \in \mathbb{F} \) and asks the prover to write down \( H_{x^{(1)}}[H_{x^{(0)}}[f^{(0)}]] \), and so on. After \( r \) rounds of this, we are reduced to a constant sized problem which can be solved in a trivial manner. However, the verifier cannot blindly trust that the functions \( f^{(1)}, \ldots \) that were written down by the prover truly are obtained by repeatedly hashing \( f^{(0)} \). This has to be checked, and the verifier does this in the QUERY phase of the protocol, using Property 1 above.

We describe the phases of the protocol below.

**COMMIT Phase:**
1. For \( i = 0 \) to \( r - 1 \):
   a. The verifier picks uniformly random \( x^{(i)} \in \mathbb{F} \) and sends it to the prover.
   b. The prover writes down a function \( f^{(i+1)} : L^{(i+1)} \to \mathbb{F} \). (In the case of an honest prover, \( f^{(i+1)} = H_{x^{(i)}}[f^{(i)}] \).)
2. The prover writes down a value \( C \in \mathbb{F}_q \). (In the case of an honest prover, \( f^{(0)} \) is the constant function with value \( = C \)).

**QUERY Phase:** (executed by the Verifier)
1. Repeat \( \ell \) times:
   a. Pick \( s^{(0)} \in L^{(0)} \) uniformly at random.
   b. For \( i = 0 \) to \( r - 1 \):
      i. Define \( s^{(i+1)} \in L^{(i+1)} \) by \( s^{(i+1)} = q^{(i)}(s^{(i)}) \).
      ii. Compute \( H_{x^{(i)}}[f^{(i)}](s^{(i+1)}) \) by making 2 queries to \( f^{(i)} \).
      iii. If \( f^{(i+1)}(s^{(i+1)}) \neq H_{x^{(i)}}[f^{(i)}](s^{(i+1)}) \), then REJECT.
   c. If \( f^{(0)}(s^{(0)}) \neq C \), then REJECT.
2. ACCEPT

The previous state of the art regarding the soundness of FRI is given by the following statement from [9]. In what follows let \( J_{\epsilon}(x) = 1 - \sqrt{1 - x(1 - \epsilon)} \).

▼ **Theorem 4 (FRI soundness (informal)).** Suppose \( \delta^{(0)} \triangleq \Delta(f^{(0)}, \text{RS}^{(0)}) > 0 \). Let \( n = |L^{(0)}| \).
Then for any \( \epsilon > 0 \) there exists \( \epsilon' > 0 \) so that with probability at least

\[
1 - \frac{2 \log n}{e^{3}|\mathbb{F}|} \tag{8}
\]

over the randomness of the verifier during the COMMIT phase, and for any (adaptively chosen) prover oracles \( f^{(1)}, \ldots, f^{(r)} \), the QUERY protocol with repetition parameter \( \ell \) outputs accept with probability at most

\[
\left( 1 - \min \left\{ \delta^{(0)}, 1 - (\rho^{1/4} + \epsilon') \right\} + \epsilon \log n \right)^{\ell}. \tag{9}
\]
Remark 5. Using the improved distance preservation of Lemma 2 in the analysis of FRI from [9], one immediately improves the factor 1/4 in the exponent in Equation (11) to an exponent of 1/3 (details omitted).

4.2 DEEP-FRI

We now describe our variation of FRI, that we call DEEP-FRI, for which we can give improved soundness guarantees, at the cost of a small increase in the query complexity (but no increase in the proof length or the number of queries to committed proofs – which is important in applications).

Before we can describe our protocol we introduce the operation of “quotienting”, which allows us to focus our attention on polynomials taking certain values at certain points.

4.2.1 Quotienting

Suppose we a set \( L \subseteq \mathbb{F}_q \) and a function \( f : L \rightarrow \mathbb{F}_q \). Suppose further that we are given a point \( z \in \mathbb{F}_q \) and a value \( b \in \mathbb{F}_q \).

We define the function \( \text{QUOTIENT}(f, z, b) : L \rightarrow \mathbb{F}_q \) as follows. Let \( Z(Y) \in \mathbb{F}_q[Y] \) be the polynomial \( Z(Y) = Y - z \). Then we define \( \text{QUOTIENT}(f, z, b) \) to be the function \( g : L \rightarrow \mathbb{F}_q \) given by:

\[
g(y) = \frac{f(y) - b}{Z(y)}
\]

(or more succinctly, \( g = \frac{f - b}{Z} \)).

Lemma 6. Let \( L \subseteq \mathbb{F}_q \). Let \( z \in \mathbb{F}_q \) with \( z \not\in L \). Let \( d \geq 1 \) be an integer.

Let \( f : L \rightarrow \mathbb{F}_q \), and \( b \in \mathbb{F}_q \). Let \( g = \text{QUOTIENT}(f, z, b) \). Then the following are equivalent:

- There exists a polynomial \( Q(X) \in \mathbb{F}_q[X] \) of degree at most \( d - 1 \) such that \( \Delta(g, Q) < \delta \).
- There exists a polynomial \( R(X) \in \mathbb{F}_q[X] \) of degree at most \( d \) such that \( \Delta(f, R) < \delta \) and \( R(z) = b \).

Proof. If there is such a polynomial \( Q, \deg(Q) \leq d - 1 \) that agrees with \( g \) on all but a \( \delta \)-fraction of entries, we can take \( R = QZ + b \). Notice \( \deg(R) \leq d \) because \( \deg(Z) = 1 \).

Conversely, if there is such a polynomial \( R \) that agrees with \( f \) on all but a \( \delta \)-fraction of entries, we can take \( Q = (R - b)/Z \). This is indeed a polynomial because \( R - b \) vanishes on \( z \), so \( Z(R - b) \) in the ring of polynomials.

Finally, by construction \( R \) agrees with \( f \) whenever \( g \) agrees with \( R \) and this completes the proof.

4.3 DEEP-FRI

Recall: We have linear spaces \( L^{(0)}, L^{(1)}, \ldots, L^{(r)} \), with dimensions \( k, k - 1, \ldots, k - r \). We further have 1 dimensional subspaces \( L^{(0)}_0, L^{(1)}_0, \ldots, L^{(r)}_0 \) with \( L^{(i)}_0 \subseteq L^{(i)} \).

For this, it will be helpful to keep in mind the case that the domain \( L^{(0)} \) is much smaller than the field \( \mathbb{F}_q \) (maybe \( q = |L^{(0)}|^{O(1)} \)).
Let $n$. The following theorem proves the soundness of the Phase:

**Theorem 8** (DEEP-FRI).

Input: a function $f^{(0)} : L^{(0)} \to \mathbb{F}_q$ which is supposed to be of degree $< d^{(0)}$.

**Commit Phase:**

1. For each $i \in [0, r - 1]$:
   a. The verifier picks a uniformly random $z^{(i)} \in \mathbb{F}_q$.
   b. The prover writes down a degree one polynomial $B_{z^{(i)}}(X) \in \mathbb{F}_q[X]$ (which is supposed to be such that $B_{z^{(i)}}(x)$ equals the evaluation of the low degree polynomial $H_L[f^{(i)}]$ at $z^{(i)}$).
   c. The verifier picks uniformly random $x^{(i)} \in \mathbb{F}_q$.
   d. The prover writes down a function
      \[ f^{(i+1)} : L^{(i+1)} \to \mathbb{F}_q. \]
      (which on input $y$ is supposed to equal $\text{QUOTIENT}(H_{x^{(i)}}[f^{(i)}], z^{(i)}, B_{z^{(i)}}(x))$.)

2. The prover writes down a value $C \in \mathbb{F}_q$.

**Query Phase:**

1. Repeat $\ell$ times:
   a. The verifier picks a uniformly random $s^{(0)} \in D$.
   b. For each $i \in [0, r - 1]$:
      i. Define $s^{(i+1)} \in L^{(i+1)}$ by $s^{(i+1)} = q^{(i)}(s^{(i)})$.
      ii. Compute $H_{x^{(i)}}[f^{(i)}](s^{(i+1)})$ by making 2 queries to $f^{(i)}$.
      iii. If $H_{x^{(i)}}[f^{(i)}](s^{(i+1)}) \neq f^{(i+1)}(s^{(i+1)}) \cdot (s^{(i+1)} - z^{(i)}) + B_{z^{(i)}}(x^{(i)})$, then REJECT.
   c. If $f^{(0)}(s^{(0)}) \neq C$, then REJECT.
   2. ACCEPT.

### 4.4 Analysis

The following theorem proves the soundness of the DEEP-FRI protocol.

**Theorem 8 (DEEP-FRI).** Fix degree bound $d^{(0)} = 3 \cdot 2^r - 2$ and $RS^{(0)} = RS[\mathbb{F}_q, L^{(0)}, d^{(0)}]$.

Let $n = |L^{(0)}|$.

For some $\epsilon, \delta > 0$, let

\[ \delta^* = \delta - 2\epsilon, \]

\[ L^* = L(\mathbb{F}_q, L^{(0)}, d^{(0)}, \delta^*), \]

\[ \nu^* = 2L^*(\frac{d^{(0)}}{q} + \epsilon)^{1/3} + \frac{4}{\epsilon q}. \]

Then the following properties hold when the DEEP-FRI protocol is invoked on oracle $f^{(0)} : L^{(0)} \to \mathbb{F}_q$.

1. **Prover complexity** is $O(n)$ arithmetic operations over $\mathbb{F}$
2. **Verifier complexity** is $O(\log n)$ arithmetic operations over $\mathbb{F}$ for a single invocation of the QUERY phase; this also bounds communication and query complexity (measured in field elements).
3. **Completeness** If $f^{(0)} \in RS^{(0)}$ and $f^{(1)}, \ldots, f^{(r)}$ are computed by the prover specified in the COMMIT phase, then the DEEP-FRI verifier outputs accept with probability 1.
5.14 DEEP-FRI: Sampling Outside the Box Improves Soundness

4. Soundness Suppose $\Delta(f^{(0)}, RS^{(0)}) > \delta$. Then with all but but probability

$$\text{err}_{\text{COMMIT}} \leq r \cdot \nu^* \leq (\log n) \cdot \nu^*.$$  \hspace{1cm} (10)

and for any (adaptively chosen) prover oracles $f^{(1)}, \ldots, f^{(C)}$, the $\text{QUERY}$ protocol with repetition parameter $\ell$ outputs accept with probability at most

$$\text{err}_{\text{QUERY}} \leq (1 - \delta^* + (\log n) \cdot \epsilon)^\ell$$  \hspace{1cm} (11)

Consequently, the soundness error of FRI is at most

$$\text{err} \leq (\log n) \cdot \nu^* + (1 - \delta^* + (\log n) \cdot \epsilon)^\ell$$ \hspace{1cm} (12)

We give a consequence below with a specific setting of parameters based on the Johnson bound.

Example 9. Continuing with the notation of Theorem 8, fix degree bound $d^{(0)} = 3 \cdot 2^r - 2$ and assume $n = |L^{(0)}| < \sqrt{q}$. Let $RS^{(0)} = RS[\mathbb{F}_q, L^{(0)}, d^{(0)}]$ and let $\rho = d^{(0)}/n$ be its rate.

Let $f^{(0)} : L^{(0)} \to \mathbb{F}_q$ be a function, and let $\delta^{(0)} = \Delta(f^{(0)}, RS^{(0)})$. Then with all but probability $\text{err}_{\text{COMMIT}} \leq O(q^{-1/2})$, the query phase will accept with probability at most:

$$\text{err}_{\text{QUERY}} \leq (\max(1 - \delta^{(0)} + \sqrt{\rho}) + o(1))^\ell$$  \hspace{1cm} as $n \to \infty$.

Proof. Note that $d^{(0)} \leq n \leq \sqrt{q}$.

Set $\delta = \min(\delta^{(0)}, 1 + \sqrt{\rho} - q^{-1/13})$, and apply the previous theorem. Theorem 20 implies that $L^* < q^{1/13}/(2\sqrt{\rho}) = O(q^{1/13})$. Set $\epsilon = q^{-6/13}$. Hence

$$\nu^* = 2L^* (d^{(0)}q^{-1} + q^{-6/13} \cdot 13) \leq 4q^{-6/13} = O(q^{-1/13}),$$

which implies $\text{err}_{\text{COMMIT}} \leq O(q^{-1/13})$.

If $\delta = \delta^{(0)}$, then $1 - \delta^* + (\log n)\epsilon = 1 - \delta + o(1)$. Otherwise $\delta = 1 - \sqrt{\rho} - q^{-1/13}$, and so $\epsilon = \sqrt{\rho} + q^{-1/13} + (\log n)\epsilon = \sqrt{\rho} + q^{-1/13} + (\log n)q^{-6/13}$.

Thus $\text{err}_{\text{QUERY}} \leq (\max(1 - \delta, \sqrt{\rho}) + o(1))^\ell$.  \hspace{1cm} $\blacksquare$

We now give an example setting of DEEP-FRI under the optimistic Conjecture 21.

Example 10. Assume Conjecture 21. Continuing with the notation of Theorem 8, fix degree bound $d^{(0)} = 3 \cdot 2^r - 2$ and $n = |L^{(0)}|$. Let $RS^{(0)} = RS[\mathbb{F}_q, L^{(0)}, d^{(0)}]$ and let $\rho = d^{(0)}/n$ be its rate.

Let $C = C^*_\rho$ be the constant given by Conjecture 21. Suppose $q > n^{24C}$.

Let $f^{(0)} : L^{(0)} \to \mathbb{F}_q$ be a function, and let $\delta^{(0)} = \Delta(f^{(0)}, RS^{(0)})$. Then with all but probability $\text{err}_{\text{COMMIT}} \leq O(q^{-3/12})$, the query phase will accept with probability at most:

$$\text{err}_{\text{QUERY}} \leq (1 - \delta^{(0)} + o(1))^\ell$$  \hspace{1cm} as $n \to \infty$.

Proof. Set $\epsilon = q^{-1/6(6C)}$.

Set $\delta = \min(\delta^{(0)}, 1 - \rho - q^{-1/6(6C)})$. Conjecture 21 gives us:

$$L^* < n^{-1/6} q^{-1/6}$$

We then apply the previous theorem. We get $\nu^* \ll O(L^* \cdot (d/q + \epsilon)^{1/3} + 1/\sqrt{q}) \ll q^{-1/12}$, and this gives us the claimed bound on $\text{err}_{\text{COMMIT}}$.

For the bound on $\text{err}_{\text{QUERY}}$, we note that $\delta = \delta^{(0)} + o(1)$. This is because every function is within distance $1 - \rho$ of $RS^{(0)}$ (this follows easily from polynomial interpolation). Thus

$$1 - \delta^* + (\log n)\epsilon = \delta + o(1),$$

and we get the desired bound on $\text{err}_{\text{COMMIT}}$.  \hspace{1cm} $\blacksquare$
Verifier complexity and completeness follow by construction (see, e.g., [3] for detailed analysis of these aspects). We start by analyzing prover time and showing it is linear. In the rest of the section we prove the soundness bound of Theorem 8.

4.5 Prover complexity

The prover is involved in two sub-steps of the COMMIT phase, Items 1b and 1d. Inspection reveals that Item 1d requires $O(|L^{(i)}|)$ arithmetic operations. In what follows we show that Item 1b can also be computed in similar asymptotic complexity. To show this it suffices to prove the following claim.

- Claim 11 (Fast DEEP evaluation). Let $f : L \to \mathbb{F}$ be a function and $L$ be a group (additive or multiplicative) of size $2^k$ for integer $k$. Let $P_f(X)$ be the interpolant of $f$ as defined in Appendix A. There exists an algorithm that, given $z \in \mathbb{F}$, computes $P_f(z)$ using $O(|L|)$ arithmetic operations.

Proof. We compute within $O(|L|)$ arithmetic operations a pair $(f', z')$ satisfying

- $f' : L' \to \mathbb{F}$ where $L'$ is a group of size $2^{k-1}$.
- $z' \in \mathbb{F}$.
- $P_f(z) = P_{f'}(z')$ where $P_{f'}$ is the interpolant of $f'$.

This suffices to solve the problem by induction, noticing the total sum of arithmetic operations is a geometric sum (the base case, in which $|L| = O(1)$, is trivially solvable using $O(1)$ arithmetic operations).

To construct $f'$ let $L_0$ be a subgroup of $L$ of size 2. The quadratic polynomial $q(X)$ whose roots are $L_0$ induces a 2-to-1 map on $L$. Let $L' = \{q(x) \mid x \in L\}$ be the image of this map on $L$ and notice that $L'$ is a group of size $|L|/2$, and for each $y \in L'$ there exists a unique pair, denoted $x_y, x'_y \in L$, such that $y = q(x_y) = q(x'_y)$. Furthermore, there exists a unique bivariate polynomial $Q_f(X, Y)$ satisfying:

- $\deg_Y(Q_f) \leq 1$
- $\deg_Y(Q_f) \leq \deg(P_f)/2$
- $P_f(X) = Q_f(X, q(X)) \mod Y - q(X)$

See [3, Claim 4.2] for a proof. We define $z' = q(z)$ and for $y \in L'$ define $f'(y) = Q_f(z, y)$. By the third item above we have $f'(z') = Q_f(z, z') = Q_f(z, q(z)) = P_f(z)$. The second item above shows that $P_{f'}(Y)$ is the interpolant of $f'$ because $\deg(P_{f'}) < |L'|$ and both $f'$ and $P_{f'}$ agree on all of $L'$. This implies $P_{f'}(z') = f'(z')$ which we showed equals $P_f(z)$, so $P_{f'}(z) = P_f(z')$ as required. All that is left is to argue that $f'$ can be computed from $f$ using $O(|L|)$ arithmetic operations. This follows from the first bullet because each entry $f'(y)$ can be computed from $f(x_y)$ and $f(x'_y)$ by interpolating the degree-1 polynomial $Q_f(X, y)$ and evaluating it at $z$ to obtain $Q_f(z, y) = f'(y)$. This completes the proof.

4.6 Preparations

We do the analysis below for the case $\ell = 1$. The generalization to arbitrary $\ell$ easily follows.

Define $d^{(0)} = 3 \cdot 2^\ell - 2$, and $d^{(i+1)} = d^{(i)}/2 - 1$. It is easy to check that $d^{(i)} = 1$. Define $\text{RS}^{(i)} = \text{RS}[\mathbb{F}_q, L^{(i)}, d^{(i)}]$. In the case of the honest prover (when $f^{(0)} \in \text{RS}^{(0)}$), we will have $f^{(i)} \in \text{RS}^{(i)}$ for all $i$.

Our analysis of the above protocol will track the agreement of $f^{(i)}$ with $\text{RS}^{(i)}$. This agreement will be measured in a certain weighted way, which we define next.
4.6.1 The success probability at $s \in L^{(i)}$

There is a natural directed forest that one can draw on the vertex set

$$L^{(0)} \cup L^{(1)} \cup \ldots \cup L^{(i)},$$

namely, where $s \in L^{(i)}$ is joined to $q^{(i)}(s) \in L^{(i+1)}$ (and we say that $s$ is a child of $q^{(i)}(s)$).

Note that every vertex not in $L^{(0)}$ has two children.

Let $i \leq r - 1$ and $s_0 \in L^{(i)}$. Let $s \in L^{(i+1)}$ be the parent of $s_0$, and let $s_1 \in L^{(i)}$ the sibling of $s_0$. We color $s_0$ GREEN if $f^{(i+1)}(s)$ is consistent with $f^{(i)}\mid_{\{s_0, s_1\}}$ according to the test

$$H_{s^{(i)}}[f^{(i)}](s) = f^{(i+1)}(s) \cdot (s - z^{(i)}) + B_{s^{(i)}}(x^{(i)})$$

and we color $s_0$ RED otherwise. Notice that a vertex and its sibling get the same color.

For $s \in L^{(i)}$, we color $s$ GREEN if $f^{(i)}(s) = C$ and RED otherwise.

The QUERY phase of the protocol can be summarized as follows: we pick a uniformly random $s^{(0)} \in L^{(0)}$ and consider the path $s^{(0)}, s^{(1)}, s^{(2)}, \ldots, s^{(r)}$ going through all its ancestors. If all these vertices are GREEN, then we ACCEPT, otherwise we REJECT.

To capture this, we define functions $\eta^{(i)} : L^{(i)} \rightarrow \mathbb{R}$ as follows. For $s \in L^{(i)}$, let $\eta^{(i)}(s)$ be the fraction of leaf-descendants $s^{(0)}$ of $s$ for which the path from $s^{(0)}$ to $s$ (including $s^{(0)}$ but not including $s$) consists exclusively of GREEN vertices. Observe that $p_{\text{ACCEPT}} = E_{s \in L^{(0)}}[\eta^{(i)}(s) \cdot 1_{f^{(i)}(s) = C}]$ equals the probability that the QUERY phase accepts.

The exact quantity that we will track is as $i$ increases is the weighted agreement:

$$\alpha^{(i)} = \text{agree}_{\eta^{(i)}}[f^{(i)}, RS^{(i)}].$$

Notice that

$$\alpha^{(0)} = 1 - \Delta(f^{(0)}, RS^{(0)}),$$

and the acceptance probability, $p_{\text{ACCEPT}}$ satisfies:

$$p_{\text{ACCEPT}} \leq \alpha^{(r)}.$$

Our main intermediate claim is that with high probability over the choice of $x^{(i)}, z^{(i)}, B_{s^{(i)}}^{(i)}$, we have that $\alpha^{(i+1)}$ is not much more than $\alpha^{(i)}$. This gives us that $p_{\text{ACCEPT}}$ is not much more than $1 - \Delta(f^{(0)}, RS^{(0)})$, as desired.

4.6.2 Operations AVG and ZERO

We define two important operations.

1. AVG. For a function $w : L^{(i-1)} \rightarrow \mathbb{R}$, we define the function $\text{AVG}[w] : L^{(i)} \rightarrow \mathbb{R}$ as follows.

   Let $s \in L^{(i)}$, and let $\{s_0, s_1\} = (q^{(i-1)})^{-1}(s)$. Then define:

   $$\text{AVG}[w](s) = \frac{w(s_0) + w(s_1)}{2}.$$

2. ZERO. For a function $w : L^{(i)} \rightarrow \mathbb{R}$, and a set $S \subseteq L^{(i)}$, we define the function $\text{ZERO}[w, S] : L^{(i)} \rightarrow \mathbb{R}$ as follows. For $s \in L^{(i)}$, we set:

   $$\text{ZERO}[w, S](s) = \begin{cases} 0 & s \in S \\ w(s) & s \not\in S \end{cases}.$$
We can use these two operations to express \( \eta^{(i+1)} \) in terms of \( \eta^{(i)} \). Let \( E^{(i+1)} \) denote the set of all \( s \in S^{(i+1)} \) both of whose children are RED (i.e., the test
\[
H_x^{(i)}[f^{(i)}](s) = f^{(i+1)}(s) \cdot (s - z^{(i)}) + B_{z^{(i)}}^{(i)}(x^{(i)})
\]
fails at \( s \).
Define \( \theta^{(i+1)} : L^{(i+1)} \rightarrow \mathbb{R} \) by
\[
\theta^{(i+1)} = \text{AVG}[\eta^{(i)}].
\]
Then we have:
\[
\eta^{(i+1)} = \text{ZERO}(\theta^{(i+1)}, E^{(i+1)}).
\]
Analogous to our definition of
\[
\alpha^{(i)} = \text{agree}_{\eta^{(i)}}(f^{(i)}, \text{RS}^{(i)}),
\]
we define
\[
\beta^{(i+1)} = \text{agree}_{\theta^{(i+1)}}(H_x^{(i)}[f^{(i)}], \{P(Y) \in \mathbb{F}_q[Y] \mid \deg(P) \leq d^{(i+1)} \text{ and } P(z^{(i)}) = B_{z^{(i)}}^{(i)}(x^{(i)})\}).
\]

The following two lemmas control the growth of \( \alpha^{(i)} \) and \( \beta^{(i)} \).

\textbf{Lemma 12.} For all \( i \), with probability at least \( 1 - \nu^* \) over the choice of \( x^{(i)}, z^{(i)} \), we have:
\[
\beta^{(i+1)} \leq \max(\alpha^{(i)}, 1 - \delta^*) + \epsilon.
\]
We prove this using Theorem 25 in Appendix F.

\textbf{Lemma 13.} For all \( i \),
\[
\alpha^{(i)} \leq \beta^{(i)}.
\]
We prove this using Lemma 6 in Appendix F.

\textbf{Proof.} As observed earlier, \( \alpha^{(0)} = 1 - \Delta(f^{(0)}, \text{RS}^{(0)}) < 1 - \delta \).

The two lemmas above imply that with probability at least \( 1 - r \nu^* \),
\[
\alpha^{(i)} \leq \max(\alpha^{(0)}, 1 - \delta^*) + r \cdot \epsilon < (1 - \min(\delta, \delta^*) + r \cdot \epsilon).
\]

Finally, we use the observation that \( p_{\text{ACCEPT}} \leq \alpha^{(i)} \) to complete the proof.

\section{Second Application – The DEEP Algebraic Linking IOP (DEEP-ALI) protocol}

The techniques used earlier in Theorem 3 and Section 4 can also be used to improve soundness in other parts of an interactive oracle proof (IOP) protocol. We apply them here to obtain a Scalable Transparent IOP of Knowledge (STIK) \cite[Definition 3.3]{STIK} with better soundness than the prior state of the art, given in \cite[Theorem 3.4]{STIK}.

Proof systems typically use a few steps of reduction to convert problems of membership in a nondeterministic language \( L \) to algebraic problems regarding proximity of a function (or a sequence of functions) to an algebraic code like Reed-Solomon (or, in earlier works,
Reed-Muller). The goal of such a reduction is to maintain a large proximity gap $\gamma$, meaning that for instances in $L$, an honest prover will provide information that leads to codewords, whereas for instances not in $L$, any oracles submitted by the prover will be converted by the reduction, with high probability, to functions that are $\gamma$-far from the code. Considerable effort is devoted to increasing $\gamma$ because it is the input to the proximity protocols (like FRI and DEEP-FRI) and the soundness of those protocols is correlated to $\gamma$ (as discussed earlier, e.g., in Theorem 8).

The STIK protocol is a special case of this paradigm. It requires the prover to provide oracle access to a function $f : D \to \mathbb{F}$ that is supposedly an RS encoding of a witness for membership of the input instance in $L$. A set of $t$-local constraints is applied to $f$ to construct a function $g : D \to \mathbb{F}$, along with a gap-guarantee: If $f$ is indeed an encoding of a valid witness for the instance, then the resulting function $g : D \to \mathbb{F}$ is also be a member of an RS code. One of the tests that the verifier performs is a consistency test between $f$ and $g$, and, prior to this work, this consistency test was applied to the functions $f$ and $g$ directly. This leads to a rather small gap $\gamma \leq \frac{1}{8}$ which results in a small soundness guarantee from the RPT protocol applied to $f, g$ later on.

In this section we apply the DEEP technique to this setting. After $f$ and $g$ have been provided, the verifier samples a random $z \in \mathbb{F}_q$ and asks for the values of the interpolating polynomials of $f, g$ on all $t$ entries needed to check the consistency test. Our verifier now applies the QUOTIENT operation to $f, g$, using the information obtained from the prover. Crucially, we prove that a single consistency test, conducted over a large domain $D' \supset D$, suffices to improve the proximity gap to roughly $1 - \sqrt{\rho}$, a value that approaches 1 as $\rho \to 0$. Assuming Conjecture 21 the proximity gap is nearly-optimal, at $\gamma \approx 1 - \rho$ (compare with with the value $\gamma \leq 1/8$ obtained by prior works). Details follow.

We focus on the the Algebraic linking IOP protocol (ALI) of [2, Theorem B.15], and present a new protocol that we call DEEP-ALI (Protocol 17) that obtains the aforementioned improved proximity gap(s).

In what follows, we will first recall (a variant of) the language (or, more accurately, binary relation) which was the input to the ALI protocol of [2] and is likewise the input to our DEEP-ALI protocol. The description of the protocol follows in Section 5.2. Its basic properties are specified in Section 5.3 and we analyze its soundness in Theorem 15 and Section 5.4.

### 5.1 The Algebraic Placement and Routing (APR) Relation

In what follows we use the notation $\tilde{f}$ to refer to a polynomial in $\mathbb{F}[x]$. Note that the operator $|D|$ for $D \subseteq \mathbb{F}$ takes a polynomial to a function: $\tilde{f} |D : D \to \mathbb{F}$.

We start by defining a simplified version of the Algebraic placement and routing relation (APR). See [2, Definition B.10]. In particular, we only use one witness polynomial. This relation will be the input to the reduction used in Protocol 17.

**Definition 14.** The relation $R_{\text{APR}}$ is the set of pairs $(\mathbf{z}, \mathbf{w})$ satisfying:

1. **Instance format:** The instance $\mathbf{z}$ is a tuple $(\mathbb{F}_q, d, C)$ where:
   - $\mathbb{F}_q$ is a finite field of size $q$.
   - $d$ is an integer representing a bound on the degree of the witness.
   - $C$ is a set of $|C|$ tuples $(M^i, P^i, Q^i)$ representing constraints. $M^i$ is the mask which is a sequence of field elements $M^i = \{M^i_j \in \mathbb{F}_q\}_{j=1}^{|M^i|}$. $P^i$ is the condition of the constraint which is a polynomial with $|M^i|$ variables. $Q^i \in \mathbb{F}_q[x]$ is the domain polynomial of the constraint which should vanish on the locations where the constraint should hold.
We further introduce the following notation:

- Let $M_i = |M|_{i} \mid 1 \leq i \leq |C|$ and $1 \leq j \leq |M|_{i} \subseteq \mathbb{F}_q$ be the full mask.
- Let $d_C = \max_{i} \deg(P^i)$ be the maximal total degree of the $P^i$s.
- Let $Q_{\text{cm}} \in \mathbb{F}_q[x]$ be the least common multiple of the $Q^i$s.

2. Witness format: The witness $w$ is a polynomial $\tilde{f} \in \mathbb{F}_q[x]$. A constraint $(M, P, Q)$ is said to hold at a location $x \in \mathbb{F}_q$ if $P(\tilde{f}(x \cdot M_1), \ldots, \tilde{f}(x \cdot M_{|M|})) = 0$. We say that $\tilde{f}$ satisfies the constraint if the constraint holds at every $x \in \mathbb{F}_q$ for which $Q(x) = 0$. We say that $w$ satisfies the instance if and only if $\deg(\tilde{f}) < d$ and $\tilde{f}$ satisfies all of the constraints.

To see that the notion of the $R_{\text{APR}}$ relation defined above is strong enough, we follow the ideas from [2] and show a reduction from an Algebraic Intermediate Representation (AIR, see [2, Definition B.3]) to an APR. The following uses the notation from [2, Definition B.3]. Let $x = (\mathbb{F}_q, T, w, P, C, B)$ be an instance of $R_{\text{AIR}}$. Pick a multiplicative subgroup $\langle \gamma \rangle \subseteq \mathbb{F}_q^{\times}$ of size $T \cdot w$ and pick $\tilde{f}$ such that $\tilde{f}(\gamma^{w+i}) = w_i(t)$ for $t \in [T]$ and $i \in [w]$ (here $[n] = \{0, \ldots, n - 1\}$). For all the constraints in $P$, choose the mask $M = \{1, \gamma, \ldots, \gamma^{2w-1}\}$ and choose the domain polynomial whose zeros are $\{\gamma^{w}\}_{t \in [T-1]}(Q(x) = (x^T - 1)/(x - \gamma^{-w}))$. Replace each boundary constraint $(i, j, \alpha) \in B$ with a regular constraint with mask $M = \{1\}$, $P(x) = x - \alpha$ and $Q(x) = x - \gamma^{w+i}$.  

### 5.2 The DEEP-ALI protocol

We now describe our new protocol, that achieves improved soundness, as stated in the following theorem.

- **Theorem 15** (DEEP-ALI soundness). Fix a code rate $0 < \rho < 1$ and a distance parameter $0 < \delta < 1 - \rho$. Let $D, D' \subseteq \mathbb{F}_q$ be two evaluation domains such that $|D| = d \rho^{-1}$ and $|D'| = d' \rho^{-1}$. Let $\text{RPT}_D, \text{RPT}_{D'}$ be two IOPPs with perfect completeness for the codes $\text{RS}[\mathbb{F}_q, D, (d - |M|)/(|D|)]$ and $\text{RS}[\mathbb{F}_q, D', (d_{\text{full}} - 1)/(|D'|)]$ respectively. Let $\epsilon, \epsilon'$ be the bounds on the soundness error (acceptance probability) for words that are at least $\delta$-far from the corresponding code. Denote

\[
L = \max\{\mathcal{L}(\mathbb{F}_q, D, d, \delta), \mathcal{L}(\mathbb{F}_q, D', d', d_{\text{full}}, \delta)\}.
\]

Then, there exists an IOP for $R_{\text{APR}}$ with perfect completeness and soundness error $\epsilon + \epsilon' + 2L^2(d_{\text{full}} + \deg(Q_{\text{cm}}))/q$.

- **Example 16.** Fix a code rate $0 < \rho < 1$. Choosing DEEP-FRI as the RPT protocol and setting $\delta = 1 - \sqrt{\rho} - q^{-1/13}$ as in Example 9, using $\ell$ repetitions, we obtain an IOP for $R_{\text{APR}}$ with perfect completeness and soundness error that approaches $2\rho^{\ell/2}$ as $q \to \infty$ assuming the parameters $d, d_{\text{full}}, \deg(Q_{\text{cm}})$ of the APR are constant with respect to $q$.

Proof. Theorem 20 implies that $L \leq q^{1/13}/(2\sqrt{\rho}) = O(q^{1/13})$. Hence the expression $2L^2(d_{\text{full}} + \deg(Q_{\text{cm}}))/q$ approaches 0 as $q \to \infty$. Moreover, Example 9 implies that $\epsilon, \epsilon'$ approach $\rho^{\ell/2}$. ◼

We now describe the protocol that achieves the soundness of Theorem 15.

- **Protocol 17** (DEEP-ALI).

1. The prover sends an oracle $f: D \to \mathbb{F}$ (which should be $\tilde{f}|_D$).
2. The verifier sends random coefficients $\alpha = (\alpha_1, \ldots, \alpha_{|C|}) \in \mathbb{F}_q^{|C|}$. 
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3. The prover sends an oracle \( g_\alpha : D' \to F \) (which should be \( \tilde{g}_\alpha |_{D'} \)), where
\[
\tilde{g}_\alpha(x) = \sum_{i=1}^{\deg(h)} \alpha_i \cdot \frac{P^i(\tilde{f}(x \cdot M_i^j), \ldots, \tilde{f}(x \cdot M_i^{j)})}{Q^i(x)}.
\]
Equation (13).

Note that \( \deg(\tilde{g}_\alpha) < d \cdot d_C \).

4. The verifier sends a random value \( z \in \mathbb{F}_q \).

5. Denote \( M_z = \{ z \cdot M_i^j \mid 1 \leq i \leq |C| \text{ and } 1 \leq j \leq |M^i| \} \). The prover sends \( a_{\alpha, z} : M_z \to \mathbb{F} \) (which should be \( f_{\alpha} |_{M_z} \)). The verifier deduces \( b_{\alpha, z} \), the alleged value of \( \tilde{g}_\alpha(z) \), using Equation (13).

6. Let \( U(x), Z(x) \) as defined in Section 4.2.1 for QUOTIENT \((f, a_{\alpha, z})\) and let
\[
h^1(x) = b_{\alpha, z}(x) = \text{QUOTIENT}(f, a_{\alpha, z}) = \frac{f(x) - U(x)}{Z(x)},
\]
\[
h^2(x) = b_{\alpha, z}(x) = \text{QUOTIENT}(g_\alpha, \{ z \mapsto b_{\alpha, z} \}) = \frac{g_\alpha(x) - b_{\alpha, z}}{x - z},
\]
and note that the verifier has oracle access to \( h^1 \) and \( h^2 \) using the oracles \( f \) and \( g_\alpha \).

7. They use \( \text{RPT}_{D} \) and \( \text{RPT}_{P} \) to prove that \( h^1 \) is at most \( \delta \)-far from \( RS[\mathbb{F}_q, D, (d - |M|)/|D|] \) (in other words, it is close to a polynomial of degree \( < d - |M| \)) and that \( h^2 \) is at most \( \delta \)-far from \( RS[\mathbb{F}_q, D', (dd_C - 1)/|D'|] \).

5.3 Properties of DEEP-ALI

Note that in the original ALI protocol, the equivalent to the expression \( P^i(\tilde{f}(x \cdot M_i^j), \ldots, \tilde{f}(x \cdot M_i^{j})) / Q^i(x) \) is sampled at \( Q \) random locations from the evaluation domain, where \( Q \) is the number of queries.

The main idea in DEEP-ALI is to use Quotienting to allow the verifier to choose one random element \( z \) from the entire field, and check the consistency between \( \tilde{f} \) and \( \tilde{g} \) only at \( x = z \).

The fact that DEEP-ALI allows to sample from the entire field introduces several advantages over the ALI protocol from [2]:

**Soundness.** As described above, the reduction in ALI has lower bound 1/8 on the distance from the code for inputs that are not in the language, even for \( \rho \to 0 \). In DEEP-ALI the lower bound on the distance is \( 1 - \sqrt{\rho} \).

**Query complexity.** In ALI the verifier queries \( |M| \cdot Q \) field elements as we need \( |M| \) elements to evaluate \( P^i(\tilde{f}(x \cdot M_i^j), \ldots, \tilde{f}(x \cdot M_i^{j})) / Q^i(x) \). In DEEP-ALI the verifier queries \( O(|M| + Q) \) field elements as the evaluation of \( P^i \) is done once.

**Verifier complexity.** Previously, the verifier complexity was \( \Omega(Q \cdot T_{\text{arith}}) \) (where \( T_{\text{arith}} \) is the arithmetic complexity of evaluating all the constraints). The verifier complexity in DEEP-ALI depends on \( Q + T_{\text{arith}} \) as we evaluate the constraints only once.

**Prover complexity.** It is possible to alter Definition 14 and DEEP-ALI to work with several witness polynomials \( f_1, \ldots, f_\omega \) (as was done in ALI). The prover complexity in this case will depend on \( (w \rho^{i-1} + d_C \rho^{j-1} + T_{\text{arith}} d_C) \cdot d \) instead of \( (w \rho^{i-1} + T_{\text{arith}} d_C) \cdot d \) (in ALI).
5.4 Soundness analysis

The proof of Theorem 15 will follow from the following lemma:

\textbf{Lemma 18.} Let $E$ be the event that the DEEP-ALI verifier accepts. If

$$\Pr[E] \geq \epsilon + \epsilon' + \frac{2L^2(d \cdot d_C + \deg(Q_{\text{lcm}}))}{q},$$

then there exists a polynomial of degree $< d$ satisfying the constraints.

\textbf{Proof.} Let $L(f) \subseteq \mathbb{F}_q[D, \rho]$ be the set of codewords that are at most $\delta$-far from $f$. Similarly define $L(g_\alpha)$. We have $|L(f)|, |L(g_\alpha)| \leq L$.

Let $E_1$ be the event where the verifier accepts and $h_1$ and $h_2$ are at most $\delta$-far from the corresponding codes. Denote $\eta = 2L^2(d \cdot d_C + \deg(Q_{\text{lcm}}))/q$. Then, $\Pr[E_1] \geq \eta$. $E_1$ implies that there exists a polynomial $\tilde{h}_1 = \tilde{h}_{1,z}$ of degree $< d - |M|$ such that $\{|x \in D : \tilde{h}_1(x) \neq f(x) - U(x)\} < \delta|D|$. Hence $Z(x) \cdot \tilde{h}_1(x) + U(x) \in L(f)$. Similarly there exists a polynomial $\tilde{h}_2 = \tilde{h}_{2,z}$ of degree $< d \cdot d_C - 1$ such that $(x - z)\tilde{h}_2(x) + b \in L(g_\alpha)$.

Fix $\tilde{r}_1(x)$ (independent of $\alpha$ and $z$) to be the element in $L(f)$ maximizing the probability that $\tilde{r}_1(x) = Z(x) \cdot \tilde{h}_1(x) + U(x)$ given $E_1$. Let $E_2 \subseteq E_1$ be the event that $\tilde{r}_1(x) = Z(x) \cdot \tilde{h}_1(x) + U(x)$. It follows that $\Pr[E_2] \geq \eta/L$.

Fix $\tilde{r}_\alpha(z) \in L(g_\alpha)$ maximizing the probability that $\tilde{r}_\alpha^2(z) = (x - z)\tilde{h}_2^2(x) + b$ given $E_2$ (note that $\tilde{r}_\alpha^2$ depends on $\alpha$ as the oracle $g_\alpha$ was sent only after the verifier sent $\alpha$), and let $E_3 \subseteq E_2$ be the event where $\tilde{r}_\alpha^2(z) = (x - z)\tilde{h}_2^2(x) + b$. We have $\Pr[E_3] \geq \eta/(2L^2)$. This implies, $\Pr_\alpha[\Pr_z[E_3] \geq \eta/(2L^2)] \geq \eta/(2L^2)$.

The event $E_3$ implies

$$\tilde{r}_1 | M_z = U | M_z = a_{\alpha,z},$$

$$\tilde{r}_\alpha^2(z) = b_{\alpha,z}.$$

Recall that $b_{\alpha,z}$ was defined according to (13), so

$$b_{\alpha,z} = \sum_{i=1}^{\lfloor C \rfloor} a_i \cdot \frac{P^i(a_{\alpha,z}(z \cdot M^i_1), \ldots, a_{\alpha,z}(z \cdot M^i_{|M^i_1|}))}{Q^i(z)}.$$

Substituting values for $a_{\alpha,z}$ and $b_{\alpha,z}$ and multiplying by $Q_{\text{lcm}}(z)$ we obtain:

$$Q_{\text{lcm}}(z) \cdot \tilde{r}_\alpha^2(z) = \sum_{i=1}^{\lfloor C \rfloor} a_i \cdot P^i(\tilde{r}_1^i(z \cdot M^i_1), \ldots, \tilde{r}_1^i(z \cdot M^i_{|M^i_1|})) \cdot \frac{Q_{\text{lcm}}(z)}{Q^i(z)} \cdot \frac{Q_{\text{lcm}}(z)}{Q^i(z)}.$$

Both sides of the equation are polynomials of degree $< d \cdot d_C + \deg(Q_{\text{lcm}})$ in $z$. For every $\alpha$ for which $\Pr_z[E_3] \geq \eta/(2L^2) = (d \cdot d_C + \deg(Q_{\text{lcm}}))/q$, we have at least $d \cdot d_C + \deg(Q_{\text{lcm}})$ many $z$’s satisfying (14) and thus the two polynomials in (14) are identical. Let $G_\alpha(x)$ denote the the right-hand side of (14) (replacing $z$ with $x$).

So far we have:

$$\Pr_\alpha[G_\alpha(x) \text{ is divisible by } Q_{\text{lcm}}(x)] \geq \eta/(2L^2) > 1/q.$$

Note that the set of $\alpha$’s satisfying this event forms a vector space. If its dimension was less than $|C|$ then the probability would have been $\leq 1/q$. Hence this event holds for every $\alpha$. Substituting the elements of the standard basis, we get that for every $1 \leq i \leq |C|$, $P^i(\tilde{r}_1^i(x \cdot M^i_1), \ldots, \tilde{r}_1^i(x \cdot M^i_{|M^i_1|})) \cdot \frac{Q_{\text{lcm}}(x)}{Q^i(x)}$ is divisible by $Q_{\text{lcm}}(x)$.

Substituting any $x$ for which $Q^i(x) = 0$ gives $P^i(\tilde{r}_1^i(x \cdot M^i_1), \ldots, \tilde{r}_1^i(x \cdot M^i_{|M^i_1|})) = 0$ which implies that $\tilde{r}_1^i$ satisfies all the constraints, as required.
5.5 Further optimizations for practical implementation

As we saw, it makes sense to work with several witness polynomials rather than one, as it improves the prover complexity. Another optimization is to apply the RPT only once for both $h_1$ and $h_2$ by taking a random linear combination of the two (and using Theorem 3). To make this work, the prover writes the degree $< d \cdot d_C$ polynomial $\tilde{g}(x)$ as:

$$\tilde{g}(x) = \sum_{i=0}^{d_C-1} x^i \tilde{g}_i(x^{d_C}),$$

where the $\tilde{g}_i$s are of degree $< d$, and it sends oracles to $\tilde{g}_i|_D$ instead of $\tilde{g}|_{D'}$. In total, we will have to run RPT on $w + d_C$ polynomials of degree $< d$, so we choose only one evaluation domain $D \subseteq \mathbb{F}_q$ satisfying $|D| = d\rho^{-1}$.
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A Preliminaries

Functions

For a set $D$, we will be working with the space of functions $u : D \rightarrow \mathbb{F}$, denoted $\mathbb{F}^D$. For $u \in \mathbb{F}^D$ we use $u(z)$ to denote the $z$th entry of $u$, for $z \in D$. For $C \subset D$ we use $f|_C$ to denote the restriction of $f$ to $C$. For two functions $f, g : D \rightarrow \mathbb{F}$ we write $f = g$ when the two functions are equal as elements in $\mathbb{F}^D$ and similarly say $f|_C = g|_C$ when their restrictions are equal as elements in $\mathbb{F}^C$.

Distance

We use $\Delta_D(u, v) = \Pr_{z \in D} [u(z) \neq v(z)]$ for relative Hamming distance, and omit $D$ when it is clear from context. For a set $S \subset \mathbb{F}^D$ we use $\Delta_D(v, S) = \min_{s \in S} \Delta_D(v, s)$ and $\Delta_D(S) = \min_{s \neq s' \in S} \Delta_D(s, s')$ denotes the minimal relative distance of $S$. For $u \in \mathbb{F}^D$ let $B(u, \delta)$ denote the Hamming ball in $\mathbb{F}^D$ of normalized radius $\delta$ centered at $u$,

$$B(u, \delta) = \{ u' \in \mathbb{F}^D \mid \Delta_D(u, u') < \delta \}.$$

Linear codes

An $[n, k, d]_q$-linear error correcting code is a linear space $V \subset \mathbb{F}_q^n$ of dimension $k$ over $\mathbb{F}_q$ with minimal Hamming distance $d$. A generating matrix for $V$ is a matrix $G \in \mathbb{F}_q^{n \times k}$ of rank $k$ such that $V = \{ Gx \mid x \in \mathbb{F}_q^k \}$. 
A.1 List Decoding

Definition 19 (List size for Reed-Solomon Codes). For \( u \in \mathbb{F}_q^D \), a set \( V \subset \mathbb{F}_q^D \), and distance parameter \( \delta \in [0, 1] \), let \( \text{List}(u, V, \delta) \) be the set of elements in \( V \) that are at most \( \delta \)-far from \( u \) in relative Hamming distance. Formally, using \( B(u, \delta) \) to denote the Hamming ball of relative radius \( \delta \) centered around \( u \), we have \( \text{List}(u, V, \delta) = B(u, \delta) \cap V \).

The code \( V \) is said to be \((\delta, L)\)-list-decodable if \( |\text{List}(u, V, \delta)| \leq L \) for all \( u \in \mathbb{F}_q^D \).

For \( D \subset \mathbb{F}_q \), let \( \mathcal{L}(\mathbb{F}_q, D, d, \delta) \) be the maximum size of \( \text{List}(u, V, \delta) \) taken over all \( u \in \mathbb{F}_q^D \) for \( V = \text{RS}[\mathbb{F}_q, D, \rho] \).

We recall the fundamental Johnson bound, which says that sets with large minimum distance have nontrivial list-decodability. The particular version below follows, e.g., from [14, Theorem 3.3] by setting \( d = (1 - \rho)|D| \) and \( e = (1 - \sqrt{\rho} - \varepsilon)|D| \) there.

Theorem 20 (Johnson bound). Let \( V \subset \mathbb{F}_q^D \) be a code with minimum relative distance \( \delta \in (0, 1) \). Then \( V \) is \((1 - \sqrt{1 - \delta} - \varepsilon, 1/(2\varepsilon\sqrt{1 - \delta}))\)-list-decodable for every \( \varepsilon \in (0, 1 - \sqrt{1 - \delta}) \).

When \( V \) is a maximum distance separable (MDS) code like a Reed-Solomon code of rate \( \rho \) we have \( \rho = 1 - \delta \), so \( V \) is \((1 - \sqrt{\rho} - \varepsilon, 1/(2\varepsilon\sqrt{\rho}))\)-list-decodable for every \( \varepsilon \in (0, 1 - \sqrt{\rho}) \).

In particular, for Reed-Solomon codes this implies the following list-decodability bound:

\[
\mathcal{L}(\mathbb{F}_q, D, d = \rho|D|, 1 - \sqrt{\rho} - \varepsilon) \leq O\left(\frac{1}{\varepsilon\sqrt{\rho}}\right).
\]

Extremely optimistically, we could hope that Reed-Solomon codes are list-decodable all the way up to their distance with moderate list sizes. Staying consistent with the known limitations [8], we have the following brave conjecture.

Conjecture 21 (List decodability of Reed-Solomon Codes up to Capacity). For every \( \rho > 0 \), there is a constant \( C_\rho \) such that every Reed-Solomon code of length \( n \) and rate \( \rho \) is list-decodable from \( 1 - \rho - \varepsilon \) fraction errors with list size \( \left(\frac{n}{\varepsilon}\right)^{C_\rho} \). That is:

\[
\mathcal{L}(\mathbb{F}_q, D, d = \rho|D|, 1 - \rho - \varepsilon) \leq \left(\frac{|D|}{\varepsilon}\right)^{C_\rho}.
\]

B Tightness of the one-and-a-half Johnson bound

Lemma 1 says that when \( V \) is a linear code with minimum distance \( \lambda \), and \( u^* \) is some element that is \( \delta \)-far from \( V \), then for any \( u \) we have with high probability

\[
\Delta(u^* + xu, V) \geq \min(\delta, \sqrt{\lambda^{(1.5)}}) = 1 - (1 - \lambda)^{1/3}.
\]
The rightmost term seems quite strange, as the $J^{(1.5)}(\cdot)$ function is unfamiliar in other settings of coding theory. However, as we show next, in certain settings this function gives the correct bound!

\begin{lemma}[Tightness of one-and-a-half Johnson bound] For every member $V_n$ of following family of RS codes $\{V_n = \text{RS}[F_{2^n}, F_{2^n}, \rho = 2^{-3}] \mid n \in \mathbb{N}\}$ there exist $u^*_n, u_n \in \mathbb{F}_{2^n}^2$ satisfying the following:
\begin{itemize}
  \item $\delta_{\max} \triangleq \Delta(u^*_n, V_n) = \Delta(u_n, V_n) = \frac{3}{4} = 1 - \rho^{2/3}$
  \item $\forall \neq 0, \Delta(u^*_n + xu_n, V_n) \leq \frac{1}{2} = 1 - \rho^{1/3} = J^{(1.5)}(\Delta(V_n))$
\end{itemize}
Consequently, $E[\delta_{\max}] \leq J^{(1.5)}(\Delta(V_n)) + o(1) \leq \delta_{\max} - \frac{1}{4} + o(1)$.
\end{lemma}

We shall need to following claim in our proof of the lemma.

\begin{claim}
For every $x \in \mathbb{F}_{2^n} \setminus \{0\}$ there exists a polynomial $P_x(Y) \in \mathbb{F}_{2^n}[Y]$ of the form
\begin{equation}
P_x(Y) = Y^{2^n-1} + xY^{2^n-2} + \tilde{P}_x, \quad \deg(\tilde{P}_x) < 2^{n-3}.
\end{equation}
that has $2^{n-1}$ distinct roots in $\mathbb{F}_{2^n}$.
\end{claim}

\begin{proof}
For $x \neq 0$ let $\beta_x = 1/x^2$, noticing $\beta_x$ is unique because the map $\beta \mapsto \beta^2$ is bijective on $\mathbb{F}_{2^n}$. Let $\text{Tr}(Z) \triangleq \sum_{i=0}^{n-1} Z^2^i$ be the trace function from $\mathbb{F}_{2^n}$ to $\mathbb{F}_2$. Define
\begin{equation}
S_x = \{y \in \mathbb{F}_{2^n} \mid \text{Tr}(\beta_x y) = 0\}.
\end{equation}
It is well known that $|S_x| = 2^{n-1}$ because the trace function has $2^{n-1}$ roots in $\mathbb{F}_{2^n}$. So we define
\begin{equation}
P_x(Y) = \frac{1}{\beta_x^{2n-1}} \cdot \text{Tr}(\beta_x Y) = Y^{2^n-1} + \frac{1}{\beta_x^{2n-2}} Y^{2^n-2} + \tilde{P}_x
\end{equation}
\begin{equation}
= Y^{2^n-1} + xY^{2^n-2} + \tilde{P}_x, \quad \deg(\tilde{P}_x(Y)) < 2^{n-3}.
\end{equation}
The last equality follows because $\beta_x^{2n-2} = x$.
\end{proof}

\begin{proof}[of Lemma 22]
Consider $V_n$ in this family and let $F = \mathbb{F}_{2^n}$. Define $u^* : F \rightarrow F$ to be the function $u^*(y) = y^{2^{n-1}}$ and let $u : F \rightarrow F$ be the function $u(y) = y^{2^{n-2}}$.

By Claim 23, for every $x \in F \setminus \{0\}$ there is some $v_x \in V_n$ and $P_x$ with $2^{n-1}$ roots in $F$ such that
\begin{equation}
P_x = (u^* + xu) + v_x = 0.
\end{equation}

Then
\begin{equation}
\Delta(u^* + xu, v_x) = \Pr_{y \in \mathbb{F}_2}[u^*(y) + xu(y) \neq v_x(y)] = \Pr_{y \in \mathbb{F}_2}[P_x(y) \neq 0] = 1/2.
\end{equation}
Thus we get that for all $x \in F \setminus \{0\}$
\begin{equation}
\Delta(u^* + xu, V) \leq 1/2.
\end{equation}
On the other hand,
\begin{equation}
\Delta(u, V) \geq 3/4,
\end{equation}
because for all $v \in V_n$, $u - v$ is a polynomial of degree at most $2^{n-2} = |F|/4$. This completes the proof.
\end{proof}

\begin{remark}
Since this example is based on Reed-Solomon codes, it also easily translates into a limitation on the soundness of FRI. In particular, it means that the improvement to the soundness of FRI given in Remark 5 is optimal.
\end{remark}
C DEEP Theorem – weighted version and general linear spaces

In this Section we provide a weighted version for Theorem 3 and generalize it to arbitrary linear spaces.

C.1 Weighted version

For application to Reed-Solomon Proximity Testing, it is more convenient to have a weighted version of the previous result. We briefly introduce some notation for dealing with weights, and then state the new version.

Let \( u, v \in \mathbb{F}_q^D \). Let \( \eta \in [0,1]^D \) be a vector of weights. We define the \( \eta \)-agreement between \( u \) and \( v \) by:

\[
\text{agree}_\eta(u,v) = \frac{1}{|D|} \sum_{i \in D} \eta(i). u_i = v_i.
\]

For a subspace \( V \subseteq \mathbb{F}_q^n \), we define

\[
\text{agree}_\eta(u,V) = \max_{v \in V} \text{agree}_\eta(u,v).
\]

\[\text{Theorem 25.}\]

Let \( \rho > 0 \) and let \( V = \text{RS}[\mathbb{F}_q, d = \rho \cdot |D|] \). For \( z, b \in \mathbb{F}_q \), we let

\[ V_{z,b} = \{ Q(Y) \in V \mid Q(z) = b \}. \]

For \( \alpha < 1 \), let \( L^* = L(\mathbb{F}_q, d = \rho|D|, 1 - \alpha) \) be the list-size for list-decoding \( V \) from \((1 - \alpha)\)-fraction errors (without weights).

Let \( u, u^* \in \mathbb{F}_q^D \). For each \( z \in \mathbb{F}_q \), let \( B_z(X) \in \mathbb{F}_q[X] \) be an arbitrary linear function.

Suppose that

\[
\Pr_{x,z \in \mathbb{F}_q} [\text{agree}_\eta(u^* + xu, V_{z,B_z(x)}) > \alpha] \geq \max \left( 2L^* \left( \frac{d}{q} + \epsilon \right)^{1/3}, \frac{4}{\epsilon^2 q} \right).
\]

Then there exist \( v, v^* \in V \) and \( C \subseteq D \) such that:

\[
= \sum_{y \in C} \eta(y) > (\alpha - \epsilon)|D|,
\]

\[
= u|C = v|C,
\]

\[
= u^*|C = v^*|C.
\]

Consequently, we have \( \text{agree}_\eta(u, V), \text{agree}_\eta(u^*, V) \geq \alpha - \epsilon \).

The proof is nearly identical to the proof of Theorem 3 so we only highlight the changes. First, we observe that if \( \eta_1 : D \to [0,1] \) is the the constant function with value 1, then \( \text{agree}_\eta(u, v) \leq \text{agree}_{\eta_1}(u, v) = 1 - \Delta(u, v) \). Thus the set

\[
\{ Q(Y) \in \mathbb{F}_q[Y] \mid \deg(Q) \leq d, \text{agree}_\eta(u^* + xu, Q) > \alpha \}
\]

is contained in

\[
\{ Q(Y) \in \mathbb{F}_q[Y] \mid \deg(Q) \leq d, \Delta(u^* + xu, Q) < 1 - \alpha \}.
\]

The size of this latter set is bounded by \( L^* \), and thus the size of the former set is too. The proof then proceeds as before, until the very end, where we have a set \( A' \subseteq \mathbb{F}_q \), with \( |A'| \geq \frac{\alpha}{2} \), and polynomials \( P, P^* \in V \) such that for each \( x \in A' \), \( \text{agree}_\eta(u^* + xu, P^* + xP) > \alpha \).
Then we take \( C = \{ y \in C \mid u^*(y) = P^*(y), u(y) = P(y) \} \), and our goal is to show that \( \sum_{y \in C} \eta(y) > (\alpha - \epsilon) |D| \). To this end, consider:

\[
\alpha < \frac{1}{|A'|} \sum_{x \in A'} \eta(u^* + xu, P^* + xP) \\
= \frac{1}{|D| \cdot |A'|} \sum_{y \in D} \sum_{x \in A'} (\eta(y) \cdot 1_{u^*(y) + xu(y) = P^*(y) + xP(y)}) \\
= \frac{1}{|D|} \sum_{y \in D} \eta(y) \left( \frac{1}{|A'|} \sum_{x \in A'} 1_{u^*(y) + xu(y) = P^*(y) + xP(y)} \right) \\
\leq \frac{1}{|D|} \sum_{y \in C} \eta(y) + \frac{1}{|D|} \sum_{y \in D \setminus C} \eta(y) \cdot \frac{1}{|A'|} \\
\leq \frac{1}{|D|} \sum_{y \in C} \eta(y) + \epsilon/2.
\]

This implies that \( \sum_{y \in C} \eta(y) > (\alpha - \epsilon) |D| \), and the rest of the proof is the same as before.

### C.2 DEEP Lemma for general linear codes

Theorem 3 can be generalized to apply to arbitrary linear codes, and this is the focus of this section. We explain the basic principles for an \([n, k, d]_q\)-linear code \( V \) with generating matrix \( G \in \mathbb{F}_q^{k \times n} \), viewing codewords as evaluations of linear forms on the columns of \( G \).

Let \( D \subseteq \mathbb{F}_q^k \) be the set of columns of \( G \). A linear form \( \ell \in \mathbb{F}_q^k \) can be “evaluated” at any any element \( x \) of \( D \). Similarly, if we fix a set of points \( S \subseteq \mathbb{F}_q^k \) (thinking \(|S| \gg |D|\)), we may evaluate the linear form \( \ell \) at any point of \( S \) – this corresponds to evaluation outside the original domain \( D \).

If we are given a function \( u : D \to \mathbb{F}_q \) which is supposed to be the evaluations of a linear form \( \ell \) on \( D \), we can ask about what the evaluation of this linear form at a point \( z \in S \) is. This is the viewpoint from which the DEEP lemma generalizes to general codes.

We start with two functions \( u, u^* : D \to \mathbb{F}_q \) (which are supposed to correspond to linear forms, say \( \ell \in \mathbb{F}_q^k \) and \( \ell^* \in \mathbb{F}_q^k \). We have a verifier who samples \( z \in S \) and asking for \( a = \ell(z) \) and \( a^* = \ell^*(z) \). Given these answers, the verifier now samples \( x \in \mathbb{F}_q \) and computes \( b = a^* + xa \) which is supposedly equal to \( \ell^*(z) + \ell(z) \) (if \( u^* \) and \( u \) are indeed codewords of \( V \)). The result below says that if \( S \) is the set of columns of an error correcting code with good distance, and \( V \) has small list size for list-decoding up to radius \( \delta \), then with high probability, the function \( u_x = u^* + xu \) has distance at least \( \approx \min\{\Delta(u^*, V), \delta\} \) from the sub-code of \( V \) corresponding to the linear forms that evaluate to \( b \) on \( z \).

**Definition 26 (Robust).** A set \( S \subseteq \mathbb{F}_q^k \) is called \( \sigma \)-robust if every subset of \( S \) of size \( \sigma \) contains a basis for \( \mathbb{F}_q^k \).

The following claim is well-known in coding theory (cf. [19, Problem 2.8]).

**Claim 27.** Fix a full-rank matrix \( G \in \mathbb{F}_q^{k \times N}, \ N \geq k \), and let \( C = \{ x \cdot M \mid x \in \mathbb{F}_q^k \} \) be the linear code generated by it. Then the set of columns of \( G \) is \( \sigma \)-robust if and only if the minimum distance of \( C \) is at least \( N - \sigma + 1 \).
Lemma 28 (DEEP method for general linear codes). Let $V$ be an $[n, k, d]_q$-code that is $(\delta, L_2)$-list decodable for some $\delta > 0$, and fix $G \in \mathbb{F}_q^{k \times n}$ to be its generating matrix. Let $S \subseteq \mathbb{F}_q^n$ be a $\sigma$-robust set of size $N$. For $z, b \in \mathbb{F}_q$, let

$$V_{z, b} = \{ v \in V \mid v = G \cdot \ell_v \text{ AND } (\ell_v, z) = b \}$$

where $(\ell_v, z) = \sum_{i=1}^k v_i z_i$.

Let $u, u^* \in \mathbb{F}_q^n$. For each $z \in S$, let $B_z(X) \in \mathbb{F}_q[X]$ be an arbitrary linear function. Suppose that for some $\epsilon > 0$ the following holds,

$$\Pr_{x \in \mathbb{F}_q, z \in S} \left[ \Delta(u^* + xu, V_{z, B_z(x)}) < \delta \right] \geq \max \left( 2L_2^* \left( \frac{\sigma}{N} + \epsilon \right)^{1/3}, \frac{4}{e^2 q} \right), \quad (16)$$

Then there exist $v, v^* \in V$ and $C \subseteq [n]$ such that:

- $|C| \geq (1 - \delta - \epsilon)n$,
- $u|_C = v|_C$,
- $u^*|_C = v^*|_C$.

Consequently, we have $\Delta(u, V), \Delta(u^*, V) \leq \delta + \epsilon$.

The proof is analogous to the proof in the Reed-Solomon case, and appears in Appendix D.

Discussion

For the special case of RS codes, the DEEP method can be used to locally modify the problem and reduce degree. Indeed, the subcode $V_{z, b}$ in the case of RS codes corresponds is comprised of functions $f : D \rightarrow \mathbb{F}$ that are evaluations of polynomials of degree $d$ whose interpolating polynomial $P_f$ satisfies $P_f(z) = b$. From such a codeword, one can construct a new codeword $f_{z, b} : D \rightarrow \mathbb{F}$ defined by $f_{z, b}(x) = \frac{f(x) - b}{z}$, which is well-defined for all $z \notin D$. Notice that the transformation from $f$ to $f_{z, b}$ is 1-local, meaning that each entry of $f_{z, b}$ is constructed by making a single query to $f$. Furthermore, this transformation maps a subset of the code $RS[\mathbb{F}, D, d]$ to the code $RS[\mathbb{F}, D, d - 1]$, so we may use this transformation in RS IOPPs (as will done in the following section).

In contrast, for a general $k$-dimensional linear code $V$, the subcode $V_{z, b}$, while being an affine subspace of $V$, has less structure. In particular, it is not clear how to locally convert this subcode to a “nice” code of dimension $k - 1$. An interesting middle ground, left to future work, is the case of algebraic codes like Reed Muller codes and Algebraic Geometry codes which resemble RS codes.

D Proof of the DEEP lemma for general codes

Proof of Lemma 28. To simplify notation set $\eta = \max \left( 2L_2^* \left( \frac{\sigma}{N} + \epsilon \right)^{1/3}, \frac{4}{e^2 q} \right)$, and let $u_x = u^* + xu$.

Let $\mathcal{E}[x, z]$ denote the event “$\exists v \in \operatorname{List}(u_x, V, \delta), (v, z) = B_z(x)$.”

The assumption of Equation (16) now reads as

$$\Pr_{x \in \mathbb{F}_q, z \in S} \left[ \mathcal{E}[x, z] \right] \geq \eta.$$ 

Thus we get,

$$\Pr_{x \in \mathbb{F}_q, z \in S} \left[ \Pr \left[ \mathcal{E}[x, z] \right] \geq \eta/2 \right] \geq \eta/2 \quad (17)$$
Let
\[
A = \left\{ x \in \mathbb{F}_q \mid \Pr_{z \in S}[E(x, z)] \geq \eta/2 \right\}
\]
and notice \(|A| \geq \eta q/2\).

For \(x \in \mathbb{F}_q\), pick \(v_x \in V\) to be a member of \(\text{List}(u_x, V, \delta)\) that maximizes \(\Pr_{z \in S}[P(z) = B_z(x)]\). Let \(S_x = \{ z \in S \mid \langle v_x, z \rangle = B_z(x) \}\) and set \(\mu_x = |S_x|/s\). By definition, \(|\text{List}(u_x, V, \delta)| \leq L^2_\delta\), and so by the pigeonhole principle, for each \(x \in A\) we have \(\mu_x \geq \frac{\eta}{2L^2_\delta}\).

For \(x, \beta, \gamma\) picked uniformly from \(A\) we have
\[
\begin{align*}
\mathbb{E}_{x, \beta, \gamma \in A} \left[ \frac{|S_x \cap S_\beta \cap S_\gamma|}{s} \right] &= \mathbb{E}_{x \in S_x} \left[ \mathbb{E}_{\beta, \gamma \in \mathbb{F}_q} [1_{x \in S_x \cap S_\beta \cap S_\gamma}] \right] \\
&\geq \mathbb{E}_{x \in S_x} \left[ (\frac{\eta}{2L^2_\delta})^3 \right] \\
&> \frac{\sigma}{N} + \epsilon.
\end{align*}
\]

The second equality above follows from the independence of \(x, \beta, \gamma\). The first inequality is an application of Jensen’s inequality and the last inequality is by assumption on \(\eta\).

Thus
\[
\Pr_{x, \beta, \gamma} [|S_x \cap S_\beta \cap S_\gamma| > \sigma] \geq \epsilon.
\]

Note that \(\Pr_{x, \beta, \gamma}[x, \beta, \gamma\text{ are not all distinct}] < 3/|A|\). Since \(|A| \geq \eta q/2 \geq 2/\epsilon^2 \geq 6/\epsilon\) we have \(3/|A| \leq \epsilon/2\). Thus \(\Pr_{x, \beta, \gamma}[x, \beta, \gamma\text{ are all distinct}] \geq |S_x \cap S_\beta \cap S_\gamma| > \sigma \geq \epsilon/2\).

This means that there are distinct \(x_0, \beta_0\) such that
\[
\Pr_\gamma [|S_{x_0} \cap S_{\beta_0} \cap S_\gamma| > d] \geq \epsilon/2.
\]

Consider some \(\gamma\) where this happens. Let \(\bar{S} = S_{x_0} \cap S_{\beta_0} \cap S_\gamma\). Extend each of \(u^*, u\) to functions over domain \(S\) by defining for all \(z \in S \setminus [u]\) \(u^*(z) = B_z(0)\) and \(u(z) = B_z(1)\), and for \(x \in \mathbb{F}_q\) let \(u_x(z) = u^*(z) + xu(z)\). Since \(V\) is systematic, we define \(v_x(z) = \langle v_x|_S, z \rangle\) and thus extend \(v_x\) to domain \(\bar{S}\). By construction we know
\[
(x_0, u_{x_0}), (\beta_0, u_{\beta_0}), (\gamma, u_\gamma)
\]
are collinear. So, in particular,
\[
(x_0, u_{x_0}|_\bar{S}), (\beta_0, u_{\beta_0}|_\bar{S}), (\gamma, u_\gamma|_\bar{S}) \in \mathbb{F}_q \times \mathbb{F}_q^\bar{S}
\]
are likewise collinear, as a special case. By definition of \(\bar{S}\), we get that:
\[
(x_0, v_{x_0}|_\bar{S}), (\beta_0, v_{\beta_0}|_\bar{S}), (\gamma, v_\gamma|_\bar{S}) \in \mathbb{F}_q \times \mathbb{F}_q^\bar{S}
\]
are also collinear. Since \(|\bar{S}| > \sigma\) and \(S\) is \(\sigma\)-robust we conclude that \(v_\gamma\) is uniquely determined by \(v_\gamma|_\bar{S}\). This allows us to conclude that
\[
(x_0, v_{x_0}), (\beta_0, v_{\beta_0}), (\gamma, v_\gamma) \in \mathbb{F}_q \times \mathbb{F}_q^a
\]
are all collinear, recalling that \(v_{x_0} \in \text{List}(u_{x_0}, V, \delta)\).
Thus, an $\epsilon/2$-fraction of the $\gamma \in A$ have the “good” property that $(\gamma, v_\gamma)$ is on the line passing through $(x_0, v_{x_0})$ and $(\beta_0, v_{\beta_0})$. Write this line as $v^* + xv$ and notice that for all “good” $\gamma$ we have $v_\gamma = v^* + \gamma v$. Let $A' \subseteq A$ denote the set of good elements for this line, recording that $|A'| \geq |A| \cdot \epsilon/2 \geq 1/\epsilon$. By definition of $\text{List}(u_x, V, \delta)$ and the assumption $v_\gamma \in \text{List}(u_x, V, \delta)$, we have that $\Delta(u_x, v_\gamma) < \delta$ for $x \in A'$.

Consider the set $C \subseteq [n]$ defined by

$$C = \{ y \in [n] \mid u^*(y) = v^*(y) \text{ AND } u(y) = v(y) \}.$$  

For each $y \in [n] \setminus C$ there exists at most a single value of $x \in F_q$ satisfying $u_x(y) = v_x(y)$ because

$$u_x(y) - v_x(y) = (u^*(y) - v^*(y)) + x \cdot (u(y) - v(y))$$

has at most one value $x$ on which it vanishes. This implies

$$\delta \geq \frac{|n| \setminus C}{n} \cdot \left(1 - \frac{1}{|A'|}\right) \geq \left(1 - \frac{|C|}{n}\right) \cdot (1 - \epsilon) \geq 1 - \frac{|C|}{n} - \epsilon.$$

Rearranging, we get $\frac{|C|}{n} \geq 1 - (\delta + \epsilon)$ and this completes the proof. □

### E The algebraic hash function

We now describe the algebraic hash function $H_x$.

The description of the hash function requires fixing some choices of certain subspaces. For each $i \in [0, r]$, we choose $F_2$-subspaces $L_0^{(i)}$ and $L^{(i)}$, satisfying the following properties.

1. $L_0^{(i)} \subseteq L^{(i)}$ with $\dim(L_0^{(i)}) = 1$.
2. $L^{(i+1)} = q^{(i)}(L^{(i)})$, where $q^{(i)}(X)$ is the \textit{subspace polynomial} of $L_0^{(i)}$,

$$q^{(i)}(X) = \prod_{\alpha \in L_0^{(i)}} (X - \alpha),$$

thus this is an $F_2$-linear map with kernel $L_0^{(i)}$. In particular, $\dim(L^{(i+1)}) = \dim(L^{(i)}) - 1$.

Let $S^{(i)}$ denote the set of cosets of $L_0^{(i)}$ contained in $L^{(i)}$.

Given $x \in F$ and $f : L^{(i)} \to F$, the hash of $f$ with seed $x$ is defined to be the function $H_x[f] : L^{(i+1)} \to F$ as follows. For $s \in L^{(i+1)}$, let $s_0, s_1 \in L^{(i)}$ be the two roots of $q^{(i)}(X) - s$. Let $P_{f,s}(X) \in F[X]$ be the unique degree $\leq 1$ polynomial satisfying

$$P_{f,s_0}(s_0) = f(s_0),$$

$$P_{f,s_1}(s_1) = f(s_1).$$

Then we define

$$H_x[f](s) = P_{f,s}(x).$$  \hspace{1cm} (18)

Observe that $H_x[f](s)$ can be computed by querying $f$ on the set $\{s_0, s_1\}$ (this set is a coset of $L_0^{(i)}$, and we denote it by $S_x^{(i)}$).

To understand $H_x$ better, it is instructive to see what it does to $R^S(i)$. Let $f \in R^S(i)$. The underlying polynomial $f(X)$ thus has degree at most $\rho|L^{(i)}|$. We may write $f(X)$ in base $q^{(i)}(X)$ as:

$$f(X) = a_0(X) + a_1(X)q^{(i)}(X) + \ldots + a_t(X)(q^{(i)}(X))^t,$$  \hspace{1cm} (19)
where each $a_i(X)$ has degree at most 1, and $t \leq \rho|L^{(i)}|/2$. Since the polynomials $f(X)$ and $P_{f,s}(X)$ agree on the roots of $q(X) - s$, we get that $f(X) \equiv P_{f,s}(X) \mod (q^{(i)}(X) - s)$. From Equation (19), we get that

$$P_{f,s}(X) = a_0(X) + a_1(X)s + \ldots + a_t(X)s^t.$$ 

In particular, for all $x \in F,$

$$H_x[f](s) = P_{f,s}(x) = a_0(x) + a_1(x)s + \ldots + a_t(x)s^t,$$

and thus

$$H_x[f] \in \mathbb{R}^t.$$

### Proof of Lemma 12 and Lemma 13

We first prove Lemma 12.

**Proof of Lemma 12.** Set $\gamma = \max(\alpha^{(i)}, 1 - \delta^*)$.

For simplicity, denote $f^{(i)}$ by $f$.

Recall the notation $P_{f,s}$ from the definition of the algebraic hash function $H_x$ in Section E. We have that for each $s \in L^{(i)},$ $H_x[f](s) = P_{f,s}(x)$ is a linear function of $x$. Thus we can write $H_x[f] = u^* + xu$ for $u^*, u \in \mathbb{F}_q^{(i)}$, and for any fixed $s$, we have the formal polynomial equality $P_{f,s}(X) = u^*(s) + Xu(s)$.

We are interested in bounding the probability of the event $\beta^{(i+1)} > \gamma + \epsilon$. In other words, we want to bound the probability that there exists a polynomial $Q(Y) \in \mathbb{F}_q[Y]$ with $\deg(Q) < d^{(i+1)} + 1$ such that:

- $\text{agree}_{\beta^{(i+1)}}(u^* + xu, Q) > \gamma + \epsilon,$
- $Q(z^{(i)}) = B^{(i)}_{z^{(i)}}(x).$

This is exactly the scenario of Theorem 25. That Lemma tells us that if the probability in question is larger than $\nu^*$, then there exist polynomials $P(Y), P^*(Y)$ of degree $\leq d^{(i+1)}$ and a set $T \subseteq L^{(i+1)}$ such that:

$$\frac{1}{|L^{(i+1)}|} \sum_{s \in L^{(i+1)}} \theta_{(i+1)} > \gamma,$$

- $u|_T = P|_T$,
- $u^*|_T = P^*|_T$.

Let

$$\hat{P}(X, Y) \triangleq P^*(Y) + X \cdot P(Y)$$

and notice that $\deg_X(\hat{P}) \leq 1$, $\deg_Y(\hat{P}) \leq d^{(i+1)}$.

Consider the polynomial $R(X) \triangleq \hat{P}(X, q^{(i)}(X))$. We have $\deg(R) \leq 2d^{(i+1)} + 1 = d^{(i)} - 1 < d^{(i)}$.

We claim that $R$ agrees with $f$ on $\hat{T} = \bigcup_{s \in T} S^{(i)}_s$.

Take any $s \in T$ and let $S^{(i)}_s = \{s_0, s_1\} \in S^{(i)}$ be the pair of roots of the polynomial $q^{(i)}(X) - s.$
First we show that the polynomials $P_{f,s}(X)$ and $\hat{P}(X, s)$ are identical. Indeed, $\hat{P}(X, s) = P^*(s) + X P(s) = u^*(s) + Xu(s) = P_{f,s}(X)$. It follows that

$$f(s_0) = \hat{P}(s_0, s) = \hat{P} \left( s_0, q^{(i)}(s_0) \right) = R(s_0)$$

and similarly $f(s_1) = R(s_1)$. Therefore, $R$ and $f$ agree on $\hat{T}$, as claimed.

We now use the above information to show that $a^{(i)} = \text{agree}_{\eta^{(i)}}(f, R) > \gamma$, which contradicts the definition of $\gamma$. Indeed,

$$\text{agree}_{\eta^{(i)}}(f, R) = \frac{1}{|L^{(i)}|} \sum_{r \in L^{(i)} \mid f(r) = R(r)} \eta^{(i)}(r)$$

$$\geq \frac{1}{|L^{(i)}|} \sum_{r \in T} \eta^{(i)}(r)$$

$$= \frac{1}{|L^{(i)}|} \sum_{s \in T} \sum_{r \in S_s^{(i)}} \eta^{(i)}(r)$$

$$= \frac{1}{|L^{(i)}|} \sum_{s \in T} \left| S_s^{(i)} \right| \cdot \theta^{(i)}(s)$$

Since $\theta(s)$ equals the average of $\eta(r) \mid r \in S_s^{(i)}$

$$= \frac{1}{|L^{(i)}|} \sum_{s \in T} \theta^{(i)}(s)$$

$$> \gamma.$$  

This is the desired contradiction.

Next we prove Lemma 13.

**Proof of Lemma 13.** By definition,

$$\beta^{(i)} = \text{agree}_{\theta^{(i)}}(H_{x^{(i-1)}}[f^{(i-1)}], \{ P(Y) \in \mathbb{F}_q[Y] \mid \deg(P) \leq d^{(i)} \text{ and } P(z^{(i-1)}) = B^{(i-1)}_{x^{(i-1)}}(x^{(i-1)}) \})$$

Next, by the properties of quotienting, Lemma 6,

$$\beta^{(i)} = \text{agree}_{\theta^{(i)}}(H_{x^{(i-1)}}[f^{(i-1)}], \{ P(Y) \in \mathbb{F}_q[Y] \mid \deg(P) \leq d^{(i)} \text{ and } P(z^{(i-1)}) = B^{(i-1)}_{z^{(i-1)}}(x^{(i-1)}) \})$$

$$= \text{agree}_{\theta^{(i)}}(\text{QUOTIENT}(H_{x^{(i-1)}}[f^{(i-1)}], z^{(i-1)}, B^{(i-1)}_{z^{(i-1)}}(x^{(i-1)})), \{ P(Y) \in \mathbb{F}_q[Y] \mid \deg(P) \leq d^{(i)} - 1 \}).$$

Now observe that $\eta^{(i)}$ is obtained from $\theta^{(i)}$ by zeroing out coordinates in $E^{(i)}$, and the only coordinates where $f^{(i)}$ can differ from $\text{QUOTIENT}(H_{x^{(i-1)}}[f^{(i-1)}], z^{(i-1)}, B^{(i-1)}_{z^{(i-1)}}(x^{(i-1)}))$ are in $E^{(i)}$. Thus:

$$\beta^{(i)} \geq \text{agree}_{\theta^{(i)}}(f^{(i)}, \{ P(Y) \in \mathbb{F}_q[Y] \mid \deg(P) \leq d^{(i)} - 1 \})$$

$$= \text{agree}_{\theta^{(i)}}(f^{(i)}, RS^{(i)})$$

$$= a^{(i)}.$$  

This completes the proof.  

\[\square\]
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Abstract
We show new hardness results for the class of Polynomial Local Search problems (PLS):

- Hardness of PLS based on a falsifiable assumption on bilinear groups introduced by Kalai, Paneth, and Yang (STOC 2019), and the Exponential Time Hypothesis for randomized algorithms. Previous standard model constructions relied on non-falsifiable and non-standard assumptions.

- Hardness of PLS relative to random oracles. The construction is essentially different than previous constructions, and in particular is unconditionally secure. The construction also demonstrates the hardness of parallelizing local search.

The core observation behind the results is that the unique proofs property of incrementally-verifiable computations previously used to demonstrate hardness in PLS can be traded with a simple incremental completeness property.

1 Introduction

Local search is a well known approach for tackling optimization problems. Local search algorithms seek solutions that are locally optimal – they commonly try to improve on a given solution by considering small perturbations of it, called neighbors, and testing whether they are better according to some value function. Indeed, many algorithms use this approach with empirical success, for instance, the Simplex linear programming algorithm, the Lin-Kernighan TSP algorithm, and various machine learning algorithms [43, 38, 31]. Nevertheless, the approach has its limitations and many natural local search problems are not known to admit polynomial-time algorithms.

Aiming to characterize the computational complexity of local search, Johnson, Papadimitriou, and Yannakakis [33] introduced the class Polynomial Local Search (PLS). The class is defined by its canonical complete problem LOCAL-SEARCH (LS) [33, 29]. Here the input consists of two polynomial-size circuits: a successor circuit \( S: \{0,1\}^n \rightarrow \{0,1\}^n \), which given a string \( x \) outputs a string \( x' \), and a value circuit \( F \), which given a string \( x \) outputs an integer value. The goal is to find a string \( x \) which is locally optimal in the sense that \( F(x) \geq F(S(x)) \). Here strings correspond to solutions, with a value assigned by \( F \), and the
successor assigned by $S$ represents “the best” neighbor. Important problems that are known to be PLS complete include finding a locally optimal max-cut [49] and finding pure Nash equilibrium in congestion games [22].

As observed in [33], PLS belongs to the class TFNP of total search problems in NP; namely, a local optimal solution always exists (and can be efficiently verified). As a result, it is unlikely that PLS contains NP-hard problems, as this would imply that NP = coNP [33, 41]. This barrier is shared of course by other prominent subclasses of TFNP, perhaps the most famous example being the class PPAD that captures the hardness of finding Nash equilibrium in bimatrix games [18, 14]. Accordingly, researchers have turned to seek for alternative evidence of hardness.

One natural place to look for such evidence is cryptography. Indeed, cryptography typically relies on problems closer to the boundary of P than to NP hard problems. For some subclasses of TFNP (such as PPP, PPA, and Ramsey) evidence of hardness has been shown based on standard cryptographic assumptions [45, 12, 32, 36, 50]. Establishing the hardness of PLS (and PPAD), however, has been far more elusive. Hubáček and Yogev [29], building on [7, 23], demonstrated a hard problem in PLS∩PPAD based on indistinguishability obfuscation [4], a strong cryptographic primitive, yet to be constructed under standard assumptions. Similar hardness was then shown by Choudhuri et al. [16] assuming hardness of #SAT and the soundness of the Fiat-Shamir transform for the sumcheck protocol, which in turn can be based on optimally-secure fully-homomorphic encryption against quasi-polynomial attackers [13]. More recently, the same has been shown based on the hardness of iterated squaring and soundness of Fiat-Shamir for the iterated-squaring protocol of Pietrzak [46] by both Choudhuri et al. [15] and Ephraim et al. [21].

Basing the hardness of PLS (or PPAD) on standard assumptions remains an open problem.

1.1 Our Results

We provide new results regarding the hardness of PLS. Our first result shows worst-case hardness of PLS based on the KPY assumption on bilinear groups and the randomized Exponential Time Hypothesis (ETH). The KPY assumption was introduced recently by Kalai, Paneth, and Yang [34] toward the construction of publicly-verifiable delegation schemes. The assumption is similar in spirit to previous standard assumptions that generalize Decisional Diffie Hellman (e.g., [8, 9]). It is polynomially falsifiable and holds in the generic group model. Randomized ETH postulates that solving SAT in the worst case requires exponential-time even for randomized algorithms [30].

Theorem 1 (Informal). Under the KPY assumption on bilinear groups and randomized ETH, PLS is hard in the worst case.

The result is, in fact, more general and shows a reduction of PLS hardness to a certain type of incrementally-verifiable computation schemes (IVC) [51]. We then derive the required IVC from the work of [34]. We can also show average-case hardness at the cost of assuming superpolynomial hardness of the KPY assumption and average-case randomized ETH. See further details in the technical overview.

Our second result is a construction of PLS instances that are unconditionally hard in the random oracle model.

2 More accurately, they show a hard problem in the class Continuous Local Search (CLS), which is known to be in PLS∩PPAD [19].
Theorem 2 (Informal). Relative to a random oracle, Local-Search is unconditionally hard-on-average.

Previously, Choudhuri et al. [16] showed hardness of $\text{CLS} \subseteq \text{PLS} \cap \text{PPAD}$ relative to a random oracle, but their result is conditioned on hardness of $\text{#SAT}$ (the construction does not relativize with respect to this hardness and hence it cannot be derived from the random oracle itself). Indeed, our construction is quite different from theirs. Whereas their construction is based on the sum-check protocol [39] (which explains the non-black-box reliance on #SAT hardness), ours comes from recent advancements in proofs of sequential work motivated by blockchain applications [40, 17, 20].

The reliance on proofs of sequential work, in fact, translates to a result on the hardness of parallelizing local search. Such hardness, in the random oracle model, was recently shown for $\text{CLS}$ (and in particular for both $\text{PLS}$ and $\text{PPAD}$) by Ephraim et al. [21] further assuming that repeated squaring modulo a composite is hard to parallelize [47]. Specifically, they construct $\text{CLS}$ instances that can be solved in some tuneable sequential polynomial time, but cannot be solved much faster by parallel algorithms. Our result gives a similar kind of hardness for $\text{PLS}$ in the random oracle model, without relying on any unproven computational assumptions. We elaborate on this in the technical overview below.

2 Technical Overview

To motivate our approach, we start by recalling previous approaches taken toward proving $\text{PLS}$ (or rather $\text{CLS}$) hardness.

2.1 Hardness via Incremental Computation

So far, the common approach toward arguing cryptographic hardness of $\text{PLS}$ went through an intermediate problem called Sink-of-Verifiable-Line (SVL) [1, 7]. An instance of SVL consists of a successor circuit $S$ and a verifier circuit $V$. The successor $S$ implicitly defines a step-by-step (or, incremental) computation $s_{t+1} := S(s_t)$ starting from a canonical source $s_0$ and ending at a sink $s_T$, for some superpolynomial $T$:

$$s_0 \xrightarrow{S} \ldots \xrightarrow{S} s_T$$

The verifier $V(s^*, t)$ is promised to accept any $s^*$ as the $t$-th state if and only if it is correct, namely $s^* = S^{(t)}(s_0)$. The goal is to find the sink $s_T = S^{(T)}(s_0)$, given $(S, V)$.

It is not hard to see that solving SVL can be reduced to solving a local search problem in PLS [29], and thus it is sufficient to prove the hardness of SVL.

Valiant’s Incrementally-Verifiable Computation and Uniqueness. A natural way to approach SVL hardness is Valiant’s notion of incrementally-verifiable computation (IVC) [51]. According to this notion, we can take a Turing machine computation given by a machine $M$ and input $x$ with a configuration graph:

$$M^0_x \rightarrow \ldots \rightarrow M^T_x,$$

and associate with each intermediate configuration $M^t_x$ a short proof $\pi_t$, attesting to its correctness. The proofs are incremental – the next proof $\pi_{t+1}$ can be efficiently computed from $\pi_t$. 
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At first glance, this general notion seems to directly yield SVL hardness. Indeed, we can take any polynomial-space machine $M$ solving some hard search problem $R$ on input $x$ and consider the corresponding incrementally-verifiable computation:

$$(M^0_x, \pi_0) \xrightarrow{S} \ldots \xrightarrow{S} (M^T_x, \pi_T).$$

Here the successor simply advances the computation of $M$ and incrementally computes the corresponding proofs. The SVL verifier is derived directly from the IVC verifier.

The reason that the above simple transformation does not work is that the IVC proofs may not be unique. In particular, a correct intermediate configuration may have many different accepting proofs attesting to its correctness, whereas SVL requires that only a single string can be accepted as the $t$-th node (for any $t$). Choudhuri et al. [16] show that the SVL uniqueness requirement can be somewhat relaxed and traded with computational uniqueness meaning that it is computationally hard to find more than a single proof for any given statement (even if such proofs exist).

So far, however, incrementally-verifiable computation with (even computational) uniqueness has not been achieved under standard assumptions. This is, in fact, the case even for specific (hard) computations, let alone for general ones.

### 2.2 Incremental Completeness

We show that the hardness of PLS does not require SVL hardness nor IVC with unique proof. Rather, we observe that IVC with a conceptually simple incremental completeness property suffices. Then we derive such IVC for polynomially-long computations from the delegation scheme construction of Kalai, Paneth, Yang [34] and combine it with ETH to obtain PLS hardness. We next explain the notion of incremental completeness and why it suffices. In the next subsection, we explain how it is obtained.

**Incremental-Complete IVC and PLS Hardness.** An incremental complete IVC has the property that given any accepting proof $\pi$ for an intermediate state $M^t_x$ of the computation, running the prover results in an accepting proof $\pi'$ for the next state $M^{t+1}_x$. This differs from Valiant’s original formulation where completeness is only guaranteed for the prescribed proof generated by iteratively applying the prover $t$ times.

Let us now describe how to construct hard LOCAL-SEARCH instances from incrementally-complete IVC. Once again, we start from some hard computation given by a polynomial-space machine $M$ and instance $x$. Rather than considering a verifiable computation chain, we shall consider a DAG with nodes of the form $(t, C, \pi)$, where $t$ is a timestamp, $C$ is an alleged configuration of $M(x)$ at time $t$, and $\pi$ is an IVC proof. We call such a node valid if the corresponding proof is accepting. For simplicity, we assume for now that the IVC is also perfectly sound, meaning that valid nodes are always such that $C$ is the correct configuration $M^t_x$. Note that for every time $t$, there may very well be multiple corresponding valid nodes. We can visualize this as multiple “parallel universes”, which the verifiable computation lives in simultaneously. Incremental completeness says that in every such universe, as time moves forward, the computation may proceed. In particular, by induction, we always reach a sink of the form $(T, M^T_x, \pi)$ that contains the last state of the computation.

This naturally gives an LS instance. Valid nodes $(t, M^t_x, \pi)$ are given value $t$ and are always succeeded by another valid node $(t + 1, M^{t+1}_x, \pi')$ derived by advancing the computation and incrementing the IVC proof. Invalid nodes are given value $-1$ and are succeeded by some canonical source in the DAG $(0, M^0_x, \varepsilon)$, where $\varepsilon$ is the empty proof, which by convention is
accepted as a proof for $M^0_x$. The local maximums of the corresponding instance are exactly the sinks of the DAG, which by incremental completeness are of the form $(T, M^T_x, \pi)$, containing the last state. Therefore, finding a local-maximum reduce to solving the underlying hard computational task given by the computation $M(x)$.

Our actual construction does not assume perfect soundness of the IVC, but only computational soundness. There may exist so called fooling nodes $(t, C^*, \pi^*)$ that pass verification although $C^*$ is not the correct configuration $M^t_x$. These nodes may be local maximums and finding them may not reduce to solving the underlying problem. Nonetheless, finding fooling local maximum corresponds to breaking the soundness of the IVC, which is computationally infeasible.

### 2.3 Obtaining IVC with Incremental Completeness

Valiant [51] put forth a general approach toward constructing IVC by recursive proof composition. Oversimplifying, the basic idea is that to move from the $t$-th configuration $C = M^t_x$ and proof $\pi_t$ to the next configuration $C' = M^{t+1}_x$ and proof $\pi_{t+1}$, the new proof $\pi_{t+1}$ asserts that:

1. There exists a proof $\pi$ that passes IVC verification as a valid proof that $C = M^t_x$ (this part is recursive in the sense that it relies on IVC verification for smaller times stamps),
2. $C'$ is obtained from $C$ by applying $M_x$’s transition function.

For this to be feasible, each “single-step proof” is computed using a succinct non-interactive NP proof system where verification time (and in particular, the size of the proof) is fixed and is not affected by the complexity of the NP relation. We observe that any IVC construction following the above blueprint is incrementally complete by definition as long as the succinct NP proof system used has perfect completeness.

**Succinct Proof Systems.** Succinct proofs for NP with unconditional soundness are unlikely to exist [26, 27]. Accordingly, Valiant suggested to instantiate the blueprint using computationally sound succinct arguments. This brings about some extra complications in following the blueprint. For once, proving that a previous proof exists is meaningless in the case of computational soundness. Rather we need the guarantee that a proof exists and can be efficiently found. Such systems are known as succinct non-interactive arguments of knowledge (SNARKs) and admit an efficient knowledge extractor that can efficiently extract a witness from a convincing prover.

Using such SNARKs enables the construction of IVC for arbitrary poly-time computations (or superpolynomial ones, if the SNARK is superpolynomially secure) [51, 5], and the corresponding constructions are incrementally complete by the fact that the underlying SNARKs are perfectly complete. (The actual constructions are somewhat different from the described blueprint; in particular, to deal with issues such as blowup in knowledge extraction complexity, they aggregate proofs in a tree-like fashion rather than a chain, in order to reduce the depth of the recursion. Incremental completeness holds just the same.)

Following the above, we can obtain an incrementally-complete IVC, and thus PLS hardness from SNARKs. However, the existence of SNARKs is a strong non-falsifiable assumption. It is only known under non-standard knowledge assumptions and its construction from standard assumptions is subject to barriers [24, 6].

**Incrementally-Complete IVC from Weaker Succinct Arguments.** In a recent work, Kalai, Paneth, and Yang [34] considered a relaxation of SNARKs called quasi-arguments that instead of standard knowledge extraction only requires a certain weaker no-signaling extraction
requirement. Unlike SNARKs, such arguments are not subject to any known lower bounds, and were in fact constructed from the learning with errors assumption in their privately-verifiable form \cite{35,44,11,3} and recently also in their publicly-verifiable form based on the so called KPY assumption in bilinear groups \cite{34}.

Furthermore, Kalai, Paneth, and Yang show that similarly to SNARKs such quasi-arguments can, in fact, be recursively composed toward verifying a long computation, provided that the computation is deterministic. Their explicit goal was not to construct IVC but rather to bootstrap quasi-arguments with a long common reference string (CRS) to succinct arguments with a short CRS. However, this is done by implicitly constructing an IVC (this connection is also apparent in previous constructions of SNARKs with a short CRS from ones with a long CRS \cite{5}). The resulting IVC, like other IVCs based on recursive composition, is incrementally complete.

The Class of Supported Computations and the Reliance on ETH. In its native form, the IVC derived from the KPY construction supports computations of arbitrary polynomial length $T = \lambda^{O(1)}$ in the security parameter $\lambda$, with fixed prover-verifier running time (say, $\lambda$). However, as explained earlier, to get PLS hardness, we would like to apply the IVC for a hard (and thus superpolynomial) computation.

To circumvent this difficulty, we employ a fine-grained reduction. The idea is to construct instances which are tailor-made to be hard for LS algorithms of a specific polynomial running time. Fix any constant $c > 0$ and $n^c$-time algorithm $A$ that supposedly solve LS (here $n$ is the size of the LS instance $(S,F)$). Consider a search problem $R$ and a Turing machine $M$ that solves it in polynomial time $T(\lambda)$, while no randomized algorithm can solve it in time $T^\delta$ for constant $\delta < 1$. If we can bound the blowup of the IVC reduction by at most $T^{\delta/c}$, we can use $A$ to construct a randomized adversary $A'$ that solves $R$ in time $T^\delta$ and get a contradiction.

The blowup of the IVC reduction is polynomially related to (a) the input size, (b) the space used by $M$, and (c) the efficiency of the IVC scheme. Accordingly, we require a computation where there is an arbitrarily large (polynomial) gap between the space used and the hardness of the underlying problem. To this end, we use the randomized ETH assumption. By appropriately choosing the size of the underlying SAT instance, we get computations that can be solved using fixed-space and some polynomial time via brute-force but not in much faster polynomial time, even by randomized algorithms. To bound the blowup due to the IVC efficiency, we follow the efficiency analysis by \cite{34} and adapt it to the incremental setting. (In the body, we show the above in the non-uniform setting: assuming non-uniform ETH and using standard non-uniform derandomization techniques while taking special care to bound the associated blowup.)

We note that the above only gives worst-case hardness. That is, we do not show a single distribution that is hard for all polynomial-time algorithms. Assuming slight super-polynomial security of the KPY assumption and average-case randomized ETH, we can get average-case PLS hardness by essentially the same reduction (in fact, we can slightly weaken average-case ETH to a slightly subexponential time hypothesis).

2.4 Unconditional Hardness in the Random Oracle Model

Our second result, in the random model, is based on recent advancements in proofs of sequential work (PoSW) \cite{40}. Roughly speaking, in a PoSW, the prover is given a statement $\chi$ and a time parameter $T$, and can generate a corresponding proof $\pi$ by making $T$ sequential steps. The soundness requirement is that provers that make $\ll T$ sequential steps, will fail to
generate a valid proof for $\chi$, except with negligible probability (namely, proof computation is not parallelizable). The construction we present relies on the PoSW of Cohen and Pietrzak [17] and its extension by Döttling, Lai, and Malavolta [20] to so-called incremental proof of sequential work; both are proven sound in the random oracle model. We now move to recalling how these systems work, and explain how we derive from them hard PLS instances relative to random oracles.

The CP PoSW. To construct a PoSW, Cohen and Pietrzak [17] suggest an elegant tree labeling procedure that is inherently sequential. They consider a binary tree whose edges are directed from the leaves toward the root. In addition, they add directed edges from every node $\ell$ having a sibling $r$ on the right, to all the leaves in the tree rooted at $r$. We call this the CP graph (see Figure 1 in Section 6 for an illustration). The nodes of the CP graph are then given random labels as follows: the label of any given node is obtained by applying a random oracle $H_\chi = H(\chi, \cdot)$ to the labels of its incoming nodes (the oracle is seeded with $\chi$ to guarantee an independent oracle for every statement). Intuitively, the added edges enforce that in order to compute the labels of some subtree rooted at some $r$, it is first necessary to compute the labels of its left sibling $\ell$; in this sense, labeling must be done sequentially.

To turn this into an actual proof of sequential work $\pi$ for $\chi$, the prover publishes the label of the root of the entire tree. The verifier then responds with random challenge leaves to which the prover answers by providing all the labels in the corresponding paths toward the root along with the labels of the siblings along the path, as in standard Merkle tree authentication (indeed here the tree serves both the purpose of of a commitment and of enforcing the sequential nature). Finally, they make the proof non interactive by using the Fiat-Shamir transform. Cohen and Pietrzak prove that to successfully compute an accepting proof, a prover must sequentially call the random oracle $\approx T$ times, where $T$ is the size of the tree.

Incremental PoSW and the DLM Construction. Cohen and Pietrzak further show that the standard streaming algorithm for Merkle commitments [42], can also be applied to their labeling procedure. That is, one can keep track of a small amount of nodes (about $\log T$), each a root of some tree in a gradually growing forest, and when needed, merging two nodes on the same level. In other words, the CP labeling can be done by an incremental computation with small space.

One thing that is of course missing toward getting PLS hardness is verifiability of the corresponding intermediate states. One Naïve idea toward such local verifiability is to apply the CP proof strategy for each subtree in the incremental labeling process. Indeed, each such subtree is, in fact, CP labeled on its own, so we can use Fiat-Shamir to compute random challenges for that particular subtree. While this is a step in the right direction it is still not enough for the goal of PLS hardness, since the intermediate proofs themselves are not computed incrementally – computing each local proof may take time proportional the size of the corresponding subtree.

Döttling, Lai, and Malavolta [20] suggested a neat idea to make the CP proofs incrementally computable. Roughly speaking rather than sampling fresh challenges for each subtree, they suggested to derive them at random from the previously computed challenges of this subtree. In a bit more detail, whenever merging two subtrees rooted at $\ell$ and $r$ into a new

---

3 They were motivated by blockchains and aimed to make PoSW a process that can be advanced in a distributed fashion by different parties.
(taller) subtree, we assume by induction that each of the two already has a set of corresponding challenges $S_L$ and $S_R$, where say the size of each one is some parameter $k$. Then, for the new subtree, rooted at their parent $v$, we choose a new set $S_v$ of $k$ challenges by choosing $k$ challenges at random from the $2k$ challenges in $S_L \cup S_R$ (this is again done non-interactive using Fiat-Shamir). Each of the challenges is again just a Merkle authentication path, which can be easily augmented to an authentication path for $v$. They prove that this choice of challenges guarantees, for every intermediate state, essentially the same soundness as the original CP construction guarantees for the final state.

**Incremental Completeness and PLS Hardness.** What we get from the DLM incremental PoSW (in the random oracle) is somewhat analogous to an IVC system in the standard model. However, while in the standard model we applied general IVC over some long (hard) computation, here there is no such underlying hardness. Rather, the difficulty is only in computing the accepting proofs themselves. Similarly to our standard model approach, here too we can address the concept of incremental completeness. Indeed, we observe that merging two accepting proofs in the DLM construction always yields an accepting proof. From here incremental completeness follows. Formally, we need to slightly augment the DLM construction to enforce consistency among different subtrees in a forest to guarantee such incremental completeness (see Section 6 for the details).

Choosing the parameters appropriately, yields problems in PLS relative to a random oracle which are exponentially hard-on-average. This translates to sub-exponential hardness of the canonical LS problem (due to polynomial blowup of the reduction). Also, by choosing the size of the tree to be a polynomial of our choice, we get search problems in PLS which are moderately hard but “depth-robust” in the sense that they cannot be solved much faster by parallel algorithms [21]. This follows from the sequential hardness of DLM.

### 2.5 More Related Work on Total Search Problems

The class $\text{TFNP}$ was introduced by Megiddo and Papadimitriou [41]. They observed that $\text{TFNP}$ is unlikely to include NP hard problems as this would imply that $\text{NP} = \text{coNP}$. Furthermore, it is strongly believed that $\text{TFNP}$ does not have complete problems (see for instance discussion in [25]). Toward understanding of the complexity of total search problems, Papadimitriou [45] introduced several “syntactic” subclasses of $\text{TFNP}$ that cluster problems according to the mathematical argument used to establish their totality. Recently, Goldberg and Papadimitriou [25] presented a subclass called $\text{provable TFNP}$ that contains previously defined subclasses (and can be seen as generalizing them) and admits complete problems.

A long line of works have investigated the complexity of $\text{TFNP}$ and its subclasses, searching for efficient algorithms on one hand and evidence of hardness on the other. As explained earlier in the intro, cryptography is a natural place to look for such evidence. Indeed, basing the hardness of $\text{TFNP}$ or its subclasses, on standard cryptographic assumptions, has been successful in several cases. For example, Papadimitriou [45] observed that $\text{PPP}$ is hard assuming one-way permutations or collision-resistant hash functions, and Ježábek [32], building on the work of Buresh-Oppenheim [12], demonstrated the hardness of $\text{PPA}$ assuming factoring is hard. Hubáček, Naor and Yogev [28] showed $\text{TFNP}$-hardness assuming any average-case hard NP language exists (in particular one-way functions) and derandomization assumptions. Komargodski, Naor, and Yogev [37] showed that hardness of the class $\text{RAMSEY}$ is equivalent to the existence of multi-collision resistant hash functions.

As discussed earlier, demonstrating hardness for $\text{PPAD}$ and $\text{PLS}$ has been more challenging and so far only achieved under non-standard cryptographic assumptions. Trying to explain our failure so far to base such hardness on standard cryptographic primitives, Rosen, Segev...
and Shahaf [48] show that TFNP hard instances constructed in a black box way from random oracles (or some variants thereof) must have a nearly exponential number of solutions (which is indeed the case in our result in the random oracle model).

Finally, we note that in the smooth complexity setting, several PLS complete problems, with natural noise distributions, have been shown to be solvable in smooth polynomial-time. This include finding locally optimal Max-Cut [2] and finding pure Nash equilibrium in network coordination games [10]. These algorithms suggest an explanation of why local search may be empirically easy, while hard instances exist under reasonable assumptions and can be sampled.

**Organization**

In Section 3, we recall some preliminaries including the definition of PLS. In Section 4, we construct a computational reduction from a search problem having an incremental complete IVC to LS. In Section 5, we instantiate the computational reduction under the KPY assumption and ETH to demonstrate PLS hardness in the plain model. In Section 6, we argue the hardness of PLS relative to a random oracle.

### 3 Preliminaries

**Notation.** Throughout, $\lambda$ will denote security parameters. When the input size is not the security parameter, we denote it by $n$. For $a \leq b$ integers we denote by $[a, b]$ the set $\{a, \ldots, b\}$ and by $[a]$ the set $[1, a]$.

#### 3.1 PLS Definition

The complexity class *polynomial local search* (PLS) consists of all TFNP search problems polynomial-time reducible to the Local-Search problem [33, 29] we denote by LS.

##### Definition 3 (Local-Search).

The search problem LS is the following: given two polynomial-size circuits $S : \{0, 1\}^n \rightarrow \{0, 1\}^n$ and $F : \{0, 1\}^n \rightarrow \mathbb{N}$, find a string $v \in \{0, 1\}^n$ such that $F(S(v)) \leq F(v)$.

We refer to $S$ as the successor circuit and to $F$ as the value circuit. Intuitively, the circuits $S$ and $F$ could be seen as representing an implicit DAG over $\{0, 1\}^n$. In this graph, a node $v$ is connected to $u = S(v)$ if and only if $F(u) > F(w)$. This is a DAG since $F$ induce a topological ordering. Notice also that every sink corresponds to a local maximum with respect to $F$. With this perspective, the totality of LS follows from the fact *every finite DAG has a sink.*

**Oracle aided PLS.** We denote by $O^\mathcal{O} = \{O^\mathcal{O}_\lambda\}$ an oracle aided circuit family. That is a circuit family with oracle gates to $O^\mathcal{O}_\lambda : \{0, 1\}^{t(\lambda)} \rightarrow \{0, 1\}^{t(\lambda)}$. The complexity class $\text{PLS}^\mathcal{O}$ relative to an oracle $\mathcal{O}$, is naturally defined as all TFNP$^\mathcal{O}$ search problem polynomial-time reducible to $\text{LS}^\mathcal{O}$.

##### Definition 4 (Oracle Aided Local-Search).

The search problem $\text{LS}^\mathcal{O}$ is the following: given two polynomial-size, oracle aided, circuits $S^\mathcal{O} : \{0, 1\}^n \rightarrow \{0, 1\}^n$ and $F^\mathcal{O} : \{0, 1\}^n \rightarrow \mathbb{N}$, find a string $v \in \{0, 1\}^n$ such that $F^\mathcal{O}(S^\mathcal{O}(v)) \leq F^\mathcal{O}(v)$. 

4 PLS Hardness from IVC

In this section, we give a computational reduction from search problems having an IVC with incremental completeness to LS. This, in turn, establishes that any (worst/average-case) hard search problem, having an IVC with incremental completeness, implies the hardness of PLS (in the worst/average-case, respectively). We start by formally defining IVC with incremental completeness.

4.1 IVC with Incremental Completeness

Conventions. Let $M$ be a Turing machine with $T = T(\lambda)$ and $S = S(\lambda)$ bounds on its run time and space, respectively, for input of length $\lambda$. Throughout, we assume w.l.o.g that $M$ always makes exactly $T$ steps and the size of a configuration is exactly $S$. Let $x \in \{0, 1\}^\lambda$ be an input to $M$, we denote by $M_x^t \in \{0, 1\}^S$ the configuration in the $t$ step of the computation $M(x)$. We denote by $M_x : \{0, 1\}^S \rightarrow \{0, 1\}^S$ the transition circuit between configurations.

Definition 5 (IVC with Incremental Completeness). Let $M$ be a Turing machine with $T = T(\lambda)$ and $S = S(\lambda)$ bounds on its run time and space, respectively, for input of length $\lambda$.

An Incremental Verifiable Computation scheme (IVC) for $M$, with incremental completeness, consists of three algorithms $IVC = (IVC.G, IVC.P, IVC.V)$:

- $IVC.G(x)$ is a randomized algorithm that given $x \in \{0, 1\}^\lambda$ outputs public parameters $pp$.
- $IVC.P(pp, t, C, \pi)$ is a deterministic algorithm that given public parameters $pp$, a natural number $t$, an arbitrary configuration $C$ and arbitrary proof $\pi$, outputs a proof $\pi'$.
- $IVC.V(pp, t, C, \pi)$ is a deterministic algorithm that given public parameters $pp$, a natural number $t$, an arbitrary configuration $C$ and arbitrary proof $\pi$, outputs $ACC$ or $REJ$.

We make the following requirements:

1. Incremental Completeness: For every security parameter $\lambda \in \mathbb{N}$:
   a. For every input $x \in \{0, 1\}^\lambda$, time $t \in [0, T - 1]$ and candidate proof $\pi \in \{0, 1\}^*$:
      \[
      \Pr \left[ \begin{array}{l}
      IVC.V(pp, t, M_x^t, \pi) = ACC \\
      IVC.V(pp, t + 1, M_x^{t+1}, \pi') = ACC \\
            \pi' = IVC.P(pp, t, M_x^t, \pi)
      \end{array} \right] = 1,
      \]
      where $M_x^t, M_x^{t+1}$ are the configurations in the $t$ and $t + 1$ steps of the computation of $M(x)$, respectively.
   b. For every input $x \in \{0, 1\}^\lambda$:
      \[
      \Pr \left[ IVC.V(pp, 0, M_x^0, \varepsilon) = ACC \mid pp \leftarrow IVC.G(x) \right] = 1,
      \]
      where $M_x^0$ is the first configuration of the computation of $M(x)$, and $\varepsilon$ is the empty proof.

2. Soundness: For every efficient adversary $A$, there exists a negligible function $\mu$ such that for every $\lambda \in \mathbb{N}$ and $x \in \{0, 1\}^\lambda$:
      \[
      \Pr \left[ \begin{array}{l}
      C^* \neq M_x^t \\
      IVC.V(pp, t, C^*, \pi^*) = ACC \\
            \pi^* \leftarrow A(x, pp)
      \end{array} \right] \leq \mu(\lambda),
      \]
      where $M_x^t$ is the configuration in the $t$ step of the computation of $M(x)$.

3. Efficiency: The efficiency of $IVC$, denoted by $T_{IVC}(\lambda)$, is the maximal worst-case run-time among $IVC.G, IVC.P, IVC.V$ for input having security parameter $\lambda$. We require $T_{IVC}(\lambda) \leq p(\lambda)$ for a fixed polynomial $p$. 

4.2 Computationally Sound Karp Reduction

As discussed in the introduction, since we use IVC with computational soundness, the reduction we give is also computationally sound. In what follows, we define the notion of computationally sound Karp reduction.

For $R, R' \in \text{FNP}$, a computationally sound reduction from $R$ to $R'$ consists of a pair of efficient algorithms $(X, W)$. Where $X(x)$ is a randomized algorithm that given an instance $x$ of $R$, samples an instance $x' \leftarrow X(x)$ of $R'$. $W(w')$ is a deterministic algorithm that translates a witness $w'$ for $x'$, to a candidate witness $w$ of $x$. We require that its infeasible to find $w'$, such that $w = W(w')$ is not a witness for $x$ in $R$.

Definition 6 (Computational Karp Reduction). For $R, R' \in \text{FNP}$, a computational Karp reduction from $R$ to $R'$ consists of a pair $(X, W)$, where $X(x)$ is a randomized efficient algorithm and $W(w)$ is a deterministic efficient algorithm. We make the following requirement:

- Computational Soundness: For every efficient adversary $A$, there exists a negligible function $\mu$ such that for every $\lambda \in \mathbb{N}$ and $x \in \{0, 1\}^\lambda$ for which $R_x$ is non-empty:

$$\Pr \left[ \begin{array}{c} w' \in R_{x'}' \\ w \not\in R_x \end{array} \right] \leq \mu(\lambda),$$

where $R_x$ and $R_{x'}$ are the set of witnesses for $x$ in $R$ and $x'$ in $R'$ respectively.

Definition 7 (Reduction Efficiency). The efficiency of a computational Karp reduction $(X, W)$, denoted $T_{\text{Red}}(\lambda)$, is the maximum of $T_X(\lambda), T_W(\lambda)$ where:

1. $T_X(\lambda)$ is the worst-case run-time of $X$ for input $x \in \{0, 1\}^\lambda$.
2. $T_W(\lambda)$ is the worst-case run-time of $W$ for input $w' \in \left\{ w' \mid \begin{array}{c} x \in \{0, 1\}^\lambda \\ x' \in \text{Supp}(X(x)) \\ w' \in R_{x'} \end{array} \right\}$.

Note that $T_{\text{Red}}(\lambda)$ is a bound on instance size sampled using $X$.

4.3 The Hardness Reduction

Using the notion of computational Karp reduction, our hardness result is formalized in the following theorem.

Theorem 8 (IVC Reduction). Let $R \in \text{FNP}$, solvable by a polynomial-space Turing machine $M$. If there exists an IVC scheme with incremental completeness for $M$, there exists a computationally sound Karp reduction $(X, W)$ from $R$ to $\text{LS}$. The efficiency of the reduction is $T_{\text{Red}} = \text{poly}(T_{\text{IVC}}, S, \lambda, |M|)$, where $S(\lambda)$ is a bound on $M$ space and $T_{\text{IVC}}(\lambda)$ is the efficiency of the IVC. The polynomial doesn’t depend on the IVC scheme, $M$ nor $R$.

Remark 9 (Efficiency Independent of $T$). Jumping ahead, the fact that $T_{\text{Red}}$ does not depend directly on the time of the computation $T$, plays an important role in the fine-grained reduction for polynomial-time computations presented in Section 5.

Next, we describe the reduction and in the following section we analyze its security.
4.3.1 The Reduction

Let $IVC = \langle IVCG, IVCP, IVCV \rangle$ be an incremental verifiable computation scheme with incremental completeness for $M$. Let $S = S(\lambda)$ be the polynomial bound on space on $M$ when executed on $x \in \{0, 1\}^\lambda$, guaranteed by the statement. Recall that we denote by $M^t_x$ the configuration in the $t$ step of the computation of $M(x)$. We assume w.l.o.g that the configuration size is exactly $S$. Let $T = T(\lambda) = 2^{S(\lambda)} \leq 2^{\text{poly}(\lambda)}$ be an upper bound on the running time of $M$. We further assume w.l.o.g that $M$ always makes exactly $T$ steps. With the above notation, the configuration graph of $M$ when executing $x$ is:

$M^0_x \rightarrow \cdots \rightarrow M^T_x$.

In the following, we describe the construction of $\mathcal{X}(x)$ for an input $x \in \{0, 1\}^\lambda$. Recall that we denote by $M^0_x : \{0, 1\}^S \rightarrow \{0, 1\}^S$ the transition circuit of $M(x)$, taking a configuration as input and returning the next configuration as output.

**Instance translation.** The algorithm $\mathcal{X}(x)$ begins by sampling $pp \leftarrow IVC.G(x)$. Given $pp$, we apply a deterministic procedure $I$ to generate an LS instance $(S, F) = I(x, pp)$. The constructed LS instance corresponds to a graph on vertices of fixed polynomial length $t = t(\lambda) \geq \lambda$. Each vertex is of the form $(t, C, \pi)$ where $t$ is parsed as an integer in $[0, T]$, $C$ as a configuration of length $S$ and $\pi$ as a proof for the IVC padded to length $\ell$ if needed. We describe the successor $S$ and value circuits $F$ formally in the following.

► Remark 10. We assume w.l.o.g that $M_x$ always outputs something. If the transition function of $M$ fails to generate the next configuration given $C$, it will simply output $M^0_x$, the initial state.

► Remark 11. We assume w.l.o.g that $F$ outputs values in $[-1, T]$.

In what follows, $v_0 := (0, M^0_x, \varepsilon)$ where $M^0_x$ is the initial state of $M(x)$ and $\varepsilon$ is the empty proof.

**Successor Circuit** $S(t, C, \pi)$

**Hardwired:** The public parameters $pp$, and the input $x$.

**Algorithm:**

1. If $IVC.V(pp, t, C, \pi) = \text{REJ}$, output $v_0$.
2. If $t = T$, output $(t, C, \pi)$.
3. Compute $C' = M_x(C)$, $\pi' = IVCP(pp, t, C, \pi)$. Output $(t + 1, C', \pi')$.

**Value Circuit** $F(t, C, \pi)$

**Hardwired:** The public parameters $pp$.

**Algorithm:**

1. If $IVC.V(pp, t, C, \pi) = \text{REJ}$, output $-1$.
2. Else, output $t$.

**Witness translation.** The algorithm $W(t, C, \pi)$ simply returns the content of the output tape in the configuration $C$. 
Efficiency. The successor circuit $M_x$ is of size $\text{poly}(S, \lambda, |M|)$. The computations related to IVC are of size $\text{poly}(T_{IVC})$ by Turing machine simulation. All other computations are polynomial in the input length $\ell$. We have that $\ell = \text{poly}(S, T_{IVC})$. It follows that $T_{\text{Red}} = \text{poly}(T_{IVC}, S, \lambda, |M|)$. All the above polynomials don’t depend on $M$ nor IVC.

By the fact $M$ is poly-space and the efficiency requirement of IVC, that is $T_{IVC} \leq \text{poly}(\lambda)$, both $\mathcal{X}, \mathcal{W}$ are polynomial-time algorithms, as required. In turn, this further implies that $S, \mathcal{F}$ are of size $\text{poly}(\lambda)$. Since the length is a polynomial such that $t(\lambda) \geq \lambda$, we have that $S, \mathcal{F}$ are polynomial-size circuits.

4.4 Security Analysis

Fix $\lambda \in \mathbb{N}$ and $x \in \{0, 1\}^\lambda$. Let $(S, \mathcal{F})$ be an instance in the support of $X(x)$ and let $pp$ be the public parameters hardwired in $(S, \mathcal{F})$. We prove that all local maximums of $(S, \mathcal{F})$ are of one of two types:

- **Honest**: Nodes $(T, M_T^x, \pi)$ where IVC.V$(pp, t, M_T^x, \pi) = \text{ACC}$.
- **Fooling**: Nodes $(t, C^*, \pi^*)$ for which $C^* \neq M_T^x$ and IVC.V$(pp, t, C^*, \pi^*) = \text{ACC}$.

The proof of the following claim use the incremental completeness of IVC.

▷ Claim 12. All local maximums of $(S, \mathcal{F})$ are honest-type or fooling-type.

Proof of claim. Let $v = (t, C, \pi)$ be a local maximum of $(S, \mathcal{F})$, that is $\mathcal{F}(S(v)) \leq \mathcal{F}(v)$. We have that IVC.V$(pp, t, C, \pi) = \text{ACC}$, as otherwise it is given value $-1$ and is connected to $v_0 = (0, M_0^x, \varepsilon)$ which is of value $0$. If $C \neq M_T^x$ then $v$ is a fooling-type local maximum and if $C = M_T^x$ and $t < T$ then $v$ is an honest-type local maximum.

We are left with the case $C = M_T^x$ and $t < T$. By construction, $S(v) = (t + 1, M_T^{x+1}, \pi')$ for $\pi' = \text{IVC}.P(pp, t, M_T^x, \pi)$. By incremental completeness, IVC.V$(pp, t + 1, M_T^{x+1}, \pi') = \text{ACC}$ and thus $\mathcal{F}(S(v)) = t + 1$ while $\mathcal{F}(v) = t$. Therefore it is not a local maximum, proving the claim.

Note that only honest-type local maximums translate by $W$ to a valid witness for $R$, the underlying search problem. While there exist fooling-type local maximums, by the security of the IVC, finding them efficiently is infeasible. We proceed to prove Theorem 8.

Proof of Theorem 8. Let $A$ be an efficient adversary that attempts breaking the computational soundness of the reduction $(\mathcal{X}, \mathcal{W})$. Let $\lambda \in \mathbb{N}$ and $x \in \{0, 1\}^\lambda$ be such that $R_x$ is non-empty. We denote by $\varepsilon = \varepsilon(x)$ the probability of success of $A$. That is

\[
\varepsilon(x) := \Pr \left[ \begin{array}{c}
\mathcal{F}(S(w')) \leq \mathcal{F}(w') \\
w \not\in R_x
\end{array} \right] \left[ \begin{array}{c}
(S, \mathcal{F}) \leftarrow \mathcal{X}(x) \\
w' \leftarrow A(S, \mathcal{F}) \\
w = W(w')
\end{array} \right].
\]

It follows by Claim 12 that all witnesses $w'$ for $(S, \mathcal{F})$ such that $W(w') = w \not\in R_x$ are fooling-type local maximums. Indeed, for every honest-type local maximum, $W$ outputs the content of the output tape of $M_T^x$. As $M$ solves $R$ and $R_x$ is non-empty, we have that the output tape of $M_T^x$, the last configuration, consists of $w$ such that $w \in R_x$.

Consider $A' = \{A'_X\}_{X \in \mathbb{N}}$ that attempts breaking the soundness of the IVC defined as follows. Recall $I(x, pp)$ is the deterministic procedure used by $\mathcal{X}$ to construct the circuits $S$ and $\mathcal{F}$.

$A'(x, pp)$:
1. Compute $(S, \mathcal{F}) = I(x, pp)$.
2. Simulate $w' \leftarrow A(S, \mathcal{F})$.
3. Output $w' = (t, C, \pi)$. 
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Note that, every fooling-type local maximum corresponds to \((t, C^*, \pi^*)\) breaking the IVC scheme. Further notice that the distribution \((S, \mathcal{F}) = I(x, pp)\) for \(pp \leftarrow \text{IVC}.G(x)\) is, by definition, the distribution of \(X(x)\). Therefore, the success probability of \(A'(x, pp)\) is at least \(\varepsilon(x)\). Using the soundness of IVC, there exists a negligible function \(\mu\) such that for every \(\lambda \in \mathbb{N}\) and \(x \in \{0, 1\}^\lambda\) such that \(R_x\) is non-empty we have the following:

\[
\varepsilon(x) \leq \Pr \left[ C^* \neq M^* \mid \text{IVC}.V(pp, t, C^*, \pi^*) = \text{ACC} \mid pp \leftarrow \text{IVC}.G(x) \right] \leq \mu(\lambda) .
\]

Establishing the computational soundness of the reduction. The efficiency part of the theorem has been argued in Section 4.3.

### 4.5 Applying the Reduction

In this section we present results that establish that a computational Karp reduction from an underlying hard (worst-case/average-case) problem \(R\) to \(LS\) implies the hardness of \(LS\) (in worst-case/average-case respectively). The proofs for the following propositions are given in the full version of this paper.

#### 4.5.1 Worst-Case Hardness

The existence of a computational Karp reduction from \(R\) to \(LS\) and an efficient solver for \(LS\) implies, in a straightforward way, the existence of an efficient randomized solver for \(R\), successful with high probability. Proposition 13 extends this and show the existence of a deterministic solver for \(R\). This is by standard non-uniform derandomization techniques. We use \(n\) to denote the size of \(LS\) instances and \(\lambda\) the size of \(R\) instances.

▶ Proposition 13 (Worst-Case Hardness). Let \(R\) be an FNP search problem having a computational Karp reduction to \(LS\). Assume there exists a adversary \(A = \{A_n\}_{n \in \mathbb{N}}\) of polynomial-size \(s(n)\) solving \(LS\) in the worst-case. Then there exists an adversary \(A' = \{A_{\lambda}\}_{\lambda \in \mathbb{N}}\) solving \(R\) in the worst-case. The size of \(A'\) is

\[
\text{size}(A') = \text{poly}(s(T_{\text{Red}}), T_R, \lambda) ,
\]

where \(T_{\text{Red}}(\lambda)\) is the efficiency of the reduction and \(T_R(\lambda)\) is the efficiency of the NP verification \(R(x, y)\).

#### 4.5.2 Average-Case Hardness

▶ Proposition 14 (Average-Case Hardness). If there exists a hard-on-average FNP problem \(R\), with a computationally sound Karp reduction from \(R\) to \(LS\), then \(LS\) is hard-on-average.

Using the computational Karp reduction constructed in Section 4.3, we get the following corollary:

▶ Corollary 15 (IVC Average-Case Hardness). Let \(R\) be a hard-on-average FNP problem. If there exists an IVC scheme with incremental completeness for a polynomial-space Turing machine \(M\) solving \(R\), then \(LS\) is hard-on-average.
5 Instantiation under the KPY Assumption and ETH

In Section 4, we were able to prove that an IVC scheme with incremental completeness for some superpolynomially hard computation suffices to show that LS is hard. It is left to instantiate the above under the KPY assumption and construct an IVC scheme for a superpolynomially hard computation. Unfortunately, under the KPY assumption we are able to construct IVC schemes only for polynomial computations. In this section, we show how to circumvent this difficulty by employing a fine-grained reduction and further assuming the non-uniform exponential time hypothesis (ETH). Finally proving the worst-case hardness of LS under the KPY assumption and non-uniform ETH.

Remark 16. For ease of notation, in the following section we assume w.l.o.g $\lambda > 1$.

5.1 IVC From KPY Assumption

The proof of Theorem 18 is given in the full version of this paper.

Remark 17 (Dependence of Constants). In the following, we use the constant $c$ instead of big $O$ notation in order to emphasize that the constant is independent of $\alpha$.

Theorem 18 (IVC from KPY Assumption). Fix any constants $c, \varepsilon > 0$. Let $\alpha$ be a large enough constant and let $M$ be a Turing machine of run-time $T(\lambda) \leq c\lambda^\alpha$, configuration size $S(\lambda) \leq c\lambda$ and description size $|M| \leq c\log_2 \alpha$. Under the KPY assumption, there exists an IVC scheme with incremental completeness for $M$ having efficiency $T_{IVC} = \lambda^{\varepsilon\alpha}$.

Remark 19 (Non-Uniform Reduction). The security reduction of the IVC scheme given in Theorem 18 is non-uniform and therefore we require that the IVC scheme, and accordingly the KPY assumption, to hold against non-uniform polynomial-time attackers. This is to be expected when dealing with worst-case hardness.

5.2 Fixed Space Polynomial Hardness via ETH

In this section, assuming the non-uniform ETH assumption, we show the existence of arbitrarily polynomially hard computations for circuits that can be solved by Turing machines using a fixed amount of space and slightly larger polynomial time.

Assumption 20 (Non-Uniform ETH). There exists a constant $\delta > 0$ such that no circuit family of size $O(2^{\delta n})$ solves 3SAT, where $n$ is the length of the input 3CNF formula.

Proposition 21 (Polynomial Hardness). Under the non-uniform ETH assumption, there exists constants $c, \delta > 0$ such that for every constant $\alpha > 1$ there exists a search problem $R_\alpha \in \text{FNP}$ satisfying the following:

Algorithm: There exists a Turing machine $M_\alpha$ of run-time $T(\lambda) \leq c\lambda^\alpha$, configuration size $S(\lambda) \leq c\lambda$ and description size $|M_\alpha| \leq c\log_2 \alpha$ solving $R_\alpha$.

Lower Bound: No circuit family of size $O(\lambda^\delta\alpha)$ can solve $R_\alpha$.

Proof. Consider

$$R_\alpha := \left\{ \left( x, x^{2^{|x|/\alpha} - |x|}, w \right) \mid (x, w) \in 3\text{SAT} \right\}.$$

This is for polynomial security of the KPY assumption. A super-polynomial security of the KPY assumption yields an IVC scheme for computations of a corresponding superpolynomial length.
The naive brute force algorithm for \( R_\alpha \) satisfy the requirement. In the following, \( \alpha \) is not suppressed by \( O \) notation. For \( x \in \{0,1\}^n \) and input of the form \( x0^{2^n/\alpha - n} \), brute force takes \( O(2^n) \) time while the whole input is of size \( \lambda = 2^n/\alpha \). The description size is \( O(\log \lambda) \) and the memory used is \( O(\lambda) \).

**Lower Bound.** Let \( \delta > 0 \) be the constant assumed to exist by non-uniform ETH. Every circuit family of size \( O(\lambda^{\delta \alpha}) \) solving \( R_\alpha \) can be turned to a circuit of size \( O(2^{\delta \alpha}) \) solving 3SAT. Contradicting non-uniform ETH.

## 5.3 Putting Things Together

In this section, we put things together to prove that under non-uniform ETH and the KPY assumption we have \( \text{PLS} \not\subseteq \text{FP/Poly} \).

**Theorem 22 (PLS Hardness).** Assuming non-uniform ETH and the KPY assumption we have \( \text{PLS} \not\subseteq \text{FP/Poly} \).

Toward proving the theorem, we start by bounding the blowup associated with the IVC reduction when applied to the brute-force computation solving \( R_\alpha \) defined by Proposition 21.

**Lemma 23 (Bounding the Blowup).** Fix a constant \( \varepsilon > 0 \). Let \( \alpha \) be a large enough constant. Under the KPY assumption, there exists a computationally sound Karp reduction \( (X, W) \) from \( R_\alpha \) to LS with efficiency \( T_{\text{Red}} \leq \lambda^{\alpha \varepsilon} \).

**Proof.** Fix \( \varepsilon > 0 \) and let \( \varepsilon' > 0 \) be a constant to be chosen later. Let \( c \) be the constant guaranteed by Proposition 21. That is, for every \( \alpha > 1 \) there exists a Turing machine \( M_\alpha \) of run-time \( T \leq c\lambda^\alpha \), configuration size \( S \leq c\lambda \) and description size \( |M_\alpha| \leq \varepsilon \log_2 \alpha \) solving \( R_\alpha \).

Let \( \alpha \) be a large enough constant such that Theorem 18 apply to \( M_\alpha \) with constant \( \varepsilon' \). This gives an IVC scheme with incremental completeness for \( M_\alpha \) having efficiency \( T_{\text{IVC}} \leq \lambda^{\varepsilon' \alpha} \).

Applying Theorem 8 using the aforementioned IVC results in a computationally sound Karp reduction \( (X, W) \) from \( R_\alpha \) to LS with efficiency:

\[
T_{\text{Red}} \leq (T_{\text{IVC}} \cdot S \cdot \lambda \cdot |M_\alpha|) \varepsilon \leq \lambda^{\varepsilon \alpha \eta} \cdot (c\lambda \log_2 \alpha)^{\beta \eta} \leq \lambda^{4\varepsilon' \alpha \eta} ,
\]

where \( \eta \) is a constant independent of \( \alpha \) and \( \varepsilon \) and the last inequality is true for large \( \alpha \). By taking \( \varepsilon' < \varepsilon/4\eta \) we get \( T_{\text{Red}} \leq \lambda^{\alpha \varepsilon} \). This completes the proof of the lemma.

We are now ready to prove Theorem 22.

**Proof of Theorem 22.** Assume toward contradiction that under non-uniform ETH and the KPY assumption we have that \( \text{PLS} \not\subseteq \text{FP/Poly} \). Hence, there exists a constant \( \eta \) and adversary \( A = \{A_n\} \in \mathbb{N} \) of size \( s(n) = n^\beta \) solving LS instances of size \( n \).

Let \( \varepsilon > 0 \) be a constant to be chosen later. By bounding the blowup lemma, Lemma 23, there exists a large enough constant \( \alpha \) such that there is a computationally sound Karp reduction \( (X, W) \) from \( R_\alpha \) to LS having efficiency \( T_{\text{Red}} \leq \lambda^{\alpha \varepsilon} \). Note that the efficiency of the NP verifier for \( R_\alpha \) is \( T_{R_\alpha} = O(\lambda) \) with a constant independent of \( \alpha \). By Proposition 13, there exists an adversary \( \mathcal{A} = \{A'_\lambda\} \in \mathbb{N} \), solving \( R_\alpha \) instances of size \( \lambda \) of circuit size:

\[
\text{size}(A'_\lambda) \leq \text{poly}(s(T_{\text{Red}}), T_{R_\alpha} , \lambda) \leq \text{poly}(\lambda^{\alpha \eta}, \lambda) \leq \text{poly}(\lambda^{\alpha \xi}) = O(\lambda^{\alpha \xi}) ,
\]

where \( \xi \) is a constant independent of \( \varepsilon \) and \( \alpha \). Let \( \delta > 0 \) be the constant associated with the lower bound of \( R_\alpha \). Recall \( \delta \) is fixed and independent of \( \alpha \). By choosing \( \varepsilon < \delta/\xi \) we have

\[
\text{size}(A'_\lambda) = O(\lambda^{\alpha \xi}) = O(\lambda^{\delta \alpha}) .
\]

A contradiction to the lower bound. We conclude that \( \text{PLS} \not\subseteq \text{FP/Poly} \). This completes the proof.
6 Unconditional PLS Hardness in the ROM

In this section we show that relative to a random oracle, there exists exponentially average-case hard problems in \( \text{PLS} \). We further show, relative to a random oracle, the existence of depth-robust moderately hard problems in \( \text{PLS} \). Our result is based on the incremental proofs of sequential work (iPoSW) construction by Döttling, Lai, and Malavolta [20]. We modify the DLM construction such that an incremental completeness analogous is achieved. We proceed to reduce breaking the modified DLM scheme to \( \text{LS} \) relative to a random oracle.

6.1 Graph Related Definitions

We recall some graph related definitions used in the DLM scheme.

Notation. Throughout, we consider directed acyclic graphs (DAGs) \( G = (V, E) \) where \( V \subseteq \{0, 1\}^\leq d \) is the vertex set and we refer to the parameter \( d \) as the depth of \( G \). A vertex \( v \in V \) is a parent of \( u \in V \) if \( (v, u) \in E \). The set of parents of \( u \) is denoted by \( \text{parents}(u) \). A vertex \( v \) is an ancestor of \( u \) if there is a directed path from \( v \) to \( u \) in \( G \). The set of ancestors of \( u \) is denoted by \( \text{ancestors}(u) \). Any vertex \( v \in V \setminus \{0, 1\} \) is called a leaf. Denote by \( \text{leaves}(u) \) the set of all leaf nodes that are ancestors of \( u \).

6.1.1 CP Graphs

We recall the definition of CP graphs (see Figure 1), a family of directed acyclic graphs defined first in the PoSW construction of Cohen and Pietrzak [17]. We denote the aforementioned graph family by \( CP = \{CP_d\}_{d \in \mathbb{N}} \).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{cp_graph.png}
\caption{The CP_4 graph; red edges corresponds to \( E'' \).}
\end{figure}

\begin{definition}[CP Graphs, [17]]\end{definition}

Let \( B_d = (V, E') \) be the complete binary tree of depth \( d \) with edges pointing from the leaves to the root. The graph \( CP_d = (V, E) \) is constructed from \( B_d \) with some added edges \( E'' \). Where \( E'' \) contains \( (v, u) \) for any leaf \( u \in \{0, 1\}^d \) and any \( v \) which is a left sibling to a node on the path from \( u \) to the root. Formally, \( E = E' \cup E'' \) where:

\[ E'' := \{(v, u) \mid u \in \{0, 1\}^d, u = a || 1 || a', v = a || 0, \text{ for some } a, a' \in \{0, 1\}^\leq d\} \ . \]

The following fact on non-leaves in CP graphs is used in the construction and analysis.

\begin{fact}[Left and Right Parents] Let \( CP_d = (V, E) \) and let \( v \in V \) be a non-leaf node which is not the root. The node \( v \) has exactly two parents \( l \) and \( r \). We have the following:

\[ \text{leaves}(v) = \text{leaves}(l) \cup \text{leaves}(r) \ . \]

\end{fact}
6.1.2 Graph Labeling

Definition 26 (Partial Vertex Labeling). For a graph $G = (V, E)$, a partial vertex labeling is a function $L : V \rightarrow \{0, 1\}^* \cup \{\bot\}$. The label for node $u \in V$ is denoted by $L[u]$.

Definition 27 (Valid DAG Labeling). Let $G = (V, E)$ be a DAG with $V \subseteq \{0, 1\}^*$ and let $f : \{0, 1\}^* \rightarrow \{0, 1\}^w$ be a labeling function. The labeling of $G$ with respect to $f$ is defined recursively, for every $v \in V$:

$$L[v] := f(v, L[p_1], ..., L[p_r]),$$

where $(p_1, ..., p_r) = \text{parents}(v)$, ordered in lexicographic order.

Note that the above labeling is well defined since $G$ is acaic and can be computed with $|V|$ queries to $f$ in a topological order.

In the following lemma we recall the CP labeling procedure given in [17]. See Figure 2 for an illustration of the procedure.

Lemma 28 (CP Labeling Procedure, Lemma 3 in [17]). The labeling of $CP_d$ with respect to $f : \{0, 1\}^* \rightarrow \{0, 1\}^w$ can be computed in a topological ordering using $O(w \cdot d)$ bits of memory.

Figure 2 The CP labeling procedure for $CP_2$; black nodes represent labels the algorithm keep track of; denoted $U_t$ when computing the $t$ label.

We require additional properties from the labeling procedure for the modified DLM scheme. For that purpose, we give a description of the procedure below and prove additional lemmas regarding it.

Labeling Procedure Description. The algorithm is recursive. The base case $CP_1$ is easy. For $d > 1$, let $v$ be the root of $CP_d$ and let $\ell, r$ be the left and right parents of $v$, respectively. The subtree rooted by $\ell$ is isomorphic to $CP_{d-1}$ and hence its labels can be computed recursively. Keep track of the last label $L[\ell]$ and proceed to the subtree rooted by $r$. Apart from edges coming from $\ell$ to the leaves, it is isomorphic to $CP_{d-1}$. One can use $L[\ell]$, which is in memory, and recursively compute the right subtree. Keep track of the last label $L[r]$. Compute the root label $L[v] = f(v, L[\ell], L[r])$ and forget both $L[\ell]$ and $L[r]$. Output the root label $L[v]$. 

Incremental Labeling. We consider an incremental version of the above procedure. Fix \( d \in \mathbb{N} \) and let \( v_1, v_2, \ldots, v_T \) be the topological ordering in which labels are being outputted by the CP labeling procedure with depth \( d \). Let \( U_t \subseteq V \) be the set of nodes the procedure keep track of after outputting \( v_t \). For the incremental version, we are interested in algorithms that efficiently compute \( U_t \) and \( v_t \) given \( t \).

▶ Lemma 29 (Computing \( U_t \) Efficiently). For \( CP_d \), computing \( U_t \) can be done in \( poly(d) \) time.

Proof. The algorithm is recursive and follows the same post-order traversal as the labeling procedure. For \( CP_d \), let \( v \) be the root node and let \( \ell, r \) be its left and right parents respectively. If \( t = 2^{d+1} - 1 \) return the root node, \( \{v\} \). If \( t \leq 2^d - 1 \), proceed to recursively compute \( U_t \) on the left subtree rooted by \( \ell \), which is isomorphic to \( CP_{d-1} \). Output the resulting set. Else \( t > 2^d - 1 \), recursively compute \( U_{t-(2^d-1)} \) on the subtree rooted by \( r \) while ignoring the extra edges from \( \ell \). This graph is also isomorphic to \( CP_{d-1} \). Append \( \ell \) to the resulting set and output.

The algorithm correctness follows by induction. For efficiency, notice that the depth of the recursion is \( d \) and every level takes \( poly(d) \) time. ◀

▶ Lemma 30 (Computing \( v_t \) Efficiently). For \( CP_d \), computing \( v_t \) can be done in \( poly(d) \) time.

Proof. Notice that by construction of the CP labeling procedure, \( v_1, \ldots, v_T \) is a post-order traversal on the binary tree \( B_d \) which is the base of \( CP_d \). Finding the \( t \)-th node in a post-order traversal can be done by a simple recursion with efficiency \( poly(d) \).

▶ Lemma 31 (One Vertex at a Time). For every \( t \in [2,T] \) we have \( U_t = \{v_t\} \cup (U_t \cap U_{t-1}) \).

Proof. The theorem statement is equivalent to proving \( U_t \setminus U_{t-1} = \{v_t\} \). By definition we have that \( v_t \in U_t \). Apart from \( v_t \), the procedure only forget nodes, hence \( U_t \subseteq \{v_t\} \cup U_{t-1} \). It is left to show that \( v_t \notin U_{t-1} \). Indeed, using the aforementioned, by induction \( U_{t-1} \subseteq \{v_1, \ldots, v_{t-1}\} \), in particular \( v_t \notin U_{t-1} \).

6.2 Construction

In this section, we present a modified version of the incremental proof of sequential work (iPoSW) due to [20]. The main difference, apart from syntax, is that we require stricter conditions when verifying nodes.

Parameters. Let \( \lambda \) be a computational security parameter. Let \( T(\lambda) = T = 2^{\lambda+1} - 1 \) and let \( s(\lambda) = s = \Theta(\lambda^5) \) that is a power of 2. Let \( H : \{0,1\}^* \rightarrow \{0,1\}^\lambda \) and \( H' : \{0,1\}^* \rightarrow \{0,1\}^{3s} \) be independently chosen random oracle ensembles depending on \( \lambda \).

▶ Remark 32 (Random Coins Count). The use of \( 3s \) random coins allows to sample a statistically close to uniform subset. See [20] for details.

Syntax. The scheme consists of two algorithms, \( DLM.P^{H,H'}(\chi, t, \pi) \), \( DLM.V^{H,H'}(\chi, t, \pi) \) with the following syntax.

1. \( DLM.P^{H,H'}(\chi, t, \pi) \) is a deterministic algorithm with oracle access to \( H, H' \). Given a statement \( \chi \), a natural number \( t \) and a proof \( \pi \), it outputs a proof \( \pi' \).
2. \( DLM.V^{H,H'}(\chi, t, \pi) \) is a deterministic algorithm with oracle access to \( H, H' \). Given a statement \( \chi \), a natural number \( t \) and a proof \( \pi \), it outputs ACC or REJ.
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Proof Structure. The proofs π are of the form π = (L, (ui, Su, Pu)i=1m) where:

- L is a partial vertex labeling for CPλ.
- ui is a node of CPλ.
- Su is a set of challenge leaves, indexed by the node ui.
- Pu is a set of candidate authentication paths, indexed by the node ui.
- Path ∈ Pu is an ordered list of the form Path = (wj)j where each wj is a node of CPλ.

Remark 33 (Labeling Data Structure). The partial vertex labeling L is given by a dictionary data structure. Where keys are nodes v and the value associated is the corresponding label L[v]. A node which is not in the dictionary is given the default value ⊥. Let n be the amount of nodes v for which L[v] ≠ ⊥. We use a dictionary implementation where size and retrieval time are poly(n).

6.2.1 Algorithms Description

Conventions. A random oracle salted with the statement χ ∈ {0, 1}∗ is denoted by Hχ := H(χ, ·). Let v1, v2, . . . , vt be the topological order given by Lemma 28 for nodes of CPλ. Recall that Ut is the list of nodes the CP labeling procedure keeps track of when computing the label for vt. We extend the definition such that U0 = ∅.

\[
\text{DLM.PH.H(χ, t, π)}
\]

Input:
1. String χ ∈ {0, 1}λ.
2. Time t ∈ [T].
3. Candidate proof π = (L, (ui, Su, Pu)i=1m).

Algorithm:
1. If {u1, . . . , um} ̸= Ut−1 output ε.
2. Set L[v] = Hχ(v, L[p1], . . . , L[pr]) where (p1, . . . , pr) = parents(v) in lexicographic order.
3. If vt is a leaf, let Su = {vt} and Pu = {(vt)}.
4. Otherwise, vt has two parents, ℓ, r ∈ Ut−1.
   a. Sample a random subset Svt of size min(s, |leaves(vt)|) from St ∪ Sr using \( \text{rand} \leftarrow H^{'(v, L[v])} \) as random coins.
   b. Let Pu = ∅. For every Path ∈ Pu ∪ Pr starting from a leaf in Svt, extend with vt and append to Pu.
5. Remove labels from L for all nodes but \( \{v \mid u ∈ Ut \} \) Path ∈ Pu \( \{w \in \text{Path} \mid v = w \text{ or } v ∈ \text{parents}(w)\} \).
6. Output π′ = (L, (u, Su, Pu)u∈Ut).

Note that in the above we use the efficient algorithms due to computing Ut efficiently Lemma 29 and computing vt efficiently Lemma 30 to compute Ut−1, Ut and vt. We also use one vertex at a time Lemma 31 in Line 5 and Line 6.
DLM.\(V^H_{\pi}(\chi, t, \pi)\)

**Input:**
1. String \(\chi \in \{0, 1\}^\lambda\).
2. Time \(t \in [T]\).
3. Candidate proof \(\pi = (\mathcal{L}, (u_i, S_{u_i}, \mathcal{P}_{u_i})_{i=1}^m)\).

**Algorithm:**
1. Verify that \(\{u_1, \ldots, u_m\} = U_{t-1}\) and distinct. Otherwise, output REJ.
2. Verify that the nodes having label in \(\mathcal{L}\) are \(\left\{ \begin{array}{c} u \in U_{t-1} \\ Path \in \mathcal{P}_u \\ w \in Path \\ v = w \lor v \in \text{parents}(w) \end{array} \right\}\). Otherwise output REJ.
3. For every \(i = 1, \ldots, m:\)
   a. Validate \(S_{u_i} \subseteq \text{leaves}(u_i)\) and is of size \(\min(s, |\text{leaves}(u_i)|)\). Otherwise output REJ.
   b. Check that every path in \(\mathcal{P}_{u_i}\) is a valid path from a leaf in \(S_{u_i}\) to \(u_i\). Check that every leaf in \(S_{u_i}\) has exactly one corresponding path in \(\mathcal{P}_{u_i}\). Otherwise output REJ.
   c. Let \((\text{Path}_1, \ldots, \text{Path}_k) = \mathcal{P}_{u_i}\) ordered in lexicographic order of corresponding source leaves.
   d. For \(j = 1, \ldots, k:\)
      i. If \(\text{VerifyMerklePath}^H(\text{Path}_j, \mathcal{L}, \chi)\) rejects, output REJ.
      ii. If \(\text{VerifyRandChoice}^H(\text{Path}_j, \mathcal{L}, j, \chi)\) rejects, output REJ.
4. Output ACC.

In the above description we used the subroutines \(\text{VerifyAuthPath}\) and \(\text{VerifyRandChoice}^H\) that are described in the following.

**Merkle Authentication Path Verification** \(\text{VerifyAuthPath}^H(\text{Path, } \mathcal{L}, \chi)\). Let \(\text{Path} = (w_j)_j\) be a candidate authentication path. For every node \(w_j\) with \((p_1, \ldots, p_r) = \text{parents}(w_j)\) ordered in lexicographic order, verify
\[\mathcal{L}[w_j] = H_\chi(w_j, L[p_1], \ldots, L[p_r]).\]
If all checks pass, output ACC, otherwise output REJ.

**Random Choice Verification** \(\text{VerifyRandChoice}^H(\text{Path, } \mathcal{L}, \text{ind}, \chi)\). We give a sketch of the verification, for further details see [20]. Let \(\text{Path} = w_1 \rightarrow \cdots \rightarrow w_r\) be a path where \(w_1 \in \text{leaves}(w_r)\). In order to verify the random choice done by \(H'_\chi\), we recreate the choice going from the top down. We are given \(\text{ind}\), the index of \(\text{Path}\) in \(\mathcal{P}\) ordered by source leaves. This is also the index of the leaf that was picked in the last random choice.

Note that since \(s\) is a power of 2, the random choice procedure we use in the prover either choose an \(s\) subset from \(2s\) set or take the whole set. Starting from \(w_r\), use \(H'_\chi\) to generate the random coins \(\text{rand}\). Using \(\text{rand}\) pick an \(s\) subset from the set \([2s]\). Let \(i\) be the \(\text{ind}\)-th element in the resulting subset. If \(i \leq s\), we know that \(w_{r-1}\) should be a left parent to \(w_r\). Otherwise \(i > s\) which tells us that \(w_{r-1}\) should be a right parent. We continue to \(w_{r-1}\) with \(\text{ind} = i\) if \(i \leq s\) and \(\text{ind} = i - s\) otherwise. We continue with this procedure until we get to a node with less than \(s\) leaves. If all verifications of the path passed, output ACC and otherwise output REJ.
Efficiency. All the computations done above are polynomial in the input length that is of size \( \text{poly}(\lambda, |\pi|) \). Notice that due to the restriction on the size of \( \mathcal{L} \) (Line 2 of DLM.V), the size of all accepted proofs is \( \text{poly}(\lambda) \). Therefore, for all accepted proofs the runtime is \( \text{poly}(\lambda) \) for a fixed polynomial. Hence, we may modify DLM.V to reject and DLM.P to output \( \varepsilon \) once this \( \text{poly}(\lambda) \) time limit exceeds. This way, the efficiency of DLM.V and DLM.P is \( \text{poly}(\lambda) \) for every input.

\[ \text{Remark 34 (Proofs are Not Unique).} \] Proofs in the DLM scheme are not computationally unique. To see this, consider an adversary that attempts to find a collision for accepting proofs of time \( t = \Theta(s^2) = \Theta(\lambda^2) \) that is of the form \( 2^{k+1} - 1 \). The first proof is generated honestly. For the second proof, select randomly \( u \in \text{leaves}(v_t) \). Compute the proof honestly until the label for \( u \) is computed. Alter the label for \( u \). Continue as the honestly generated proof. With overwhelming probability, the two proofs generated are different. The second proof is accepting if there is no authentication path starting with \( u \). Since \( t \) is of the form \( 2^{k+1} - 1 \), there are \( s \) authentication paths starting with leaves in \( \text{leaves}(v_t) \). Also, all the leaves have the same probability to be chosen. There are \( 2^k \) leaves, therefore the probability \( u \) is selected is \( s/2^k = \Omega(1/\lambda^2) \). The described adversary is efficient and successful with noticeable probability.

6.2.2 Incremental Completeness

The proof for the next proposition is in the full version of this paper.

\[ \text{Proposition 35 (Incremental Completeness of Modified DLM).} \] For every security parameter \( \lambda \in \mathbb{N} \), time \( t \in [T - 1] \), candidate proof \( \pi \in \{0, 1\}^* \) and statement \( \chi \in \{0, 1\}^\lambda \):

\[ \text{If DLM.V}^{H,H'}(\chi, t, \pi) = \text{ACC} \text{ then DLM.V}^{H,H'}(\chi, t + 1, \pi') = \text{ACC} \text{,} \]

where \( \pi' = \text{DLM.D}^{H,H'}(\chi, t, \pi) \).

6.2.3 Soundness

In this section, we state the soundness property of the modified DLM system. While we altered the DLM construction, we did so by enforcing stricter verification conditions. Accordingly, we inherit the soundness of the original scheme — every valid proof in the modified scheme corresponds to a valid proof in the original scheme without the use of the random oracle in the correspondence.

\[ \text{Theorem 36 (DLM Soundness, Follows From [20]).} \] Let \( \mathcal{A}^{H,H'} = \{\mathcal{A}_\lambda^{H,H'}\} \) be an oracle aided adversary that makes at most \( q = q(\lambda) \) total queries to both \( H \) and \( H' \). For every \( \lambda, d \in \mathbb{N} \) with \( d \leq \lambda \), such that \( \mathcal{A} \) makes less than \( 2^d \) sequential queries to \( H \) we have:

\[ \Pr \left[ \text{DLM.V}^{H,H'}(\chi, T_d, \pi) = \text{ACC} \mid \chi \leftarrow \{0, 1\}^\lambda, \pi \leftarrow \mathcal{A}^{H,H'}(\chi) \right] \leq O(q^2)2^{-\Omega(\lambda)} \text{,} \]

where \( T_d = 2^{d+1} - 1 \).

\[ \text{Corollary 37 (Sequential Hardness).} \] Let \( d = d(\lambda) \leq \lambda \) be a depth parameter. For every oracle aided adversary \( \mathcal{A}^{H,H'} = \{\mathcal{A}_\lambda^{H,H'}\}_{\lambda \in \mathbb{N}} \) of depth \( 2^d \) and size \( 2^{\omega(\lambda)} \), we have for every \( \lambda \in \mathbb{N} \):

\[ \Pr \left[ \text{DLM.V}^{H,H'}(\chi, T_d, \pi) = \text{ACC} \mid \chi \leftarrow \{0, 1\}^\lambda, \pi \leftarrow \mathcal{A}^{H,H'}(\chi) \right] \leq 2^{-\Omega(\lambda)} \text{,} \]

where \( T_d = 2^{d+1} - 1 \).
6.2.3.1 Single Oracle

The DLM construction is described in terms of two random oracles $H, H'$ (which is done mostly to simplify the analysis). From hereon, it will be simpler to think of a single random oracle $O : \{0,1\}^* \rightarrow \{0,1\}$. The algorithms $\text{DLM}.P^O, \text{DLM}.V^O$ simulate oracle calls to $H, H'$ in the above construction by setting an appropriate prefix for every output bit in $H$ and $H'$. The security reduction incurs a multiplicative polynomial loss in efficiency and a multiplicative logarithmic loss in depth (both in terms of $\lambda$).

Indeed, consider an adversary $A$ attempting to break the scheme with $O$. In order reduce this adversary to $A'$ attacking the scheme using $H, H'$ we modify the oracle gates to $O$ in $A$ by examining the prefix and simulating the output of the associate output bit in $H$ or $H'$. In this reduction, comparing the prefix, incurs a logarithmic loss in depth and polynomial loss in size of the new adversary $A'$. We conclude this in the following corollary.

▶ Corollary 38 (Single Oracle Sequential Hardness). Let $d = d(\lambda) \leq \lambda$ be a depth parameter. For every oracle aided adversary $A^O = \{A^O_\lambda\}_{\lambda \in \mathbb{N}}$ of depth $o(2^d/\log \lambda)$ and size $2^{d(\lambda)}$, we have for every $\lambda \in \mathbb{N}$:

$$\Pr \left[ \text{DLM}.V^O(\chi, T_d, \pi) = \text{ACC} \mid \chi \leftarrow \{0,1\}^\lambda \pi \leftarrow A^O(\chi) \right] \leq 2^{-\Omega(\lambda)} ,$$

where $T_d = 2^{d+1} - 1$.

By considering $d = \lambda$, we derive the following corollary:

▶ Corollary 39 (Exponential Hardness). For every oracle aided adversary $A^O = \{A^O_\lambda\}_{\lambda \in \mathbb{N}}$ of size $2^{o(\lambda)}$ and $\lambda \in \mathbb{N}$:

$$\Pr \left[ \text{DLM}.V^O(\chi, T_\lambda, \pi) = \text{ACC} \mid \chi \leftarrow \{0,1\}^\lambda \pi \leftarrow A^O(\chi) \right] \leq 2^{-\Omega(\lambda)} ,$$

where $T_\lambda = 2^{\lambda+1} - 1$.

6.3 Hard instances

In this section, we consider the problem $R^O_d$, where instances are strings $\chi$ and a witness for $\chi$ is a corresponding proof of sequential work in the modified DLM scheme for time $T_d = 2^{d+1} - 1$. We show that $R^O_d$ lies in $\text{PLS}^O$.

▶ Remark 40 (Efficiently Computable Depth Parameter). In the following, a depth parameter $d(\lambda)$ is a polynomial-time computable function. We require this for the efficiency of the reduction.

▶ Definition 41. Let $d = d(\lambda) \leq \lambda$ be a depth parameter. The search problem $R^O_d$ is defined as follows:

$$R^O_d = \left\{ (\chi, \pi) \mid \text{DLM}.V^O(\chi, T_d(|\chi|), \pi) = \text{ACC} \right\} ,$$

where $T_d(\lambda) = 2^{d(\lambda)+1} - 1$.

Note that $R^O_d$ is in $\text{TFNP}^O$. It is in $\text{FNP}^O$ by the efficiency of DLM. It is total by the completeness of DLM, since for every $\chi$, there exists a proof $\pi$ that passes verification – the honestly generated proof.
6.3.1 The Reduction to Local Search

Fix a depth parameter $d = d(\lambda) \leq \lambda$. We construct a polynomial-time search reduction $(f_d, g_d)$ from $R_d^\mathcal{O}$ to $\text{LS}^\mathcal{O}$.

**Instance Translation.** Let $\chi \in \{0, 1\}^\lambda$ be an instance for the problem $R_d^\mathcal{O}$. We construct an $\text{LS}^\mathcal{O}$ instance $f_d(\chi) = (\mathcal{O}, \mathcal{F}^\mathcal{O})$ in the following. Intuitively, we embed the computation of the modified DLM PoSW in an $\text{LS}^\mathcal{O}$ instance such that local maximums correspond to valid proofs for time $T_d = 2^{t+1} - 1$. Concretely, every node will be of a fixed polynomial length $\ell = \ell(\lambda) \geq \lambda$. Every vertex is of the form $(t, \pi) \in \{0, 1\}^\ell$ where $t$ is parsed as an integer and $\pi$ as a proof of the modified DLM scheme with padding to length $\ell$ if needed.

Let $\pi_1$ be a valid proof for time $t = 1$ in the modified DLM scheme. For the node $(t, \pi)$, if the proof $\pi$ is verified with respect to time $t$, the node will be given value $t$ and be connected to $(t+1, \pi')$ where $\pi'$ is the proof the prover generates given $\pi$. If $\pi$ is rejected, it is given value $-1$ and is connected to $(1, \pi_1)$. A formal definition of the circuits is given below.

**Successor Circuit** $\mathcal{S}^\mathcal{O}(t, \pi)$

**Algorithm:**
1. If $\text{DLM}.\mathcal{V}^\mathcal{O}(\chi; t, \pi) = \text{REJ}$, output $(1, \pi_1)$.
2. If $t = T_d$, output $(t, \pi)$.
3. Compute $\pi' = \text{DLM}.\mathcal{P}^\mathcal{O}(\chi; t, \pi)$ and output $(t+1, \pi')$.

**Value Circuit** $\mathcal{F}^\mathcal{O}(t, \pi)$

**Algorithm:**
1. If $\text{DLM}.\mathcal{V}^\mathcal{O}(\chi; t, \pi) = \text{REJ}$, output $-1$.
2. Else, output $t$.

**Witness Translation.** The function $g_d(t, \pi)$ outputs $\pi$.

**Efficiency.** By the efficiency of the modified DLM scheme and the efficiency of the depth parameter $d(\lambda)$, the instance translation $f_d$ is done in $\text{poly}(\lambda)$ time. The witness translation $g_d$ is also done in $\text{poly}(\lambda)$ time since the length of nodes $\ell$ is of size $\text{poly}(\lambda)$. This further implies that $\mathcal{S}^\mathcal{O}, \mathcal{F}^\mathcal{O}$ are of size $\text{poly}(\lambda)$. Since the input length is a polynomial such that $\ell(\lambda) \geq \lambda$, this implies that $\mathcal{S}^\mathcal{O}, \mathcal{F}^\mathcal{O}$ are polynomial-size circuits.

6.3.2 Security Analysis

In the following claim we rely on the incremental completeness of the modified DLM Section 6.2.2.

Claim 42. Let $d = d(\lambda) \leq \lambda$ be a depth parameter. Fix $\lambda \in \mathbb{N}$ and $\chi \in \{0, 1\}^\lambda$. Let $w = (t, \pi)$ be a local maximum of $(\mathcal{O}, \mathcal{F}^\mathcal{O}) = f_d(\chi)$. We have $\text{DLM}.\mathcal{V}^\mathcal{O}(\chi; t, \pi) = \text{ACC}$ and $t = T_d$. 

**Proof.** We have $\text{DLM}.\mathcal{V}^\mathcal{O}(\chi; t, \pi) = \text{ACC}$ as otherwise $w$ is given value $-1$ and his successor is $(1, \pi_1)$ of value $1$. If $t < T_d$ then $w$ is given value $t$ and is connected to $(t+1, \pi')$ for $\pi' = \text{DLM}.\mathcal{P}^\mathcal{O}(\chi; t, \pi)$. By incremental completeness Proposition 35, we have that $\text{DLM}.\mathcal{P}(\chi; t+1, \pi') = \text{ACC}$. Therefore, the value of $(t+1, \pi')$ is $t+1$, and $w$ is not a local maximum. We are left with $t = T_d$. This concludes the claim. <
Theorem 43 (Hard Problems in PLSC). For every depth parameter \( d = d(\lambda) \leq \lambda \), the search problem \( R^C_d \) lies in PLSC.

Proof. The class PLSC consists of all TFNP search problems that are polynomial-time reducible to LS. The search problem \( R^C_d \) is TFNP and by Claim 42, the tuple \((f_d, g_d)\) is a valid polynomial-time reduction to PLSC. Indeed, for every string \( \chi \), we have that all witnesses \( w' \) for the instance \((S^C, F^C) = f_d(\chi)\) are mapped under \( g_d \) to \( w = \pi \) such that DLM.\( V^C(\chi, T_d, \pi) = ACC\) – a valid witness to \( R^C_d \). Hence \( R^C_d \) is a valid polynomial-time reduction to PLSC. A proof is given in the full version.

Corollary 44 (Exponential Hardness in PLSC). There exists search problems in PLSC that are average-case exponentially hard.

Proof. By Theorem 43, for every depth parameter \( d = d(\lambda) \leq \lambda \), the search problem \( R^C_d \) is in PLSC. By Corollary 39, for \( d = \lambda \) the search problem \( R^C_\lambda \) is exponentially average-case hard.

This implies that LS is sub-exponentially hard due to the polynomial blowup the reduction incurs. We formulate it in the following corollary. In the following, \( n \) stands for the size of the LS instance \((S^C, F^C)\) and \( \lambda \) stands for the security parameter that is given as input to the sampler. A proof is given in the full version of this paper.

Corollary 45. There exists an efficient sampler HARD of LS instances and a constant \( \delta > 0 \) such that for every oracle aided adversary \( A^C = \{A^n_\lambda\}_{n \in \mathbb{N}} \) of size at most \( 2^{n^\delta} \) and for every \( \lambda \in \mathbb{N} \):

\[
\Pr \left[ F^C(S^C(w)) \leq F^C(w) \mid (S^C, F^C) \leftarrow \text{HARD}(1^\lambda) \quad w \leftarrow A(S^C, F^C) \right] \leq 2^{-\Omega(\lambda)},
\]

where \( \mathcal{O} : \{0,1\}^* \rightarrow \{0,1\} \) is a random oracle.

6.4 Depth Robust Instances

In this section, we deduce the existence of depth-robust, moderately hard, search problems in PLSC. That is, search problems with instances that can be solved in polynomial time yet also require high sequential time.

Proposition 46 (Depth Robust Problems in PLSC). Fix any constant \( \varepsilon > 0 \). For any large enough constant \( \alpha \), consider \( R^C_{d} \) for \( d(\lambda) = \alpha \log_2 \lambda \) a depth parameter. The following properties hold for \( \lambda > 1 \):

- Moderately Hard: The search problem \( R^C_{d} \) can be solved in time \( \lambda^{(1+\varepsilon)\alpha} \).
- Depth Robust: If \( A \) is an adversary of depth \( \lambda^{(1-\varepsilon)\alpha} \) and size \( 2^{o(\lambda)} \) then:

\[
\Pr \left[ (\chi, \pi) \in R^C_{d} \mid \chi \leftarrow \{0,1\}^\lambda \quad \pi \leftarrow A^C(\chi) \right] \leq 2^{-\Omega(\lambda)}.
\]

Proof. Fix \( \varepsilon > 0 \) throughout the proof. We start by proving that \( R^C_{d} \) is moderately hard.

Claim 47 (Moderately Hard). The search problem \( R^C_{d} \), where \( d(\lambda) = \alpha \log_2 \lambda \), can be solved in time \( \lambda^{(1+\varepsilon)\alpha} \) when \( \alpha \) is a large enough constant.
Proof. Fix $\lambda > 1$ and let $\chi \in \{0, 1\}^\lambda$ be an instance of $R_d^O$. We have $T_d = 2^{\alpha \log_2 \lambda + 1} - 1 \leq 2\lambda^\alpha \leq \lambda^{\alpha + 1}$. By efficiency of DLM, the run-time of DLM is at most $\lambda^c$ for some fixed constant $c$, independent of $\varepsilon$ and $\alpha$. The proof $\pi_1$ for time $t = 1$ can also be generated in $\text{poly}(\lambda)$ time. We assume w.l.o.g that it can be generated in time $\lambda c$. By completeness of DLM, generating $\pi_1$ and applying the prover $T_d - 1$ times on it, results in a valid proof for time $t = T_d$. This is a valid witness for the instance $\chi$ in $R_d^O$. The above algorithm takes at most

\[ T_d \cdot \lambda^c \leq \lambda^{\alpha + 1} \cdot \lambda^c \leq \lambda^{(1 + \varepsilon)\alpha}, \]

where the last inequality holds for large enough $\alpha$, concretely $\alpha > (c + 1)/\varepsilon$. \hfill $\Box$

We proceed to show that $R_d^O$ is depth robust.

▷ Claim 48 (Depth Robust). Let $\alpha$ be a large enough constant and let $d = \alpha \log_2 \lambda$. For every adversary $\mathcal{A}$ of depth $\lambda^{(1-\varepsilon)\alpha}$ and size $2^{o(\alpha)}$ we have for every $\lambda \in \mathbb{N}$:

\[
\Pr \left[ (\chi, \pi) \in R_d^O \mid \chi \leftarrow \{0, 1\}^\lambda, \pi \leftarrow \mathcal{A}^O(\chi) \right] \leq 2^{-\Omega(\lambda)}.
\]

Proof. This is a direct application of single oracle sequential hardness Corollary 38. We have $T_d = 2^{\alpha \log_2 \lambda} - 1 \geq \lambda^\alpha$. Hence $\lambda^{(1-\varepsilon)\alpha} = o(T_d/\log \alpha)$ and the claim follows by Corollary 38. \hfill $\triangleright$

The above two claims conclude the proof of the proposition. \hfill $\triangleright$
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1 Introduction

Communication over a noisy channel is a fundamental problem in computer science, engineering and related fields. Starting from the seminal work of Shannon [30], this problem of error-resilient communication has been extensively studied. Today, we have “good” error-correcting codes – ones that achieve constant information rate as well as constant error rate. The two main error models that were considered are the stochastic error model, where the errors are distributed according to some distribution (such as the binary symmetric channel), and the adversarial error model, where errors may occur adaptively and adversarially, so long as the prescribed error rate is not exceeded. This work considers the latter (stronger) adversarial error model. In addition, we consider (adversarial) insertion and deletion errors.

In a sequence of innovative works, Schulman [27, 28, 29] initiated the study of error-resilience in the context of interactive protocols. Specifically, he considered the setting where two parties are interacting via a protocol over a noisy channel, where the noise could be stochastic or adversarial. Since Schulman’s seminal works, there have been many followup works, that improve the error rate [9, 16, 17, 6, 1, 10], the information rate [24, 19, 12], the computational efficiency [15, 2, 4, 3], and very recently that are been beautiful works that generalize the error model of the adversary to allow insertions and deletions [8, 21, 31]. There have also been several works that consider the multi-party setting [26, 23, 7, 14]. We refer the reader to [11] for a fantastic survey on previous work on interactive coding. The focus of this work is on the 2-party setting and the adversarial error model.

All previous works consider only an increase of total communication without looking on number of rounds required to perform the task. In cryptography and in distributed computing, protocols that consist of long messages are considered, and it is desirable to keep the round complexity as low as possible. In fact, much research (in both cryptography and distributed computing) focuses on reducing the round complexity of various protocols, as often the round complexity is the bottleneck, and not the communication complexity. We argue that since we consider interactive protocols, we should aim for error resilient protocols, that not only blow up the communication by at most a constant factor, but also blow up the number of rounds by at most a constant factor.

Our model is the typical synchronous model used in cryptography and distributed algorithms. In our model we assume that the original protocol can be very versatile that is each party can decide how many bit he wants to send next based on previous communication and his private input. Therefore not only that number of rounds and communication of each player depends not only on the communication over the channel but also on players private input. We want to mention that more versatile original protocol is the harder it is to make a coding scheme for it. We elaborate on this model in Section 1.1.

Moreover, we emphasize that we do not assume that the communication (or round) complexity is fixed or a priori known. This is in contrast to all previous works, which assume that the communication (and round) complexity $T$ is fixed and known in advance, and that the adversary can corrupt at most $\epsilon T$ bits.\footnote{We mention the work of Agrawal et. al. [1], which does assume that the communication complexity of the underlying errorless protocol is a priori known. However, with the goal of maximizing the error rate, the communication complexity in the error-resilient protocol is not fixed and is not a priori known. We emphasize that in our work, we do not even assume that the parties a priori know the communication complexity in the underlying errorless protocol.} We note that such an assumption is often unrealistic and results in protocols where the communication complexity is always worse-case.
In this work, we allow the communication and round complexity to differ from execution to execution, depending on the inputs, or “types” of the parties, and construct an error-resilient protocol that preserves this per-execution communication (and round) complexity. We note that the fact that we allow such adaptive (and not a priori known) communication length adds substantial technical difficulties to our work, which we elaborate on in Section 1.4.2

**Our Results in a Nutshell.** We show how to convert any protocol, where messages can be of arbitrary length, and where the communication and round complexity are not a priori known, into an error-resilient one, with comparable (computational) efficiency guarantees, that is secure against constant fraction of adversarial error, while incurring a constant blowup both to the communication complexity and to the round complexity. We allow the adversary not only to toggle with the bits of communication, but also allow the adversary to insert and delete bits. We elaborate on our communication model and error model in Section 1.1.

Moreover, we try to minimize the (constant) overhead in communication and rounds: In particular, we obtain\((1 + \tilde{O}(\epsilon^{1/4}))\) blowup in communication and \(O(1)\) blowup in rounds. We also show how to reduce the blowup in rounds at the expense of slightly increasing the blowup in communication, and construct an error-resilient protocol where both the blowup in rounds and communication approaches one as \(\epsilon\) approaches zero. We elaborate on our results (and on the exact parameters we obtain) in Section 1.2, we give a high-level overview of our techniques in Section 1.4, and give “evidence” that our parameters are “close to” optimal in Section 2.3 (after formally stating our main theorem in Section 2.2).

**Our Technical Hurdles**

The reader may at first think that dealing with short messages is the “hard case”, since for long messages we can use standard error-correcting codes. We argue that this intuition is misleading. First, when considering adversarial error, applying an error-correcting code to each message separately does not help, since the entire message can be corrupted (even if the message is long), and indeed in this work we focus on adversarial error. We mention, however, that even for the case of stochastic error, dealing with messages of varying lengths, where some messages may be short while other messages may be long, is challenging.

Before explaining the difficulties that arise in this setting, we note that if we knew a priori the number of rounds and the communication complexity of the underlying protocol, then we could have “smoothed” it out perfectly, so that all the messages would have been of equal length,3 and then we could have used a protocol (and analysis) from prior works.

Since we do not have such a bound, we cannot perfectly smooth out the underlying protocol. Nevertheless, we must somehow smooth out the protocol, since a party cannot send a long message before she is “sufficiently confident” that the transcript so far is correct, as otherwise, this long message will be wasted (even if the adversary does not corrupt it at all). Therefore, we “approximately” smoothen out the underlying protocol, by guaranteeing that each message is of length at least half and at most twice the length of the previous message. We refer the reader to Section 1.4 and Section 3 for details.

---

2 We believe (though we haven’t checked) that the tree-code based interactive coding schemes may easily be adapted to the setting where the communication complexity is not a priori bounded, by having each party construct an (infinitely growing) tree code. However, in tree-code based schemes the parties are computationally inefficient and there is a large blowup to the round complexity.

3 This approach blows up the communication and round complexity by a constant factor. If the goal is to optimize this blowup (as we do in this work) then one cannot afford to perfectly smoothen out the protocol, in which case our techniques are needed.
We mention that in order to minimize the blowup, we consider two small constants \( \alpha, \beta > 0 \) (that depend on the error rate) and guarantee that the length of each message is at least \( \alpha \ell \) and at most \( \frac{\ell}{\beta} \), where \( \ell \) is the length of the message preceding it. This is not important for the high-level overview.

We emphasize, that even after smoothing the underlying protocol, the length of the messages can still grow (or shrink) at an exponential rate, which brings rise to several challenges. For example, similar to many previous works (such as [27, 2, 19]), when a party realizes that there was an error she backtracks. In our setting we need to be extremely cautious when we backtrack. Note that the adversary can cause us to backtrack even though we are synchronized, by making us believe that we are out of sync. Previous works ensure that the adversary needs to invest enough error for such backtracking, and hence such “false” backtracking is costly for the adversary. However, in the case where messages are of varying length, this analysis becomes extremely delicate, since the adversary can corrupt a short message (by investing a small amount of his error budget), and thus falsely cause the parties to backtrack and delete a previous long message. Indeed, as opposed to previous protocols, we do not erase when we backtrack. Rather, we keep this transcript as “questionable”. We refer the reader to Section 1.4 and Section 4 for details.

Moreover, when messages are of varying lengths, even if the protocol is (approximately) smooth, and even if we backtrack carefully, ensuring that the round complexity does not blow up, does not only require a careful (and significantly more complex) analysis, but also requires additional new ideas.

For example, the protocols in previous works, perform an equality test after every chunk of length \( d \) (for some parameter \( d \)), where in this equality test the parties check whether they are in sync by sending each other a hash of their transcript so far. In our setting, messages may be very long, and we cannot chop a message to chunks of \( d \) bits each, since this will blow up the round complexity. Instead, it is tempting to simply append to each message a hash of length that is proportional to the message length (e.g., append a hash of length \( \lceil \frac{\ell}{d} \rceil \) to a message of length \( \ell \)). However, as we show in Section 1.4 and Section 5, in order to ensure a constant blowup in round complexity, we must not only allow the length of the hash value to depend on the length of the message it is being appended to, but rather it should also depend on the length of the entire history. This is the case since if the protocol has messages of varying lengths, the adversary can corrupt a single long message, in a way that causes many hash collisions in future short messages. Thus, by corrupting one (long) message many rounds can be wasted.

In order to get around this problem, we allow the length of the hash to depend on the length of the entire history. Moreover, we consider randomized (i.e., seeded) hash function, where the party sends the hash value together with the hash seed, so that the adversary does not know which hash function will be used ahead of time. However, with a seed of length \( w \) one can hash messages of length at most \( 2^w \), and the history may be longer than \( 2^w \). Thus, in our scheme some of the seed is chosen ahead of time and some of the seed is chosen with each message. We refer the reader to Section 1.4 and Section 5 for details.

Moreover, the fact that the communication complexity is not a priori known creates an additional problem. Following previous works (such as [2, 3, 19]), we first construct a protocol in the common random string (CRS) model (this is done in Section 5), and then we remove the CRS (in Section 6). Removing the CRS in previous work was straightforward: First show that the CRS can be made relatively short (of size proportional to the communication complexity) by using a \( \delta \)-biased source, and then argue that one of the parties can simply send the CRS using a (standard) error correcting code. In our case this cannot be done since we do not have an a priori bound on the communication complexity.
We give an overview on how we overcome the technical hurdles mentioned above in Section 1.4, but warn the reader that overcoming these challenges is quite difficult, and results in a very complex analysis.

We next explain our model in more detail.

1.1 Our Model

1.1.1 The Noiseless Model

We consider 2-party protocols, between two parties, Alice and Bob. In our model, at every round $i$, Alice and Bob do the following: Alice chooses $\ell_A(i) \in \mathbb{N}$ (greater than 0) and a message $m_A(i) \in \{0, 1\}^{\ell_A(i)}$, based on her view of previous communication and her private input, and sends $m_A(i)$ to Bob. Similarly, Bob chooses $\ell_B(i) \in \mathbb{N}$ and a message $m_B(i) \in \{0, 1\}^{\ell_B(i)}$, based on his view of previous communication and his private input, and sends $m_B(i)$ to Alice. At some round, one of the parties aborts, and both parties report an output.

More generally, we allow Bob’s message in the $i$'th round to depend, not only on all previous communication and his private input, but also on Alice’s message in the $i$'th round. This corresponds to the synchronous model where in each round $i$, Alice and Bob do not send their messages simultaneously, but rather first Alice sends her message and only then Bob sends his message (which may depend on Alice’s message). This model is known as the message-passing model, and is the most common model used in cryptography (and distributed algorithms). We note that our results also apply to the synchronous simultaneous message model, and the choice of presenting our results in the synchronous message-passing model was due to the fact that we think that this model is more standard.

We denote the input of Alice by $x$, and we denote the input of Bob by $y$. Note that a pair of inputs $(x, y)$ define $\ell_A$ and $\ell_B$ for all rounds, and also define the number of rounds. Thus, in the noiseless setting, for any protocol we can define $\text{CC}(x, y)$, which is the communication complexity of the protocol for the input pair $(x, y)$. Similarly, we can define $\text{R}(x, y)$, which is the number of rounds for the input pair $(x, y)$.

1.1.2 The Noisy Model

In this work, we consider the adversarial error model, and assume that the adversary can corrupt any $\epsilon$-fraction of the bits, for some a priori fixed small constant $\epsilon > 0$. We allow the adversary, not only to toggle with the bits, but he can also insert and delete bits.

In our model, where messages can be of arbitrary length, protecting protocols against insertions and deletions is extremely important, since otherwise the parties can securely encode information via the length of the messages. Specifically, in our model, where messages can be of varying lengths, one can trivially protect protocols against (adversarial) toggle corruptions while incurring only a constant factor blowup in the communication complexity, albeit an unbounded blowup in the round complexity, as follows: First convert the protocol to a protocol where each party sends a single bit in each round. Then, encode this bit as follows: If the bit is zero then encode it via a single bit (zero or one), and if the bit is 1 then encode it via any two bits. Upon receiving an encoded message the parties will decode without looking at the content of the message, but rather only by the length of the message.

We note that most previous work on interactive coding do not consider insertion and deletions. Indeed, in the synchronous model, where the parties send one bit per round, insertions and deletions are not interesting, since the parties “can tell” when an insertion or deletion occurs.
An exception are the recent works of [8, 21, 31]. These works consider insertion and deletions in the asynchronous model. More specifically, they consider an adversary who can insert a message from one party and delete a message from the other party, and thus cause the parties to be out-of-synch with regard to which round they are on (though similarly to previous work, they are in the bit-by-bit model, thus their protocols incur a large blowup to the round complexity, and they assume an a priori bound on the communication complexity).

In our work, we consider the synchronous model, where the parties always agree on the number of speaking alternations (which in our case is exactly the number of rounds). We emphasize, however, that the work of [21] shows a generic method for converting any error-resilient protocol in the synchronized model into one that is error resilient in the asynchronized model. We believe that one can use their approach (and in particular the use of a synchronization code [20]) to boost our result from the synchronous model to the asynchronous model.

In the adversarial error model, in our work and in all previous works, there is an a priori fixed constant $\epsilon$ and it is assumed that the adversary can corrupt at most $\epsilon T$ bits, where $T$ is the number of bits communicated. In most previous work, the value of $T$ was assumed to be a priori known (and fixed). As mentioned above, in this work, we allow the length of the protocol to depend on previous communication. This models the real world setting, where we cannot a priori predict the length of our conversations, and it can depend on our private inputs (or on our “types”).

In this model, care should be taken when defining the adversarial error model. One possibility is to allow the adversary to corrupt $\epsilon T$ bits, where $T$ is the number of bits that would have been transmitted assuming no error.\footnote{We note that the adversary knows $T$ since we assume (similarly to all previous work that consider the adversarial error model), that the adversary knows the private inputs of the parties.}

We note, however, that with such a definition the adversary can use his $\epsilon T$ bits of corruption budget, and cause the parties to abort prematurely. Namely, he can convince both parties that the other party is “boring” (i.e., that the other party has an input such that if they were executing the error-free protocol without error, the number of bits exchanged would have been less than $\epsilon T$). In such case both parties would abort prematurely and the adversary would “win”.

Instead, we allow the adversary to corrupt only $\epsilon$-fraction of the bits that were actually communicated. We note that a similar model was used in the work of Agrawal et al. [1], where their goal was to get optimal error-rate, and to that end, they considered error-resilient protocols with an adaptive speaking order and where the communication complexity may depend on the error pattern.\footnote{As mentioned above, the work of [1] does assume an a priori known bound on the communication complexity of the underlying (errorless) protocol.} We emphasize that this adversarial model is stronger than alternative (natural) models, such as the the prefix model that allows the adversary to corrupt $\epsilon$-fraction of any prefix of the transcript.

In this work, we also add a bound $\epsilon'$ on the number of rounds that the adversary can “fully” corrupt, where we say that a round is fully corrupt if the adversary corrupts more than $\delta$-fraction of the bits, for some small constant $\delta$ (which depends on the error bound $\epsilon$). We note that all previous works also had such a bound (implicitly), since in previous works there was no distinction between rounds and communication. In contrast, in our model, a bound on the number of bits corrupted does not imply a bound on the number of rounds that are fully corrupted. For example, consider the protocol in which there is one long message of length $\ell$, followed by $\epsilon \ell$ messages, each consisting of a single bit. In such a protocol, not corrupting the long message gives the adversary the budget to corrupt all the short messages.
We emphasize that bounding the number of rounds that are fully corrupted is necessary, since without such a bound, it is impossible to ensure a small blowup in round complexity. This argument is deferred to Section 2.3 where we give evidence to the optimality of our parameters.

1.2 Our Results

In what follows, we denote our error parameters by $\epsilon$ and $\epsilon'$, where $\epsilon$ corresponds to the fraction of corrupted bits, and $\epsilon'$ corresponds to the fraction of (fully) corrupted messages. We show that for any (small enough) constants $\epsilon, \epsilon' > 0$ there exist blowup parameters $\alpha, \alpha' > 0$ such that one can convert any protocol into an error resilient one (with respect to $\epsilon$ and $\epsilon'$), with a blowup in communication, and essentially $\alpha'$ blowup in rounds (with an additional term that depends logarithmically on the communication complexity). We can set $\alpha' = O(1)$ we obtain a blowup of $\alpha = \tilde{O}(\epsilon^{1/4})$ in communication complexity. Alternatively, one can set $\alpha, \alpha'$ such that they both approach 0 as $\epsilon, \epsilon'$ approach 0.

Our error-resilient protocol is randomized, even if the original protocol was deterministic. This is similar to all previous works that construct computationally efficient interactive coding schemes that are robust to adversarial error (starting with the work of [2]). Schulman [28] (followed by many followup works) gave a deterministic interactive coding scheme, at the price of computational inefficiency. The parties in the error resilient scheme run in exponential time in $T$, where $T$ is an upper bound on the length of the underlying protocol. Recently, Gelles et al. [13] gave a deterministic and efficient construction for the case of random error. However, constructing a deterministic interactive coding scheme that is resilient to adversarial error and is computationally efficient remains an interesting open problem.

We are now ready to state our main theorem. The most general theorem can be found in Section 2, and in what follows we present our theorem in a regime of parameters that we think is of particular interest.

In what follows, we let $t_{\text{min}}$ denote the minimum value for which the underlying error-free protocol II transmits at least $t_{\text{min}}$ bits.

\begin{theorem}[Main Theorem (informal)] For any sufficiently small $\epsilon \geq 0$ and for any $\epsilon' \leq \epsilon^{1/4}$, there exist blowup parameters $\alpha$ and $\alpha'$, and a polynomial time probabilistic oracle machine $S$, such that the following holds. For any adversary $A$ that corrupts at most $\epsilon$-fraction of the bits of the simulated protocol $\Pi^A_\epsilon$ (which is the protocol $\Pi$ executed with the adversary $A$), and “fully” corrupts at most $\epsilon'$-fraction of the messages of $\Pi^A_\epsilon$, where $A$ “fully” corrupt a message if he corrupts at least $\alpha^2$-fraction of the bits of the message, we have the following guarantees.

1. $\text{CC}(\Pi^A_\epsilon) \geq t_{\text{min}}$.
2. $\Pr[\text{CC}(\Pi^A_\epsilon) > (1 + \alpha)\text{CC}(\Pi)] = \exp(-\text{CC}(\Pi^A_\epsilon))$.
3. $\Pr[R(\Pi^A_\epsilon) > (1 + \alpha')R(\Pi) + \alpha' \log \text{CC}(\Pi)] = \exp(-R(\Pi^A_\epsilon))$.
4. $\Pr[(\text{Output}(\Pi^A_\epsilon) \neq \text{Trans}(\Pi))] = \exp(-\text{CC}(\Pi^A_\epsilon))$.

Moreover, we can choose the parameter $\alpha, \alpha'$ such that $\alpha = \tilde{O}(\epsilon^{1/4})$ and $\alpha' = O(1)$, or we can choose $\alpha, \alpha'$ such that $\alpha$ and $\alpha'$ approach 0 as $\epsilon$ approaches 0.

\end{theorem}

The purpose of $t_{\text{min}}$. In the theorem above, without adding the restriction that $\text{CC}(S^A, S^B) \geq t_{\text{min}}$, the simulated protocol could have aborted as soon as more than $\epsilon$-fraction of error was detected. In particular, if the first bit was noticeably corrupted, then the parties in

\footnote{Braverman [5] showed how to improve the parties’ runtime to be sub-exponential in $T$.}
the simulated protocol could have safely aborted. Thus, without adding the restriction that \( CC(S^A, S^B) \geq t_{\text{min}} \), this theorem does not even generalize previous works, which all assume an a priori fixed transcript size \( t \) and assume the adversary makes at most \( \epsilon t \) corruptions. Adding this restriction, gives the adversary an initial budget of \( \epsilon t_{\text{min}} \) corruption bits. Moreover, since the error probability is exponentially small in the actual transcript length, the requirement \( CC(S^A, S^B) \geq t_{\text{min}} \) guarantees a low error probability.

There was a long line of works that consider the case of unknown noise of

1.3 Related Works

This work is the first one that considers the blowup of round complexity in noisy setting. While techniques from other papers can be easily adapted to encode protocols with arbitrarily round complexity this coding schemes will lead to large (and usually unbounded) increase in round complexity of the protocol. However there are many papers that considered models related to our model. We want to mention that in other papers consider an effect of message length (what mean also the round complexity) on the rate of the communication complexity of the coding one can see it non-explicitly in [24, 19] and more explicitly in [22]. In non-noisy setting there was a long line of works showing that reducing round complexity may cause an exponential gap in communication complexity.

The paper [1] considered a very adaptive model of the protocols where total communication is not known in advance. There was also a large line of works considering the case when to total amount of noisy in unknown see survey by Gelles [11] for more details.

1.4 Overview of Our Techniques

In this section we give a high-level overview of the main ideas behind our construction and our analysis. In this overview, we do not focus on getting “optimal” parameters, and focus on constructing an error-resilient scheme that blows up the round and communication complexity by a constant factor. We note that all the conceptual ideas in this work are needed even to achieve constant overhead.

We start with an arbitrary protocol \( \Pi \).

**Smoothness.** We first convert \( \Pi \) into a smooth protocol, with the property that after a message of length \( \ell \) comes a message of length at most \( 2\ell \), and before a message of length \( \ell \) comes a message of length at least \( \ell/2 \). We mention that in the actual protocol, to minimize the blowup in rounds and communication, we define \((\alpha, \beta)\)-smoothness, where \( \alpha \) and \( \beta \) are functions of the error rate \( \epsilon \), and the guarantee is that after a message of length \( \ell \) comes a message of length at least \( \alpha \ell \) and at most \( \ell/2 \), and we show how to convert any protocol \( \Pi \) into a \((\alpha, \beta)\)-smooth protocol.

As mentioned above, the reason we need to smoothen \( \Pi \) is that otherwise, if after receiving a short message a party sends a long message, then the adversary by corrupting the short message, can cause the long message to be wasted, thus effectively allowing him to corrupt the long message by only using the budget needed to corrupt the short message.

Intuitively, we smoothen \( \Pi \) by instructing a party who wishes to send a long message after receiving a short message, to do so “cautiously”, by sending the long message over several rounds, each time increasing the message length by at most a factor of 2.

To ensure that this does not cause a blowup to the round complexity, we make sure that a party does not send a short message after receiving a long one. Otherwise, suppose Alice always sends long messages (each of length \( \ell \)) and Bob always sends single bit messages. Then
by having Alice send her messages “cautiously”, as explained above, the round complexity will blowup by a factor of \( \log \ell \), which is too large. Instead, we instruct Bob to send longer messages, of length \( \alpha \ell \), so that the adversary will need to invest enough budget to corrupt Bob’s message; in particular, enough to allow Alice to send her length \( \ell \) message safely.

We refer the reader to Section 3 for the formal definition of smoothness, and to Lemma 6 for how to convert a protocol into a smooth one.

From now on we assume the protocol \( \Pi \) is smooth, and show how to convert it into an error resilient one.

**Message adversary.** We first note that we can focus our attention only on adversaries, that rather than corrupting individual bits, corrupt messages, where the price of corrupting a message \( m \) is the maximum between the length of \( m \) and the length of the corrupted version of \( m \). If the adversary chooses to corrupt a message \( m \) then he may corrupt it adversarially, and if the adversary chooses not to corrupt a message then he cannot make any changes to it.

The reason we can focus on such adversaries is that we can easily convert any protocol that is resilient to errors made by message adversaries into a protocol that is error resilient to any adversary by applying an error correcting code to each message, and hence if only a small fraction of a message is corrupted (smaller than the allowed error rate) then this corruption can be ignored, since it is immediately corrected by the error correcting code. We use the error correcting code of Guruswami and Li [18], that is resilient to insertion and deletions, and has a minimal blowup of \( 1 + O(\sqrt{\epsilon}) \) to the message length.

Thus, from now on, throughout this section, we ignore the layer of error correcting code, and consider only message adversaries.

### 1.4.1 The Protocol in the Ideal Hash Model

We first show how to convert any protocol \( \Pi \) into a protocol that is error resilient in the *Ideal Hash Model*. As in previous works (starting with the original work of [27]), our starting point is the idea of using hashing to check for consistency. Namely, in the protocol Alice and Bob check equality of their partial transcripts, by sending to each other hashes of their partial transcripts.

In the Ideal Hash Model, we assume the existence of an “ideal” hash function, that is known to all parties and does not need to be communicated, and in the analysis we assume that the number of hash collisions is bounded, yet adversarially chosen (where the cost for each hash collision is proportional to the length of the hash value). We later elaborate on how we remove this ideal model assumption, by implementing this ideal hash using a real hash function.

For the sake of simplicity, throughout this overview we think of the parties appending to each message they send a hash of their transcript so far. We mention however, that in the actual protocol, since we want to optimize the communication blowup, we append a hash only to “long enough” messages, i.e., messages of length at least \( d \), for a carefully chosen parameter \( d \in \mathbb{N} \). In particular, we do not append a hash to short messages, and instead add a hash in every round that divides \( d \) (to take care of the case where all the messages are short).

Each party, upon receiving a message, first checks the consistency of the corresponding hash with its current transcript. If an inconsistency occurs, the parties enter a *correction mode*. 
Correction Mode. In correction mode, the parties realize that their transcripts are inconsistent, and they need to rewind their transcript to a point where they believe they are consistent, yet without backtracking too much. Note that once an error is detected, the parties cannot simply rewind their transcript one round at a time, since the adversary can cause them to completely get out of sync. Moreover, they cannot send each other the round number they are currently simulating, as was done in [2], since this will blow up the communication by too much. Instead, we adapt the idea of backtracking to a “meeting point”, an idea that was originated in [27] and used in [19]. For the sake of completeness, we explain this idea below.

Once the parties realize they are not in sync, they enter a correction mode, and once in error mode, they send two hashes of their transcript: One hash of the entire transcript, and the other of the transcript up until the second largest round. If a consistency was found they go back to the point of consistency. Otherwise, they send two hashes of their transcript until the largest, and second largest, round which is a multiple of 2. Again, if a consistency was found they go back to the point of consistency. Otherwise, in the \( i \)’th try, they send two hashes of their transcript until the largest, and second largest, round which is a multiple of \( 2^{i-1} \).

In order to avoid the situation where the adversary invests \( O(1) \) corruptions, and causes a party to go back \( 2^i \) steps, and thus lose \( 2^i \) bits of a possibly good transcript, the parties go back \( 2^i \) steps only after receiving roughly \( 2^i \) confirmations. The confirmations cannot be in a single round, since then the adversary could corrupt a single round and cause the parties to go back (possibly) \( 2^i \) rounds. Thus, instead these confirmations should span roughly \( 2^i \) rounds, and each party keeps a counter of how many confirmations it has.

One important missing piece is that they can be out of sync with respect to which are the meeting points. Thus, we also append to the message a hash of \( E \), which denotes the number of rounds the party is in the error mode, and this length determines where the meeting points should be (which is roughly the power of 2 closest to \( E \)).

In previous works, once the parties backtrack, they erase the (seemingly) inconsistent transcript and continue to simulate the actual protocol. One important point where our protocol differs from all previous work, is that in our protocol the parties cannot afford to erase their (seemingly) inconsistent transcripts. This is due to the fact that the messages in the (seemingly) inconsistent part may be very long. For example, consider the case where the last message added to the transcript is of length 1, the one prior is of length 2, the one prior is of length 4, then length 8, and so on. Suppose no errors occurred and everything is consistent. The adversary can corrupt the hash appended to the short (1 bit) message, making the parties believe that their transcripts are inconsistent. The parties will backtrack, but the adversary will continue to make them believe that they are inconsistent, so that they erase \( i \) messages. This means erasing \( 2^i \) bits of communication, which is way more than the parties can afford to erase. Therefore, in our protocol, rather than erasing the (seemingly) inconsistent transcript, we keep it as questionable, and enter what we call a verification mode.

Verification Mode. In the verification mode, the parties simply test whether their questionable messages are consistent. They do this round-by-round, by sending a hash of the messages corresponding to each round. If their hashes agree, they mark the round as valid, and continue to the next round. If they arrive to a round where their messages do not agree, they don’t immediately erase all the questionable transcript. Rather, they erase it only after they are “sufficiently” confident that they are inconsistent. To this end, they
send longer and longer hashes until the number of bits of hash are proportional to the (seemingly) inconsistent transcript, and if the inconsistency persists then the parties erase their questionable transcript, and continue to simulate the underlying protocol.

This protocol is formally presented in Section 4, and the formal analysis in the Ideal Hash Model can be found in Section 4.2 and proof will appear in full version.

1.4.2 Our Protocol in the Shared Randomness Model

We next show how to implement the ideal hash functions with a specific hash function. To this end, we construct a function family \( H = \{h_x\} \), where each hash function \( h_x \) is associated with a (possibly long) seed \( x \).

We consider the shared randomness model, where the parties are allowed to share a (possibly long) random string. We later show how to eliminate the need for shared randomness. But for now, we assume that the shared randomness is as long as we need. In particular, we use a different hash function (i.e., a different seed) for each equality test, and assume that the shared random string contains all these seeds. Since the length of the protocol is adaptive and not a priori bounded, the length of the common random string is also not a priori bounded.\(^7\)

We emphasize that the shared randomness (and in particular the seeds) are known to the adversary. Therefore the adversary, given a seed \( x \), can try to skew the protocol and cause the parties to send many messages whose hashes collide.

Note that the adversary has \( \binom{t}{\ell} = 2^{\tilde{O}(\ell)} \) different ways to corrupt the \( t \) bits of the communication. Thus, he can cause hash collisions in approximately \( \tilde{O}(\ell) t \) bits. If we append each message of size \( \ell \) with \( O(\ell) \) bits of hash, the adversary will be able to cause hash collisions in messages with total volume of \( \tilde{O}(\ell) t \), which is within the allowed error range. Indeed, our main challenge is to bound the number of rounds with hash collisions, a challenge that previous works did not need to deal with since in their setting, communication complexity and round complexity are equivalent.

If we a priori knew the length of the transcript \( t \) and the number of rounds \( R \), then we could add \( U = \frac{t}{R} \) bits of hash to each message, and since the adversary can cause only \( \tilde{O}(\ell) t \) bits of hash collisions, the number of rounds in which the adversary can cause a hash collision, is bounded by \( \tilde{O}(\ell) R \), which is again within our allowed error range.

Since we don’t have such a bound, it is tempting to append to each message sent in round \( r \) a hash of length \( U_r = \frac{t_r}{R} \), where \( t_r \) is the communication up to the round \( r \). But the following example shows that such a padding does not suffice, and the adversary can still force too many rounds with hash collisions.

Consider a protocol that consists of \( \tilde{O}(1/\epsilon) \) chunks such that chunk 0 consists of \( k \) single bit messages, and each chunk \( i \neq 0 \) consists of a single (long) message of length \( 2^i k \), followed by \( \tilde{O}(\epsilon) k \) single bit messages. Note that in this case, the total number of hash bits in chunk \( i \) is \( \approx 2^i \), and thus an adversary that corrupts the long message of this chunk can cause hash collisions in all the rounds of the chunk, resulting with a total of \( \tilde{O}(R) \) rounds with hash collisions.\(^8\)

\(^7\) We later show how we convert any such protocol in the unbounded shared randomness model into one that uses only private randomness.

\(^8\) to be more precise, we need a long enough message at the end of the protocol to give the adversary enough budget to corrupt all of the long messages.
To overcome this issue, the idea is to partition the protocol to chunks (which we call regimes), and append to each message a hash of length that is proportional to the average length of a message in the chunk. To be precise, we append to each message a hash of length $U_r = \max_{r',<r} \frac{r-r'}{r}$. Unfortunately, in this case the total amount of hash bits being added can be as large as $t \log t$, which we cannot afford.

To overcome this issue, in each round, instead of sending all the $U_r$ bits of hash, we send only a hash of these bits, where the seed of this (outer) hash is chosen using private randomness. Specifically, rather than sending $H_x(T)$ (which consists of $U_r$ bits), the party chooses a random seed $S$, and sends $H_S(H_x(T))$, together with $S$. This reduces the number of bits being communicated from $U_r$ to $\log U_r$. Since the adversary does not a priori know the private randomness chosen by the parties, he cannot corrupt the history to cause a hash collision in $H_S$ in too many rounds. Moreover, since we saw that he cannot cause hash collisions in $H_x(T)$ in too many rounds, these hash functions are “safe”. We note that a similar idea of using a randomized hash function was used by Haeupler [19], for the sake of improving the rate of his interactive coding scheme. We refer the reader to Section 5 formal description of the hash function.

Finally, to conclude the analysis, we need to show that adding these (randomized) hash functions does not blow up the communication by too much. More precisely, one needs to show that $\sum_r \log U_r = O(t)$. This analysis is extremely delicate and requires several new ideas.

**1.4.3 The Protocol in the Private Randomness Model**

Finally, we show how to remove the need for shared randomness, while using only the private randomness of the parties. Namely, we show how to convert any protocol $\Pi$ in the shared random string model, to one that uses only private randomness.

The basic idea is to follow the approach used in previous works (such as [2, 19]), and replace the long shared randomness with $2^{-O(T)}$-biased randomness, where $T$ is an upper bound on the communication complexity. Such $2^{-O(T)}$-biased randomness can be generated using only $O(T)$ random bits. So, the basic idea is to send these $O(T)$ bits of randomness in advance, using an error correcting code. If we indeed had a bound $T$ on the communication complexity, then this idea would work, and we would be done.

However, in our setting, we do not have an a priori bound on the communication complexity. In particular, if the communication complexity exceeds $O(T)$, then the adversary has the budget to corrupt more than $O(T)$ bits, and hence can completely corrupt the randomness $s$. We overcome this problem by sending more (and “safer”) randomness as the communication complexity increases.

The protocol starts when one of the parties, say Alice, samples the shared random string $s_1 \in \{0,1\}^{O(t_{\min})}$ on her own (using her private randomness), and sends it to Bob. Then the parties execute $\Pi$ with $s_1$ as the shared randomness. Once the communication complexity exceeds $O(t_{\min}/\epsilon)$, where $\epsilon$ is the corruption rate of the adversary, the random string $s_1$ is no longer “safe”, and the parties exchange a new random string $s_2$ of length $O(t_1)$, where $t_1$ is the current communication complexity. In addition to sending the new random string $s_2$ the parties also resend the previous random string $s_1$. The reason for resending previous seeds is that by resending the seeds the goal is to ensure that if one of the seeds was ever corrupted then the parties will “catch” the adversary, since the adversary does not have enough budget to continue to corrupt that seed, and the first time that he does not corrupt it, the parties will notice the inconsistency and abort, with the guarantee that the adversary performed too many errors.
In a similar way, after the communication complexity exceed $t_2 = O(t_1/\epsilon)$ a party will choose at random $s_3$ such that $|s_1| + |s_2| + |s_3| = t_2$, and will send $(s_1, s_2, s_3)$, where $t_2$ is the current communication complexity, etc. As mentioned above, we ensure that if at any point, a message encoding randomness was decoded incorrectly, then eventually the parties will abort, and “catch” the adversary with injecting too many errors. This guarantee simplifies the analysis: Either at some point a randomness message was decoded incorrectly, in which case the adversary is “caught” with injecting too many errors, or all the parties always agree on the randomness, in which case correctness follows from the correctness of the underlying protocol in the shared randomness model.

A minor problem with the above idea is the following: a randomness message $(s_1, s_2)$ may have been corrupted and converted into a protocol message, and a few rounds later a protocol message could have been corrupted and converted into the same randomness $(s_1, s_2)$. To ensure that the parties will notice such corruption, we add to the randomness also the rounds $r_1, \ldots, r_k$ in which randomness were sent.

However, there is still a problem with the above idea, which is that in the early stage of the protocol, the shared random string has relatively large bias since it is generated using a short seed, and yet the adversary may have the budget to corrupt many bits, since the total communication may be large. It can be shown that such a powerful adversary can make too many hash collisions in the first part of the protocol.

To overcome this problem, we “enforce” that the adversary corrupts at most $O(\epsilon)$ fraction of any prefix of the protocol. To do so, in each time $t_i$, in addition to sending $(s_1, \ldots, s_i+1)$ (together with $(r_1, \ldots, r_i)$), the parties send the transcript they have seen so far. If the parties detect that the adversary made significantly more than the allowed $\epsilon$ fraction of error, they abort, causing him to fail by exceeding his allotted corruption budget.

The formal protocol is described in Section 6.

2 Our Results

In this section we present our main theorem, and give an intuitive argument for why our parameters seem to be optimal. We start by introducing notations and definitions that we use in our theorem, and throughout the manuscript.

2.1 Notations and Definitions

For any 2-party protocol $\Pi = (A, B)$, we denote by $\text{Trans}(\Pi)$ the transcript of $\Pi$, which consists of all the messages exchanged throughout an execution of the protocol $\Pi$. We denote by $\text{Output}(\Pi)$ the output of the parties after executing $\Pi$. We think of the protocol $\Pi$ as being a deterministic protocol with no inputs. This is without loss of generality since we can always hard-wire the randomness and input into the protocol. We denote by $\text{CC}(\Pi)$ the communication complexity of $\Pi$, and we denote by $R(\Pi)$ its communication complexity.

We consider simulators for simulating an interactive protocols. A simulator is a probabilistic oracle machine, that uses a protocol $\Pi = (A, B)$ as an oracle, and produces a new protocol $\Pi' = (S^A, S^B)$ that outputs the transcript of $\Pi$ (even in the presence of error). For any adversary $A$ we denote by $\Pi'_A$ the protocol $\Pi'$ executed with the adversary $A$.

Definition 2. We say that an adversary $A$ corrupts at most $\epsilon$-fraction of the bits of a protocol $\Pi'$ if the number of corruptions made by $A$ is at most $\epsilon \text{CC}(\Pi'_A)$, where each corruption is either a toggle, an insertion or a deletion. The adversary $A$ can be computationally unbounded, and its corruptions may depend arbitrarily on states of both parties in $\Pi'$. 
Definition 3. We say that a message is $\gamma$-corrupted if the adversary corrupts at least $\gamma$-fraction of the bits of the message.

We say that $f(x) = \tilde{O}(g(x))$ if there exists a $c \in \mathbb{N}$ such that $f(x) = O(g(x) \log^c(g(x)))$ and we say that $f(x) = \tilde{\Omega}(g(x))$ if there exists $c \in \mathbb{N}$ such that $f(x) = \Omega(g(x) \log^{-c}(g(x)))$.

2.2 Our Main Theorem

Theorem 4. There exists a universal constant $\alpha_0 \geq 0$ such that for any blowup parameters $\alpha \leq \alpha_0$ and $\alpha' \leq 1$, there exist parameters $\epsilon = \tilde{\Omega}(\alpha^{3+\frac{1}{\delta'}})$, $\epsilon' = \tilde{\Omega}(\alpha'\epsilon^3)$, and $\delta = \alpha^{O(1/\alpha')}$, and there exists a probabilistic oracle machine $S$, such that for any protocol $\Pi = (A, B)$, in which the parties always transmit at least $t_{\min}$ bits (even in the presence of error), and for any adversary $A$ that corrupts at most $\epsilon$-fraction of the bits of the simulated protocol $\Pi_A'$, the protocol $\Pi_A'$ (which is the protocol $\Pi'$ executed with the adversary $A$), satisfies the following properties.

1. $CC(\Pi_A') \geq t_{\min}$.
2. There exists $t_0 = (1 + \tilde{O}(\alpha))CC(A, B)$ such that for all $t > t_0$
   
   $$\Pr[CC(\Pi_A') > t] \leq 2 \cdot 2^{-\delta t},$$
   
   where the probability over the private randomness of $S$.
3. There exists $r_0 = (1 + O(\alpha')) R(A, B) + O\left(\frac{1}{\log \alpha'} \log CC(A, B) + 1\right)$ such that for any $r \geq r_0$, if at most $\epsilon$-fraction of the messages are $\alpha^2$-corrupted, then
   
   $$\Pr[R(\Pi_A') > r] \leq 2 \cdot 2^{-\delta r},$$
   
   where the probability over the private randomness of $S$.
4. For any $t > 0$,
   
   $$\Pr[\{\text{Output}(\Pi_A') \neq \text{Trans}(\Pi)\} \land (CC(\Pi_A') > t)] \leq 2 \cdot 2^{-\delta t},$$
   
   where the probability over the private randomness of $S$.
5. $S$ is a probabilistic polynomial time oracle machine, and hence the computational efficiency of $S^A$ and $S^B$ is comparable to that of $A$ and $B$, respectively.

In Section 2.3 below, we give an intuitive argument for why our parameters seem to be optimal. Then, the rest of the manuscript is devoted to proving Theorem 4. Before, explaining our choice of parameters, in what follows, we give a high-level overview of the structure of the proof of Theorem 4.

Road Map. We first convert $\Pi = (A, B)$ into a smooth protocol $\Pi_{\text{smooth}}$. We show how this can be done in Section 3. Then, in Section 4, we show how to convert any smooth protocol $\Pi_{\text{smooth}}$ into a protocol $\Pi_{\text{ideal}}$, which is error-resilient in the ideal hash model. In this model, we assume that the adversary is a “message adversary”, which means that if he corrupts even a single bit of a message the price he pays for such a corruption is the length of the entire message (more precisely, the maximum between the length of the original message and the length of the corrupted version of it). Moreover, we assume that the number of hash collisions is bounded and adversarially chosen. We refer the reader to Section 4 for details.

In Section 5, we show how to convert $\Pi_{\text{ideal}}$ into a protocol $\Pi_{\text{rand}}$, which is error resilient in the common random string model, assuming the adversary is a “message adversary”. Loosely speaking, this is done by instantiating the ideal hash using public (and private)
randomness. In Section 6, we show how to instantiate the common random string using private randomness, to obtain a protocol $\Pi_{\text{rand}_2}$ that is error resilient against any “message adversary”. Finally, we convert $\Pi_{\text{rand}_2}$ into $\Pi' = (S^A, S^B)$, where $\Pi'$ is the same as $\Pi_{\text{rand}_2}$, except that each message is sent encoded with the error correcting code that is resilient to insertions and deletions. In Section 7, we “put it all together” and prove that $\Pi'$ is the error resilient protocol guaranteed in Theorem 4 above.

2.3 Intuition Behind our Parameters

In what follows, we give an intuitive argument for why our parameters seem to be optimal. We emphasize that this is by no means a proof of optimality, but rather an intuition for where these parameters came from.

As mentioned above, since messages can be of arbitrary length, and since we do not want to blow up the round complexity by much, we must use an error-correcting code that is resilient to (adversarial) insertions and deletions. To date, the maximal rate error-correcting code that is resilient to (adversarial) insertions and deletions is due to Guruswami and Li [18]. This code blows up the message length by $1 + \tilde{O}(\sqrt{\epsilon})$ and is resilient to $\epsilon$ fraction of errors.

Moreover, as argued in Section 1.4, in order to ensure a small blowup in communication our error-resilient protocol must be relatively “smooth”. In other words, in the error-resilient protocol, after a message of length $\ell$ we should not send a message much longer than $\ell$, since then the adversary will corrupt the length $\ell$ message and as a result will cause the next long message to be obsolete. Suppose for simplicity (for now) that all the messages are all of the same length $\ell$.

Suppose our protocol has blowup $1 + \tilde{O}(\alpha)$ in communication complexity. Thus, we can use the error-correcting code of [18] that blows up the message length by at most $(1 + \tilde{O}(\alpha))$. This code is resilient to $\alpha^2$ fraction of errors. Thus, by corrupting $\alpha^2 \ell$ bits of a message the adversary can make the next round completely obsolete. Since the adversary can corrupt $\epsilon$-fraction of the bits, he can make $\frac{\alpha^2}{\epsilon}$-fraction of the rounds obsolete, which implies that it must be the case that $\frac{\alpha^2}{\epsilon} \leq \alpha$, which in turn implies that $\alpha > \epsilon^{1/3}$.

Note, however, that we cannot assume that all the messages are of the same length since this will blow up the round complexity by too much. And yet, as mentioned above, we do need to assume that the error-resilient protocol is somewhat “smooth”, since otherwise the communication complexity will blow up by too much. Thus, we let $\beta > 0$ be a parameter, such that in the error-resilient protocol after a message of length $\ell$ comes a message of length at most $\beta^{-1} \ell$. Now, an adversary corrupting $\tilde{O}(\alpha^2 \cdot \ell)$ bits of a message can cause $\beta^{-1} \ell$ bits to be obsolete. Thus, intuitively, the parties may waste $\alpha^{-2} \cdot \beta^{-1}$ bits of communication per each corruption. This, together with the fact that the adversary has an $\epsilon$-fraction of corruption budget and the fact that the communication blows up by at most $1 + \tilde{O}(\alpha)$, implies that $\alpha^{-2} \cdot \beta^{-1} \cdot \epsilon < \alpha$, which in turn implies that

$$\alpha^2 \cdot \beta > \epsilon. \quad (1)$$

Therefore, on the one hand we would like to make $\beta$ as large as possible, to improve the communication rate; on the other hand, increasing $\beta$ blows up the round complexity. At first it seems that requiring this smoothing condition (i.e., that after a message of length $\ell$ comes a message of length at most $\beta^{-1} \ell$), will blow up the round complexity by too much. The reason is the following: Consider the real world example, where each message sent by Alice is of length $\ell$, and each message sent by Bob is of length 1. Thus, to ensure that Alice is not wasting $\ell$ bits of communication due to a single error in Bob’s message, we need to
make the protocol smooth and have Alice send her message slowly, first sending the first $\beta^{-1}$
bits, then after getting a bit of approval from Bob, Alice will send the next $\beta^{-2}$ bits of her
message, and so on. Thus, the number of rounds it will take Alice to send her message is
roughly $\log_2 (\ell)$. This will cause a blowup of roughly $\log_2 (\ell)$ to the round complexity, which
is way too much.

To avoid this blowup, we want to make sure that after a long message does not come a
message which is too short, since short messages may cause a blowup to the round complexity
(if the following message is long). However, this should be done while adding at most an $\alpha$
fraction to the communication complexity. Thus, we also smooth the protocol in the “other
direction” and require that after a message of length $\ell$ comes a message of length at least
$\alpha \ell$. Thus, going back to our example above, where Alice is talkative (sends messages of
length $\ell$) and where Bob sends messages of length $1$, we first convert this to another protocol
where Bob sends messages of length $\alpha \ell$. This does not change the round complexity at all,
and changes the communication complexity by at most an $\alpha$-factor. Thus, we also smooth out
this protocol, by having Alice, rather than sending her $\ell$ bit message in “one shot”, she will
first send $\beta^{-1} \alpha \ell$ bits, then send the next $\beta^{-2} \alpha \ell$ bits, and so on. Note that this will cause
a blowup of $\log_2 (\alpha^{-1})$ in the round complexity. Since we allow a blowup of at most $\alpha'$
to the round complexity (without taking into account the blowup due to error, or the additive
term), we take $\beta$ so that $\log_2 (\alpha^{-1}) \leq \alpha'$, and thus we must take $\beta$ such that $\beta \leq \alpha^{1/\alpha'}$.
This together with Equation (1), implies that

$$\alpha^{3+1/\alpha'} > \epsilon,$$

as in Theorem 4 above.

It remains to explain the additive term in the round blowup and the multiplicative term
that depends on the round error-rate $\epsilon'$. For the latter, clearly, if $\epsilon'$-fraction of the rounds
were completely corrupted, these rounds need to be redone, and this incurs a blowup of $1 + \epsilon'$
to the round complexity. As to the former, suppose the original protocol consists of a short
message followed by a very long message, to make this protocol error resilient we will have
to blow up the round complexity by essentially $\log_2 \text{CC}$, where CC is the communication
complexity of the original protocol. This is the reason we have the log additive term in the
round complexity.

Finally, we explain why $\epsilon' = \alpha \cdot \text{poly}(\alpha')$. We note that for the purpose of our application
(Theorem 1) the exact power of $\alpha'$ is not important. Consider a protocol that consists of a
single bit per round. In this case we can effort to add a hash check only every $\alpha^{-1}$ rounds.
In this case, the adversary can corrupt the first message of each chunk of $\alpha^{-1}$ rounds, which
would render the entire chunk useless. Thus, a corruption of $\epsilon'$-fraction of the rounds, may
result with a round blowup of $\epsilon' \alpha^{-1} \leq \alpha'$, which implies that indeed $\epsilon' \leq \alpha \alpha'$.

## 3 Smooth Protocols

Throughout this section, we refer to “rounds” in a protocol as a one way communication.
Namely, the number of rounds in a protocol is equal to the number of messages that are sent
in the protocol. We note that in Section 4 we diverge from this interpretation, and refer
to “rounds” as a back-and-forth communication between Alice and Bob. This inconsistency
allows us to simplify the notation and the presentation. Note that these two interpretations
can be interchanged, while incurring a blowup of at most 2 in the round complexity.

Let $\Pi$ be an arbitrary 2-party protocol. We denote by $m_r$ the messages sent in the $r^{th}$
round in $\Pi$. In this section we show how to convert any protocol $\Pi$ into a smooth protocol $\Pi'$. 
In what follows we denote by $M_r$ the message sent in the $r^{th}$ round in $\Pi'$. 


Definition 5. A protocol is \((\alpha, \beta)\)-smooth if for every round \(r\) the following holds:

\[
\alpha \cdot \max\{|M_{r-1}|, |M_{r-2}|, |M_{r-3}|\} \leq |M_r| \leq \frac{1}{\beta} \cdot \min\{|M_{r-1}|, |M_{r-2}|, |M_{r-3}|\}
\]

(2)

Lemma 6. For any \(\alpha < \frac{1}{4}\) and \(\beta \leq \frac{\alpha}{8}\), the following holds: Any protocol \(\Pi\) can be efficiently converted into an \((\alpha, \beta)\)-smooth protocol \(S^\Pi\) such that

1. \(CC(S^\Pi) \leq CC(\Pi) \cdot (1 + 50\alpha)\).
2. \(R(S^\Pi) \leq R(\Pi) \cdot (1 + 8 \log_2 \beta \alpha) + 4 \log_2 \frac{1}{\beta} \cdot CC(\Pi) + 4\)
3. If \(\Pi\) is computationally efficient then so is \(S^\Pi\).

We defer the proof of Lemma 6 to full version.

Remark 7. In Sections 4, 5, and 6, we show how to convert a smooth protocol into an error-resilient one. Similarly to previous error-resilient protocols in the literature, we will first pad the smooth protocol, and only then we convert the padded protocol into an error-resilient one. However, we will need to pad our protocol in a smooth way. This is done as follows: Suppose we want to pad our protocol with anywhere between \(L\) and \(2L\) bits of 0’s. Suppose that the last message in the smooth protocol is of length \(\ell\), then we add a message of length \(\left\lfloor \frac{\ell}{\beta} \right\rfloor\), followed by a message of length \(\left\lfloor \frac{\ell}{2\beta} \right\rfloor\), and so on, until we add between \(\beta L\) and \(L\) bits, after which we add \(L\) bits (if we haven’t added so already).

Note that such a padding results in a smooth protocol, where the communication complexity increases by at least \(L\) and at most \(2L\) bits. The number of additional rounds required to do this padding is at most \(\log_2 \frac{1}{\beta} L + 1\).

From now on, when we say that we convert a protocol \(\Pi\) to a smooth protocol, we assume that the resulting smooth protocol is padded appropriately.

4 Interactive Coding in the Ideal Hash Model

In this section, we show how to convert any protocol \(\Pi\) into an error resilient protocol, and analyze its properties in the Ideal Hash Model. This model assumes the existence of an ideal hash. In our protocol, Alice and Bob check equality of their partial transcripts, by sending to each other hashes of their partial transcripts. In this section, we consider the Ideal Hash Model, where when we analyze the communication complexity of the protocol we do not take into account the length of the hash values, and simply assume that the number of hash collisions is bounded, yet adversarially chosen. (We explain how we bound the number of collisions below). In Sections 5 and 6, we show how to remove this ideal model assumption, by implementing this ideal hash using a real hash function. In these sections, we use hash values that are short enough so the communication blowup is small, and yet we prove that with high probability the amount of hash collisions is bounded.

Moreover, we consider an adversary that either leaves a message (and corresponding hash) intact, or “fully” corrupts it. More precisely, we say that the hash is corrupted if and only if a collision occurs. In the analysis of this ideal error-resilient protocol, we say that a message is corrupted if the adversary corrupts any bit of the message (or if he corrupts the corresponding hash). We let the budget of corrupting a message be the maximum between the original message length, and the corrupted one. In particular, even if the adversary corrupted a single bit of a long message of length \(n\) (or if he corrupts only the hash corresponding to this message), we count it as \(n\) corruptions. We recall that the reason for this budgeting is that in our actual error-resilient protocol we will apply the error correcting code of Guruswami and Li [18] to each message (and hash) separately. Thus, in order to corrupt a message, the adversary will need to corrupt a constant fraction of the bits in the message. We refer the reader to Section 7 for details.
In what follows, we set
\[ \alpha \leq 0.01, \quad \alpha' \leq 1, \quad d \geq \frac{1}{\alpha} \quad \text{and} \quad \beta \leq \min\left\{ \alpha \frac{1}{\alpha'}, \frac{1}{5\alpha d^2} \right\}. \] (3)

We assume for simplicity that \( \alpha^{-1} \) and \( \beta^{-1} \) are integers. We assume without loss of generality, that the underlying protocol \( \Pi \) is \((\alpha, \beta)\)-smooth. This is without loss of generality since by Lemma 6, we can convert \( \Pi \) to an \((\alpha, \beta)\)-smooth protocol while increasing its communication complexity by a multiplicative factor of \((1 + O(\alpha))\), and increase the number of rounds by a multiplicative factor of \((1 + O(\alpha'))\) and an additive factor of at most \( \log CC(\Pi) \), as desired.

4.1 The Protocol

We note that this (ideal) protocol is quite similar to the error-resilient protocol of Haeupler [19]. The main difference being that we need to first convert the protocol into a smooth one (whereas the protocol considered in [19] is perfectly smooth since in each round each party sends a single bit to the other party). Moreover, and more importantly, since our protocol is not perfectly smooth, when the parties backtrack, they do not erase the questionable transcript (since the messages in the questionable part may grow exponentially). Instead, the parties keep this transcript as questionable, and enter a “verification” state where they check consistency round-by-round. We note that in [19] the questionable transcript is simply erased.

In what follows, we present the (error-resilient) protocol only from Alice’s perspective. Bob’s perspective is symmetric. During the (error-resilient) protocol, Alice has a private variable \( T_A \), which she believes to be a prefix of the transcript she is trying to reconstruct. \( T_A \) is initiated to \( \emptyset \). We denote by \( m_A \) the message that Alice sends in the error resilient protocol.

In what follows, we define all the other notations (in addition to \( m_A \) and \( T_A \)) that are used in the protocol description:

\[ S_A, R_A, \ell_A, \ell^+, \ell^-, w_A, R_A^{(1)}, R_A^{(2)}, \]

where all of these variables are defined as functions of \( T_A \) and \( m_A \).

From now on we think of each round as consisting of consecutive two messages: a message sent by Alice and a following message sent by Bob. We note that this diverges from the way we defined rounds in Section 3, where we thought of each round as containing a single message (sent by one party). The only reason for this inconsistency is that it is more convenient in terms of notations. It is important to note that this is only a notational convenience and does not affect our final result in any way.

For each variable used in our protocol

\[ v_A \in \{ T_A, m_A, S_A, R_A, \ell_A, \ell^+, \ell^-, w_A, R_A^{(1)}, R_A^{(2)} \}, \]

we denote by \( v_{A,r} \) the value of \( v_A \) that Alice uses when sending her round \( r \) message, and we occasionally omit \( r \) when it is clear from the context.

During the protocol Alice has a state

\[ S_A \in \{ \text{Simulation}, \text{Verification} \} \cup \mathbb{N}. \]

Loosely speaking, Alice is in a Simulation state when she believes that the transcript \( T_A \) that she is holding is indeed a prefix of the correct transcript.
If $S_A \in \mathbb{N}$ then we say that Alice is in a Correction state. If Alice is in Correction state, then $S_A$ is the first round (in the error-resilient protocol) that Alice has entered this state. Alice enters a Correction state when she thinks her beliefs are wrong (for example, when the hashes indicate that $T_A$ and $T_B$ are inconsistent). During this state, Alice tries to go back to an earlier round in the transcript (corresponding to the original protocol) which she believes to be correct. We denote this round by $R_A$. Alice will continue the simulation from $T_A[R_A]$, which denotes the truncated transcript of $T_A$ to round $R_A$. As mentioned above, as opposed to the protocol of Haeupler [19], in our protocol, she does not delete the suffix of $T_A$, and rather she keeps this suffix as questionable. The reason she does not erase this questionable suffix, is that it may be the correct suffix (and the only reason it is questioned is due to an error), and in this case it may be too expensive to delete and reconstruct, since in our case the messages in the questionable suffix may grow at an exponential rate.

After a Correction state, Alice enters either another Correction state or a Verification state, where she decides whether to completely delete, partially delete, or keep, the questionable suffix. After the Verification state (assuming there were no errors), Alice enters Simulation state again.

We define $r - S_A$ to be zero, when $S_A \in \{\text{Simulation, Verification}\}$.

As mentioned above, $R_A$ denotes the round in $T_A$ that Alice simulates. If $S_A = \text{Simulation}$ then $R_A$ is equal to the number of rounds in $T_A$.

Let $m_A,r$ be the message that Alice sends in round $r$ (of the error resilient protocol), and let $\ell_{A,r}$ denote its size. Let $m_{B,r}$ be the message that Alice received from Bob in round $r$, and let $\ell_{B,r}$ denote its size. We define $\ell_{\text{max},r} = \max\{\ell_{A,r}, \ell_{B,r}\}$. Note that if Bob’s message was corrupted then $\ell_{B,r}$ may be arbitrarily large. However, our (error-resilient) protocol has the property that if Bob’s message was not corrupted then $\ell_{B,r} \leq \frac{\ell_{A,r}}{\beta}$.

We define $\ell^+_r = \min\left\{\frac{\ell_{A,r}}{\beta}, 2\ell_{\text{max},r}\right\}$ and $\ell^-_r = \min\left\{\frac{\ell_{A,r}}{\beta}, \max\{\beta^{-1}, \alpha\ell_{\text{max},r}\}\right\}$.

Let $w_{A,r} = 2^{1\log(r - S_A)}$ if $S_A \in \mathbb{N}$, and let $w_{A,r} = 0$ otherwise. In other words, $w_{A,r}$ is the number of rounds that the party has been in Correction state, rounded to the closest power of two.

If $w_A = 0$ then let $R_A^{(1)} = R_A$. Otherwise, let $R_A^{(1)} < R_A$ be maximal that divided $w_A$.

$R_A^{(2)} \triangleq R_A^{(1)} - w_A$.

In the protocol, at each round $r$, Alice sends hashes to Bob if and only if $r \equiv 0 \pmod{d}$ or $\ell_{A,r} \geq d$, in which case she sends five hashes, one hash corresponding to each of the following strings:

$$\left(T_A[R_A], T_A[R_A + 1], T_A[R_A^{(1)}], T_A[R_A^{(2)}], S_A\right).$$

We note that if $R_A$ is equal to the number of rounds in $T_A$, then Alice will not know the partial transcript $T_A[R_A + 1]$. In this case we define $T_A[R_A + 1] = T_A[R]$. 
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Alice in round \( r \). Upon receiving a message from Bob, parse the message as

\[(m_{B,r-1}, H(T_{B,r-1}[R_{B,r-1}]), H(T_{B,r-1}[R_{B,r-1} + 1]),
   H(T_{B,r-1}[R_{B,r-1}^{(1)}]), H(T_{B,r-1}[R_{B,r-1}^{(2)}]), H(S_{B,r-1}))\]

We assume that in this ideal model, parsing is easy. When we implement this ideal hash function in Section 5, we will make sure that indeed Alice will be able to parse correctly (assuming the message was not corrupted). Denote the size of \( m_{B,r-1} \) by \( \ell_{B,r-1} \).

1. If \( S_{A,r-1} = \text{Simulation} \) then do the following:
   a. If a hash was sent by Bob (i.e., if \( \ell_{B,r-1} \geq d \) or \( d \) divides \( r - 1 \)) then check that
      \[ H(S_{B,r-1}) = \text{Simulation} \text{ and } H(T_{A,r-1}[R_{A,r-1}]) = H(T_{B,r-1}[R_{B,r-1}]). \]
   b. Check that the (partial) transcript \( (T_{A,r-1}[R_{A,r-1}], m_{A,r-1}, m_{B,r-1}) \) satisfies the \((\alpha, \beta)\)-smoothness condition.
   c. If one of these conditions does not hold then let
      a. \( m_{A,r} = 0^{\ell_{r-1}} \)
      b. \( S_{A,r} = r \)
      c. \( (T_{A,r}, R_{A,r}) = (T_{A,r-1}, R_{A,r-1}) \).
   d. Else, set
      a. \( T_{A,r} = (T_{A,r-1}, m_{A,r-1}, m_{B,r-1}) \)
      b. \( R_{A,r} = R_{A,r-1} + 1 \)
      c. \( m_{A,r} = \Pi(T_{A,r}) \)
      d. \( S_{A,r} = S_{A,r-1} = \text{Simulation} \).

2. If \( S_{A,r-1} = \text{Verification} \) then check if all the following conditions hold:
   a. \( |m_{B,r-1}| \geq \beta^{-1} \).
   b. \( H(S_{A,r-1}) = H(S_{B,r-1}) \).
   c. \( H(T_{A,r-1}[R_{A,r-1}]) = H(T_{B,r-1}[R_{B,r-1}]). \)

   If one of these conditions does not hold then let
   a. \( m_{A,r} = 0^{\ell_{r-1}} \)
   b. \( S_{A,r} = r \)
   c. \( (T_{A,r}, R_{A,r}) = (T_{A,r-1}, R_{A,r-1}) \).

   Else, do the following:
   a. If number of rounds in \( T_{A,r-1} \) is greater than \( R_{A,r-1} + 1 \), and
      \[ H(T_{A,r-1}[R_{A,r-1} + 1]) = H(T_{B,r-1}[R_{B,r-1} + 1]), \]
      then let
      a. \( m_{A,r} = 0^{\ell_{r-1}} \)
      b. \( R_{A,r} = R_{A,r-1} + 1 \)
      c. \( (S_{A,r}, T_{A,r}) = (S_{A,r-1}, T_{A,r-1}). \)
   b. Else, if \( m_{A,r-1} = m_{B,r-1} = 1^{\ell} \) for some \( \ell > |T_{A,r-1} - |T_{A,r-1}|R_{A,r-1}|, \) then set
      a. \( T_{A,r} = T_{A,r-1}[R_{A,r-1}] \)
      b. \( R_{A,r} \) be the number of rounds in \( T_{A,r} \)
      c. \( m_{A,r} = \Pi(T_{A,r}) \)
      d. \( S_{A,r} = \text{Simulation} \).
c. Else, if $\ell^+_{r-1} > |T_{A,r-1} - |T_{A,r-1}[R_{A,r-1}]|$ then let
   \[ m_{A,r} = 1^{\ell^-_{r-1}} \]
   \[ (T_{A,r}, R_{A,r}, S_{A,r}) = (T_{A,r-1}, R_{A,r-1}, S_{A,r-1}). \]

d. Else, let
   \[ m_{A} = 0^{\ell^-_{r-1}} \]
   \[ (T_{A,r}, R_{A,r}, S_{A,r}) = (T_{A,r-1}, R_{A,r-1}, S_{A,r-1}). \]

3. Else, do the following:

   a. Compute the values $v_{r}^{0}, v_{r}^{1}, v_{r}^{2}$ as follows:
      - If $H(S_{A,r-1}) \neq H(S_{B,r-1})$ then set $v_{r}^{0} \leftarrow v_{r-1}^{0} + 1$.
      - Else, if $H(T_{A,r-1}[R_{A,r-1}]) \in \left\{ H(T_{B,r-1}[R_{B,r-1}]), H(T_{B,r-1}[R_{B,r-1}]) \right\}$ then set $v_{r}^{1} \leftarrow v_{r-1}^{1} + 1$.
      - Else, if $H(T_{A,r-1}[R_{A,r-1}]) \in \left\{ H(T_{B,r-1}[R_{B,r-1}]), H(T_{B,r-1}[R_{B,r-1}]) \right\}$ then set $v_{r}^{2} \leftarrow v_{r-1}^{2} + 1$.

   b. If $r - S_{A,r-1}$ is not a power of 2,\(^9\) then set
      - $m_{A,r} = 0^{\ell^-_{r-1}}$.
      - $(T_{A,r}, R_{A,r}, S_{A,r}) = (T_{A,r-1}, R_{A,r-1}, S_{A,r-1})$.

c. Else, if $v_{r}^{0} > \frac{1}{2}(r - S_{A,r-1})$ then let
   - $S_{A,r} = r$
   - $m_{A,r} = 0^{\ell^-_{r-1}}$
   - Set $v_{r}^{0} = v_{r}^{1} = v_{r}^{2} = 0$.

d. Else, if $v_{r}^{1} > \frac{1}{2}(r - S_{A,r-1})$ then let
   - $S_{A,r} = \text{Verification}$
   - $R_{A,r} = R_{A,r-1}^{(1)}$
   - $m_{A,r} = 0^{\ell^-_{r-1}}$
   - Set $v_{r}^{0} = v_{r}^{1} = v_{r}^{2} = 0$.

e. Else, if $v_{r}^{2} > \frac{1}{2}(r - S_{A,r-1})$ then let
   - $S_{A,r} = \text{Verification}$
   - $R_{A,r} = R_{A,r-1}^{(2)}$
   - $m_{A,r} = 0^{\ell^-_{r-1}}$
   - Set $v_{r}^{0} = v_{r}^{1} = v_{r}^{2} = 0$.

f. Else, set $v_{r}^{1} = v_{r}^{2} = 0$, and let
  - $m_{A,r} = 0^{\ell^-_{r-1}}$
  - $(v_{r}^{0}, R_{A,r}, S_{A,r}, T_{A,r}) = (v_{r-1}^{0}, R_{A,r-1}, S_{A,r-1}, T_{A,r-1})$.

Send $m_{A,r}$, and if $r = 0(\text{mod } d)$ or $|m_{A,r}| \geq d$ then append to $m_{A,r}$ also

$$\left( H(T_{A,r}[R_{A,r}]), H(T_{A,r}[R_{A,r} + 1]), H(T_{A,r}[R_{A,r}^{(1)}]), H(T_{A,r}[R_{A,r}^{(2)}]), H(S_{A,r}) \right).$$

Remark. Bob behaves identically to Alice, except in Steps 1 and 2b, when Bob computes his next message corresponding to the underlying protocol $\Pi$, he computes it by $m_{B,r} = \Pi(T_{B,r}, m_{A,r})$, whereas recall that Alice computed it by $m_{A,r} = \Pi(T_{A,r})$.

\(^9\) Recall that we define $r - S_{A} = 0$ if $S_{A} \in \{\text{Simulation, Verification}\}$, and we consider 0 to be power of 2.
4.2 Analysis

Terminology. In what follows, we introduce terminology that we use in the analysis. We allow the adversary to create collisions in the ideal hash function, in which case we say that the hash was corrupted. We say that a message is corrupted if the adversary corrupts any bit of the message, or corrupts the associated hash. We define the budget of corrupting a message \( m \) to be the maximum between the length of \( m \) and the length of the corrupted version of \( m \). Thus, even if the adversary corrupts a few bits of a long message of length \( n \) (or corrupts the associated hash), then we count it as \( n \) corruptions. On the other hand, if the adversary corrupted a single bit message by converting it into a long \( n \)-bit message, then we count it as \( n \) corruptions.

We analyze the correctness of the (error-resilient) protocol assuming a bound on these message corruptions.

Definition 8. We say that the corrupted messages have volume \( e \) if the sum of lengths of corrupted messages (where each such length is the maximum between the length of the original message and the length of the corrupted version of it) is \( e \).

Using this terminology we prove the following theorem.

Theorem 9. Let \( \Pi = (A, B) \) be any \((\alpha, \beta)\)-smooth protocol, and let \( \Pi' = (S^A, S^B) \) be the simulated protocol defined above. Let \( A \) be any adversary in \( \Pi' \), who corrupts at most \( e' \) messages of total volume at most \( e \). Then, the protocol \( \Pi' \), executed with the adversary \( A \), denoted by \( \Pi'_A \), satisfies the following.

1. \( CC(\Pi'_A) \geq t_{\text{min}} \), where \( t_{\text{min}} \) is a lower bound of the communication of any instance of \( \Pi \).
2. \( CC(\Pi'_A) \leq CC(A, B) + 18\beta^{-1}e + 20d\beta^{-1}e' \).
3. \( R(\Pi'_A) \leq R(A, B) + 906d \log \frac{1}{\beta e'} \).
4. The parties outputs transcripts of size at most \( CC(\Pi'_A) \) that agree with \( \Pi \) on the first \( CC(\Pi'_A) - 18\beta^{-1}e - 20d\beta^{-1}e' \), many bits.
5. \( S \) is a polynomial time oracle machine.

Remark 10. We will apply Theorem 9 with an adversary \( A \) that corrupts at most \( e' = O(\min\{e' \cdot R(\Pi'_A), \frac{1}{d} CC(\Pi'_A)\}) \) messages of total volume at most \( e = O(\epsilon \cdot CC(\Pi'_A)) \), where \( \epsilon \leq O(\alpha \cdot \beta) \) and \( e' \leq \frac{e'}{d \log \beta} \). Thus,

\[
CC(\Pi'_A) \leq CC(A, B) + 18\beta^{-1}e + 20d\beta^{-1}e' \leq CC(A, B) + 0(\beta^{-1}e \cdot CC(\Pi'_A)) + O\left(d\beta^{-1}\epsilon CC(\Pi'_A)\right) \leq CC(A, B)(1 + O(\alpha)),
\]

and

\[
R(\Pi'_A) \leq R(A, B) + 906d \log \frac{1}{\beta e'} \leq R(A, B) + O(d \log \frac{1}{\beta e'} \cdot R(\Pi'_A)) \leq R(A, B)(1 + O(\alpha')), \]

as desired.
Moreover, we will apply this theorem with a protocol $\Pi$ which is padded by $18\beta^{-1}e + 20d\beta^{-1}e' = O(\alpha \cdot CC(\Pi'))$ zeros. Thus, Item 4 from Theorem 9 implies correctness.

For example, one can set $\alpha = O(\min\{\sqrt{\epsilon}, (\epsilon')^{1/3}\})$, and set $\beta = O(\alpha)$, $d = \frac{1}{\alpha}$, $\alpha' = 1$, to obtain an error resilient protocol in the ideal hash model with constant blowup in round complexity and $1 + O(\alpha)$ blowup in communication complexity. We defer the proof of Theorem 9 to full version.

## 5 Hash Implementation with Shared Randomness

Recall that in Section 4, we presented an interactive coding scheme with the desired guarantees, in the ideal hash model, where we assume that the number of hash collisions is bounded, and where the budget for making a collision is proportional to the message length (where the message length is the maximum between the length of the message that was sent and the corrupted version of it). We denote this ideal protocol by $\Pi$.

In this section, we show how to implement the ideal hash with a real hash function. Loosely speaking, given a hash function $h$, we convert the protocol $\Pi$ to the protocol $\Pi^h$ which is identical to $\Pi$, where the ideal hash function is replaced by $h$. In order to maintain the desired efficiency and error-resilience guarantees, we need to ensure that, on the one hand, these hash values are not too long; and on the other hand there are not too many hash collisions (i.e., that these hashes form a good equality test). To ensure the latter condition holds, it is easy to see that we cannot use a single (deterministic) hash function. Instead we use a family of randomized hash functions.

We construct a function family $H = \{h_x\}$, where each hash function $h_x$ is associated with a (possibly long) seed $x$. In this section, we consider the shared randomness model, where the parties are allowed to share a (possibly long) random string. In Section 6 we show how to eliminate the need for shared randomness.

In this section we assume that the shared randomness is as long as we need. In particular, we use a different hash function (i.e., a different seed) for each equality query. Since the length of the protocol is adaptive and not a priori bounded\(^1\), the length of the common random string is also not a priori bounded. We assume that there is a separate segment of the common random string for each round $r$, and each such segment contains five hash seeds, since in $\Pi$, in rounds that a party sends an ideal hash, the party sends five ideal hashes.

We emphasize that the shared randomness (and in particular the seeds) are known to the adversary. Therefore the adversary, given a seed $x$ can try to skew the protocol and cause the parties to send many messages whose hashes collide. To get around this, we construct a hash family, where each $h_x$ is a randomized hash function. When a party sends a hash of a value $V$, the party will choose randomness $S$ and will send $(S, h_x(V, S))$. On the one hand, the randomness $S$ needs to be short, since otherwise this will blowup the communication complexity by too much. On the other hand, the adversary cannot predict $S$, and thus will not be able to skew the messages of the parties towards ones which the hashes collide. We note that a similar idea of using a randomized hash function was used by Haeupler [19], for the sake of improving the rate of his interactive coding scheme.

Before presenting our randomized hash family, we start with some preliminaries.

---

\(^1\)In Section 6, we convert any such protocol in the unbounded shared randomness model into one that uses only private randomness.
5.1 Preliminaries

Chernoff bounds.

Lemma 11. For any \( N \in \mathbb{N} \), and any \( N \) independent Bernoulli random variables \( X_1, \ldots, X_N \), each with mean \( \leq \gamma \), it holds that

\[
\Pr[\sum_{i=1}^{N} X_i > 2\gamma N] \leq e^{-\frac{1}{2}\gamma N}.
\]

Definition 12. A distribution \( D \) over \( \mathbb{F}_2^n \) is \( \delta \)-bias if for any \( v \in \mathbb{F}_2^n \setminus \{0^n\} \), we have that

\[
\left| \Pr_{x \sim D} \left[ \sum_{i=1}^{n} v_i x_i = 0 \right] - \frac{1}{2} \right| \leq \delta.
\]

Lemma 13 ([25]). There exists an absolute constant \( C \in \mathbb{N} \) and an efficiently computable function \( G: \{0,1\}^* \to \{0,1\}^* \) such that for any size \( k \) and a uniformly random string \( S \in \{0,1\}^C_k \), we have that \( G(S) \in \{0,1\}^{2^k} \) is a \( 2^{-k} \)-biased distribution of length \( 2^k \).

Lemma 14 (6.3 from [19]). There exists a hash family \( \mathcal{F} = \{\mathcal{F}_L\}_{L \in \mathbb{N}} \), such that for every \( L \in \mathbb{N} \) it holds that \( \mathcal{F}_L = \{f_x\}_{x \in \{0,1\}^{2L}} \), and for every \( x \in \{0,1\}^{2L} \), \( f_x: \{0,1\}^{2L} \to \{0,1\}^L \). Moreover, for any \( k \in \mathbb{N} \) and for any vectors \( V^A_1, \ldots, V^A_k \), \( V^B_1, \ldots, V^B_k \in \{0,1\}^{2L} \) the following holds:

1. For uniform \( x = (x_1, \ldots, x_k) \in (\{0,1\}^{2L})^k \) it holds that for each \( i \in [k] \), the probability that \( f_{x_i}(V^A_i) = f_{x_i}(V^B_i) \) is \( \frac{1}{2} \) whenever \( V^A_i \neq V^B_i \), and \( 1 \) whenever \( V^A_i = V^B_i \). Moreover, for each \( i \in [k] \) these probabilities are independent.
2. For \( \delta \)-biased distribution \( x = (x_1, \ldots, x_k) \in (\{0,1\}^{2L})^k \), it holds that the distribution

\[
\left( 1_{f_{x_1}(V^A_1) = f_{x_1}(V^B_1)}, \ldots, 1_{f_{x_k}(V^A_k) = f_{x_k}(V^B_k)} \right)
\]

is \( \delta \)-close to the case where \( x \) is uniform.

5.2 Our Hash Function

We are now ready to construct our family of randomized hash functions. We first define the randomized hash family \( \mathcal{H}' = \{h'_i\} \), which uses the hash family \( \mathcal{F} \) from Lemma 14. Recall that the hash values of \( \mathcal{H}' \) should not be too long, since this will result in a large blowup in communication complexity.

In our construction, as opposed to previous constructions [2, 3, 19], the length of each hash value depends not only on the length of the message it is appended to, but it also depends on the length of the entire communication up until the point that the hash was sent. We note that if we were only concerned with the communication blowup and were not concerned with the round blowup, then we could have the length of the hash value depend only on the length of the message it is sent with (in similar spirit to prior work). However, as we argue below, in order to ensure a constant blowup in round complexity, we must allow the length of the hash value to also depend on the length of the entire history. This is illustrated in the following example: Suppose that a short message is sent, and prior to this short message were a few very long messages (in a way that satisfies the smoothness criterion). By corrupting a few long messages, the adversary can cause a hash collision in many short messages (with hash), which will result with a large blowup to the round complexity.
Hence, we allow the length of the hash value, not only to depend on the length of the message it is appended to, but also to depend on the length of the communication history. Note that the parties do not necessarily agree on the history length even if no errors occur in the current round, since the adversary may insert and delete bits throughout the protocol, in which case they will fail to parse the message and hash pair correctly.

Thus, we define the hash family \( H \equiv \{ h_x \} \), where the output of \( h_x \) includes the output of \( h'_x \), the randomness used by \( h'_x \) (which is needed in order check for equality), and also the length of the hash value. Namely, we define

\[
h_x(V) = (S, h'_x(V; S), 1 \cdot w),
\]

where \( S \) is the (private) randomness used by \( h'_x \), and \( w \) is the length of \( H'_x(V; S) \).

We next define \( h'_x \). As we mentioned, the length of the hash values (denoted by \( w \)) may differ from one round to the next, as they depend on the communication complexity so far, and on the length of the current message sent. We will specify how \( w \) is defined below. But we first, define \( h'_x \) assuming \( w \) is known.

The seed \( x \) is random in \( \{0, 1\}^{2L} \), where we assume that \( L \) is greater than the input \( V \) (which is bounded by the communication complexity of the protocol up until the point where the hash is sent). For any \( y = (y_1, \ldots, y_L) \in \{0, 1\}^{2L} \), and for any \( k \leq L \), let

\[
f_y^k(V) = (f_{y_1}(V), \ldots, f_{y_k}(V)),
\]

where \( F = \{ f_y \} \) is the hash family from Lemma 14. The randomness for \( h'_x \) is denoted by \( S \) and is of size \( 2C \cdot w \). Let \( h'_x \) be the randomized hash function, that takes as input a variable \( V \), randomness \( S \), and outputs

\[
h'_x(V; S) = f^w_G(S)(Z),
\]

where

\[
Z = \begin{cases} (f_{2^w}^x(V), 0) & \text{if } |V| \geq 2^w \\ (V, 1) & \text{if } |V| < 2^w \end{cases}
\]

In what follows we show how the length \( w \) of the hash values are chosen. To this end we need to define the following variables with respect to a certain round \( r \).

- Let \( Q^A \) be the set of all rounds \( r \) in which Alice send a hash to Bob.
  - Note that these are exactly the set of rounds \( r \) such that \( r \) divides \( d \) or Alice send a message of length \( \geq d \).
  - We define \( Q^B \) analogously.
- Let \( a^A_r \) be the number of messages that Alice sent with a hash until (and including) round \( r \). Namely,
  \[
a^A_r = |\{ r' \leq r : r' \in Q^A \} |.
\]
  - We define \( a^B_r \) analogously.
- Let \( t^A_r \) be all the communication received by Alice until (and including) round \( r \). We define \( t^B_r \) analogously.
- For every \( r \), if Alice sends the message in round \( r \) then define
  \[
u_r = \max_{r' \in Q^A \cap [r-1]} \log \frac{t^A_r - t^A_{r'} - a^A_r}{a^A_r - a^A_{r'}},\]
  - The definition is analogous in the case that Bob sends the message in round \( r \).
For every round \( r \), let \( \ell_r \) denote the length of the message to be sent in round \( r \), and let
\[
 w_r = \lceil \alpha \ell_r \rceil + \lceil u_r \rceil + 9 \left\lceil \log \frac{1}{\gamma} \right\rceil + 6,
\]
where \( \alpha, \gamma > 0 \) are parameters of the scheme, where \( \gamma < \alpha \) (it will be instructive to think of \( \gamma = \epsilon \), where \( \epsilon \) is the corruption budget of the adversary, and of \( \alpha \) as the communication blowup in the error-resilient protocol).

5.3 Analysis

We denote by \( E \) the set of all messages \( m_{A,r} \) or \( m_{B,r} \) that were not corrupted but had a hash associated with them that formed a hash collision. Recall that for any set of messages \( T \), we denote by \( |T| \) the volume of \( T \) (i.e., the number of bits in \( T \)), and we denote by \( |T|' \) the number of messages in \( T \).

\[\text{Lemma 15.} \text{ Fix } \epsilon < 0.0005. \text{ The protocol } \Pi^H \text{ defined in Section 5.2 satisfies the following: If } \Pi^H \text{ consists of } \leq t \text{ bits and } \leq r \text{ rounds, then for any adversary that corrupts messages with total volume at most } \epsilon t, \text{ we get that}\]
\[1. \text{ With probability } \geq 1 - 10 \cdot e^{-\frac{\alpha \epsilon}{3 \log \frac{1}{\gamma}}}, \text{ over the common and private randomness,}\]
\[|E| \leq 20 \gamma t.\]
\[2. \text{ With probability } \geq 1 - 10 e^{-\frac{2 \gamma r}{3}}, \text{ over the common and private randomness,}\]
\[|E|' \leq 70 \gamma r.\]

5.4 Communication Bound

In this section we will bound the blowup of the communication of \( \Pi^H \), defined in Section 5.2. To this end, fix any adversary \( \mathcal{A} \) for the protocol \( \Pi^H \), that corrupts at most \( e' \) messages of total volume at most \( e \). We define a corresponding adversary \( \mathcal{D} \) for the protocol \( \Pi \), that corrupts at most \( e' \) message of total volume at most \( e \), as follows:

The adversary \( \mathcal{D} \) sends the exact same messages as \( \mathcal{A} \) does, excluding the hash values. Recall that for each message in \( \Pi^H_{A} \), the part that belongs to the hash value is well-defined by the suffix of the message \( 1 \cdot 0^w \), and hence the adversary \( \mathcal{D} \) is well defined.

\[\text{Lemma 16.}\]
\[\text{CC}(\Pi^H_{A}) \leq (1 + 50C\alpha) \text{CC}(\Pi_{D}) + e + 600C \log \frac{1}{\gamma} \cdot k\]
where \( C \) is the universal constant from Lemma 13, and \( k \) is the number of rounds with hash in \( \Pi_{D} \).

The proof of this lemma is deferred to full version.

6 Hash Implementation with Private Randomness

In this section we show how to implement the ideal hashes in protocol \( \Pi \), defined in Section 4, without resorting to shared randomness, but rather using only private randomness. To this end, we will slightly modify the protocol \( \Pi \), into a new protocol \( \Pi' \).
High-level overview of $\Pi'$. Let's first recall the approach used in previous works [2, 19]. In these works, the long shared randomness is replaced with $\delta$-biased randomness, where $\delta = 2^{-\alpha t}$ and $t$ is a bound on the communication complexity. Such $\delta$-biased randomness can be generated using only $O(\alpha t)$ random bits. Hence, in previous works, these $O(\alpha t)$ bits of randomness are sent in advance (using an error correcting code). If we indeed had a bound $t$ on the communication complexity, then this idea would work, as explained below.

Recall that the randomness is used for equality testing. From Lemma 14, we know that for any oblivious adversary (i.e., one that is independent of the randomness), the fraction of collisions in the case where the seed is random is $\delta$-close to the fraction of collisions in the case where the seed is $\delta$-biased. Denoting by $N$ the number of possible oblivious adversaries, and by taking a union bound over all possible oblivious adversaries, we conclude that the probability that there exists an oblivious adversary that causes “too many” hash collisions in the case where the seed is $\delta$-based is bounded by the same probability where the seed is truly random plus an additive term of $\delta N$. We note that

$$N \leq 2^{H(\epsilon)t} \cdot 2^t = 2^{O(\epsilon \log \frac{1}{\epsilon} t)},$$

and thus

$$\delta N = 2^{-\alpha t} \cdot 2^{O(\epsilon \log \frac{1}{\epsilon} t)} = 2^{-\Omega(\alpha t)}.$$

Therefore, the probability that there exists an oblivious adversary that causes “too many” hash collisions is at most $2^{-\Omega(\alpha t)}$. Note that we can view any (non-oblivious) adversary as one that chooses an oblivious adversary as a function of the public randomness, and runs this oblivious adversary. Therefore, we conclude that for any (non-oblivious) adversary the probability that there are “too many” hash collisions is bounded by $2^{-\Omega(\alpha t)}$.

However, in our setting, we do not have an apriori bound on the communication complexity. In particular, if we replace the CRS with $\delta$-biased randomness, where $\delta = 2^{-\alpha t}$ for some $t$, and if the adversary has a corruption budget of more than $O(\alpha t)$ bits (i.e., the communication complexity is larger than $\frac{\alpha t}{\epsilon}$), then our protocol is no longer safe. We overcome this problem by sending more randomness as the communication complexity increases.

More specifically, the parties start by assuming that the communication complexity is some small $t_{\text{min}}$, where $t_{\text{min}}$ is a lower bound on the communication complexity. So, the protocol starts when one of the parties, say Alice, chooses a random string $s \in \{0, 1\}^{\alpha t_{\text{min}}}$, and sends it to Bob.\(^{11}\)

Once $t_1 \geq \frac{\alpha t_{\text{min}}}{\epsilon}$ bits are sent in the protocol, the safety of this randomness could be compromised, since the adversary has enough budget to compromise $\alpha t_{\text{min}}$ bits. Hence, each party, before sending its message, will check whether sending this message will cause the communication complexity to exceed $\frac{\alpha t_{\text{min}}}{\epsilon}$. If so, then instead of sending the message, the party will send new randomness. This time, the party will choose at random $s_2$ of size $\alpha t_1 - |s_1|$ and send $(s_1, s_2)$. If this randomness is inconsistent with the first randomness sent ($s_1$) then the party receiving the randomness aborts.

Once the communication complexity is $t_2 \geq \frac{\alpha t_1}{\epsilon}$, again the safety of the previous randomness could have been compromised, and hence as above, if a party is about to send a message that will cause the communication complexity to exceed $\frac{\alpha t_1}{\epsilon}$, then instead of sending the message, the party will choose at random $s_3$ such that $|s_1| + |s_2| + |s_3| = \alpha t_2$.

\(^{11}\)As before, we ignore the error-correcting code, since we consider only message adversaries, that corrupt messages as opposed to bits, and the budget for corrupting a message is the length of the message (or the length of the corrupted message, whichever is longer).
and will send \( (s_1, s_2, s_3) \), etc. If at any point the randomness received is inconsistent with the previous random string then the party aborts. We refer to these special messages that transmit randomness by *system messages*.

There is a slight problem with this idea: How does Bob know which message sent by Alice corresponds to a message in the initial protocol \( \Pi \), and which is a system message? We fix this problem by appending 1’s to system messages, and appending 0’s to messages corresponding to \( \Pi \). However, recall, that we do not want to blowup the communication complexity. Hence we only append these bits to long messages. This is enough, since system messages are always long.

Note that according to our protocol the parties first receive randomness \( s_1 \), then they receive new randomness \( (s_1, s_2) \), and so on. We ensure that if at any point, a system message was decoded incorrectly, then eventually the parties will abort, and “catch” the adversary with injecting too many errors. This guarantee simplifies the analysis: Either at some point a system message was decoded incorrectly, in which case the adversary is “caught” with injecting too many errors, or all the parties always agree on the randomness, in which case correctness follows from the correctness of the underlying protocol in the shared randomness model.

To ensure that indeed the parties will always notice when a system message was corrupted, we add to the system message the rounds \( r_1, \ldots, r_k \) in which system messages were sent. This is done to circumvent the case where the message \( (s_1, s_2) \) was corrupted and converted into a protocol message, and a few rounds later a protocol message was corrupted and converted into the same system message \( (s_1, s_2) \). If we do not include the round number then the parties may never notice that there was a point in the protocol where they did not agree on the shared randomness. In order to avoid dealing with such cases, we simply include the round numbers of the system messages.

Finally, we notice that even though we ensure that the parties always agree on the shared randomness (assuming the adversary does not inject too many errors), there is still a subtle issue. Note that the first random string \( s_1 \) is \( \delta \)-biased for \( \delta = 2^{-\alpha t_{\text{min}}} \). As we saw in previous work, this suffices if the number of oblivious adversaries, restricted to the first \( t_{\text{min}} \)-bits, is bounded by \( 2^{O(\alpha t_{\text{min}})} \). However, in our setting, since the total communication may be significantly larger than \( t_{\text{min}} \), the number of such oblivious adversaries can be as large as \( 2^{t_{\text{min}}} \), in which case the number of rounds with hash collisions can be large. To overcome this problem, we ensure that in the first \( t_{\text{min}} \) bits of communication, the adversary cannot inject too many errors (without being “caught”). This is done by re-sending the first \( t_{\text{min}} \) bits after \( t_{\text{min}}/\alpha \) bits of the protocol were transmitted, and the parties abort if these \( t_{\text{min}} \) bits are \( \epsilon/\alpha \)-far from the first \( t_{\text{min}} \) bits of the transcript. More precisely, to each system message sent after \( t \) bits of the protocol were communicated, we append the first \( at \) bits of the transcript.

In what follows we present our protocol \( \Pi' \). For the sake of simplicity, after each system message is sent, the party receiving a system message replies with an “echo” message, by simply repeating the system message. The purpose of this “echo” message is simply to allow the other party to send his protocol message (which he didn’t have the budget to send in the previous round).

**The protocol \( \Pi' \).** Let \( b > 2 \), and let \( \alpha \leq \frac{1}{32000} \), where \( C \) is the constant defined in Lemma 13. Fix any \( d \in \mathbb{N} \) and \( \gamma > 0 \) such that

\[
\gamma \leq \min \left\{ \frac{1}{d}, 2^{-b} \right\} \quad \text{and} \quad d \geq \log \frac{1}{\gamma} / \alpha.
\]

For convenience the reader can think of \( b = 2 \) and \( \gamma = \frac{1}{d} \).
Let \( \Pi \) be the protocol, in the ideal hash model, defined in Section 4, instantiated with \( \alpha \) and \( d \) as above, and with any \( \alpha' > 0 \). Let \( t_{\min} \) be a lower bound on the communication complexity of \( \Pi \), where

\[
t_{\min} \geq \max\{\alpha^{-2}, 250C\alpha^{-1}\log d\},
\]

and let

\[
W = \alpha t_{\min}.
\]

Let \( H \) be the hash family defined in Section 5. The protocol \( \Pi' \) makes oracle access to the protocol \( \Pi^H \) (defined in Section 5).

In protocol \( \Pi' \), each party maintains a transcript \( T \) initialized to \( \emptyset \), an integer \( k \) initialized to 0, \( k \) strings \( s_1, \ldots, s_k \), \( k \) partial transcripts \( P_1, \ldots, P_k \), and \( k \) rounds \( r_1, \ldots, r_k \) that will be determined during the protocol. Intuitively, \( T \) is the transcript corresponding to Protocol \( \Pi^H \), \( s_1, \ldots, s_k \) are \( k \) seeds that are used to generate the hash function implementing the ideal hash, and \( r_1, \ldots, r_k \) correspond to rounds in \( \Pi^H \) where the common randomness changes. Similarly to \( \Pi \) (and \( \Pi^H \)), in \( \Pi' \) we interpret the (partial) transcripts as strings.\(^{12}\)

In \( \Pi' \), if a party aborts, it always waits until at least \( t_{\min} \) bits are sent before aborting the protocol, so as to fulfill the requirement that the communication complexity of \( \Pi' \) is at least \( t_{\min} \).

In the first round of \( \Pi' \) Alice does the following:

1. Choose \( s_1 \in \{0, 1\}^W \), and let \( k = 1, r_1 = 0 \), and \( P_1 = \emptyset \).
2. Send \((s_1, P_1, r_1, 1)\).

We next describe the protocol from Alice’s point of view, given her private state

\((T, k, s_1, \ldots, s_k, r_1, \ldots, r_k, P_1, \ldots, P_k)\).

Bob’s view is symmetric (by switching between \( A \) and \( B \)). Upon receiving a message \( m_B \), Alice does the following:

1. If in the previous round Alice computed her message in step 4(e)ii of the protocol (or if the previous round was the first round of the protocol) then check that \( m_B \) is an echo (i.e., equal to) the message sent by Alice in the previous round. If not then halt, and otherwise goto Step 4c.
2. Otherwise, denote \( \ell = |m_B| \).
3. If \( \ell \geq b^kW \) and the least significant bit of \( m_B \) is 1, then do the following:
   a. If there exists \( s, P, r \in \{0, 1\}^{b^kW} \), where \( r \) is a binary representation of \(|T|' \), such that
      \[
      (s_1, \ldots, s_k, s, P_1, \ldots, P_k, P, r_1, \ldots, r_k, r, 1) = m_B,
      \]
      and such that \( P \) can be obtained from a prefix of \( T \) by corrupting messages of volume at most \( \frac{|P|}{bd \log d} \), then define \( s_{k+1} = s \), define \( r_{k+1} = r \), \( P_{k+1} = P \), update \( k \leftarrow k + 1 \), and send (an echo message) \( m_B \).
   b. Else, abort the protocol.

\(^{12}\)This is done by standard encoding, where after each bit of the transcript we add a bit that represents whether the message ended or not. Thus, a transcript of length \( \ell \) can be described by a string of length \( 2\ell \).
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4. Else, do the following:
   a. If \( \ell \geq b^8 W \) then let \( m'_B \) be the message \( m_B \) when the least significant bit of \( m_B \) is truncated. Otherwise, let \( m'_B = m_B \).
   b. Update \( T \leftarrow T \cup \{m'_B\} \).
   c. Define \( m_A = \Pi'_R(T) \), using \( x = x(s_1, \ldots, s_k, r_1, \ldots, r_k) \) as the shared randomness, where the exact function \( x \) is defined later. If there is no \( m_A \) to send then abort.
   d. If \( |T \cup m_A| < \frac{b^8 W}{\alpha} \) then do the following:
      i. Update \( T \leftarrow T \cup \{m_A\} \).
      ii. Let \( \ell = |m_A| \).
      iii. If \( \ell < b^8 W \) then send \( m_A \), and otherwise send \( (m_A, 0) \).
   e. Else,
      i. Let \( s_{k+1}, P_{k+1}, r_{k+1} \in \{0, 1\}^{b^8 W} \) such that \( s_{k+1} \) is a uniformly chosen random string, \( P_{k+1} \) consists of the first \( b^8 W \) bits of \( T \) (where \( T \) is viewed as string) and \( r_{k+1} \) is a binary representation of \( |T'| \).
      ii. Send
         \[
         (s_1, \ldots, s_k, s_{k+1}, P_1, \ldots, P_k, P_{k+1}, r_1, \ldots, r_k, r_{k+1}, 1). \]
      iii. \( k \leftarrow k + 1 \).

\textbf{Theorem 17.} Fix any adversary \( A \) for \( \Pi' \) that corrupts \( \epsilon' R(\Pi'_A) \) of the messages of total volume at most \( \epsilon \cdot CC(\Pi'_A) \), for \( \epsilon \leq \frac{\alpha}{2\log \epsilon} \), where \( \Pi'_A \) denotes the protocol \( \Pi' \) executed with the adversary \( A \). Then there exists an adversary \( D \) for the protocol \( \Pi \), that corrupts at most \( \epsilon' R(\Pi_D) + 2 \epsilon' \log_6 CC(\Pi_D) \) messages of total volume at most \( 2 \epsilon CC(\Pi_D) \), such that the following holds:
   1. \( \Pi'_A \) always sends at least \( t_{\text{min}} \) bits.
   2. \( CC(\Pi'_A) \leq (1 + 2600\alpha) CC(\Pi_D) \).
   3. \( R(\Pi'_A) \leq R(\Pi_D) + 2 \log_6 CC(\Pi_D) \).
   4. When \( \Pi'_A \) ends, both Alice and Bob (separately) can efficiently compute their view of the transcript of \( \Pi_D \).
   5. The adversary \( D \) chooses the hash collisions in a probabilistic manner such that for every \( t \) and every \( r \), with probability \( \geq 1 - 20 \cdot 2^{-t/2} \), the volume of hash collisions in the first \( t \) bits of \( \Pi_D \) is at most \( 35 \gamma t \), and with probability \( \geq 1 - 80r \cdot 2^{-7\gamma b/8} r \), the number of rounds with hash collisions in the first \( r \) rounds of \( \Pi_D \) is at most \( 100 \gamma r \).
   6. \( \Pi' \) is efficiently computable if \( \Pi \) is efficiently computable.

The proof of Theorem 17 is deferred to full version.

7 Putting it all Together

In this section, we prove our main theorem (Theorem 4), using the theorems from previous sections. We restate our main theorem for the sake of convenience.

\textbf{Theorem 18.} There exists a universal constant \( \alpha_0 \geq 0 \) such that for any blowup parameters \( \alpha \leq \alpha_0 \) and \( \alpha' \leq 1 \), there exist parameters \( \epsilon = \Omega(\alpha^{3+\frac{1}{\alpha'}}) \), \( \epsilon' = \Omega(\alpha \alpha' \beta) \), and \( \delta = \alpha^{O(1/\alpha')} \), and there exists a probabilistic oracle machine \( S \), such that for any protocol \( \Pi = (A, B) \),

\[ \frac{1}{\alpha} \text{ or so } \log |T'| \leq \log \frac{b^8 W}{\alpha} \leq b^8 W. \]

\[ \Pi_D \text{ denotes the protocol } \Pi \text{ executed with the adversary } D. \]
in which the parties always transmit at least $t_{\min}$ bits (even in the presence of error), and for any adversary $A$ that corrupts at most $\epsilon$-fraction of the bits of the simulated protocol $\Pi' = (S^A, S^B)$, the protocol $\Pi'_A$ (which is the protocol $\Pi'$ executed with the adversary $A$), satisfies the following properties.

1. $CC(\Pi'_A) \geq t_{\min}$.
2. There exists $t_0 = (1 + O(\alpha))CC(A, B)$ such that for all $t > t_0$
   \[\Pr[CC(\Pi'_A) > t] \leq 2 \cdot 2^{-dt},\]
   where the probability over the private randomness of $S$.
3. There exists $r_0 = (1 + O(\alpha')) R(A, B) + O\left(\frac{1}{\log \frac{1}{\epsilon}} \log CC(A, B) + 1\right)$ such that for any $r \geq r_0$, if at most $\epsilon'$-fraction of the messages are $\alpha'^2$-corrupted, then
   \[\Pr[R(\Pi'_A) > r] \leq 2 \cdot 2^{-dr},\]
   where the probability over the private randomness of $S$.
4. For any $t > 0$,
   \[\Pr[\text{Output}(\Pi'_A) \neq \text{Trans}(\Pi) \land (CC(\Pi'_A) > t)] \leq 2 \cdot 2^{-dt},\]
   where the probability over the private randomness of $S$.
5. $S$ is a probabilistic polynomial time oracle machine, and hence the computational efficiency of $S^A$ and $S^B$ is comparable to that of $A$ and $B$, respectively.

In the proof of this theorem, we use an error correcting code from a recent work of Guruswami and Li [18].

**Theorem 19 ([18]).** For every $\alpha > 0$ there is an explicit encoding scheme $Enc, Dec : \{0, 1\}^* \rightarrow \{0, 1\}^*$ with the following properties:

1. For any $m \in \{0, 1\}^*$ we have $|Enc(m)| = (1 + O(\alpha))|m|$.
2. For any $m \in \{0, 1\}^*$ and any $y$ that can be obtained from $Enc(m)$ by $\alpha^2 \cdot |Enc(m)|$ insertions and deletions, $Dec(y) = m$.
3. $Enc$ and $Dec$ are computable by a polynomial time Turing machine.

In the proof of Theorem 18 we use the following padding claim.

**Claim 20.** Let $\alpha, \beta \leq 0.1$, and $L_0 \geq \alpha^{-1}$. Then any $(\alpha, 2\beta)$-smooth protocol $\Pi$ can be efficiently converted into an $(\alpha, \beta)$-smooth protocol $\Pi'$ such that

- $\Pi$ can be computed from the first $(1 - 2\alpha)$ fraction of bits of $\Pi'$.
- $CC(\Pi) + L_0 \leq CC(\Pi') \leq (1 + 13\alpha)CC(\Pi) + 3L_0$.
- $R(\Pi') \leq R(\Pi) + \log_2 CC(\Pi) + \log_2 L_0 + 1$.

The proof of this claim is deferred to full version.

**Proof of Theorem 18.** Fix any $\alpha \leq \alpha_0$ and $\alpha' \leq 1$. Let $C$ be the constant from Lemma 13 (see Section 5). Let $Enc, Dec$ be the encoding scheme from Theorem 19 with the parameter $\alpha$. Recall that for all $m$, $|Enc(m)| = (1 + O(\alpha))|m|$. Let $\alpha_1$ be the maximal constant that satisfies,

\[
\forall m : |Enc(m)| \leq 2|m|.
\]

We define $\alpha_0 = \min\{\alpha_1, \frac{1}{3000\gamma}\}$. Given $\alpha, \alpha'$ define,

\[
\beta = \frac{\alpha^{\frac{\alpha'}{2}}}{320 \log^2 \frac{1}{\alpha}}, \gamma = \frac{\alpha^{\frac{\alpha'}{200}}}{240}, b = \frac{2}{\alpha'}, d = \log \frac{1}{\alpha}, L_0 = 250C\alpha^{-2} \log d,
\]
\[ \epsilon = \min \left\{ \frac{\alpha^3}{2bd \log d}, \frac{\alpha^3 \beta}{320} \right\}, \quad \epsilon' = \frac{\alpha \alpha'^3}{\log \frac{3}{\alpha}}, \quad \text{and} \quad \delta = \gamma^9. \]

These parameters were chosen to satisfy the following claim.

Claim 21. Our parameters satisfy the following:
\begin{enumerate}
\item \[ \epsilon = \tilde{\Omega}(\alpha^3 + \frac{1}{\alpha}), \quad \epsilon' = \tilde{\Omega}(\alpha \alpha'^3) \quad \text{and} \quad \delta = \alpha^{O(1/\alpha')}. \]
\item \[ \alpha < \frac{1}{4} \quad \text{and} \quad \beta \leq \frac{1}{30}. \]
\item \[ \alpha, \beta < \frac{1}{0.01} \quad \text{and} \quad L_0 \geq \alpha^{-1}. \]
\item \[ \frac{1}{\alpha'} \leq \frac{1}{\beta \log d}. \]
\item \[ 18 \beta^{-1}(35\gamma + \frac{4}{\alpha'}) + 20d\beta^{-1}(35\gamma + 4e) \leq \alpha. \]
\item \[ (100\gamma + e') \cdot 906d \log \frac{1}{\beta} \leq \alpha' \quad \text{and} \quad 1812d \log \frac{3}{\alpha} \leq \frac{1}{\log \frac{3}{\alpha}}. \]
\item \[ \delta \leq \frac{1}{(100\gamma + 10)\alpha}, \quad \text{and for all} \quad x > 0 \quad \text{we have that} \]
\[ 2 \cdot 2^{-\delta x} \geq \min \left\{ 1, \frac{120d}{\gamma} \cdot 2^{-\frac{x}{\alpha}} + \gamma^{-17} \cdot 2^{-\frac{3}{2}\gamma^8 x} \right\}. \]
\end{enumerate}

The protocol \( \Pi' \) is defined as follows:
\begin{enumerate}
\item Convert \( \Pi \) into a \((\alpha, 2\beta)\)-smooth protocol \( \Pi_{\text{smooth}} \) by applying Lemma 6 (Section 3) to \( \Pi \), with respect to parameters \((\alpha, 2\beta)\). These parameters satisfy the requirements in Lemma 6 by Item 2.
\item Convert \( \Pi_{\text{smooth}} \) into \( \Pi_{\text{pad}} \) using Claim 20 (above) with parameters \( \alpha, \beta, L_0 \). These parameters satisfy the requirements in Claim 20 by Item 3.
\item Convert \( \Pi_{\text{pad}} \) to the error-resilient protocol \( \Pi_{\text{ideal}} \), which is error-resilient in the ideal hash model, by applying the protocol from Section 4 to \( \Pi_{\text{pad}} \), with parameters \( \alpha, \alpha', \beta, d \). Jumping ahead, note that by Item 4, these parameters satisfy Equation (3) which is required in order to apply Theorem 9.
\item Convert \( \Pi_{\text{ideal}} \) to the protocol \( \Pi_{\text{rand}} \), which is obtained by instantiating the ideal hash using private randomness, obtained by applying the protocol described in Section 6 to \( \Pi_{\text{ideal}} \). Jumping ahead, note that by Items 5 and 6, imply that Equations (4) and (5) are satisfied and the requirements of Theorem 17 are satisfied with respect to any adversary \( \mathcal{A} \) that corrupts messages of total volume \( \leq \frac{2}{\alpha'} \text{CC}(\Pi_{\text{rand}}) \).
\item Convert \( \Pi_{\text{rand}} \) to \( \Pi' = (S^A, S^B) \), where \( \Pi' \) is the same as \( \Pi_{\text{rand}} \), except that each message is sent encoded with the error correcting code from Theorem 19 with parameter \( \alpha \).
\end{enumerate}

Lemma 22. The protocol \( \Pi' = (S^A, S^B) \) satisfies the conditions of Theorem 18.

The proof of Lemma 22 is deferred to full version.

\footnote{Each of the following items will later be used to apply a different theorem from previous sections.
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1 Introduction

1.1 Between graphs and matrix spaces: some known bridges

The bridge between perfect matchings and full-rank matrices

It is well-known that some graph-theoretic problems reduce to certain problems about linear spaces of matrices. A classical example, tracing back to Tutte [105], and then more systematically examined by Lovász [79,81], concerns perfect matchings.

Let $F$ be a field, and $[n] := \{1, \ldots, n\}$. Let $G = ([n], E)$ be a simple and undirected graph, so $E$ can be viewed as a subset of $\{\{i,j\} : i,j \in [n], i \neq j\}$. For $n \in \mathbb{N}$ and $\{i,j\}$ where $i,j \in [n], i < j$, the elementary alternating matrix $A_{i,j}$ of size $n \times n$ is the matrix with the $(i,j)$th entry being $1$, the $(j,i)$th entry being $-1$, and the rest entries being $0$. Let $A_G$ be the linear space of alternative matrices spanned by $A_{i,j}, \{i,j\} \in E$. Then when the field is large enough, $G$ has a perfect matching if and only if $A_G$ contains a full-rank matrix.

A similar construction for bipartite graphs is also classical. Let $G = (L \cup R, E)$ be a bipartite graph where $L = R = [n]$, so $E$ can be viewed as a subset of $[n] \times [n]$. For $n \in \mathbb{N}$ and $i,j \in [n]$, the elementary matrix $E_{i,j}$ of size $n \times n$ is the matrix with the $(i,j)$th entry being $1$, and the rest entries being $0$. Let $B_G$ be the linear space of matrices spanned by $E_{i,j}, (i,j) \in E$. Then when the field is large enough, $G$ has a perfect matching if and only if $B_G$ contains a full-rank matrix.

As noted by Lovász [79], these observations give efficient randomized algorithms for deciding the existence of perfect matchings on bipartite graphs and graphs over a large enough $F$ via the celebrated Schwartz-Zippel lemma [97,117]. Furthermore, because the determinant polynomial can be evaluated efficiently in parallel [14,31], these are actually randomized NC algorithms.

This work of Lovász has inspired several prominent results, including randomized NC algorithms for constructing perfect matchings [66,87], and the recent breakthrough of quasi-NC algorithms for perfect matchings on bipartite graphs [46] and on general graphs [100].

---

1 An $n \times n$ matrix $A$ over $F$ is alternating, if for any $v \in F^n$, $v^t Av = 0$. An alternating matrix is always skew-symmetric (i.e. $A^t = -A$), and a skew-symmetric matrix is also alternating over fields of characteristic not $2$. 

---
Furthermore, derandomizing the corresponding algorithm for general linear spaces of matrices— not necessarily those of the form $B_G$ or $A_G$—is now known as the symbolic determinant identity testing problem, and turns out to be of fundamental significance in complexity theory, as that would imply strong circuit lower bounds which are considered to be beyond current techniques [28,65].

In the following, we shall call linear spaces of (alternating) matrices as (alternating) matrix spaces. For a field $F$, we use $M(s \times t, F)$ to denote the linear space of all $s \times t$ matrices over $F$, and write $B \leq M(s \times t, F)$ to denote that $B$ is a matrix space in $M(s \times t, F)$. Let $M(n, F) := M(n \times n, F)$, and $A(n, F)$ be the linear space of all $n \times n$ alternating matrices over $F$.

**The bridge between shrunk subsets and shrunk subspaces**

For bipartite graphs, a structure closely related to perfect matchings is the following. Given a bipartite graph $G = (L \cup R, E)$ where $L = R = [n]$, we say that a subset $S \subseteq L$ is a shrunk subset of $G$, if $|S| > |N(S)|$ where $N(S)$ is the set of neighbours of $S$ in $R$. The celebrated Hall’s marriage theorem [55] says that $G$ has a perfect matching if and only if it does not have a shrunk subset.

On the matrix space side, it is then natural to define the so-called shrunk subspaces. Specifically, given a matrix space $B \leq M(n, F)$, a subspace $U \leq F^n$ is a shrunk subspace of $B$, if $\dim(U) > \dim(B(U))$ where $B(U) := \cup B(B) : B \in B$, and $B(U)$ denotes the image of $U$ under $B$.

As in the perfect matching case, a bipartite graph $G$ has a shrunk subset if and only if $B_G$ has a shrunk subspace [81]. However, for general matrix spaces, the natural analogue of Hall’s theorem, namely a matrix space contains full-rank matrices if and only if it has no shrunk subspaces, does not hold, as evidenced by the space of all $3 \times 3$ alternating matrices. (The only if direction trivially holds, though.) Therefore, the bridge between shrunk subsets and shrunk subspaces is different from the one between perfect matchings and full-rank matrices.

The problem of testing whether a matrix space has a shrunk subspace arises naturally from several mathematical and computational disciplines, including algebraic complexity, non-commutative algebra, invariant theory, and analysis [48,49,61]. Not surprisingly then, this problem has had several names. We adopt the non-commutative rank problem which seems widely used now, and refer an interested reader to [48,61] for the origin of this name.

With all these motivations, the non-commutative rank problem recently received considerable attention, and substantial progress has been made. First raised by Cohn [34] four decades ago in the study of free fields, it was more recently reached at by Mulmuley in the context of derandomizing the Noether’s Normalization Lemma [85,86], and also by Hrubeš and Wigderson in the context of non-commutative arithmetic circuits with divisions [56]. Only known to be in PSPACE before 2015 [35], this problem was shown to be in P over the rational number field [48] and over any field [61].

The techniques supporting the solutions to the non-commutative rank problem are reminiscent of the corresponding techniques for the perfect matching problem on bipartite graphs. In [48], it is the scaling algorithm [78,99], generalized to the quantum operator setting [54]. In [61], it is the classical augmenting path algorithm, generalized to the matrix

---

2 We call $S$ to be “shrunk” instead of “shrinking”, as we think of the bipartite graph $G$ as shrinking the set $S$. 

---
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space setting [58, 60]. Ingredients from invariant theory are also crucial. For [48], Garg et al. needed the exponential upper bound on generating the ring of matrix semi-invariants [38]. For [61], Ivanovs et al. need the polynomial upper bound [39], which in turn relies crucially on the regularity lemma developed in [60].

1.2 Between graphs and matrix spaces: a new bridge

In this paper we lay the foundation for yet another bridge between graphs and matrix spaces. We focus on undirected simple graphs, hence it is natural, as Tutte and Lovász did with perfect matchings, to work with alternating matrix spaces. We start from independent sets and vertex colorings, two central structures in graph theory with numerous results from various motivations [40, 63]. By identifying analogues of them in the alternating matrix space setting, we arrive at isotropic spaces and isotropic decompositions, which we define now.

Definition 1. Let \( \mathcal{A} \subseteq \Lambda(n, \mathbb{F}) \) be an alternating matrix space. A subspace \( U \subseteq \mathbb{F}^n \) is an isotropic space of \( \mathcal{A} \), if for any \( u, u' \in U \), and any \( A \in \mathcal{A} \), we have \( u'Au' = 0 \). For \( c \in \mathbb{N} \), an isotropic \( c \)-decomposition of \( \mathcal{A} \) is a direct sum decomposition of \( \mathbb{F}^n \) into \( c \) nonzero subspaces \( U_1 \oplus \cdots \oplus U_c \), where every \( U_i \) is an isotropic space.

Recall that for a graph \( G = ([n], E) \), an independent set of \( G \) is a subset \( S \subseteq [n] \) such that for any \( i, j \in S \), there is no edge from \( E \) connecting these two vertices. A vertex \( c \)-coloring of \( G \) is a partition of the vertex set into \( c \) independent sets. Therefore, the definitions of isotropic spaces and isotropic decompositions do mimic those of independent sets and vertex colorings. It is then natural to introduce the following definitions and the corresponding algorithmic problems.

Definition 2. Let \( \mathcal{A} \subseteq \Lambda(n, \mathbb{F}) \). The isotropic number of \( \mathcal{A} \), denoted as \( \alpha(\mathcal{A}) \), is the maximum \( d \in \mathbb{N} \) such that \( \mathcal{A} \) has an isotropic space of dimension \( d \). The isotropic decomposition number, denoted as \( \chi(\mathcal{A}) \), is the minimum \( c \in \mathbb{N} \) such that \( \mathcal{A} \) admits an isotropic \( c \)-decomposition.

Given \( d \in \mathbb{N} \) and a linear basis of \( \mathcal{A} \subseteq \Lambda(n, \mathbb{F}) \), the maximum isotropic space problem asks to decide whether \( \alpha(\mathcal{A}) \geq d \). Given \( c \in \mathbb{N} \) and a linear basis of \( \mathcal{A} \subseteq \Lambda(n, \mathbb{F}) \), the isotropic \( c \)-decomposition problem asks to decide whether \( \chi(\mathcal{A}) \leq c \).

Note that \( \alpha(\cdot) \) and \( \chi(\cdot) \) are used to denote the independent number and the chromatic number of graphs [40], and these choices are deliberate. Also note that for any \( \mathcal{A} \subseteq \Lambda(n, \mathbb{F}) \), we have \( \alpha(\mathcal{A}) \geq 1 \), and \( \chi(\mathcal{A}) \leq n \). Indeed, due to the alternating condition, any \( \mathcal{A} \subseteq \Lambda(n, \mathbb{F}) \) enjoys the property that any 1-dimensional subspace of \( \mathbb{F}^n \) is an isotropic space of \( \mathcal{A} \). It follows that any direct sum decomposition of \( \mathbb{F}^n \) into \( n \) dimension-1 subspaces is an isotropic \( n \)-decomposition of \( \mathcal{A} \). This property corresponds nicely to that for any undirected simple graph, every single vertex is an independent set. On the other hand, symmetric matrix spaces do not satisfy this property in general. Therefore, this small but pleasant coincidence suggests that working with alternating matrix spaces is a natural choice in this setting.

Our first result follows what Lovász did with perfect matchings, and provides a first indication on the new connection. Recall that given a graph \( G = ([n], E) \), we can associate an alternating matrix spaces \( \mathcal{A}_G \subseteq \Lambda(n, \mathbb{F}) \), spanned by those elementary alternating matrices \( A_{i,j} \) with \( \{i, j\} \in E \).

Theorem 3. Let \( G \) and \( \mathcal{A}_G \) be as above. Then we have
1. \( G \) has a size-\( s \) independent set if and only if \( \mathcal{A}_G \) has a dimension-\( s \) isotropic space. In particular, \( \alpha(G) = \alpha(\mathcal{A}_G) \).
2. \( G \) has a vertex \( c \)-coloring if and only if \( \mathcal{A}_G \) has an isotropic \( c \)-decomposition. In particular, \( \chi(G) = \chi(\mathcal{A}_G) \).
The proof is in Section 4. Theorem 3 demonstrates that the maximum isotropic space problem and the isotropic decomposition problem are genuine generalizations\footnote{Note that for the maximum isotropic space problem and the isotropic decomposition problem, we consider all alternating matrix spaces, not necessarily of the form $A_G$ coming from a graph $G$.} of the maximum independent set problem and the vertex $c$-coloring problem, respectively. It also implies the following.

\begin{itemize}
  \item Corollary 4. The maximum isotropic space problem and the isotropic $3$-decomposition problem for alternating matrix spaces are $NP$-hard.
\end{itemize}

Emboldened by Theorem 3, we propose to view isotropic spaces and decompositions as linear algebraic analogues of independent sets and vertex colorings, and study these two structures from the perspectives of graph theory and algorithms. This leads to natural and interesting mathematical and algorithmic problems, whose solutions bring together strategies, techniques, and results from several areas, including graph theory, algorithm design, computer algebra, and algebraic complexity. We regard these results as laying the foundation of a new bridge between graphs and alternating matrix spaces.

While our investigation started with an analogy, isotropic spaces and decompositions are actually classical notions, with natural interpretations in group theory and manifold theory. Therefore, some of our results have concrete applications to these areas. We also initiate a variant of this theory in quantum information, and find an interesting information theoretic interpretation of isotropic spaces in quantum error correction. These demonstrate the usefulness of this new bridge.

Before we go on to detailed descriptions of our results, we set up some notation. We use $\mathbb{F}_q$, $\mathbb{Q}$, $\mathbb{R}$, and $\mathbb{C}$ to denote the finite field with $q$ elements, the rational number field, the real number field, and the complex number field, respectively. Elements in $\mathbb{F}_q^n$ are \textit{column} vectors. In algorithms, subspaces of $\mathbb{F}_q^n$ and $\Lambda(n,\mathbb{F})$ are represented by linear bases. We may write $\Lambda(n,\mathbb{F}_q)$ as $\Lambda(n,q)$ for convenience. For more details on the computation model, see Section 2.1.

We also recall some well-known graph-theoretic and/or algorithmic results \cite{40}, which will be useful in seeing the analogues.

1. Whether a graph is bipartite can be tested in deterministic polynomial time.
2. On bipartite graphs, the maximum independent set problem is in $P$.
3. Any $n$-vertex and $m$-edge graph has an independent set of size $\geq \frac{n^2}{2m+\sqrt{2m}}$ \cite{104}\footnote{This follows from Turán's celebrated result in extremal graph theory, which is usually stated for cliques, and implies this by simply taking the complement graph.}.
4. The number of maximal independent sets on an $n$-vertex graph is $\leq 3^n$ \cite{84}\footnote{This classical result of Lawler was from the 1970's, and the current status of the art is $2^n \cdot \text{poly}(n)$ \cite{17}.}.
5. The chromatic number of an $n$-vertex graph can be computed in time $(1 + 3^n)^n \cdot \text{poly}(n)$ \cite{72}.

All the above results will be found to have natural correspondences in the alternating matrix space setting. The reader may find some fun in trying to formulate the correspondences by him/herself.

\subsection{Linear algebraic analogues of bipartite testing and maximum independent set on bipartite graphs}

After Corollary 4, the isotropic $2$-decomposition problem is of particular interest, as the vertex $2$-coloring problem just asks whether a graph is bipartite, which can be tested efficiently by breadth-first search. A moment’s thought suggests that a breadth-first search type idea seems not applicable to the isotropic $2$-decomposition problem (see also Appendix A).
Fortunately, it turns out that this problem has been studied in computer algebra over finite fields by Brooksbank, Maglione, and Wilson in [20]. Their strategy can be readily applied to $\mathbb{R}$ and $\mathbb{C}$, using some ingredients from [59].

**Theorem 5** ([20, Theorem 3.6], [59]). The isotropic 2-decomposition problem can be solved in randomized polynomial time over $\mathbb{F}_q$ with $q$ odd, and in deterministic polynomial time over $\mathbb{R}$ and $\mathbb{C}$. Furthermore, over $\mathbb{F}_q$ with $q$ odd, the algorithm also outputs the linear bases of the two subspaces in an isotropic 2-decomposition.

While a proof for $\mathbb{F}_q$ was already sketched in [20], we still give an exposition of this proof in Section 5. Besides indicating how to handle $\mathbb{R}$ and $\mathbb{C}$, we wish to give some reader a flavor of how the so-called $\ast$-algebra technique, pioneered by Wilson [111,112] in computer algebra, is applied to this setting. This technique was recently shown to be useful in polynomial identity testing and multivariate cryptography [59].

Theorem 5 and its proof reveal that the isotropic spaces and the isotropic decompositions do have connections with, and implications to, other disciplines, just like the case of non-commutative ranks. Furthermore, a quantum variant of the theory can be developed, and the corresponding isotropic 2-decomposition problem can be solved efficiently using quantum information theoretic techniques (see Section 12). As mentioned above, the techniques used to solve the non-commutative rank problem also have their roots in algebra [61] and quantum information [48]. Perhaps it is not so coincidental that techniques from these areas are useful again.

In fact, the non-commutative rank problem arises naturally in our context. Since a bipartite graph is just a graph admitting a vertex 2-coloring, it is natural to make the following definition.

**Definition 6.** An alternating matrix space is bipartite, if it admits an isotropic 2-decomposition.

A well-known fact in graph theory is that, on bipartite graphs, the maximum independent set problem can be solved in deterministic polynomial time, through a reduction to the minimum vertex cover problem. The latter problem is equivalent to the maximum matching problem via König’s theorem. It is then interesting to examine whether bipartite alternating matrix spaces admit an efficient algorithm for the maximum isotropic space problem. It turns out that the isotropic number of a bipartite alternating matrix space is closely related to the non-commutative rank of some matrix space, as we shall see now.

We have mentioned the decision version of the non-commutative rank problem in Section 1.1. We now define the non-commutative rank in a slightly more general setting. Given $B \leq M(s \times t, \mathbb{F})$, its non-commutative rank is $\text{ncrk}(B) := s + t - \max\{\dim(U) + \dim(V) : \forall u \in U, v \in V, B \in B, u^t B v = 0\}$ [47]. Note that the recent works [48,61] used a slightly different formulation in the setting $s = t$.

Given a bipartite $A \leq \Lambda(n,F)$, up to isometry (i.e. the action of $T \in \text{GL}(n,F)$ sending $A$ to $T^t A T := \{T^t A T : A \in A\}$), every $A \in A$ is of the form $\begin{bmatrix} 0 & B \\ -B^t & 0 \end{bmatrix}$, where $B$ is of size $s \times t$ (see Section 3). Let $B \leq M(s \times t,F)$ be the space of such $B$ arising from some $A \in A$. Then we have:

**Theorem 7.** Let $A \leq \Lambda(n,F)$ and $B \leq M(s \times t,F)$ be from above. Then $\alpha(A) = n - \text{ncrk}(B)$.

Thanks to the solution of the non-commutative rank problem over any field [61], and Theorem 5 in the case of $\mathbb{F}_q$ with odd $q$, we have
Corollary 8. The maximum isotropic space problem for bipartite alternating matrix spaces of size $n \times n$ over $\mathbb{F}_q$, $q$ odd, can be solved in randomized $\text{poly}(n, \log q)$ time.

The proofs of Theorem 7 and Corollary 8 are in Section 6. In some sense, the non-commutative rank may be considered as corresponding to the minimum vertex cover size in the bipartite alternating matrix space setting. However, unlike in the graph case, where the relation between independent sets and vertex covers is so straightforward, the proof of Theorem 7 requires some twists, because of the “flexibility” of vectors and matrices.

Having seen the implication of the non-commutative rank problem to our setting, let us examine the following mathematical problem that arises naturally in our context, whose solution turns out to come from algebraic geometry. Again, let us trace back to the graph setting, and consider $\alpha(n, m) := \min\{\alpha(G) : G \text{ a graph with } n \text{ vertices and } m \text{ edges}\}$, where $\alpha(G)$ is the independence number. A celebrated result of Turán [104] in extremal graph theory implies that

\[
\alpha(n, m) \leq \left\lfloor \frac{n^2}{2m + n} \right\rfloor.
\] (1)

Turning to the alternating matrix space setting, it is natural to define $\alpha(\mathbb{F}, n, m) := \min\{\alpha(A) : A \leq \Lambda(n, \mathbb{F}), \dim(A) = m\}$. This quantity has been studied by Buhler, Gupta, and Harris [22] in relation to abelian subgroups of $p$-groups [4, 23]. The main result of [22], proved using algebraic geometric techniques, is as follows: for any $m > 1$, we have

\[
\alpha(\mathbb{F}, n, m) \leq \left\lfloor \frac{m + 2n}{m + 2} \right\rfloor,
\] (2)

where the equality is attainable over algebraically closed fields. This inequality was also obtained earlier by Ol’shanskii [89]. Comparing Equations 1 and 2, we see that $\alpha(n, m)$ and $\alpha(\mathbb{F}, n, m)$ behave quite differently. For example, by Equation 1, every graph with $n$ vertices and $2n$ edges has an independent set of size at least $n/5$. On the other hand, by Equation 2, there exists a dimension-$2n$ alternating matrix space in $\Lambda(n, \mathbb{F})$ with no isotropic space of dimension $\geq 2$.

Motivated by the discussion in the last paragraph, we study the algorithmic problem of deciding whether there exists an isotropic space of dimension $\geq 2$ for $A \leq \Lambda(n, \mathbb{F})$. This is equivalent to ask whether $A$ has an isotropic $(n - 1)$-decomposition. Note that the corresponding problem on graphs is trivial, as a graph has an independent set of size $\geq 2$ if and only if it is not the complete graph. It turns out that over $\mathbb{Q}$, this problem is substantially more difficult.

Theorem 9. Over $\mathbb{Q}$, assuming the generalized Riemann hypothesis, there is a randomized polynomial-time reduction from deciding quadratic residuosity modulo squarefree composite numbers to the problem of deciding whether an alternating matrix space has an isotropic space of dimension $\geq 2$.

The proof is in Section 7. It relies crucially on Rónyai’s fundamental work on computing algebra structures [92]. One ingredient here is the introduction of the existential singularity problem for matrix spaces, which turns out to have rich connections to several mathematical disciplines (see Problem 25 and Section 7.1).

6 While in [22] the main result was stated for fields of characteristic $\neq 2$, the proof, at least the inequality, works for any characteristic.
1.4 Linear algebraic analogues of bounding the number of maximal independent sets and exact exponential algorithms for chromatic numbers

An independent set on a graph is maximal if it is not properly contained in some other independent set. The study of maximal independent sets is a classical demonstration of how graph theory and algorithm study are intertwined.

In the 1960’s, Erdős and Moser raised the question of bounding the number of maximal independent sets on a graph. It was subsequently solved by Moon and Moser [84], and alternative proofs have been found [108,115]. They show that the number of maximal independent set of an $n$-vertex graph is upper bounded by $3^{n/3}$, and this bound is tight. (Some refinement is required when $n$ is not a multiple of 3.) Since the 1970’s, the problem of outputting all maximal independent sets or maximal cliques received considerable attention [7,64,73,103]. One application was provided by Lawler [72], who showed that the Moon-Moser bound together with dynamic programming give an algorithm for computing the chromatic number of an $n$-vertex graph in time $(1 + \sqrt{3})^n \cdot \text{poly}(n)$. This algorithm was the starting point of exact exponential-time algorithms for chromatic numbers. Subsequent improvements [15,25,44] lead to the breakthrough by Björklund, Husfeldt, and Koivisto, who presented an algorithm in time $2^n \cdot \text{poly}(n)$ [17].

Getting back to alternating matrix spaces, the natural correspondence would be maximal isotropic spaces. Formally, for an alternating matrix space $\mathcal{A} \leq \Lambda(n,F)$, an isotropic space is maximal, if there is no isotropic space properly containing it. We then ask analogous questions over finite fields, namely upper bounding the number of maximal isotropic spaces of $\mathcal{A} \leq \Lambda(n,F_q)$, and exact exponential-time algorithms for computing the isotropic decomposition number $\chi(\mathcal{A})$. Interestingly, on one hand, these problems demonstrate behaviours different from the combinatorial counterpart. On the other hand, strategies and techniques from graph theory and algorithm design do carry over, in a non-trivial way, to these problems. Again, such phenomena have been witnessed in the non-commutative rank problem, and it is interesting to see these happening in this context. Furthermore, our result on the number of maximal isotropic spaces has a direct application to group theory, as we will see in Section 1.6.

We now describe our results in more details. To start with, we note that, as in the graph setting, an easy greedy algorithm outputs one maximal isotropic space (see Proposition 18). We then consider the number of maximal isotropic spaces for alternating matrix spaces in $\Lambda(n,q)$, analogously as done by Moon and Moser for graphs [84]. A trivial upper bound is the number of all subspaces of $F_q^n$. This number, $q^{\frac{1}{6}n^2 + \Theta(n)}$, is well-known and classical (see Fact 29). Any alternating matrix space spanned by a single full-rank alternating matrix has $q^{\frac{1}{8}n^2 + \Theta(n)}$ maximal isotropic spaces, providing a lower bound. This is also classical but perhaps not that well-known (see Proposition 30). We show a non-trivial upper bound as follows.

Theorem 10. The number of maximal isotropic spaces of any $\mathcal{A} \leq \Lambda(n,q)$ is upper bounded by $q^{\frac{1}{6}n^2 + O(n)}$.

The proof is in Section 8. We adapt the proof strategy of the upper bound on maximal independent sets by Wood [115]. This requires analogues of certain graph-theoretic concepts such as degrees and neighbours in the alternating matrix space setting, which have been developed in [90]. It works up to some point, but after that, we have to resort to certain linear algebraic techniques. We leave closing the gap between $q^{\frac{1}{6}n^2 + O(n)}$ and $q^{\frac{1}{8}n^2 + O(n)}$ an interesting open problem.
The proof of Theorem 10 is constructive (see Corollary 35), so we can enumerate all maximal isotropic spaces in time $q^{\frac{1}{2}n^2 + O(n)}$. We then consider the problem of computing the isotropic decomposition number for $A \leq \Lambda(n, q)$. A naive brute-force algorithm, namely enumerating all direct sum decompositions of $\mathbb{F}_q^n$, runs in time $q^{n^2 + O(n)}$. Inspired by Lawler’s strategy in [72], we combine our Corollary 35 with a dynamic programming idea to obtain the following.

Theorem 11. The isotropic decomposition number of $A \leq \Lambda(n, q)$ can be computed in time $q^{\frac{1}{2}n^2 + O(n)}$.

The proof is in Section 9. An open question is whether the strategy in [17] for chromatic numbers can be adapted to obtain an algorithm for isotropic decomposition numbers in time $q^{\frac{1}{2}n^2 + O(n)}$. This is because the number of subspaces of $\mathbb{F}_q^n$ is $q^{\frac{1}{2}n^2 + \Theta(n)}$, while the algorithm in [17] runs in time $2^n \cdot \text{poly}(n)$ where $2^n$ is the number of subsets of $[n]$.

1.5 Complexity-theoretic upper bound over $\mathbb{C}$, and the dependence of the independence number on the maximum degree

We first consider complexity-theoretic upper bounds for the maximum isotropic space problem and the isotropic 3-decomposition problem. Clearly, these problems are in NP over finite fields. Over $\mathbb{C}$, we have the following, by resorting to a celebrated result of Koiran on the Hilbert Nullstellensatz problem [69]. The proof is in Section 10.

Proposition 12. Let $A \leq \Lambda(n, \mathbb{C})$ be given by a linear basis consisting of integral matrices. The maximum isotropic space problem and the isotropic 3-decomposition problem are in PSPACE unconditionally, and in PH assuming the generalized Riemann hypothesis.

Our next result has two diverse motivations.

The first motivation is from linear algebra. Given a single alternating matrix $A$, its canonical form suggests that $\langle A \rangle$ admits an isotropic 2-decomposition (see Section 2). Given a pair of alternating matrices $A_1$ and $A_2$, it is also known that $\langle A_1, A_2 \rangle$ admits an isotropic 2-decomposition [51, 52, 96] (see also [20, Lemma 3.7]). A natural question is what happens for alternating matrix spaces of dimension 3, or in general, any constant $c$.

The second motivation is from graph theory. Given a graph $G = ([n], E)$, let $\Delta(G)$ be the maximum degree over vertices of $G$. It is well-known that a simple greedy algorithm yields that $\chi(G) \leq \Delta(G) + 1$ [40, pp. 122]. For $A \leq \Lambda(n, F)$, the degree of $v \in \mathbb{F}^n$ in $\mathbb{A}$ can be defined as $\deg_A(v) := \dim(\langle Av : A \in \mathbb{A} \rangle)$ [90]. As mentioned in Section 1.4, this notion was already useful in the proof of Theorem 10. Let $\Delta(A) = \max\{\deg_A(v) : v \in \mathbb{F}^n\}$. It is then natural to ask the relation between $\chi(A)$ and $\Delta(A)$ in analogy to the graph setting. This question is closely related to the one in the last paragraph, since $\deg_A(v) \leq \dim(A)$ for any $v \in \mathbb{F}^n$, so $\Delta(A) \leq \dim(A)$.

We now present the following result, also deduced from a greedy algorithm.

Proposition 13. Let $A \leq \Lambda(n, F)$. Then $\chi(A) \leq O(\Delta(A) \cdot \log n)$. Furthermore, an isotropic $C$-decomposition with $C = O(\Delta(A) \cdot \log n)$ can be found in polynomial time.

The proof is in Section 10. Note that this implies that when $\dim(A)$ is a constant, then $\chi(A) \leq O(\log n)$. We leave it an open problem for further improvement of the bound in Proposition 13.
Applications of our results

After studying problems on alternating matrix spaces mostly by way of analogy with graphs, it is natural to ask whether some results have concrete applications. The answer is quite affirmative.

In this subsection, we first provide two applications to finite groups, one being computational, and the other being enumerative. As will be explained below, these applications are based on a family of finite groups, for which testing isomorphism has long been known to be difficult, and is becoming more urgent in light of Babai’s recent breakthrough on graph isomorphism [9].

We then describe a variant of our theory in the context of quantum information theory, and present an information theoretic interpretation of isotropic spaces in the context of quantum error correction. In Section 3.1, we also present the connections to manifold theory, and mention a potential application. All these suggest that our results could be of interest to group theorists, quantum information theorists, and geometers, in particular to those who work on the computational aspects of these disciplines.

Of course, these applications and connections are not surprising to readers in these fields, because alternating bilinear maps, and therefore alternating matrix tuples and spaces, naturally arise in group theory via the commutator bracket, and in manifold geometry via the cup product in cohomology. Therefore, certain isotropic spaces and decompositions have natural group-theoretic or geometric interpretations (see Section 3.1).

On the other hand, these applications may look exotic to some other readers, as they will be stated purely in group theoretic or quantum information theoretic terms. This is natural and expected, after a bridge is built. Indeed, the present bridge enables us to transfer problems, techniques, and results in graph theory and algorithm study, to other mathematical and computational disciplines which otherwise seem barely related to graph theory.

We now describe the first application to finite groups, more specifically, to computing with matrix groups over finite fields. Matrix groups over finite fields given by generators form an important model of computing with finite groups. In theoretical computer science, the study of this model led to the inventions of the black-box group model by Babai and Szemerédi [11], and the Arthur-Merlin class by Babai [8]. Though some algorithms with worst-case analyses can be found in [13], even the very basic membership testing problem was only recently known to be solvable in randomized polynomial time under a number-theoretic oracle [10].

Overall, our knowledge about this model is rather limited, and many questions await investigations. One interesting problem is to compute an abelian subgroup of the largest size. Large abelian subgroups, besides motivations from computational group theory [95], are useful in controlling the character degrees of the group, which in turn are useful in the group-theoretic approach for fast matrix multiplication [33]. As a consequence of Corollary 4, we have the following result, whose proof is in Section 11.

**Theorem 14.** Let $p$ be an odd prime. Given a matrix group $G$ over $\mathbb{F}_p$, and $s \in \mathbb{N}$, deciding whether $G$ has an abelian subgroup of order $\geq s$ is NP-hard.

The proof of Theorem 14 relies on the connection between alternating matrix spaces over $\mathbb{F}_p$, and $p$-groups of class 2 and exponent $p$ for odd $p$, via Baer’s correspondence [12] (see Section 3.1).

---

7 For the relations among alternating matrix tuples and spaces, and alternating bilinear maps, see Sec. 2 and B.
It has long been known that $p$-groups of class 2 and exponent $p$ form a bottleneck for testing isomorphism of finite groups. To solve the group isomorphism problem in time polynomial in the group order is a long-standing open problem [83]. This problem is becoming more prominent in light of Babai’s breakthrough on graph isomorphism [9], as Babai indicated the group isomorphism problem as a key bottleneck to put graph isomorphism in P [9, arXiv version, Section 13.2]. Some interesting progress on testing isomorphism of such $p$-groups was recently made by utilizing the connection to alternating matrix spaces [76].

Let us turn to the second application to finite groups. The question of bounding the number of maximal abelian subgroups has been considered for various group families [6,42,109,116], but to the best of our knowledge, there had been no results on this question for $p$-groups of class 2 and exponent $p$. Let $P$ be such a group, so that the center $Z(P) \cong \mathbb{Z}_p^n$ and the central quotient $P/Z(P) \cong \mathbb{Z}_p^n$. The number of maximal abelian subgroups is upper bounded trivially by $p^{1/4n^2+O(n)}$, the number of subgroups of $\mathbb{Z}_p^n$. Our Theorem 10 then provides the following improvement, whose proof is in Section 11.

▶ Theorem 15. Let $P$ be as above. Then the number of maximal abelian subgroups of $P$ is upper bounded by $p^{1/6n^2+O(n)}$.

Recall that the proof of Theorem 10 starts by following the strategy of Wood’s proof [115] of bounding the number of maximal independent sets on a graph. We view this as an interesting and somewhat unexpected example of transferring techniques from graph theory to group theory.

We also initiate a quantum variant of the theory in Section 12. There, the objects are a special type of quantum channels, and isotropic spaces and isotropic decompositions are defined on the Kraus operators of such channels. Furthermore, we require the isotropic decompositions to be orthogonal. One can then transform classical connected graphs into such channels, and prove an analogue of Theorem 3. More surprisingly, we also obtain an efficient isotropic 2-decomposition algorithm, as an analogue of Theorem 5, by resorting to the recent development on the periodicity of quantum Markov chains [53].

We then present an information theoretic interpretation for isotropic spaces in the context of quantum error correction. Briefly speaking, from the viewpoint of certain natural generalizations of quantum gate fidelities [88], isotropic spaces can be viewed as the opposite structure of noiseless subspaces (Proposition 47), which have been studied intensively in quantum error correction [68,77]. Indeed, noiseless subspaces are shelters for the information residing in them under quantum noise, while the information in an isotropic space would be completely destroyed by quantum noise.

Let us conclude this subsection with a remark on these applications. After building a bridge, we expect it to serve as a two-way street between the two sides. However, in reality there is usually more traffic in one direction than the other. For example, the traffic between perfect matchings and full-rank matrices mostly goes from the algebra side to the combinatorial side, e.g., the randomized NC algorithm for perfect matchings [79]. The traffic between shrunk subsets and shrunk subspaces mostly goes in the other direction, e.g., linear algebraic analogues of augmenting paths [58] and scaling [54]. So far, our applications in this work mostly go in the direction from combinatorics to algebra, following the pattern of the shrunk subset vs. shrunk subspace case. It will be very interesting to explore implications in the other direction in the future.
1.7 Outlook

Summary of our contributions

The concepts of isotropic spaces and isotropic decompositions for alternating bilinear maps are classical, with natural interpretations in group theory and manifold theory. Our key new insight is that they can be viewed and studied as linear algebraic analogues of independent sets and vertex colorings. This insight leads us to study algorithmic and mathematical problems about isotropic spaces and isotropic decompositions, by drawing inspirations from results and techniques from graph theory and algorithm study. The techniques used to address the problems range from combinatorics, to algebra, and to quantum information.

We believe that this investigation is fruitful, for the following reasons.

1. First, it discloses new algorithmic and mathematical questions. For example, in Section 1.4 we proposed and studied upper bounding the number of maximal isotropic spaces, and exact exponential-time algorithms for isotropic decomposition numbers over finite fields.

2. Second, the results obtained have concrete applications to other mathematical and computational disciplines. For example, in Section 1.6, we described the applications of our results to finite groups and quantum information.

3. Third, it sheds new lights on known results from different research directions. For example, in Section 1.3 we compared Turán’s extremal graph result with Buhler, Gupta, and Harris’ algebraic geometric result.

This investigation then lays the foundation for yet another bridge between graphs and alternating matrix spaces, adding to the classical ones established by Tutte and Lovász.

Open ends

Several interesting open problems have been mentioned before, and here we give a summary and propose some new ones.

1. By Theorem 10, the number of maximal isotropic spaces of \( \mathcal{A} \leq \Lambda(n, q) \) is upper bounded by \( f(n, q) = q^{\frac{n^2}{2} + O(n)} \). There exists an alternating matrix space with \( g(n, q) = q^{\frac{n^2}{2} + \Omega(n)} \) many maximal isotropic spaces (see Section 1.4). Either improve the current upper bound \( f(n, q) \), or construct an alternating matrix space with more than \( g(n, q) \) maximal isotropic spaces. Note that resolving this problem would lead to a sharp bound on the number of maximal abelian subgroups of \( p \)-groups of class 2 and exponent \( p \).

2. Improve the exact exponential-time algorithm for computing the isotropic decomposition number for \( \mathcal{A} \leq \Lambda(n, q) \) in Theorem 11. An interesting question is whether the strategy in [17] can be adapted here. The results in [16] should be useful in this context.

3. Despite Theorem 9, the complexities of deciding whether an alternating matrix space has an isotropic space of dimension \( \geq 2 \) are not clear over various fields. Even over \( \mathbb{Q} \), our proof for Theorem 9 relies on a special case of the underlying existential singularity problem for matrix spaces (see Section 7.1), so it is left open even for the general case of that problem over \( \mathbb{Q} \).

4. Investigate the behaviours of the isotropic and isotropic decomposition numbers in the linear algebraic Erdős-Rényi model [18, 76].

5. Improve the dependence of the isotropic decomposition number on the maximum degree, or the dimension of the alternating matrix space (see Proposition 13). Note that this problem has motivations from classical geometry (see the discussions before Proposition 13).
The structure of the paper

We present certain preliminaries in Section 2. Then in Section 3, we collect some basic facts and properties about isotropic spaces and decompositions, including their meanings in group theory and manifold geometry in Section 3.1. We then prove Theorem 3 in Section 4, which is the basis connecting the graph-theoretic structures and those structures on alternating matrix spaces. We then prove all the main results mentioned above in the following sections. (We have mentioned the corresponding section numbers when describing those results.) An appendix then follows, containing some background material and discussions on certain conceptual questions.

2 Preliminaries

Notation

For $n \in \mathbb{N}$, $[n] := \{1, \ldots, n\}$. We use $\cup$ for disjoint union of sets. The base of the logarithm is 2 unless otherwise stated.

Let $F$ be a field. We use $F^n$ to denote the vector space of column vectors of length $n$ over $F$. The standard basis of $F^n$ consists of vectors $e_1, \ldots, e_n$, where $e_i$ is the vector with the $i$th entry being 1, and other entries being 0. The linear span of several vectors or matrices is denoted by $\langle \cdot \rangle$.

For $n, d \in \mathbb{N}$, let $M(n \times d, F)$ be the linear space of $n \times d$ matrices over $F$, and $GL(n \times d, F)$ the set of $n \times d$ matrices over $F$ of rank $\min(n, d)$. We also let $M(n, F) := M(n \times n, F)$, and $GL(n, F) := GL(n \times n, F)$. Dimension-$d$ subspaces of $F^n$ will be understood as represented by elements from $GL(n \times d, F)$. Given $A \in M(n \times d, F)$, the transpose of $A$ is denoted by $A^t \in M(d \times n, F)$. For convenience, we sometimes write a vector $v$ in $F^n$ as $v = (v_1, \ldots, v_n)^t$.

Let $K/F$ be a quadratic extension, and let $\sigma$ denote the image of $\alpha \in K$ under the quadratic involution. A matrix $A \in M(n \times d, K)$, $A^t$ denotes the conjugate transpose of $A$.

Depending on the context, 0 may denote either the zero space, a zero vector, or a zero matrix. The identity matrix in $M(n, F)$ is denoted by $I_n$; we may drop the subscript $n$ when it is understood from the context. Given a matrix $A \in M(n \times d, F)$, its kernel and image are denoted by $\ker(A)$ and $\im(A)$, respectively. For $U \subseteq F^n$, the image of $U$ under $A$ is denoted by $A(U)$.

Linear algebra

Given $U \subseteq F^n$, a complementary subspace, or just a complement, is some $V \subseteq F^n$ such that $V \cap U = 0$, and $(U \cup V) = F^n$. Note that complement subspaces of $U$ are not unique. Indeed, the number of complements of a dimension-$d$ subspace $U \subseteq F^n$ is $q^{d(n-d)}$. The space orthogonal to $U$ is $\{v \in F^n : \forall u \in U, v^t u = 0\}$. (Over $\mathbb{C}$, the conjugate transpose is used.) Note that the space orthogonal to $U$ is not necessarily a complement to $U$.

On matrix spaces

Given a matrix space $A \subseteq M(s \times t, F)$, the image of $U \subseteq F^t$ under $A$ is $A(U) := \langle \cup_{A \in A} A(U) \rangle$. The dimension of $A$ is denoted by $\dim(A)$. The (maximum) rank of $A$ is $\rk(A) := \max \{ \rk(A) : A \in A \}$. Let $B \subseteq M(s \times t, F)$ be another matrix space. We say that $A$ and $B$ are equivalent, if there exist $C \in GL(s, F)$ and $D \in GL(t, F)$, such that $A = CBD := \{ CBD : B \in B \}$. When working with $A$, an equivalence transformation is meant to left multiply $A$ with some $C \in GL(s, F)$ and right multiply it with some $D \in GL(t, F)$.
On alternating matrices

Let $A, B \in \Lambda(n, F)$. We say that $A$ and $B$ are isometric, if there exists $T \in \text{GL}(n, F)$, such that $A = T^T BT$. Given a dimension-$d$ $U \leq F^n$ represented by $T \in \text{GL}(n \times d, F)$, the restriction of $A$ to $U$, denoted as $A|_{U,T}$, is $T^T AT \in \Lambda(d, F)$. The radical of $A$ is the subspace $\{u \in F^n : \forall v \in F^n, v^TAu = 0\}$, which is just $\text{ker}(A)$. The rank of $A$ is always even.

If $\text{rk}(A) = 2r$, then $A$ is isometric to $\begin{bmatrix} 0 & I_r & 0 \\ -I_r & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}$ (see e.g. [71, Chap. XV, Sec. 8]). We say that $A \in \Lambda(n, F)$ is non-degenerate, if $A$ is full-rank (so $n$ is even).

On alternating matrix spaces

Let $\mathcal{A}, \mathcal{B} \leq \Lambda(n, F)$. We say that $\mathcal{A}$ and $\mathcal{B}$ are isometric, if there exists $T \in \text{GL}(n, F)$, such that $\mathcal{A} = T^T BT := \{T^T BT : B \in \mathcal{B}\}$. Given a dimension-$d$ $U \leq F^n$ represented by $T \in \text{GL}(n \times d, F)$, the restriction of $\mathcal{A}$ on $U$ via $T$ is $\mathcal{A}|_{U,T} := \{T^T AT : A \in \mathcal{A}\} \leq \Lambda(d, F)$. When it does not cause confusion, we may not write $T$ explicitly, and just say the restriction of $\mathcal{A}$ to $U$, denoted by $\mathcal{A}|U$. This corresponds to the concept of induced subgraphs in graph theory. Indeed, we see that $U$ is an isotropic space if and only if $\mathcal{A}|U$ is the zero (alternating matrix) space. Given $v \in F^n$, the radical of $v$ in $\mathcal{A}$, denoted as $\text{rad}_\mathcal{A}(v)$, is $\{u \in F^n : \forall A \in \mathcal{A}, u^T Av = 0\}$ which is a subspace of $F^n$. Elements in $\text{rad}_\mathcal{A}(v)$ correspond to non-neighbours in graph theory. The codegree of $v$ in $\mathcal{A}$, denoted as $\text{codeg}_\mathcal{A}(v)$, is $\dim(\text{rad}_\mathcal{A}(v))$. Note that $\text{codeg}_\mathcal{A}(v) \geq 1$ for nonzero $v$, as $v \in \text{rad}_\mathcal{A}(v)$. The degree of $v$ in $\mathcal{A}$ is $\text{deg}_\mathcal{A}(v) := n - \text{codeg}_\mathcal{A}(v)$. More generally, for $U \leq F^n$, $\text{rad}_\mathcal{A}(U) = \{v \in F^n : \forall u \in U, \forall A \in \mathcal{A}, u^T Au = 0\}$. When $\mathcal{A}$ is clear from the context, we may drop the subscript $\mathcal{A}$ in $\text{rad}_\mathcal{A}(v), \text{codeg}_\mathcal{A}(v), \text{deg}_\mathcal{A}(v)$, etc. It is easy to see that for any $v \in \text{rad}(U)$, we have $U \leq \text{rad}(v)$, or in other words, $U \leq \text{rad}(\text{rad}(U))$.

A vector $v \in F^n$ is called isolated in $\mathcal{A}$, if for any $A \in \mathcal{A}$, $Av = 0$, which is equivalent to say that $\text{deg}(v) = 0$. This corresponds to the concept of isolated vertices in graph theory. The radical of $\mathcal{A}$, $\text{rad}(\mathcal{A})$, is the subspace of $F^n$ consisting of all isolated vectors. We say that $\mathcal{A}$ is non-degenerate, if $\text{rad}(\mathcal{A}) = \{0\}$, and degenerate otherwise. If $\mathcal{A} \leq \Lambda(n, F)$ is degenerate with $\dim(\text{rad}(\mathcal{A})) = d > 0$, then $\mathcal{A}$ is isometric to $\mathcal{A}'$ where each $A \in \mathcal{A}'$ is of the form $\begin{bmatrix} A' & 0 \\ 0 & 0 \end{bmatrix}$, where $A' \in \Lambda(n - d, F)$.

Sets, tuples, and spaces

Let $\mathcal{A} \leq \Lambda(n, F)$ be given by a linear basis $A_1, \ldots, A_m \in \Lambda(n, F)$. We can collect them as a set $\mathcal{A} = \{A_1, \ldots, A_m\} \leq \Lambda(n, F)$. Sometimes it is also useful to impose an order on them, and form a tuple $\mathcal{A} = (A_1, \ldots, A_m) \in \Lambda(n, F)^m$. We shall use calligraphic fonts for spaces, bold fonts for tuples, and sans serif fonts for sets.

Suppose $\mathcal{A} \leq \Lambda(n, F)$ is given by a linear basis $A_1, \ldots, A_m \in \Lambda(n, F)$. Then it is clear that, given $U \leq F^n$, for any $u, u' \in U$ and any $A \in \mathcal{A}$, $u^T Au' = 0$, if and only if for any $u, u' \in U$ and any $i \in [m]$, $u_i A_i u'_i = 0$. We therefore can define isotropic spaces, and isotropic decompositions, for sets or tuples of alternating matrices. In particular, since alternating matrix tuples represent alternating bilinear maps naturally (see Appendix B), this observation suggests that isotropic spaces and decompositions for alternating matrix spaces and for alternating bilinear maps are basically the same object. Furthermore, many, though not all, concepts introduced in Section 2 about alternating matrix spaces can be translated naturally to alternating bilinear maps, including degrees, degeneracy, radicals, etc.
(Indeed, some notions there are actually borrowed from alternating bilinear maps.) On the other hand, note that the maximum rank in $\mathcal{A}$ is more naturally associated with the space perspective. More discussions on the relation between these two notions are in Appendix B.

Therefore, in the context of isotropic spaces and decompositions, the choices between alternating matrix spaces and tuples usually do not matter much. The tuple perspective is more natural from the algorithm perspective, because the input of an alternating matrix space to an algorithm is usually an ordered basis. The space perspective is more natural for forming the analogy with graphs, and more naturally allows for some more notions including the maximum rank, which is important in e.g. the proof of Theorem 9. The set perspective will be used in the quantum variant of the theory in Section 12. Therefore, it is best to keep all three perspectives in mind, and see how they fit into our problems.

2.1 Computational models

We will work with two computational models, depending on the problems. The first model may be called the exact model; see e.g. [80]. This is the model to work with, if field extensions are unavoidable. In this model, input matrices or vectors are over a field $E$ where $E$ is a finite field extension over its prime field $F$, so $F$ is either a field of prime order or $\mathbb{Q}$. Suppose $\dim_{\mathbb{F}}(E) = d$. Then $E$ is an extension of $\mathbb{F}$ by a single generating element $\alpha$. We represent $\alpha$ by the minimal polynomial of $\alpha$ over $\mathbb{F}$, and an isolating interval for $\alpha$ in the case of $\mathbb{R}$, or an isolating rectangle for $\alpha$ in the case of $\mathbb{C}$. Note that from this representation, one can approximate the numerical value of $\alpha$ arbitrarily closely. When we say that we work over $\mathbb{R}$ or $\mathbb{C}$, the input is given as over some number field $E$ in $\mathbb{R}$ or $\mathbb{C}$. The algorithm is allowed to work with extension fields of $E$ in $\mathbb{R}$ or $\mathbb{C}$, as long as the extension degrees are polynomially bounded.

The second model may be called the arithmetic model. In this model, only basic field operations are performed, and the issue of working with different field extensions does not arise. Still, over number fields we will be concerned with the bit complexities, though it is possible that we may be able to only bound the number of arithmetic steps, but not the bit complexities.

We shall mostly work with $\mathbb{F}_q$, $\mathbb{Q}$, $\mathbb{R}$, and $\mathbb{C}$ in this article, though some results extend to number fields naturally. Sometimes, we make further restrictions like requiring $q$ to be odd, or the input to be integral.

3 Basic facts and properties

In this section we collect some basic results about isotropic spaces and isotropic decompositions.

On the definitions

The following is a somewhat more intuitive definition of these two notions.

Let $\mathcal{A} \subseteq \Lambda(n, F)$, and let $U \subseteq \mathbb{F}^n$ be an isotropic space. Suppose $d = \dim(U)$. Then form a change of basis matrix $T \in \text{GL}(n, \mathbb{F})$, such that its first $d$ columns form a basis of $U$, and the rest columns together with the first $d$ ones span $\mathbb{F}^n$. Then for any $A \in \mathcal{A}$, we see that $T^tAT$ is of the form

$$
\begin{bmatrix}
0 & B^t \\
-B & C
\end{bmatrix}
$$

where $0$ is of size $d \times d$. It is not hard to see that $\mathcal{A}$ has a dimension-$d$ isotropic space if and only if there exists such a change of basis matrix $T$. 
Similarly, $A$ has an isotropic $c$-decomposition, if and only if there exist $T \in \text{GL}(n, \mathbb{F})$, and $d_1, \ldots, d_c \in \mathbb{Z}^+$ with $\sum d_i = n$, such that for any $A \in \mathcal{A}$, $T^\top AT = \begin{bmatrix} 0 & A_{1,2} & \cdots & A_{1,c} \\ -A_{1,2}^\top & 0 & \cdots & A_{2,c} \\ \vdots & \vdots & \ddots & \vdots \\ -A_{1,c}^\top & -A_{2,c}^\top & \cdots & 0 \end{bmatrix}$, where the $i$th 0 on the diagonal is of size $d_i$.

Computing the radical

For many problems about isotropic spaces, given a degenerate $A \leq \Lambda(n, \mathbb{F})$, usually it is possible to reduce to the non-degenerate case. This is facilitated by the fact that the radical of $A$ is easy to compute.

**Observation 16.** Suppose $A = \langle A_1, \ldots, A_m \rangle \leq \Lambda(n, \mathbb{F})$ is given by a linear basis. There is a polynomial-time algorithm that computes a linear basis of $\text{rad}(A)$.

**Proof.** Observe that $\text{rad}(A) = \cap_{i=1}^n \ker(A_i)$. Computing $\ker(A_i)$ and the intersection of $\ker(A_i)$’s are standard linear algebraic tasks that can be performed as stated.

Isotropic spaces and radicals of subspaces

Let $A \leq \Lambda(n, \mathbb{F})$. Recall that for $U \leq \mathbb{F}^n$, we defined $\text{rad}_A(U) = \{ v \in \mathbb{F}^n : \forall u \in U, v^\top Au = 0 \}$. The following observation is immediate.

**Observation 17.** Let $U \leq \mathbb{F}^n$ and $A \leq \Lambda(n, \mathbb{F})$. Then we have the following.
1. $U$ is an isotropic space of $A$ if and only if $U \subseteq \text{rad}(U)$.
2. $U$ is a maximal isotropic space of $A$ if and only if $U = \text{rad}(U)$.

An easy application of Observation 17 gives a greedy algorithm for computing one maximal isotropic space.

**Proposition 18.** Given a matrix space $A \leq \Lambda(n, \mathbb{F})$, a maximal isotropic space can be computed in polynomially many arithmetic steps.

**Proof.** We first present the algorithm. Recall that $e_i$ is the $i$th standard basis vector of $\mathbb{F}^n$.
1. Let $U = \langle e_1 \rangle$.
2. While $U \subsetneq \text{rad}(U)$:
   a. Take any $u \in \text{rad}(U) \setminus U$.
   b. $U \leftarrow \langle U, u \rangle$.
3. Output $U$.

To see the correctness, note that in Step (2.a), by the choice of $u$, we have $U \subseteq \text{rad}(\langle U, u \rangle)$ and $u \in \text{rad}(\langle U, u \rangle)$, so $\langle U, u \rangle$ is an isotropic space by Observation 17 (1). In Step (3), $U$ satisfies $U = \text{rad}(U)$, so $U$ is maximal by Observation 17 (2).

To see the running time, note that the while loop will be executed by at most $n$ times, since $\dim(U)$ increases by 1 in each execution. Each step involves basic linear algebraic computations which require only polynomially many arithmetic operations.

Over $\mathbb{R}$ or $\mathbb{C}$, the bit sizes in the above algorithm may blow up, at least with a straightforward implementation, due to the iterative computations of the radicals.
On field extensions

Let \( K \) be an extension field of \( F \). Given \( A \leq \Lambda(n, F) \), we let \( A_K \leq \Lambda(n, K) \) be the alternating matrix spaces when we allow linear combinations over \( K \), or in other words, \( A_K = A \otimes_F K \).

We may write \( A \) as \( A_K \) for further distinction. For \( A_K \) we allow for isotropic spaces to come from \( K^n \). Since isotropic spaces and \( c \)-decompositions of \( A_F \) naturally give isotropic spaces and \( c \)-decompositions of \( A_K \), we have the following (see also [50, Lemma 6]).

\[ \mathbf{Proposition \ 19.} \ \text{Let } A_F \leq \Lambda(n, F) \text{ and } A_K \leq \Lambda(n, K) \text{ be as above. Then } \alpha(A_F) \leq \alpha(A_K), \text{ and } \chi(A_F) \geq \chi(A_K). \]

In Proposition 19, the inequalities for \( \alpha(\cdot) \) and \( \chi(\cdot) \) could be strict, as shown by Buhler, Gupta, and Harris [22, pp. 277]. Recall that in Section 1.3 we defined \( \alpha(F, n, m) = \{ \alpha(A) : A \leq \Lambda(n, F), \dim(A) = m \} \), and Buhler et al. showed that \( \alpha(F, n, m) \leq \lceil \frac{m+n+2}{m+2} \rceil \), when \( m > 1 \) and the characteristic of \( F \) is not 2. Furthermore the equality can be attained for algebraically closed fields. Buhler et al. then demonstrated examples over \( F_q \) and \( Q \), for which the inequality is strict. Consider the example over \( Q \), which is some \( A \leq \Lambda(n, Q) \) of dimension \( n \). They show that \( \alpha(A_Q) = 1 \) and \( \alpha(A_C) = 2 \), which is equivalent to that \( \chi(A_Q) = n \) and \( \chi(A_C) \leq n - 1 \). This gives the desired separations. Some interesting discussions on \( R \) vs \( C \) can be found in [22, Sec. 3].

3.1 Isotropic spaces and decompositions in group theory and manifold theory

In this subsection, we explain the origins of isotropic spaces and decompositions for alternating matrix spaces in group theory and manifold theory. These are classical, so the purpose here is to provide references for interested readers who have not met with these before.

Group theory

Let \( p \) be a prime \( > 2 \). We consider \( p \)-groups of class 2 and exponent \( p \), that is, a group \( G \) of prime power order, with the commutator subgroup \([G, G]\) contained in the centre \( Z(G) \), and every group element \( g \in G \) satisfying \( g^p = 1 \).

Let \( P \) be such a group of order \( p^k \). We have that the commutator subgroup \([P, P] \cong Z_p^m\), and the commutator quotient \( P/[P, P] \cong Z_{p^m}^n \). The commutator bracket then gives an alternating bilinear map \( \phi : P/[P, P] \times P/[P, P] \to [P, P] \), or, after fixing bases of \([P, P] \) and \( P/[P, P] \), an alternating bilinear map \( \phi : Z_{p^m}^n \times Z_{p^m}^n \to Z_{p^m}^n \). On the other hand, given an alternating bilinear map \( \phi : F_p^m \times F_p^m \to F_p^m \), one can construct a \( p \)-group of class 2 and exponent \( p \), \( P_\phi \), called the \textit{Baer group} corresponding to \( \phi \), as follows. The group elements are \((v, u) \in F_p^m \times F_p^m\), and the group multiplication \( \circ \) is by \((v_1, u_1) \circ (v_2, u_2) = (v_1 + v_2, u_1 + u_2 + \frac{1}{p} \cdot \phi(v_1, v_2)) \). This sets up a two-way correspondence between \( p \)-groups of class 2 and exponent \( p \) and alternating bilinear maps.

Having set up the connection, let us see the group-theoretic interpretations of isotropic spaces and decompositions. The following is classical: an isotropic space of \( \phi \) corresponds to a normal abelian subgroup of \( P \) containing the commutator subgroup (see e.g. [4]). More recently, Lewis and Wilson proposed the concept of a hyperbolic pair of \( P \) [75], which just consists of two normal abelian subgroups of \( P \) which together generate \( P \), and whose intersection equals \([P, P]\). A natural generalization is then the following. A hyperbolic \( c \)-system of \( P \) consists of \( c \) normal abelian subgroups \( A_1, A_2, \ldots, A_c \), such that \( P \) is generated by \( A_i \) and for any \( i, j \in [c], i \neq j, A_i \cap A_j = [P, P] \). A hyperbolic \( c \)-system then naturally corresponds to an isotropic \( c \)-decomposition of \( \phi \).
**Manifold theory**

We then turn to the manifold theory side. We shall just walk through some examples of the connection, and point the interested reader to the survey [41] for more detailed information.

Let $M$ be a compact Kähler manifold. Let $H^i(M; \mathbb{C})$ be the $i$th cohomology group of $M$ with coefficients in $\mathbb{C}$. The cup product $\smile: H^i(M; \mathbb{C}) \times H^j(M; \mathbb{C}) \to H^{i+j}(M; \mathbb{C})$ is a skew-symmetric bilinear map. Then as an application of results by Castelnuovo and de Franchis, Catanese [29] showed that there exists a constant holomorphic map $f: M \to C$, where $C$ is a curve of genus $g \geq 2$, if and only if, $\smile$ has a dimension-$g$ maximal isotropic space. Catanese went on to generalize this connection much further in [29].

Let $M$ be a smooth closed orientable $n$-dimensional manifold. Let $H^i(M; \mathbb{Q})$ be the $i$th cohomology group of $M$ with coefficients in $\mathbb{Q}$. Gelbukh showed that an isotropic space of $\smile$ corresponds to a geometric structure on $M$ [50, Lemma 10, Definition 11, Theorem 13], called an isotropic system, which consists of smooth closed orientable connected codimension-one submanifolds that are homologically non-intersecting, homologically independent, and intersecting transversely. The isotropic index defined in [50] for an alternating bilinear map is just the isotropic number introduced in Definition 1. In particular, our Theorem 3 shows that computing this isotropic index is NP-hard. The relations of isotropic indices with other basic notions in manifold cohomology, including the first Betti number and the co-rank of the fundamental group, are also studied there.

**4 Proof of Theorem 3**

Recall that we have a graph $G = ([n], E)$, and an alternating matrix space $A_G$ which is spanned by those elementary alternating matrices $A_{i,j}$ where $(i, j) \in E$.

**(1) Isotropic spaces and independent sets**

We need to show that $G = ([n], E)$ has a size-$s$ independent set if and only if $A_G$ has a dimension-$s$ isotropic space.

For the only if direction, let $T = \{i_1, \ldots, i_s\}$ be a size-$s$ independent set of $G$. Let $U$ be the subspace of $\mathbb{F}^n$ spanned by $e_{i_1}, \ldots, e_{i_s}$; recall that $e_i$ denotes the $i$th standard basis vector of $\mathbb{F}^n$. It is easy to verify that $U$ is an isotropic space of $A$ of dimension $s$.

For the if direction, let $U = \{u_1, \ldots, u_n\}$ be a dimension-$s$ isotropic space of $A_G$. We form an $n \times s$ matrix $U$ such that the $i$th column of $U$ is $u_i$, that is, $U = [u_1, \ldots, u_n] \in \text{GL}(n \times s, \mathbb{F})$. Suppose $U^t = [w_1, \ldots, w_s] \in \text{GL}(s \times n, \mathbb{F})$, $w_i \in \mathbb{F}^n$. Since $U$ is of rank $s$, there exist integers $i_1, \ldots, i_s$, $1 \leq i_1 < \cdots < i_s \leq n$, such that $w_{i_1}, \ldots, w_{i_s}$ are linearly independent. We now claim that $\{i_1, \ldots, i_s\}$ forms an independent set of the original graph $G = ([n], E)$. If not, suppose $\{i_j, i_{j'}\}$, $1 \leq j < j' \leq s$, is in $E$. As $U$ is an isotropic space of $A_G$, we have that for any $(k, \ell) \in E$, $U^t A_{k,\ell} U = 0$. As $A_{k,\ell} = c_{k\ell} e_{i_{\ell}}^t - e_{i_k}^t$, we have

$$U^t A_{k,\ell} U = U^t (c_{k\ell} e_{i_{\ell}}^t - e_{i_k}^t) U = w_k w_{i_{\ell}}^t - w_{i_k} w_{i_{\ell}}^t = 0,$$

which implies that $w_k$ and $w_{i_{\ell}}$ are linearly dependent. It follows that $w_{i_j}$ and $w_{i_{j'}}$ are linearly dependent. We then arrive at a contradiction.

**(2) Isotropic decompositions and vertex colorings**

We need to show that $G = ([n], E)$ has a vertex $c$-coloring if and only if $A_G$ has an isotropic $c$-decomposition.
For the only if direction, assume $G$ has a vertex $c$-coloring, and let $[n] = T_1 \uplus T_2 \uplus \cdots \uplus T_c$ be a partition of $[n]$ into disjoint union of independent sets. Suppose $|T_i| = t_i$, and $T_i = \{i_{1i}, \ldots, i_{ti}\} \subseteq [n]$. Let $U_j = \langle e_{i_{1j}}, \ldots, e_{i_{tijd}} \rangle \leq \mathbb{F}^n$, so $\mathbb{F}^n = U_1 \oplus U_2 \oplus \cdots \oplus U_c$. By (1), every $U_j$ is an isotropic space. This gives an isotropic $c$-decomposition of $A_G$.

For the if direction, let $\mathbb{F}^n = U_1 \oplus U_2 \oplus \cdots \oplus U_c$ be an isotropic $c$-decomposition. Let $d_i = \dim(U_i)$, and $b_i = \sum_{j=1}^{t_i} d_j$, for $i \in [c]$. Set $b_0 = 0$. Let $P = [p_1, \ldots, p_n]$ be an $n \times n$ invertible matrix, where $p_i \in \mathbb{F}^n$, such that $p_{b_{i-1}+1}, \ldots, p_{b_i}$ form a basis of $U_i$. By abuse of notation, we also let $U_i = [p_{b_{i-1}+1}, \ldots, p_{b_i}] \in \text{GL}(n \times d_i, \mathbb{F})$, so $P = [U_1, \ldots, U_c]$. Let $W_i = U_i^T = [w_{i1}, \ldots, w_{in}] \in \text{GL}(d_i \times n, \mathbb{F})$. Since $U_i$ is an isotropic space, by (1), we know that for any $\{k, \ell\} \in E$, $w_{i,k}$ and $w_{i,\ell}$ are linearly dependent.

We then use the following simple linear algebraic result, which is a consequence of the Laplacian expansion. For $A, B \subseteq [n]$ of the same size, we let $C_{A,B}$ denote the submatrix of $C$ with row indices from $A$ and column indices from $B$.

**Lemma 20.** Let $P = [U_1, \ldots, U_c] \in \text{GL}(n, \mathbb{F})$, $U_i \in \text{GL}(n \times d_i, \mathbb{F})$, and suppose $\det(P) \neq 0$. Then there exists a partition of $[n] = T_1 \uplus T_2 \uplus \cdots \uplus T_c$, where $|T_i| = d_i$, such that $\forall i \in [c], \rk(U_i|_{T_i,|d_i|}) = d_i$.

We claim that the partition of $[n] = T_1 \uplus T_2 \uplus \cdots \uplus T_c$ from Lemma 20 gives a vertex $c$-coloring of $G$. To see this, observe that, the condition $\rk(U_i|_{T_i,|d_i|}) = d_i$ is equivalent to that the vectors $w_{i,j}$, $j \in T_i$, are linearly independent. This implies that $G$ cannot have edges of the form $\{k, \ell\}$ where $k, \ell \in T_i$, as otherwise $w_{i,k}$ and $w_{i,\ell}$ would be linearly dependent. Hence $T_i$ is an independent set for any $i \in [c]$. This completes the proof of the second part of Theorem 3.

## 5 An exposition of the proof of Theorem 5

As mentioned in Section 1.3, we give an exposition of the proof of Theorem 5 for $\mathbb{F}_q$ in [20], using some ingredients from [59] to handle $\mathbb{R}$ and $\mathbb{C}$. The main purpose is to give the reader a flavor of how the so-called $*$-algebra technique is applied in this context. We could not give all the details here, as that would be too long and unnecessary; the interested reader may wish to go to [21, 59, 111], which contain detailed proofs for using $*$-algebras to solve several closely related problems.

Recall that we are given $A = \langle A_1, \ldots, A_m \rangle \leq \Lambda(n, \mathbb{F})$, and our goal is to find a non-trivial direct sum decomposition $\mathbb{F}^n = U_1 \oplus U_2$, such that $A|U_i = 0$ for $i = 1, 2$. We first reduce to the non-degenerate setting as follows. Suppose $A$ is degenerate, that is, there exists $T \subseteq \mathbb{F}^n$ of dimension $n'$ such that $A' = A|_T$ is non-degenerate. Then it is not hard to verify that $A$ admits an isotropic 2-decomposition if and only if $A'$ admits an isotropic 2-decomposition.

In the following we assume that $A$ is non-degenerate. Let $A = (A_1, \ldots, A_m) \in \Lambda(n, \mathbb{F})^m$. The adjoint algebra of $A$ is defined as $\text{Adj}(A) := \{D \in M(n, \mathbb{F}) : \exists B \in M(n, \mathbb{F}), \forall i \in [m], B^*A_i = A_iD\}$. Since $A$ is non-degenerate, if such $B$ exists, then it is unique. Then a natural involution (an anti-automorphism of order at most 2) on $\text{Adj}(A)$ is to send $D \in \text{Adj}(A)$ to this unique $B$ satisfying $B^*A_i = A_iD$ for any $i \in [m]$, also denoted as $D^*$. The adjoint algebra is the key device for the algorithm.

We now translate the isotropic 2-decomposition problem for $A$, and therefore $A$, to a problem about $\text{Adj}(A)$. Any direct sum decomposition $\mathbb{F}^n = U_1 \oplus U_2$ can be encoded as a projection matrix $P \in M(n, \mathbb{F})$, that is, $P^2 = P$, $\im(P) = U_1$, $\ker(P) = U_2$. The key observation in [20] is that, $P$ corresponds to an isotropic 2-decomposition if and only if $P \in \text{Adj}(A)$ and $P^* = I - P$. This means that we need to search for an idempotent $P$ in $\text{Adj}(A)$ satisfying $P^* = I - P$. Following [20], we call such an idempotent a hyperbolic idempotent.
To do that, we utilize the $*$-algebra structure of $\text{Adj}(A)$. For this, we recall in a nutshell the structure of $*$-algebras. Let $\mathfrak{A}$ be a $*$-algebra. The Jacobson radical of $\mathfrak{A}$, denoted by $\text{rad}(\mathfrak{A})$, is the largest nilpotent ideal of $\mathfrak{A}$, and it is invariant under $*$. The factor algebra $\mathfrak{A}/\text{rad}(\mathfrak{A})$ is semi-simple, namely it is a direct sum of simple algebras. Let $\mathfrak{A}/\text{rad}(\mathfrak{A}) \cong S_1 \oplus \cdots \oplus S_k$, where each $S_i$ is simple. The $*$ either switches between $S_i$ and $S_j$, $i \neq j$, or preserves $S_i$. Both cases are referred to as $*$-simple. The former case is called the exchange type. In the latter case, $S_i$ is a simple algebra with an involution. Over any field, Wedderburn's theory gives a characterization of such simple algebras (see e.g. [5, Chap. 5]). Based on this, involutions on simple algebras are also classified [3, Chap. X.4], and explicit lists for $F_q$, $\mathbb{R}$, and $\mathbb{C}$ can be found in [59].

Given this structure, the idea is to reduce the search for a hyperbolic idempotent from general $*$-algebras to simple $*$-algebras. Clearly, if $\mathfrak{A}$ contains a hyperbolic idempotent, then $\mathfrak{A}/\text{rad}(\mathfrak{A})$, and each $*$-simple summand of $\mathfrak{A}/\text{rad}(\mathfrak{A})$, all contain hyperbolic idempotents. On the other hand, suppose each $*$-simple summand of $\mathfrak{A}/\text{rad}(\mathfrak{A})$ contains a hyperbolic idempotent. Then the sum of these idempotents is a hyperbolic idempotent for $\mathfrak{A}/\text{rad}(\mathfrak{A})$. From here, to obtain a hyperbolic idempotent for $\mathfrak{A}$, we can use the classical idempotent lifting technique (see e.g. [112, Lemma 5.10]).

Therefore, it remains to handle the $*$-simple case. Let $K$ denote some appropriate division algebra containing $F$. The reader may as well think of $K$ as an extension field, as for $F_q$, $\mathbb{R}$, and $\mathbb{C}$, the only “non-field” case is the quaternion algebra over $\mathbb{R}$. The exchange type is easy to handle: it is $*$-isomorphic to $M(\ell, K) \oplus M(\ell, K)^{\text{tr}}$ with $(A, B)^* = (B, A)$. So one hyperbolic idempotent can be $(I, 0)$. The simple case is more interesting. It is isomorphic to $M(\ell, K)$ with the involution defined by some non-degenerate classical form $F$; this includes alternating, symmetric, and Hermitian ones.\(^8\) Then for $A \in M(\ell, K)$, $A^* = F^{-1}A^tF$, where $^t$ denotes either transpose (for alternating and symmetric) or conjugate transpose (for Hermitian). The problem is then to find a hyperbolic idempotent, or equivalently, an isotropic 2-decomposition, for this form $F$. But now this is a single form, so one can bring it to say a canonical form, and examine case by case.

For example, over $\mathbb{C}$, there are two types, symmetric and alternating. (The Hermitian type does not appear because $*$ is required to preserve $\mathbb{C}$.) A non-degenerate alternating form can always be transformed to $\begin{bmatrix} 0 & I \\ -I & 0 \end{bmatrix}$, so isotropic 2-decomposable. A non-degenerate symmetric form can be transformed to the identity matrix $I$. When $I$ is of odd size $\ell$, then it does not admit an isotropic 2-decomposition. Because if so, then $I$ is isometric to $J = \begin{bmatrix} 0 & A \\ A^t & 0 \end{bmatrix}$, where $A$ is of size $i \times (\ell - i)$. But then $\text{rk}(J)$ is either $2i$ or $2(\ell - i)$, an even number, so $J$ is degenerate, a contradiction. When $I$ is of even size $\ell$, then it has an isotropic 2-decomposition. This is because we have $\begin{bmatrix} 1 & i \\ i & 1 \end{bmatrix} = \begin{bmatrix} 1 & 2i \\ 2i & 0 \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$. We can then use this to bring $I$ to $\begin{bmatrix} 0 & 2iI' \\ 2iI' & 0 \end{bmatrix}$, where $I'$ is the $\ell/2 \times \ell/2$ identity matrix. Similar reasonings can be carried over $\mathbb{R}$ and $F_q$.

To make the above procedure constructive, we need to compute the algebra structure efficiently. This can be done, over $F_q$ with randomness [93] and over $\mathbb{C}$ deterministically [43,94]. We also need to compute the $*$-algebra structure, e.g. the forms associated with a simple $*$-algebra, by [21,59,111]. Finally, we need to compute the canonical forms of various forms by [107,113].

\(^8\) While in principle this is correct, depending on the field, some type may not exist. For details see [59].
For the algorithm analysis, we work in the exact model, as going to extension fields is already unavoidable in computing the algebra structure. Over \( \mathbb{F}_q \), one can always recover, from the solutions in the simple cases, an explicit hyperbolic projection matrix \( P \) over the original field, and then we can obtain the bases of the two subspaces in an isotropic 2-decomposition by computing the image and kernel of \( P \). Over \( \mathbb{R} \) and \( \mathbb{C} \), one can represent this projection matrix as a product of matrices over different extension fields [59, Sec. 3.5].

This concludes an exposition of the algorithm.

6 Proof of Theorem 7

Let us first recall the alternative definition of non-commutative rank for a slightly more general situation. Given \( B \leq M(s \times t, \mathbb{F}) \), an isotropic pair is a pair of vector spaces \((U, V)\), \( U \leq \mathbb{F}^s, V \leq \mathbb{F}^t \), such that for any \( u \in U, v \in V \), and any \( B \in \mathcal{B} \), we have \( u^t B v = 0 \). The non-commutative rank of \( B \) is then defined as \( \text{ncrk}(B) := (s+t) - \max\{c+e : c = \dim(U), e = \dim(V), (U, V) \text{ is an isotropic pair of } \mathcal{B}\} \). Note that the recent works [48, 61] mostly deal with the setting that \( s = t \). Suppose \( \text{ncrk}(B) = r \). By equivalence transformations, we can assume that every \( B \) is of the form \( \begin{bmatrix} B_1 & B_2 \\ 0 & B_3 \end{bmatrix} \), where \( B_2 \) is of size \( a \times b \) such that \( a + b = r \).

We review the setting for Theorem 7. Let \( \mathcal{A} \leq \Lambda(n, \mathbb{F}) \) be a bipartite alternating matrix space. By isometric transformations, we can assume that every \( A \in \mathcal{A} \) is of the form \( \begin{bmatrix} 0 & B' \\ -B'^t & 0 \end{bmatrix} \) where \( B' \in M(s \times t, \mathbb{F}), s + t = n \). All such \( B \) form a matrix space \( \mathcal{B} \leq M(s \times t, \mathbb{F}) \).

We call such \( \mathcal{B} \) a matrix space induced from the bipartite structure of \( \mathcal{A} \).

Before proving Theorem 7, let us examine some examples of isotropic spaces of \( \mathcal{A} \).

1. First note that \( \alpha(\mathcal{A}) \geq \max\{s, t\} \).
2. Second, suppose \( \text{ncrk}(\mathcal{B}) = r \), so there exists \( P \in \text{GL}(s, \mathbb{F}) \) and \( Q \in \text{GL}(t, \mathbb{F}) \), such that every matrix in \( PBQ \) is of the form \( \begin{bmatrix} B_1 & B_2 \\ 0 & B_3 \end{bmatrix} \), where \( B_2 \) is of size \( a \times b \) such that \( a + b = r \).

Let \( R = \begin{bmatrix} P^t & 0 \\ 0 & Q \end{bmatrix} \). Then we have

\[
R^t A R = \begin{bmatrix} P & 0 \\ 0 & Q \end{bmatrix} \begin{bmatrix} 0 & B \\ -B^t & 0 \end{bmatrix} \begin{bmatrix} P^t & 0 \\ 0 & Q \end{bmatrix} = \begin{bmatrix} 0 & PBQ \\ -(PBQ)^t & 0 \end{bmatrix}
\]

from which we get an isotropic space, consisting of the zero blocks in the middle part, of dimension \( n - r \). (Note that the zero matrix at the \((2, 3)\) position is of size \((s - a) \times (t - b)\), and the isotropic space corresponding to the zero blocks in the middle part is of size \((s - a) + (t - b) = (s + t) - (a + b) = n - r\).)

3. The third example we now describe represents a difference from the graph-theoretic setting. Suppose \( s = t \), and every \( B \in M(s, \mathbb{F}) \) is symmetric. So \( n = 2s \). Then let \( U = \{u \in \mathbb{F}^n = \mathbb{F}^{2s} : u = (u_1, \ldots, u_s, u_1, \ldots, u_s)^t \in \mathbb{F}^n\} \leq \mathbb{F}^n \). That is, \( U \) consists of those vectors whose \( i \)th component equals the \((i + s)\)th component, for \( i \in [s] \), and
dim(U) = s. We claim that U is an isotropic space of \( A \). To see this, for a given \( u \in U \), we can write it as \([v, v']\) where \( v \in F^s \). So for \( A \in A \) such that \( A = \begin{pmatrix} 0 & B \\ -B^t & 0 \end{pmatrix} \), we have
\[
[\begin{bmatrix} v \\ v' \end{bmatrix}] [\begin{bmatrix} 0 & B \\ -B^t & 0 \end{bmatrix}] [\begin{bmatrix} v \\ v' \end{bmatrix}] = -vv'B^tv + v'Bv = -v'Bv + v'Bv = 0.
\]

The proof of Theorem 7 basically suggests that isotropic spaces of the third type are not going to matter for the comparison with \( \alpha(A) \). We now go into the proof.

**Proof of Theorem 7.** Let \( r = ncrk(B) \) and \( d = \alpha(A) \).

We first show that \( \alpha(A) \geq n - ncrk(B) \). Note that \( r \leq \min\{s,t\} \), because we have the trivial isotropic pairs \((F^s,0)\) and \((0,F^t)\). If \( r = \min\{s,t\} \), note that \( n - \min\{s,t\} = \max\{n-s,n-t\} = \max\{s,t\} \), and we do have isotropic spaces of dimensions \( s \) and \( t \), respectively, by (1) from above. If \( r < \min\{s,t\} \), then by (2) from above, there is an isotropic space of dimensions \( n - r \). This shows that \( \alpha(A) \geq n - ncrk(B) \).

We then show that \( \alpha(A) \leq n - ncrk(B) \), or equivalently, \( ncrk(B) \leq n - \alpha(A) \). Again, if \( \alpha(A) = \max\{s,t\} \), then \( ncrk(B) \leq n - \max\{s,t\} = \min\{s,t\} \), which trivially holds. So we assume that \( \alpha(A) > \max\{s,t\} \). Let \( U \) be an isotropic space of dimension \( d = \alpha(A) \), and take an \( n \times d \) matrix whose columns form a basis of \( U \), which, by abuse of notation, is also denoted by \( U \). Let \( U = \begin{bmatrix} v_1' & v_2' & \cdots & v_d' \\ w_1' & w_2' & \cdots & w_d' \end{bmatrix} \), where \( v_i' \in F^s \), and \( w_i' \in F^t \). Let \( V' = [v_1' v_2' \cdots v_d'] \), and \( W' = [w_1' w_2' \cdots w_d'] \). By doing a linear combination over the columns, we can assume that \( U \) is of the form \( \begin{bmatrix} V & W'' \end{bmatrix} \), where \( V \in M(s \times c,F) \), \( W'' \in M(t \times c,F) \), and \( W \in M(t \times e,F) \), such that \( c + e = d \), \( \text{rk}(V) = c \), and \( \text{rk}(W) = e \). By abuse of notation, let \( V \) be the subspace of \( F^s \) spanned by columns in \( V \), and \( W \) the subspace of \( F^t \) spanned by columns in \( W \).

**Claim 21.** Let \( V \) and \( W \) be as above. Then \( (V,W) \) form an isotropic pair for \( B \).

**Proof.** From above we have that \( U = \begin{bmatrix} V & W'' \end{bmatrix} \), and suppose \( U = \begin{bmatrix} v_1 & v_2 & \cdots & v_d \\ w_1 & w_2 & \cdots & w_d \end{bmatrix} \).

This means that \( v_i = 0 \) for \( c < i \leq d \). Since \( U \) is an isotropic space of \( A \), we have, for any \( i,j \in [d] \), and \( A = \begin{bmatrix} 0 & B \\ -B^t & 0 \end{bmatrix} \in A \),
\[
\begin{bmatrix} v_i \\ w_i \end{bmatrix} = \begin{bmatrix} v_i \\ w_i \end{bmatrix} - \begin{bmatrix} v_i \\ w_i \end{bmatrix} = -w_iBv_j + v_iBw_j = -v_iBw_j + v_iBw_j = 0, \text{ so } v_iBw_j = v_iBw_j.
\]

In particular, for any column vector \( v \in V \) and any column vector \( w \in W \), we have \( v'Bw = 0'Bw'' = 0 \) for some column vector \( w'' \in W'' \).

This concludes the proof. \(<\)

We then get that \( ncrk(B) \leq (s+t)-(c+e) = n-d = n-\alpha(A) \), and the proof is concluded. \(\triangleright\)

We now set out to prove Corollary 8. For this we need one more ingredient. In the literature \[48,61]\, the computation of the non-commutative ranks only deals with the case when \( s = t \). To use that for general \( M(s \times t,F) \) we need a little twist.

**Proposition 22.** Over any field \( F \), computing the non-commutative rank of \( B \leq M(s \times t,F) \) can be done in deterministic polynomial time.

**Proof.** If \( s = t \), this follows from \[61\]. Without loss of generality, let us assume then \( s < t \).

We shall construct some \( C \leq M(t,F) \) as follows. First, for any \( B \in B \), let \( B' = \begin{bmatrix} 0 \\ B \end{bmatrix} \), where \( 0 \) is of size \( (t-s) \times t \), so \( B' \in M(t,F) \). Second, recall that \( E_{i,j} \) is the elementary matrix with the \((i,j)\)th entry being 1, and the rest entries being 0. Then \( C \) is the matrix space spanned by all \( B' \) and \( E_{i,j} \), with \( 1 \leq i \leq t-s \) and \( 1 \leq j \leq t \).
We claim that $\text{ncrk}(B) + (t - s) = \text{ncrk}(C)$. To see that $\text{ncrk}(B) + (t - s) \geq \text{ncrk}(C)$, let $(U, V)$ be an isotropic pair of $B$, where $U \leq F^s$, $V \leq F^t$, such that $\text{ncrk}(B) = s + t - \dim(U) - \dim(V)$. Let $U' \subseteq F^t$ be the image of $U$ under the embedding $F^s$ to $F^t$ by sending $e_i$ to $e_{i+t-s}$. Clearly, $(U', V)$ is an isotropic pair for $C$, so $\text{ncrk}(C) \leq 2t - \dim(U') - \dim(V) = (t - s) + s + t - \dim(U) - \dim(V) = (t - s) + \text{ncrk}(B)$.

To show that $\text{ncrk}(B) + (t - s) \leq \text{ncrk}(C)$, let $(U, V)$ be an isotropic pair of $C$. If $\text{ncrk}(C) = t$, then the equality is trivial. So in the following we assume $\text{ncrk}(C) < t$. We claim that if $V \neq 0$, then $U$ is a subspace of $\langle e_{t-s+1}, \ldots, e_t \rangle$. Suppose not, then $U$ contains a vector $u = [u_1, \ldots, u_t]^t$ with some $u_i \neq 0$ for $1 \leq i \leq t - s$. Because $E_{i,j}$ is present in $C$ for $1 \leq j \leq t$, for $v \in F^n$ to satisfy that $u^t E_{i,j} v = 0$ for any $1 \leq j \leq t$, $v$ has to be $0$. This implies that $V$ has to be $0$. Therefore all isotropic pairs of $C$, except a trivial one $(F^t, 0)$, are also isotropic pairs of $B$. Therefore, if $\text{ncrk}(C) < t$, and $(U, V)$ is an isotropic pair for $\text{ncrk}(C)$ such that $\text{ncrk}(C) = 2t - \dim(U) - \dim(V) < t$, we have $V \neq 0$, so $U \leq \langle e_{t-s+1}, \ldots, e_t \rangle$. Let $U'$ be the image of $U$ under the projection from $F^t$ to $F^s$ by sending $(v_1, \ldots, v_t)^t$ to $(v_{t-s+1}, \ldots, v_t)^t$. We see then $\dim(U') = \dim(U)$, and $(U', V)$ is an isotropic space for $B$. From this we can conclude the proof.

We are now ready to prove Corollary 8.

**Proof of Corollary 8.** Given $A \leq A(n, F_q)$, $q$ odd, first put it into the explicit bipartite form using Theorem 5, which also produces the bases of the two subspaces in an isotropic 2-decomposition. Then for a matrix space $B \leq M(s \times t, F)$ induced from the bipartite structure, compute its non-commutative rank $r = \text{ncrk}(B)$ using Proposition 22. The isotropic number of $A$ is then $n - r$, by Theorem 7.

**Remark 23.** To obtain analogues of Corollary 8 over $\mathbb{R}$ and $\mathbb{C}$, the bottleneck is that over $\mathbb{R}$ and $\mathbb{C}$, Theorem 5 only outputs the projection matrix as the product of a sequence of matrices over different extension fields. This prevents us from working with the bases of the subspaces in an isotropic 2-decomposition directly. Of course, if we are content with approximating those algebraic numbers up to certain precision, we can use the representation of the projection as a product of matrices over different extension fields to get such, and then work with that.

## 7 Proof of Theorem 9

Let us first work with general $F$, and then restrict to our target field $\mathbb{Q}$ at some point. Recall that the problem is to decide whether an alternating matrix space $A \leq A(n, F)$ has an isotropic space of dimension 2. We first make the following easy observation.

**Observation 24.** Let $A = \langle A_1, \ldots, A_m \rangle \leq A(n, F)$. Then $A$ has an isotropic space of dimension 2, if and only if there exist linearly independent $v, w \in F^m$ such that for any $A \in A$, $v^t A w = 0$, which is further equivalent to that for any $i \in [m]$, $v_i A_i w = 0$.

We now need to prove some auxiliary results. Let $B = \langle B_1, \ldots, B_m \rangle \leq M(n, F)$, and let $B = (B_1, \ldots, B_m) \in M(n, F)^m$. Here is a natural problem about matrix spaces.

**Problem 25.** The existential singularity problem for matrix spaces, or the linear $\exists$-singularity problem, asks the following: given $B \in M(n, F)$, decide whether there exists a singular (e.g. non-full-rank) non-zero matrix in $B$. 

The linear 3-singularity problem turns out to be quite interesting. We discuss this problem in detail in Section 7.1. For the sake of proving Theorem 9, we need the following result, whose proof can be found there.

▶ Lemma 26. Over \( \mathbb{Q} \), assuming the generalized Riemann hypothesis, there is a randomized polynomial-time reduction from deciding quadratic residuosity modulo squarefree composite numbers to deciding the linear 3-singularity problem.

We then show that the linear 3-singularity problem reduces to deciding whether an alternating matrix space has an isotropic space of dimension 2. This reduction works over any field.

For this purpose, it will be convenient to define an intermediate problem, which may be viewed just as a reformulation of Problem 25.

Recall that \( \mathcal{B} = \langle B_1, \ldots, B_m \rangle \leq \text{M}(n, \mathbb{F}) \), and \( \mathcal{B} = (B_1, \ldots, B_m) \in \text{M}(n, \mathbb{F})^m \). Think of \( \mathcal{B} \) as a 3-tensor \( T_\mathcal{B} \) of size \( n \times n \times m \), such that \( T_\mathcal{B}(i, j, k) = B_k(i, j) \). That is, \( B_k \)'s are the slices according to the third index (lateral slices). We will also be interested in the matrices obtained according to the first index (horizontal slices) and the second index (vertical slices).

Specifically, define \( \mathcal{B}^v \) be the \( n \)-tuple of \( n \times m \) matrices that are vertical slices of \( T_\mathcal{B} \). That is, \( \mathcal{B}' = (B'_1, \ldots, B'_n) \in \text{M}(n \times m, \mathbb{F})^n \), where \( B'_j = [B_1e_j, \ldots, B_me_j] \), or in other words, \( B'_j(i, k) = T_\mathcal{B}(i, j, k) = B_k(i, j) \). Similarly we can define the matrix tuple consisting of the horizontal slices of \( T_\mathcal{B} \).

We now consider the matrix space \( \mathcal{B}' \in \text{M}(n \times m, \mathbb{F})^n \). For \( v = (v_1, \ldots, v_m)^t \in \mathbb{F}^m \), its right degree in \( \mathcal{B}' \) is defined to be the rank of \( [B_1v, \ldots, B_nv] = v_1B_1 + \cdots + v_mB_m \). Therefore, every non-zero \( v \in \mathbb{F}^m \) has right degree \( n \) in \( \mathcal{B}' \), if and only if every matrix in \( \mathcal{B} \) is of rank \( n \). Lemma 26 then immediately implies the following.

▶ Corollary 27. Over \( \mathbb{Q} \), assuming the generalized Riemann hypothesis, there is a randomized polynomial-time reduction from deciding quadratic residuosity modulo squarefree composite numbers to deciding whether there exists a non-zero \( v \in \mathbb{F}^m \) of right degree < \( n \) w.r.t. a matrix tuple \( \mathcal{B}' \in \text{M}(n \times m, \mathbb{F})^n \).

Given \( \mathcal{B}' = (B'_1, \ldots, B'_n) \in \text{M}(n \times m, \mathbb{F})^n \), we construct a tuple of alternating matrices of size \((n + m) \times (n + m)\), as follows. For \( i \in [n] \), let \( A_i = \begin{bmatrix} 0 & B'_i \\ -B'_i & 0 \end{bmatrix} \). For \( 1 \leq i < j \leq n \), let \( C_{i,j} = e_ie_j - e_je_i \). For \( 1 \leq k < \ell \leq m \), let \( D_{k,\ell} = e_k e_{\ell}^t - e_{\ell} e_k^t \). Note that \( C_{i,j} \) and \( D_{k,\ell} \) are elementary alternating matrices. Let \( \mathcal{A} = (A_1, \ldots, A_n, C_{1,2}, \ldots, C_{n-1,n}, D_{1,2}, \ldots, D_{m-1,m}) \). We now claim the following.

▶ Claim 28. Let \( \mathcal{B}' \in \text{M}(n \times m, \mathbb{F})^n \) and \( \mathcal{A} \in \Lambda(n + m, \mathbb{F})^{n+(\frac{n}{2})+(\frac{m}{2})} \) as above. Let \( \mathcal{A} = \langle \mathcal{A} \rangle \leq \Lambda(n + m, \mathbb{F}) \). Then there exists a non-zero \( v' \in \mathbb{F}^m \) of right degree < \( n \) in \( \mathcal{B}' \) if and only if \( \mathcal{A} \) has an isotropic space of dimension 2.

Proof. By Observation 24, to decide whether \( \mathcal{A} \) has an isotropic space of dimension \( \geq 2 \), we only need to test whether there exist linearly independent \( u, v \in \mathbb{F}^{n+m} \), such that for any \( E = A_i \), or \( C_{i,j} \), or \( D_{k,\ell} \), \( u'^tEv = 0 \).

The only if direction is easy to verify. Suppose \( v' \in \mathbb{F}^m \) is of right degree \( n - 1 \) w.r.t. \( \mathcal{B}' \), namely \( [B'_1v', \ldots, B'_mv'] \) is of rank \( < n \). Then take any non-zero \( u' \in \mathbb{F}^n \) in the left kernel of \( [B'_1v', \ldots, B'_mv'] \), and we have that for \( i \in [m] \), \( u'^tB'_iv' = 0 \). Now construct \( u = \begin{bmatrix} u' \\ 0 \end{bmatrix} \in \mathbb{F}^{n+m} \), and \( v = \begin{bmatrix} 0 \\ v' \end{bmatrix} \in \mathbb{F}^{n+m} \). For \( i \in [n+m] \), let the \( i \)th component of \( u \) (resp. \( v \)) be \( u_i \) (resp.
for $i \in \{n + 1, \ldots, n + m\}$, $u_i = 0$. For $i \in [n]$, $v_i = 0$. Clearly, $u$ and $v$ are linearly independent. Furthermore, it is easy to verify that $(1) u^t A_i v = u^t B_i v' = 0$, $(2)$ $u^t C_{i,j} v = u_i v_j - u_j v_i = u_i \cdot 0 - u_j \cdot 0 = 0$, as $i, j \in [n]$, and similarly (3) $u^t D_{k,t} v = 0$. Then $u$ and $v$ spans a dimension-2 isotropic space of $A$.

For the if direction, suppose $u$ and $v$ are linearly independent vectors in $\mathbb{F}^{n+m}$, and satisfy that for any $E = A_i$, or $C_{i,j}$, or $D_{k,t}$, $u^t E v = 0$. Write $u = \begin{bmatrix} u_1 \\ u_2 \end{bmatrix}$, where $u_1 \in \mathbb{F}^n$ and $u_2 \in \mathbb{F}^m$. Similarly write $v = \begin{bmatrix} v_1 \\ v_2 \end{bmatrix}$, where $v_1 \in \mathbb{F}^n$ and $v_2 \in \mathbb{F}^m$. By $u^t C_{i,j} v = 0$, we have that $u_1$ and $v_1$ are linearly dependent. By $u^t D_{k,t} v = 0$, we have that $u_2$ and $v_2$ are linearly dependent. We first observe that it cannot be the case that $u_1 = v_1 = 0$, nor $u_2 = v_2 = 0$. As otherwise, say if $u_1 = v_1 = 0$, then because $u_2$ and $v_2$ are linearly dependent, we have $u$ and $v$ is linearly dependent, a contraction. Therefore, without loss of generality, we assume that $u_1 \neq 0$, so $v_1 = \alpha_1 u_1$ for some $\alpha_1 \in \mathbb{F}$. We then have two cases. In the first case, if $u_2 = 0$, then $v_2 \neq 0$, and $v' = v - \alpha_1 u$ and $u$ are linearly independent. In the second case, if $u_2 \neq 0$, then $v_2 \neq \alpha_1 u_2$, as otherwise $u$ and $v$ would be linearly dependent. Then again, letting $v'' = v - \alpha u$, we have $u$ and $v''$ are linearly independent. Clearly, $u$ and $v''$ still satisfy that for any $E = A_i$, or $C_{i,j}$, or $D_{k,t}$, $u^t E v'' = 0$. Write $v''$ as $\begin{bmatrix} v'_1 \\ v'_2 \end{bmatrix}$ where $v'_1 \in \mathbb{F}^n$, and $v'_2 \in \mathbb{F}^m$, so $v'_1 = 0$, and $v'_2 \neq 0$. We then have $u_2 = \alpha_2 v'_2$. Letting $u'' = u - \alpha_2 v'$, we have $u'$ and $v'$ are linearly independent, and for any $E = A_i$, or $C_{i,j}$, or $D_{k,t}$, $u'' E v' = 0$. Write $u'$ as $\begin{bmatrix} u'_1 \\ u'_2 \end{bmatrix}$ where $u'_1 \in \mathbb{F}^n$, and $u'_2 \in \mathbb{F}^m$, so $u'_1 \neq 0$, and $u'_2 = 0$. It is then straightforward to verify that the condition $u'' A_i v' = 0$ is equivalent to $u'' B_i v'_2 \neq 0$. Recall that neither $u'_1$ nor $v'_2$ is the zero vector; this just translates to say that $v'_2$ is of right degree $< n$ w.r.t. $B'$. <

Theorem 9 follows by combining Claim 28 and Corollary 27.

7.1 The existential singularity problem for matrix spaces

In this subsection, we discuss on Problem 25, which we believe is a very interesting problem in its own right. We therefore examine this problem over various fields, and prove Lemma 26 over $\mathbb{Q}$.

The affine version of Problem 25 has been studied in [24]. More specifically, the $3$-singularity problem for affine matrix spaces asks to decide whether an affine matrix space contains a non-full-rank matrix (not necessarily nonzero). In [24], this problem was called the singularity problem. This may cause some confusion, because in [48,61] the singularity problem for matrix spaces is to decide whether all matrices in a matrix space are singular. For clarification, we then call the problem in [24] the affine $3$-singularity problem, and Problem 25 the linear $3$-singularity problem.

In [24], it was shown that the affine $3$-singularity problem is NP-hard over $\mathbb{F}_q$, $\mathbb{Q}$, or $\mathbb{R}$. We first note that the linear $3$-singularity problem reduce to that for affine matrix spaces, but the inverse direction is not clear.9 Furthermore, the proof strategy of [24] cannot be adapted directly to tackle Problem 25, because of the introduction of field constants in the reduction. In particular, the use of field constants in the transformation from algebraic branching programs to symbolic determinants by Valiant [106] seems particularly crucial. Indeed, as we will see below, the $3$-singular problems for matrix spaces and for affine matrix spaces demonstrate quite different behaviors.

---

9 To reduce the matrix space case to the affine case is easy: if $B = \langle B_1, \ldots, B_m \rangle$, then form $m$ affine spaces $B_i + \langle B_1, \ldots, B_{i-1}, B_{i+1}, \ldots, B_m \rangle$. 

---
Matrix spaces in which every nonzero matrix is of full-rank has been studied in mathematics for a long time. More broadly, if $B \leq M(n, F)$ satisfies that every nonzero matrix in $B$ is of a fixed rank $r$, we say that $B$ satisfies the fixed rank $r$ condition. Such matrix spaces are of interests in algebraic geometry (mostly when over algebraically closed fields), differential topology (mostly when over $\mathbb{R}$), number theory (mostly when over $\mathbb{Q}$), and algebra (mostly when over finite fields). It turns out that several results from these different branches of mathematics will be useful for our algorithmic purposes as well.

To start with, the following quantity has been studied extensively in the literature. Let $\rho(n, r, \mathbb{F})$ be the maximum dimension over those $B \leq M(n, \mathbb{F})$ satisfying the fixed rank $r$ condition. Also let $\tau(n, r, \mathbb{F})$ be the maximum dimension over those affine matrix spaces $C \subseteq M(n, \mathbb{F})$ satisfying the fixed rank $r$ condition. Also let $\rho(n, \mathbb{F}) := \rho(n, n, \mathbb{F})$, and $\tau(n, \mathbb{F}) := \tau(n, n, \mathbb{F})$. As pointed out in [37], $\rho(n, \mathbb{F}) \leq n$, and $\tau(n, \mathbb{F}) = \binom{n}{r}$. Two remarks are due here. First, $\rho(n, \mathbb{F})$ can be much smaller than $n$ for certain fields; see below. Second, the $\binom{n}{r}$ bound for $\tau(n, \mathbb{F})$ can be easily achieved at $I_n + U$ where $U$ is the linear space of strictly upper triangular matrices. This distinction already suggests that the difference between the linear and the affine cases can be significant.

In this following, we discuss on $\mathbb{C}$, $\mathbb{R}$, and $\mathbb{Q}$, comparing the linear and affine settings, and presenting some algorithms for the linear case, including a proof of Lemma 26. We refer the interested reader to [98] for the finite field case.

**Over $\mathbb{C}$**

The affine $\exists$-singularity problem over $\mathbb{C}$ is only known to be in $\mathbb{RP}$ [24].

We then turn to the linear $\exists$-singularity problem over $\mathbb{C}$. Sylvester showed that $\rho(n, \mathbb{C}) \leq 1$ [101], and Westwick generalized that to $\rho(n, r, \mathbb{C}) \leq 2n - 2r + 1$ [110]. Some subsequent developments include [19, 57].

Sylvester’s result immediately translates to a deterministic efficient algorithm for the linear $\exists$-singularity problem over $\mathbb{C}$: if the input matrix space $B \leq M(n, \mathbb{C})$ is of dimension $\geq 2$, then return “exists.” Otherwise, $B = \langle B \rangle$, and return “exists” if and only if $B$ is of full-rank.

**Over $\mathbb{R}$**

The affine $\exists$-singularity problem over $\mathbb{R}$ is NP-hard [24].

We then turn to the linear $\exists$-singularity problem over $\mathbb{R}$. Based on the Radon-Hurwitz construction and Adams’ vector field theorem [1], $\rho(n, \mathbb{R})$ is equal to the so-called Hurwitz-Radon function (see [2]). For $n \in \mathbb{N}$, write $n$ in the form of $2^{4r+b} \cdot (2c+1)$ where $b \in \{0, 1, 2, 3\}$, and the Hurwitz-Radon function is $HR(n) = 8a + 2^b$. The significance of this result for our algorithmic purpose is that $HR(n) \leq 2(\log n + 4)$. Some subsequent developments include [30, 70, 82].

Therefore, the linear $\exists$-singularity problem over $\mathbb{R}$ admits the following quasipolynomial-time algorithm. If the input matrix space $B \leq M(n, \mathbb{C})$ is of dimension $\geq HR(n)$, then return “exists.” Otherwise, $B = \langle B_1, \ldots, B_m \rangle$ where $m \leq HR(n) \leq 2(\log n + 4)$. We form $m$ affine spaces, $C_i := B_i + \langle B_1, \ldots, B_{i-1}, B_{i+1}, \ldots, B_m \rangle$, for every $i \in [m]$. The question then becomes whether any of the $C_i$’s contains a singular matrix. This can be done by computing $f_i := \det(B_1 x_1 + \cdots + B_{i-1} x_{i-1} + B_i + B_{i+1} x_{i+1} + \cdots + B_m x_m)$ explicitly. Since the polynomial $f_i$, involving $O(\log n)$ variables, is of degree $n$, $f_i$ has $n^{O(\log n)}$ monomials,
and we can fully write out $f_i$ in time polynomial in $n^{O(\log n)}$. After that, we can use the existential theory of reals [27, 91] to determine whether $f_i$ has a non-trivial zero in time $n^{O(\log n)}$. Return “exists” if and only if one of these $f_i$’s is solvable. This concludes the proof.

Over $\mathbb{Q}$

The affine $\exists$-singularity problem over $\mathbb{Q}$ is NP-hard [24]. We then turn to the linear $\exists$-singularity problem over $\mathbb{Q}$. To start with, observe that $\rho(n, \mathbb{Q}) \geq n$. This is because we can take a degree-$n$ extension field $K$ over $\mathbb{Q}$, and use the regular representation of $K$. We now prove Lemma 26, which suggests that the linear $\exists$-singularity problem is not so easy either.

Proof of Lemma 26. We consider a special case of Problem 25 as follows. Assume $B \leq M(n, \mathbb{Q})$ is closed under matrix multiplication, so $B$ forms an algebra over $\mathbb{Q}$. In this setting, Problem 25 just asks whether $B$ is not a division algebra. We can even specialize further by considering $B$ being a central simple algebra over $\mathbb{Q}$.

In [92], Rónyai considered the problem of testing whether a central simple algebra over $\mathbb{Q}$ of dimension 4 is isomorphic to $M(2, \mathbb{Q})$. He showed that assuming the generalized Riemann hypothesis, there is a randomized efficient reduction from deciding quadratic residuosity modulo squarefree composite numbers to this problem. In [92], the algebras are represented by structural constants, but these can be turned into matrix representations in $M(4, \mathbb{Q})$ (see e.g. [62]). It follows that there is an analogous reduction for matrix algebras.

We can then conclude the proof, because such an algebra is either isomorphic to $M(2, \mathbb{Q})$ (in which there exists a nonzero singular matrix) or a division algebra (in which every nonzero matrix is full-rank).

8 Proof of Theorem 10

8.1 Some basic statistics

All results in this subsection are either classical or straightforward. We collect them here, and provide proofs, partly for completeness, and partly because we will use some of the arguments here in the following.

We first recall the following bound on the number of subspaces of $\mathbb{F}_q^n$.

Fact 29. \hfill ▷

1. For $d \leq N$, $0 \leq d \leq n$, the number of dimension-$d$ subspaces of $\mathbb{F}_q^n$ is equal to the Gaussian binomial coefficient

$$\binom{n}{d}_q := \frac{(q^n - 1) \cdot (q^n - q) \cdot \ldots \cdot (q^n - q^{d-1})}{(q^d - 1) \cdot (q^d - q) \cdot \ldots \cdot (q^d - q^{d-1})}.$$ 

2. The Gaussian binomial coefficient satisfies:

$$q^{(n-d)d} \leq \binom{n}{d}_q \leq q^{(n-d)d+d}.$$ 

3. The number of subspaces of $\mathbb{F}_q^n$ is $q^{\frac{1}{2} n^2 + \Theta(n)}$.

10There are several ways of doing this. One approach is to transform the determinant expression into an arithmetic circuit, and then compute along this circuit to get the final polynomial.
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Proof. (1) is well-known. For (2), it is enough to verify that for any prime power \( q \), and \( n,d,k \in \mathbb{N}, n \geq d > k \), we have

\[
q^{n-d} \leq \frac{q^n - q^k}{q^d - q^k} \leq q^{n-d+1}.
\]

For (3), it is well-known that \( \binom{n}{d}_q \) achieves maximal over \( d \) at \( d = \lfloor n/2 \rfloor \). So we have

\[
q^{\frac{n}{2} - \frac{1}{4}} \leq \left( \frac{n}{\lfloor n/2 \rfloor} \right)_q \leq \sum_{d=0}^{n} \left( \frac{n}{d} \right)_q \leq (n + 1) \cdot \left( \frac{n}{\lfloor n/2 \rfloor} \right)_q \leq q^{\frac{n}{2} + \lfloor n/2 \rfloor + \log(n+1)},
\]

from which the result follows. ◀

Analogously, we consider the number of isotropic spaces of a non-degenerate alternating form \( A \in \Lambda(n,q) \).

Proposition 30. Let \( A \in \Lambda(n,q) \), \( n \) even, be a non-degenerate alternating matrix. Then we have the following.
1. For \( d \in \mathbb{N}, 0 \leq d \leq n/2 \), the number of dimension-\( d \) isotropic spaces of \( A \) is

\[
I(A, d) := \frac{(q^n - 1) \cdot (q^{n-1} - q) \cdot \ldots \cdot (q^{n-(d-1)} - q^{d-1})}{(q^d - 1) \cdot (q^d - q) \cdot \ldots \cdot (q^d - q^{d-1})}.
\]

For \( d \in \mathbb{N}, d > n/2 \), there are no dimension-\( d \) isotropic spaces.
2. For \( d \in \mathbb{N}, 0 \leq d \leq n/2 \), \( I(A, d) \) is bounded as follows:

\[
q^{nd - \frac{3}{2}d^2 + \frac{1}{4}d} \leq I(A, d) \leq q^{nd - \frac{5}{4}d^2 + \frac{1}{4}d}.
\]
3. The number of isotropic spaces of \( A \) is \( q^{\frac{n}{2}n^{2} + \Theta(n)} \).
4. The number of maximal isotropic spaces of \( A \) is \( q^{\frac{n}{2}n^{2} + \Theta(n)} \).

Proof. For (1), suppose we have chosen \( u_1, \ldots, u_i \) such that \( \langle u_1, \ldots, u_i \rangle \) is an isotropic space. We then need to select the next eligible \( u_{i+1} \), such that \( \langle u_1, \ldots, u_{i+1} \rangle \) forms an isotropic space. Since \( u_{i+1} \) needs to satisfy \( u_{i+1}^t Au_j = 0 \) for \( 1 \leq j \leq i \), and \( A \) is non-degenerate, \( u_{i+1} \) should be from a dimension-(\( n-i \)) subspace, namely the subspace orthogonal to \( Au_j \), \( 1 \leq j \leq i \). Furthermore, \( u_{i+1} \) is not in \( \langle u_1, \ldots, u_i \rangle \). So there are \( q^{n-i} - q^i \) choices of \( u_{i+1} \) in the \( i \)th step. This explains the numerator. The denominator is of such form, because for each isotropic space there are these many ordered bases.

For (2), it follows from the same argument as the proof for Fact 29 (2).

For (3), note that \( nd - \frac{3}{2}d^2 \) achieves its maximum at \( d = \frac{1}{2}n \).

For (4), note that maximal isotropic spaces are of dimension \( n/2 \). This is because for any isotropic space \( U \) of dimension \( d < n/2 \), we can choose an eligible \( u_{d+1} \) as in the proof for (1), such that \( \langle U, u_{d+1} \rangle \) is also an isotropic space. ◀

Proposition 31. Let \( A \in \Lambda(n,q) \), \( n \) even, be a non-degenerate alternating matrix. Then all isotropic spaces of \( A \) can be enumerated in time \( q^{\frac{n}{2}n^{2} + O(n)} \).

Proof. We enumerate isotropic spaces according to dimensions in an increasing order. Each subspace of \( \mathbb{F}_q^n \) is represented by an ordered basis. We will maintain a list \( L \) of all isotropic subspaces, and for each isotropic space \( U \) of dimension \( d \), maintain a list of isotropic spaces of dimension \( d + 1 \) that contain \( U \), denoted as \( L(U) \). Note that for a fixed \( U \), there are at most \( q^{n-d} \) such spaces. In other words, we will record the lattice of isotropic spaces.
Suppose we have enumerated all isotropic spaces of dimensions $\leq d$. To enumerate isotropic spaces of dimension $d + 1$, we maintain a list of such spaces. Then for each isotropic space $U$ of dimension $d$, and for each $u \in \text{rad}(U) \setminus U$, we form $U' = \langle u, U \rangle$, and test whether $U'$ is in $L(U)$. If not, then we add $U'$ to $L$. We also add it to $L(U)$, and for every dimension $d$-subspace $\tilde{U}$ of $U'$, add $U'$ to $L(\tilde{U})$. Otherwise we move on.

Clearly, in the above procedure, each isotropic space will added, and only added to $L$ once. This procedure runs in time $N \cdot q^{O(n)}$, where $N$ denotes the number of isotropic spaces of $A$. We can then conclude by resorting to Proposition 30 (3).

When working with maximal isotropic spaces, it is enough to restrict our attention to just non-degenerate matrix spaces.

**Observation 32.** For $\mathcal{A} \leq \Lambda(n, F)$, any maximal isotropic space of $\mathcal{A}$ contains $\text{rad}(\mathcal{A})$.

### 8.2 A non-trivial upper bound on the number of maximal isotropic spaces

For $\mathcal{A} \leq \Lambda(n, q)$, let $\text{MI}(\mathcal{A})$ be the set of maximal isotropic spaces of $\mathcal{A}$, and $\text{NMI}(\mathcal{A})$ be the number of maximal isotropic spaces of $\mathcal{A}$, e.g. the size of $\text{MI}(\mathcal{A})$. Let $\text{MaxNMI}(n, q)$ be the maximum of $\text{NMI}(\mathcal{A})$ over all $\mathcal{A} \leq \Lambda(n, q)$. By Fact 29 (3) and Proposition 30 (4),

$$q^{\frac{1}{2} n^2 + O(n)} \geq \text{MaxNMI}(n, q) \geq q^{\frac{1}{2} n^2 + \Omega(n)}.$$

**Theorem 10, slightly reformulated**

Let $\text{MaxNMI}(n, q)$ be as above. Then $\text{MaxNMI}(n, q) \leq q^{\frac{1}{2} n^2 + C \cdot n}$ for some large enough absolute constant $C$.

Let us illustrate the proof strategy for Theorem 10, before we enter the details.

The starting point of our proof is the alternative proof bounding the number of maximal independent sets by Wood [115].

The core of Wood’s argument is the following. Let $G = (V, E)$ be a graph on $n$ vertices. Recall that we want to prove that the number of maximal independent sets in $G$ is no more than $g(n) = 3^n$. We shall do an induction on $n$. Let $v \in V$ be a vertex of minimal degree $d$. Let $N(v)$ be the set of neighbours of $v$ together with $v$ (e.g. the closed neighbourhood of $v$). Then any maximal independent set $I$ contains some $w \in N(v)$, as otherwise $I \cup \{v\}$ would be a larger independent set. If $I$ contains $w \in N(v)$, then $I \setminus \{w\}$ would be a maximal independent set of $G|_{V \setminus N(w)}$, the induced subgraph of $G$ on $V \setminus N(w)$. Since $G|_{V \setminus N(w)}$ is of size $\leq n - d - 1$, we then have

$$g(n) \leq (d + 1) \cdot g(n - d - 1). \quad (3)$$

From this relation and the induction hypothesis, the result follows in a rather straightforward fashion.

In the following, we will develop a linear algebraic analogue of Equation 3. However, just applying this does not suffice, when there are many vectors of degree 1.

We remedy this by showing that in this setting, the maximum rank is large, which allows us to use an argument similar to one in Proposition 30. More specifically, recall that in Proposition 30 (3), we showed that the number of isotropic spaces of a non-degenerate alternating matrix is bounded from above by $q^{\frac{1}{2} n^2 + O(n)}$. Note that any maximal isotropic space of $\mathcal{A}$ is an isotropic space of any $A \in \mathcal{A}$. So if $\mathcal{A}$ contains a non-degenerate $A$, we
can immediately obtain Theorem 10 in this case. However, there are non-degenerate matrix spaces that do not contain non-degenerate alternating matrices. For example, the following is an alternating matrix space of maximum rank 2, written in a parametrized form:

\[
A = \begin{bmatrix}
0 & x_1 & \ldots & x_n \\
-x_1 & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
-x_n & 0 & \ldots & 0
\end{bmatrix}.
\]

For our purpose, we will need to bound the number of isotropic spaces for matrix spaces of rank \( > \frac{2}{3}n \). So the following lemma is required; its proof is postponed to Section 8.2.1.

\begin{lemma}
Let \( A \in \Lambda(n,q) \) be of rank \( > \frac{2}{3}n \). Then the number of isotropic spaces of \( A \) is bounded from above by \( q^{\frac{1}{3}n^2+Dn} \) for some large enough absolute constant \( D \).
\end{lemma}

We are now ready to prove Theorem 10.

**Proof of Theorem 10.** Let \( A \leq \Lambda(n,q) \). By Observation 32, for our purpose, we can assume that \( A \) is non-degenerate. Let \( g_q(n) = q^n + Cn \). We prove by an induction on \( n \). Assume MaxNMI(\( \ell \), \( q \)) \( \leq g_q(\ell) \) holds for any \( \ell < n \). Our goal is to show that NMI(\( A \)) \( \leq g_q(n) \).

Let \( d = \min\{\deg(A(v)) : v \in \mathbb{F}_q^n, v \not= 0\} \). As \( A \) is non-degenerate, \( d \geq 1 \). Take any \( v \in \mathbb{F}_q^n \) of degree \( d \), and let \( c = n - d \) be the codegree of \( v \). Let \( N(v) := (\mathbb{F}_q^n \setminus \text{rad}(A(v))) \cup \{v\} = \{u \in \mathbb{F}_q^n : \exists A \in A, u^tAv \not= 0\} \cup \{v\} \). We call \( N(v) \) the closed neighbourhood of \( v \). Note that \( |N(v)| = q^n - q^c + 1 \).

Let \( U \subseteq \mathbb{F}_q^n \) be a maximal isotropic space of \( A \). Clearly, \( U \cap N(v) \not= \emptyset \). As otherwise, we have \( U \subseteq \text{rad}(v) \) and \( v \not\in U \). This is equivalent to that \( v \in \text{rad}(U) \) and \( v \not\in U \). It follows that \( U \subseteq \text{rad}(U) \), so by Observation 17, \( U \) is not maximal, a contradiction.

Therefore there exists some \( w \in N(v) \cap U \). It follows that \( U \subseteq \text{rad}(w) \). Since \( U \) is maximal isotropic in \( A \), \( U \) is also a maximal isotropic space of \( A|_{\text{rad}(w)} \). As \( \deg(w) \geq \deg(v) = d \), \( \dim(\text{rad}(w)) \leq c \). Furthermore, note \( w \) is an isolated vector in \( A|_{\text{rad}(w)} \). We then have

\[
\text{NMI}(A) \leq \sum_{w \in N(v)} \text{NMI}(A|_{\text{rad}(w)}) \leq (q^n - q^c + 1) \cdot g_q(c - 1),
\]

where the second inequality is due to the induction hypothesis. Note that on the right hand side, we have \( g_q(c - 1) \) instead of \( g_q(c) \), because \( w \) is an isolated vector in \( A|_{\text{rad}(w)} \), and Observation 32. The reader may want to compare this with Equation 3.

Now suppose \( d \geq 2 \), that is, \( c \leq n - 2 \). We then have

\[
\text{NMI}(A) \leq q^n \cdot g_q(n - 3) \leq q^n \cdot q^{\frac{1}{2}(n-3)^2+C(n-3)} = q^{\frac{1}{2}n^2+Cn+\frac{1}{2}C(n-3)} \leq q^{\frac{1}{2}n^2+Cn}.
\]

Note that the second inequality is by the induction hypothesis, and the last inequality holds as long as \( C \geq 1 \).

Now suppose \( d = 1 \). In this case, Equation 5 is not enough for our purpose. We then need the following refinement. Partition \( N(v) \) as \( N_1(v) \cup N_{\geq 2}(v) \), where \( N_1(v) = \{w \in \mathbb{F}_q^n : w \in N(v), \deg(w) = 1\} \), and \( N_{\geq 2}(v) = N(v) \setminus N_1(v) \). A refinement of Equation 4 gives that

\[
\text{NMI}(A) \leq |N_1(v)| \cdot g_q(n - 2) + |N_{\geq 2}(v)| \cdot g_q(n - 3).
\]
If $|N_1(v)| \leq q^{\frac{2}{n}}$, then we have

$$\text{NMI}(\mathcal{A}) \leq q^{\frac{2}{n}} \cdot g_q(n-2) + q^n \cdot g_q(n-3) \leq q^{\frac{2}{n}} \cdot g_q(n-2)^2 + g_q(n-2)^2 + C(n-2) \leq q^{\frac{2}{n}} n^2 + Cn + (\frac{2}{3} - 2C) \leq q^{\frac{2}{n}} n^2 + Cn - 1 + q^{\frac{2}{n}} n^2 + Cn$$

Note that the second inequality is by the induction hypothesis, the second to the last inequality holds as long as $C \geq 1$.

If $|N_1(v)| > q^{\frac{2}{n}}$, then we first prove the following.

**Proof for Claim 34.** Suppose $\dim(A) = m$. Let $s = \lfloor \frac{2}{n} \rfloor + 1$, the smallest integer larger than $\frac{2}{n}$. We will show that there exists a linear basis of some $\bar{A}$ that is isometric to $A$, $\bar{A}_1, \ldots, \bar{A}_m \in \Lambda(n,q)$, such that

$$(B_1, \ldots, B_s) = (0, \ldots, 0),$$

where $B_1 \in M(s,q), C_1 \in M((n-s) \times s, q)$, and $D_i \in \Lambda(n-s, q)$. From this linear basis, it is clear that $B_1$ is of rank $s > \frac{2}{n}$, as otherwise $\bar{A}$ would be degenerate. It would follow then that $\rk(A) = \rk(\bar{A}) > \frac{2}{n}$.

We then start with an arbitrary linear basis of $A$, say $A_1, \ldots, A_m \in \Lambda(n,q)$. Recall that $v$ is of degree 1, and $|N_1(v)| > q^{\frac{2}{n}}$. For later convenience, rename $v$ as $u_1$. Then there exist $u_2, u_3, \ldots, u_s \in F_q^n$, such that for $i \geq 2$, $u_i \in N_1(v)$, and $u_1, \ldots, u_s$ are linearly independent. As otherwise, suppose the maximum number of linearly independent $u_i$'s from $N_1(v)$ we can find is $t < s$. Then since $N_1(v) > q^{\frac{2}{n}} \geq q^t = |\langle u_1, \ldots, u_t \rangle|$, we can find $u_{t+1} \in N_1(v) \setminus \langle u_1, \ldots, u_t \rangle$, a contradiction.

We then can arrange a change of basis matrix $T$ whose first $s$ columns are $u_1, \ldots, u_s$. Apply this change of basis matrix $T$ (by $T^T \cdot T$) to $A_1, \ldots, A_m$ to get a linear basis $\bar{A}_1, \ldots, \bar{A}_m$ for $\bar{A} = T^T A T$. Recall that $e_i$ denotes the $i$th standard basis vector. Since $u_i$'s are of degree 1, for any $i \in [s]$, we have $\bar{A}(e_i)$ is of dimension 1. For $2 \leq i \leq s$, since $u_i \in N(v)$, we have

$$c_i(\bar{A}_1, \ldots, \bar{A}_m) e_1 \neq (0, \ldots, 0).$$

Without loss of generality, assume $\bar{A}_1 e_1 \neq 0$. As $\bar{A}(e_1)$ is of dimension 1, we have for any $2 \leq j \leq m$, $A_j e_1 = \lambda_j A_1 e_1$ for some $\lambda_j \in F_q$. We claim that for any $2 \leq i \leq s$, the $i$th entry of $\bar{A}_1 e_1$, $\bar{A}_1 e_1(i)$ is not 0. If not, then for any $2 \leq j \leq m$, $A_j e_1(i) = \lambda_j A_1 e_1(i) = 0$. This is equivalent to say that $\bar{A}_j(\bar{A}_1, \ldots, \bar{A}_m) e_1 = 0$, contradicting Equation 8.

As $\bar{A}_i$'s are alternating matrices, we have for any $i, j, k$, $(\bar{A}_i e_j)(k) = -(\bar{A}_j e_k)(i)$. It follows that for $2 \leq i \leq s$, $\bar{A}_1 e_1(i) = -\bar{A}_1 e_1(i) \neq 0$, and for $2 \leq j \leq m$, $A_j e_1(i) = -A_j e_1(i) = -\lambda_j A_1 e_1(i) = \lambda_j A_1 e_1(i)$. Since $\bar{A}(e_i)$ is of dimension 1 for $2 \leq i \leq s$, we infer that for $2 \leq j \leq m$ and $2 \leq i \leq s$, $A_j e_1(i) = \lambda_j A_1 e_1(i)$. We then let $\bar{A}_1 = \bar{A}_1$, and for $2 \leq j \leq m$, $\bar{A}_j = A_j - \lambda_j A_1$. Clearly, $\bar{A}_1, \ldots, \bar{A}_m$ still form a basis of $\bar{A}$, and they are of the form in Equation 7. The claim then follows.

Combining Claim 34 and Lemma 33, the proof is concluded.
8.2.1 Proof of Lemma 33

Let $c$ be the corank of $A$. We then have $c < \frac{1}{3}n$.

Let $(u_1, \ldots, u_d)$ be an ordered basis of an isotropic space $U$ of $A$ of dimension $d$. For $i \in [d]$, let $U_i = \langle u_1, \ldots, u_i \rangle$, and let $a_i = \dim(A(U_i))$. We also let $U_0 = 0$, and $a_0 = 0$. Note that $U = U_d$, and we also let $a = a_d$. We call such an isotropic space of $(d, a)$ type. Note that $\dim(U_i, \text{rad}(A)) = \dim(U_i) + \dim(\text{rad}(A)) - \dim(U_i \cap \text{rad}(A)) = \dim(A(U_i)) + \dim(\text{rad}(A)) = a_i + c$.

After fixing $u_1, \ldots, u_i$, a valid $u_{i+1}$ can come from two sources.

1. If $u_{i+1} \not\in (U_i, \text{rad}(A))$, then since $u_{i+1}$ needs to satisfy $u_{i+1}A u_j = 0$ for $j = 1, \ldots, i$, the number of choices of $u_{i+1}$ is upper bounded by $q^{n-a_i} - q^i$.

2. If $u_{i+1} \in (U_i, \text{rad}(A))$, then the number of choices of $u_{i+1}$ is upper bounded by $q^{c+a_i} - q^i$.

So the following indices are important: for $i \in [n]$, let $b_i$ be the smallest $j \in [d]$ such that $a_j = \dim(A(U_j)) = i$. We then have $0 < b_1 < b_2 < \cdots < b_n \leq d$. We also let $b_0 = 0$ and $b_{n+1} = d$. We call such an ordered basis of $(b_1, \ldots, b_n)$ type of an isotropic space of $(d, a)$ type.

The number of possible types of an isotropic space is trivially upper bounded by $n^2$, and the number of possible types of ordered bases of isotropic spaces of type $(d, a)$ is upper bounded by $\binom{d}{a} \leq 2^a \leq 2^d$. So by a multiplicative factor of $n^2 \cdot 2^a$, we can restrict to consider ordered basis $(u_1, \ldots, u_d)$ of a fixed type $b = (b_1, \ldots, b_n)$. By the discussion above, if $j = b_i$, then the number of choices for $u_j$ is upper bounded by $t_{d,a,b}(j) := q^{n-(i-1)} - q^{i-1}$.

Recall that $\frac{q^n - q^i}{(q^d - q^i)} \leq q^{n-i-d+1}$, for any $q$ and $i < d \leq n$. If $j = b_i$, we have

$$t_{d,a,b}(j)/(q^d - q^{i-1}) \leq q \cdot q^{n-(i-1)-d}.$$  

If $b_i < j < b_{i+1}$, we have

$$t_{d,a,b}(j)/(q^d - q^{i-1}) \leq q \cdot q^{(c+i)-d} \leq q \cdot q^{(c+a)-d}$$

Each dimension-$d$ subspace of $F_n^d$ has $(q^d - 1)(q^d - q) \cdots (q^d - q^{d-1})$ ordered bases, and each ordered basis of an isotropic space of type $(d, a)$ is of a particular type. The number of dimension-$d$ isotropic spaces of type $(d, a)$ can be upper bounded by

$$\sum_{\text{type } b = (b_1, \ldots, b_n)} t_{d,a,b}(1) \cdots t_{d,a,b}(d) \frac{q^{d-1} \cdots (q^d - q^{d-1})}{(q^d - 1) \cdots (q^d - q^0)}$$

$$= \sum_{\text{type } b = (b_1, \ldots, b_n)} t_{d,a,b}(1) \cdots \frac{t_{d,a,b}(j)}{q^d - q^j} \cdots \frac{t_{d,a,b}(d)}{q^d - q^{d-1}}$$

$$\leq \sum_{\text{type } b = (b_1, \ldots, b_n)} q^d \cdot q^{n-a - \sum_{i=1}^n (i-1)-da} \cdot q^{(c+a)(d-a)-d(d-a)}$$

$$\leq 2^n \cdot q^{n-a^2/2 + (c+a)(d-a) - d^2}.$$

Let us explain the first inequality. The $q^d$ term is because of the $q$ terms on the right hand sides of Equations 9 and 10. The $q^{na-\sum_{i=1}^n (i-1)-da}$ is by collecting those terms from Equation 9, and the $q^{(c+a)(d-a)-d(d-a)}$ term is by collecting those terms from Equation 10.

It is then clear that we need to bound $f(n, d, a) = na - a^2/2 + (c + a)(d - a) - d^2$ for $1 \leq a \leq d \leq n$. After some arrangement, we have

$$f(n, d, a) = -\frac{3}{2}(a - \frac{1}{3}(n + d - c))^2 + \frac{1}{6}(n + d - c)^2 - d^2 + dc.$$

We then distinguish between two cases.
1. Case (i): when $\frac{1}{3}(n + d - c) \leq d$ holds, namely $d \geq (n - c)/2$. Only in this case, $a$ can be set to $\frac{1}{3}(n + d - c)$, and the maximum can be set to $g(n, d) := \frac{1}{6}(n + d - c)^2 - d^2 + dc$.

After some arrangement, we have

$$g(n, d) = -\frac{5}{6}(d - \frac{1}{5}(n + 2c))^2 + \frac{1}{30}(n + 2c)^2 + \frac{1}{6}(n - c)^2.$$

Since $c < n/3$, we have $(n - c)/2 > (n + 2c)/5$. Recall that $d \geq (n - c)/2$. So $g(n, d)$ achieves maximal at $d = (n - c)/2$. Plugging this in, the maximal value is

$$h(n) := g(n, (n - c)/2) = -\frac{3}{8}(c - \frac{1}{3}n)^2 + \frac{1}{6}n^2 < \frac{1}{6}n^2.$$

2. Case (ii): when $\frac{1}{3}(n + d - c) > d$ holds, namely $d < (n - c)/2$. In this case, $f(n, d, a)$ achieves the maximal value at $a = d$, and

$$f(n, d, d) = -\frac{3}{2}(d - \frac{1}{3}n)^2 + \frac{1}{6}n^2 \leq \frac{1}{6}n^2,$$

where the inequality becomes an equality at $d = n/3$. Since in both cases, the maximal value is no more than $\frac{1}{6}n^2$, we can then conclude the proof.

### 8.3 Turning Theorem 10 into an algorithm

The proof of Theorem 10 can be turned into an algorithm for enumerating all maximal isotropic spaces in time $q^{\frac{1}{3}n^2 + O(n)}$. We briefly indicate some algorithmic issues for doing this. Firstly, note that in time $q^{O(n)}$, one can compute $\deg_\mathcal{A}(v)$ for all $v \in \mathbb{F}_q^n$. Secondly, the Equation 4 naturally suggests a recursive algorithm structure. In the cases when $d \geq 2$, or $d = 1$ and $|N_1(v)| \leq q^{\frac{2}{3}n}$, this recursive structure readily gives the desired algorithm. If $d = 1$ and $|N_1(v)| > q^{\frac{2}{3}n}$, we need to make the proofs of Claim 34 and Lemma 33 constructive. Then for each isotropic space of some $A \in \Lambda(n, \mathbb{F})$, $A$ of rank $> \frac{2}{3}n$, test whether it is maximal using Observation 17.

For Claim 34, note that the selection of $u_i$’s from $N_1(v)$ can be done easily in a greedy way. Other steps are readily constructive. For Lemma 33, we use the same procedure as in Proposition 31, whose running time is bounded in time $q^{\frac{1}{3}n^2 + O(n)}$ by Lemma 33.

We then have the following.

▶ Corollary 35. Given $A \leq \Lambda(n, q)$, all maximal isotropic spaces can be enumerated in time $q^{\frac{1}{3}n^2 + O(n)}$.

### 9 Proof of Theorem 11

### Review of Lawler’s algorithm

We first review Lawler’s dynamic programming idea for computing the chromatic number [72], and then adapt that idea to our problem.

Given a graph $G = (V, E)$, Lawler’s algorithm for computing $\chi(G)$ goes as follows. The idea is to build a table storing $\chi(H)$ for every induced subgraph $H$ of $G$. Note that this table is of size $2^n$. To fill in this table, the starting point is the empty graph with chromatic number 0. Suppose we have computed the chromatic numbers of those induced subgraphs of size $< \ell$. Let $H = (U, F)$ be an induced subgraph of size $\ell$. Then the chromatic number of $H$ can be computed by the following formula:

$$\chi(H) = 1 + \min_{I \subseteq U} \{\chi(H \mid \setminus I)\},$$
Another Bridge Between Graphs and Alternating Matrix Spaces

where \( I \) goes over all maximal independent sets of \( H \), and \( H[U \setminus I] \) is the induced subgraph of \( H \) restricting to vertex set \( U \setminus I \). Since there are at most \( 3^{\ell/3} \) maximal independent sets of \( H \) and they can be enumerated in time \( O(3^{\ell/3} \cdot n) \), the exponential part of the time complexity of this algorithm is \( \sum_{\ell=0}^{n} \binom{n}{\ell} \cdot 3^{\ell/3} = (1 + \sqrt[3]{3})^n \).

Directly applying Lawler’s idea to isotropic numbers

The above idea can be adapted to compute \( \chi(A) \) for \( A \leq \Lambda(n, q) \) as follows. To start with, recall that in the above algorithm we used the following simple fact: if a graph \( G \) admits a vertex \( c \)-coloring, then there is a vertex \( c \)-coloring in which one part is a maximal independent set. We leave the reader to check that the analogue of this fact in the alternating matrix space setting also holds.

Given \( A \leq \Lambda(n, q) \), we also store a table storing \( \chi(B) \) for every induced alternating matrix spaces \( B \) of \( A \). Note that this table is of size \( q^{n^2 + O(n)} \). To fill in this table, the starting point is the zero space with isotropic decomposition number \( 0 \). Suppose we have computed the isotropic decomposition numbers of those induced alternating matrix spaces of dimension \( < \ell \). Let \( B \leq \Lambda(\ell, q) \) be an induced alternating matrix space corresponding to \( U \leq \mathbb{F}^n_\ell \) of dimension \( \ell \). Then the isotropic decomposition number of \( B \) can be computed by the following formula

\[
\chi(B) = 1 + \min_{V \leq U, W \leq U} \{ \chi(B|W) \},
\]

where \( V \) goes over all maximal isotropic spaces of \( B \), and \( W \) goes over all complement subspaces of \( V \) in \( U \). Note that here we also need to enumerate all complements of \( V \), while in the graph setting, the complement set is unique. Recall that by Theorem 10, there are at most \( q^{\ell^2 + O(\ell)} \) maximal isotropic spaces of \( B \), and they can be enumerated in time \( q^{\ell^2 + O(\ell)} \). This gives a bound on the number of \( V \). We bound the number of \( W \) using the trivial \( q^{\ell^2 + O(\ell)} \) bound. Note that we will need to test whether \( W \) is a complement of \( V \), which can be done easily. Another more efficient approach would be to enumerate all complements of \( U \) in time \( q^{\ell(n-d)} \cdot \text{poly}(n, \log q) \) (see [76, Proposition 17 in the arXiv version]).

So to fill in those entries corresponding to alternating matrix spaces induced by \( \ell \)-dimensional subspaces, the time complexity is bounded by

\[
\begin{align*}
\binom{n}{\ell} \cdot q^{\frac{\ell^2}{3} + O(\ell)} \cdot q^{\frac{\ell^2}{3} + O(\ell)} & \leq q^{\ell(n-\ell)+t} \cdot q^{\frac{\ell^2}{3} + O(\ell)} \cdot q^{\frac{\ell^2}{3} + O(\ell)} \\
& = q^{\ell(n-\ell)+t+\frac{\ell^2}{3} + O(\ell)} \\
& = q^{\frac{\ell^2}{3} + \ell(n-\ell)^2 + \frac{\ell^2}{3} n^2 + O(\ell)} \\
& \leq q^{\frac{\ell^2}{3} n^2 + O(n)}.
\end{align*}
\]

Summing over \( \ell \in \{0, 1, \ldots, n\} \), we see that the total time complexity is also bounded by \( q^{\frac{\ell^2}{3} n^2 + O(n)} \).

A new dynamic programming scheme

In the above, we see that directly following Lawler’s dynamic programming scheme does lead to an improved algorithm for computing the isotropic decomposition number. However, a key difference with the classical setting, namely the magnitude of complement subspaces, impacts the analysis. In the following, we shall use another dynamic programming scheme, still combined with the \( q^{\frac{\ell^2}{3} n^2 + O(n)} \) upper bound on the number of maximal isotropic spaces, to achieve the \( q^{\frac{\ell^2}{3} n^2 + O(n)} \) running time as promised in Theorem 11.
To do that, we first make a simple observation.

**Observation 36.** Let $A \leq \Lambda(n, F)$. Then $\chi(A) \leq k$, if and only if, there exist $k$ maximal isotropic spaces $U_1, \ldots, U_k$, such that $F^n = \langle \bigcup_{i \in [k]} U_i \rangle$.

**Proof.** For the only if direction, recall that every isotropic space is contained in a maximal one. For the if direction, note that from $U_1, \ldots, U_k$, we can construct $U_{i_1}', \ldots, U_{i_k}'$, such that $U_i' \leq U_i$, and $U_{i_1}', \ldots, U_{i_k}'$ form a direct sum decomposition of $F^n$. This shows that $\chi(A) \leq k$.

The key to our algorithm is the following function. For $k \in [n]$ and $W \leq \mathbb{F}_q^n$, let $f(k, W)$ be the boolean function such that $f(k, W) = 1$ if and only if $W = \langle \bigcup_{i \in [k]} U_i : U_i \text{ maximal isotropic} \rangle$. For example, $f(1, W) = 1$ if and only if $W$ is a maximal isotropic space.

The following is then a dynamic programming scheme computing $f(k, W)$ for every $k \in [n]$ and $W \leq \mathbb{F}_q^n$. Let $A \leq \Lambda(n, q)$ be an alternating matrix space. We assume that $\chi(A) \geq 1$, as $\chi(A) = 1$ if and only if $A$ is the zero space.

1. Use Corollary 35 to compute the set of maximal isotropic spaces of $A$, and let $MI$ be this set.
2. Build a table $f$, indexed by $(k, W)$ where $k \in [n]$ and $W \leq \mathbb{F}_q^n$, and initiate $f(k, W) = 0$ for every $k$ and $W$.
3. For every $W \leq \mathbb{F}_q^n$, do:
   a. If $W$ is maximal isotropic, then $f(1, W) = 1$.
4. For $k = 2, \ldots, n$, do:
   a. For every $W \leq \mathbb{F}_q^n$ and every $T \in MI$, do:
      i. If $f(k - 1, W) = 1$, then let $U = \langle W \cup T \rangle$, and set $f(k, U) = 1$.
      ii. If $U = \mathbb{F}_q^n$, then return “$\chi(A) = k$.”

To prove the correctness of the algorithm, we first note that by induction, the algorithm correctly computes $f(k, W)$ for every $k$ and $W$. Then suppose the algorithm returns with reporting that $\chi(A) = k$. Note that in this case, it does find $k$ maximal isotropic subspaces covering the whole space $\mathbb{F}_q^n$. So by Observation 36, $\chi(A) \leq k$. So we are left to show that $\chi(A) \geq k$. By way of contradiction, suppose $\chi(A) = k' < k$, so by Observation 36, there exist maximal isotropic subspaces $U_1, \ldots, U_{k'}$ that cover $\mathbb{F}_q^n$. Let $W = \langle U_2 \cup \cdots U_{k'} \rangle$. Then $W$ is a proper subspace of $\mathbb{F}_q^n$; as otherwise by Observation 36 $\chi(A) \leq k' - 1 < k'$, contradicting that $\chi(A) = k'$. But this means that $f(k' - 1, W) = 1$, so in Step (4.a), when enumerating $W$ and $T = U_1$, the algorithm would go through steps (4.a.i) and (4.a.ii), and outputs that $\chi(A) = k'$. This gives us the desired contradiction.

To estimate the running time of the algorithm, note that Step (1) costs $q^{\frac{3}{2}n^2 + O(n)}$ by Corollary 35. All subspaces can be enumerated in time $q^{\frac{3}{2}n^2 + O(n)}$ by the same technique as in the proof of Proposition 31. The total running time is then dominated by the loop in steps (4) and (4.a), which is $n \cdot q^{\frac{3}{2}n^2 + O(n)} \cdot q^{\frac{3}{2}n^2 + O(n)} = q^{3n^2 + O(n)}$. This concludes the proof of Theorem 11.

### 10 Proofs for Propositions 12 and 13

**Proof of Proposition 12.** When $F = \mathbb{C}$ and the input instance is over $\mathbb{Z}$, we shall formulate the maximum isotropic space problem as a problem about the solvability of a system of integral polynomial equations over $\mathbb{C}$. The result would then follow by using Koiran’s result that the Hilbert Nullstellensatz is in PH, assuming the generalized Riemann hypothesis [69]. We first cite Koiran’s result as follows, following the formulation of [86, Theorem 2.10].
Theorem 37 ([69]). The problem Hilbert’s Nullstellensatz of deciding whether a given system of multivariate integral polynomials, specified as arithmetic circuits, has a solution over \( \mathbb{C} \) is in PSPACE unconditionally, and in \( RP^{NP} \subseteq \Pi_2 \) assuming the generalized Riemann hypothesis.

Therefore, to put the maximum isotropic space problem over \( \mathbb{C} \) in PSPACE unconditionally, and in PH assuming the generalized Riemann hypothesis, for instances given by integral alternating matrices, we only need to formulate this problem as deciding the solvability of a system of integral polynomials represented by arithmetic circuits. This can be done as follows. Suppose we are given \( \mathcal{A} = \langle A_1, \ldots, A_m \rangle \leq \Lambda(n, \mathbb{C}) \) where \( A_i \)'s are integral matrices, and we want to know whether there exists an isotropic space of dimension \( d \) for \( \mathcal{A} \). Then \( \mathcal{A} \) has an isotropic space of dimension \( d \) if and only if there exists an invertible matrix \( T \) such that for any \( i \in [m] \), the left-upper \( d \times d \) submatrix of \( T A_i T \) consists of all zero entries. We then set up an \( n \times n \) variable matrix \( X = (x_{i,j})_{i,j \in [n]} \), and a variable \( y \). For every \( i \in [m] \), set the entries of the left-upper \( d \times d \) submatrix of \( X A_i X \) to be zero. This gives \( md^2 \) integral quadratic polynomials in \( x_{i,j} \)’s. To enforce that the valid solutions are from invertible matrices, we set up the equation \( \det(X) \cdot y = 1 \), which is also an integral polynomial. Note that the polynomial \( \det(X) \) can be expressed as a small arithmetic circuit.

It is straightforward to verify that these \( (md^2 + 1) \) equations in \( x_{i,j} \) and \( y \) have a non-trivial solution if and only if \( \mathcal{A} \) has a dimension-\( d \) isotropic space.

For isotropic 3-decomposition problem, the idea is basically the same. The only small complication is that we need to specify the dimensions of the three isotropic spaces in a 3-isotropic decomposition. But the number of possibilities is at most \( n^3 \), which we can enumerate. After fixing some \( (d_1, d_2, d_3) \), where \( d_i \in \mathbb{Z}^+ \), \( n \geq d_1 \geq d_2 \geq d_3 \geq 1 \), and \( d_1 + d_2 + d_3 = n \), we can construct a system of integral polynomial equations to express the condition that there exists a 3-isotropic decomposition with these dimensions, just as in the case of the maximum isotropic space problem. This concludes the proof.

Proof of Proposition 13. Recall that we have \( \mathcal{A} \leq \Lambda(n, \mathbb{F}) \), and our goal is to prove \( \chi(\mathcal{A}) \leq O(\Delta(\mathcal{A}) \cdot \log n) \). Here, \( \Delta(\mathcal{A}) := \max\{ \deg(A(v)) : v \in \mathbb{F}^n \} \), and \( \deg_A(v) := \dim(\langle Av : A \in \mathcal{A} \rangle) \).

We will also use a greedy algorithm to construct an isotropic \( C \)-decomposition with \( C \leq O(\Delta(\mathcal{A}) \cdot \log n) \).

For \( v \in \mathbb{F}^n \), recall that \( \text{rad}_A(v) = \{ u \in \mathbb{F}^n : u^t Av = 0 \} \). Consider the following algorithm.

1. Set \( k = 0 \), and \( U = \emptyset \);
2. While \( \dim(U) < n \), do:
   a. Set \( k = k + 1 \);
   b. Let \( W \) be any complementary subspace of \( U \);
   c. Let \( S = \emptyset \);
   d. While \( \dim(W) > |S| \), do:
      i. Take any \( w \in W \setminus \langle S \rangle ; \//\langle \emptyset \rangle := \emptyset \)
      ii. \( S = S \cup w \);
      iii. \( W = W \cap \text{rad}_A(w) \);
   e. Let \( U_k = \langle S \rangle \);
   f. \( U = \langle U \cup U_k \rangle \);
3. Return \( U_1 \oplus U_2 \oplus \cdots \oplus U_k \).

We first argue that \( U_1 \oplus U_2 \oplus \cdots \oplus U_k \) is an isotropic \( k \)-decomposition of \( \mathcal{A} \). To see this, we note that because of Step (2.d.iii), the condition \( W \subseteq \text{rad}(\langle S \rangle) \) holds in the loop of Step (d), so \( \langle S \rangle \) maintains as an isotropic space by Observation 17.
We then show that \( k = O(\Delta(A) \cdot \log n) \) when the algorithm terminates. For this, let \( d_i = \dim(U_i) \), and \( D_i = d_1 + \cdots + d_i \). Observe that \( \dim(\text{rad}(A(w))) \geq n - \Delta(A) \). It follows that \( \dim(W \cap \text{rad}(A(w))) = \dim(W) + \dim(\text{rad}(A(w))) - \dim((W \cup \text{rad}(A(w)))) \geq \dim(W) + (n - \Delta(A)) - \dim((W \cup \text{rad}(A(w)))) \geq \dim(W) - \Delta(A) \). Therefore, in the computing procedure of \( U_i \), we have \( d_i = \dim(U_i) \geq \frac{n-D_i-1}{\Delta(A)} \). This implies that \( n - D_i = n - D_{i-1} - d_i \leq (n-D_{i-1})(1-1/\Delta(A)) \). Therefore, adding a new \( U_i \) to the direct sum decomposition decreases the value of \( n - D_i \) by a factor of at least \( 1 - 1/\Delta(A) \). Therefore the algorithm terminates in at most \( \log_{1-1/\Delta(A)} \frac{n}{2} = O(\Delta(A) \cdot \log n) \) steps. \( \blacksquare \)

### 11 Proofs of theorems 14 and 15

In this section we prove theorems 14 and 15. While the proofs are straightforward for experts, we include details for completeness. We shall refer to some facts in Section 3.1 from time to time.

**Proof of Theorem 14.** Recall that the goal is to show that deciding whether a matrix group contains an abelian subgroup of order \( \geq s \) is NP-hard for some \( s \in \mathbb{N} \). We shall reduce the maximum isotropic space problem, which is NP-hard by Corollary 4, to this problem.

For this we shall need the following classical construction\(^ {11} \). Let \( p \) be an odd prime, and let \( A \leq \text{A}(n,p) \) be given by an ordered linear basis \( A = (A_1, \ldots, A_m) \). Recall that \( e_i \) denotes the \( i \)th standard basis vector. From \( A \), for \( i \in [n] \), construct \( B_i = [A_1 e_i, \ldots, A_m e_i] \in M(n \times m, p) \). That is, the \( j \)th column of \( B_i \) is the \( i \)th column of \( A_j \). Then for \( i \in [n] \), construct

\[
\tilde{B}_i = \begin{bmatrix}
1 & e_i^T & 0 \\
0 & I_n & B_i \\
0 & 0 & I_m
\end{bmatrix} \in \text{GL}(1+n+m, p),
\]

and for \( j \in [m] \), construct

\[
\tilde{C}_j = \begin{bmatrix}
1 & 0 & e_j^T \\
0 & I_n & 0 \\
0 & 0 & I_m
\end{bmatrix} \in \text{GL}(1+n+m, p).
\]

Let \( G_{\tilde{A}} \) be the matrix group generated by \( \tilde{B}_i \) and \( \tilde{C}_j \). Then it can be verified easily that, \( G_{\tilde{A}} \) is isomorphic to the Baer group (see Section 3.1) corresponding to the alternating bilinear map defined by \( A \) (see Appendix B). In particular, \( [G, G] \cong \mathbb{Z}_p^m \) and \( G/\text{Z}(G) \cong \mathbb{Z}_p^m \). By the correspondence between isotropic spaces of \( A \) and abelian normal subgroups of \( G_{\tilde{A}} \) containing the commutator subgroup (see Section 3.1), deciding whether \( A \) has an isotropic space of dimension \( \geq d \) is equivalent to deciding whether \( G_{\tilde{A}} \) has an abelian subgroup of order \( \geq s = p^{m+d} \). This completes the reduction. \( \blacksquare \)

**Proof of Theorem 15.** Let \( P \) be a \( p \)-group of class 2 and exponent \( p \), and let \( \phi : P/[P,P] \times P/[P,P] \rightarrow [P,P] \) be the commutator map. The proof of Theorem 15 basically follows from the correspondence between abelian subgroup containing \( [P,P] \) and isotropic spaces of \( \phi \) as described in Section 3.1. The only small caveat here is that we need a bound on the dimension of \( P/\text{Z}(P) \) instead of the dimension of \( P/[P,P] \). To overcome this, we first observe that a maximal abelian subgroup of \( P \) necessarily contains the center \( \text{Z}(P) \), which in turn contains \( [P,P] \) by the class-2 condition. Then we only need to note that \( \text{Z}(P)/[P,P] \) corresponds to the radical of \( \phi \), and recall that the number of maximal isotropic spaces only depends on the non-degenerate part of \( \phi \) by Observation 32. The proof then can be concluded. \( \blacksquare \)

\(^ {11} \) We thank James B. Wilson for communicating this construction to us.
12 A quantum variant of the theory

One way to extend isotropic spaces and isotropic decompositions to the quantum information setting is as follows. Briefly speaking, firstly we restrict to the complex number field \( \mathbb{C} \). Secondly, instead of tuples of alternating matrices, we will consider tuples of matrices which represent a so-called irreducible quantum channels. Thirdly, instead of general linear groups, we will consider unitary groups.

For detailed explanations, we need some notation. For \( A \in \mathbb{M}(n, \mathbb{C}) \) we use \( \preceq \) to denote that \( A \) is positive semi-definite, and \( \succeq \) to denote that \( A \) is positive definite. For \( \mathcal{B} = \{B_1, \ldots, B_m\} \subseteq \mathbb{M}(n, \mathbb{C}) \), we let \( \hat{\mathcal{B}} : \mathbb{M}(n, \mathbb{C}) \to \mathbb{M}(n, \mathbb{C}) \) be the function sending \( A \in \mathbb{M}(n, \mathbb{C}) \) to \( \sum_{i=1}^{m} B_i A B_i^* \). It is clear that \( \hat{\mathcal{B}} \) can be represented as an \( n^2 \times n^2 \) matrix \( \sum_{i=1}^{m} B_i \otimes B_i^* \), where \( B_i^* \) stands for the entry-wise complex conjugation of \( B_i \).

Let \( \mathbb{D}(n, \mathbb{C}) \subseteq \mathbb{M}(n, \mathbb{C}) \) be the set of \( n \times n \) semi-positive definite matrices with unit trace over \( \mathbb{C} \), and let \( \mathbb{D}^+(n, \mathbb{C}) \subseteq \mathbb{D}(n, \mathbb{C}) \) consists of those positive definite matrices in \( \mathbb{D}(n, \mathbb{C}) \). Elements from \( \mathbb{D}(n, \mathbb{C}) \) are known as quantum states.

Let \( \mathbb{QC}(n, \mathbb{C}) \) be the set of sets of matrices \( \mathcal{B} = \{B_1, \ldots, B_m\} \subseteq \mathbb{M}(n, \mathbb{C}) \) satisfying \( \sum_{i=1}^{m} B_i^* B_i = I \). Functions of the form \( \hat{\mathcal{B}} \) for \( \mathcal{B} \in \mathbb{QC}(n, \mathbb{C}) \) are known as quantum channels, as they are completely positive and trace preserving.

We then define isotropic spaces and decompositions in the quantum setting. To define isotropic spaces, we essentially follow the same pattern as in the alternating matrix space setting. For isotropic decompositions, we shall require that the direct sum decomposition is also an orthogonal one, as the underlying spaces of quantum channels are Hilbert spaces which come with a norm.

**Definition 38.** Let \( \mathcal{B} = \{B_1, \ldots, B_m\} \in \mathbb{QC}(n, \mathbb{C}) \). An isotropic space of \( \mathcal{B} \) is a subspace \( U \subseteq \mathbb{C}^n \), such that for any \( u, u' \in U \), and any \( B_i \), we have \( u'^* B_i u = 0 \). An isotropic \( c \)-decomposition of \( \mathcal{B} \) is an orthogonal direct sum decomposition of \( \mathbb{C}^n = U_1 \oplus U_2 \oplus \cdots \oplus U_c \) such that each \( U_i \) is a non-zero isotropic space of \( \mathcal{B} \).

12.1 From connected graphs to irreducible quantum channels

In this subsection, we establish a connection between independent sets and vertex colorings of connected graphs, and isotropic spaces and decompositions of a particular type of quantum channels, called irreducible channels (defined below).

We obtain two main results. The first result, Proposition 40, reduces certain problems for connected graphs to the corresponding ones for irreducible quantum channels. This result corresponds to Theorem 3. The second result, Theorem 42, gives an efficient algorithm for isotropic 2-decomposition in this setting. This result corresponds to Theorem 5, but the techniques are completely different.

Let \( \mathbb{IQC}(n, \mathbb{C}) \subseteq \mathbb{QC}(n, \mathbb{C}) \) consist of those \( \mathcal{B} \in \mathbb{QC}(n, \mathbb{C}) \) satisfying the following: there exists a unique fixed \( \rho \in \mathbb{D}(n, \mathbb{C}) \) of \( \hat{\mathcal{B}} \), and further \( \rho \in \mathbb{D}^+(n, \mathbb{C}) \), where \( \rho \) is said to be fixed of \( \hat{\mathcal{B}} \) if \( \hat{\mathcal{B}}(\rho) = \rho \). Such \( \mathcal{B} \) and \( \hat{\mathcal{B}} \) are called irreducible. Irreducible quantum channels have been studied in e.g. [36] and [114, Sec. 6.2]. In particular, the definition of irreducible quantum channels follows from [36, Theorem 13]. Furthermore, given \( \mathcal{B} \in \mathbb{QC}(n, \mathbb{C}) \), let \( M \) be the \( n^2 \times n^2 \) matrix representation of \( \hat{\mathcal{B}} \). Then \( \mathcal{B} \in \mathbb{IQC}(n, \mathbb{C}) \) if and only if the algebraic and geometric multiplicities of the eigenvalue 1 of \( M \) are both 1, and any 1-eigenvector is of full-rank.
We first observe that a simple and connected graph can be realized as an irreducible quantum channel as follows. This is classical, but for completeness we spell out the details. Let $G = ([n], E)$ be a connected graph. For each $i \in [n]$, let $d_i$ be the degree of $i$. We construct the following set of matrices $B_G = \{ \frac{1}{\sqrt{d_i}} \cdot E_{i,j}, \frac{1}{\sqrt{d_j}} \cdot E_{j,i} : \{i, j\} \in E \}$. Note that $|B_G| = 2|E|$.

**Proposition 39.** Let $G$ and $B_G$ be as above. Then $B_G \in \text{IQC}(n, \mathbb{C})$.

**Proof.** We first verify that $B_G$ is a quantum channel. For this, observe that $(\frac{1}{\sqrt{d_j}} \cdot E_{j,i})^\dagger \cdot \frac{1}{\sqrt{d_i}} \cdot E_{i,j} = E_{i,j} = \frac{1}{d_j} E_{j,i} E_{i,j} = \frac{1}{d_j} E_{j,i}$. Since each vertex $i$ connecting to $j$ contributes one such term, and it follows that $\sum_{E \in B_G} E^\dagger E = I$. We then verify that $B_G$ is irreducible. For this, consider $P = (p_{i,j})$ where $p_{i,j} = 1/d_i$, which represents the transition matrix of the Markov chain naturally associated with $G$. Since $G$ is connected, this Markov chain is irreducible, so there exists a unique probability distribution, e.g. a row vector $s = (s_1, \ldots, s_n)$ satisfying $s_i > 0$, $\sum_i s_i = 1$, such that $sP = s$ (see e.g. [74, Corollary 1.17]). It can then be verified that the matrix $S = \text{diag}(s_1, \ldots, s_n) \in D^+(n, \mathbb{C})$ is fixed by $B_G$. To see that this is the unique fixed state, we represent $B_G$ as an $n^2 \times n^2$ matrix $M_G$. It is not hard to see that by conjugating with a permutation matrix, $M_G$ is of the form $egin{bmatrix} P & 0 \\ 0 & 0 \end{bmatrix}$. Therefore, the algebraic and geometric multiplicities of the eigenvalue $1$ of $M_G$ are the same as those for $P$, which are $1$ by the Perron-Frobenius theory. It follows that $B$ is irreducible. □

**Proposition 40.** Let $G = ([n], E)$ be a connected graph, and let $B_G \in \text{IQC}(n, \mathbb{C})$ be as above.

1. $G$ has a size-$s$ independent set if and only if $B_G$ has a dimension-$s$ isotropic space;
2. $G$ has a vertex $c$-coloring if and only if $B_G$ has an isotropic $c$-decomposition.

**Proof.** (1) The only if direction is trivial. For the if direction, let $U$ be a dimension-$s$ isotropic space of $B_G$. Then $U$ is also a dimension-$s$ isotropic space of the alternating matrix space $\langle E_{i,j} - E_{j,i} : \{i, j\} \in E \rangle$, because it is a subspace of $\langle B_G \rangle$. We can then conclude by resorting to Theorem 3.

(2) The only if direction is trivial; observe that the direct sum decomposition obtained from a vertex coloring as in Theorem 3 is also an orthogonal direct sum decomposition. For the if direction, we observe that, an orthogonal direct sum decomposition into isotropic spaces for $B_G$ is also one for the alternating matrix space $\langle E_{i,j} - E_{j,i} : \{i, j\} \in E \rangle$. We can then conclude by resorting to Theorem 3. □

Since the maximum independent set problem and the vertex 3-coloring problem on connected graphs are also NP-hard, we have the following.

**Corollary 41.** The maximum isotropic space problem and the isotropic $3$-decomposition problem for $B \in \text{IQC}(n, \mathbb{C})$ are NP-hard.

This also leaves the isotropic $2$-decomposition problem an interesting question. For this, we can resort to the techniques developed for quantum Markov chains, mostly notably, based on recent works of periodicity of quantum channels [53].

**Theorem 42.** Suppose we are given $B \in \text{IQC}(n, \mathbb{C})$ such that every matrix in $B$ are over $\mathbb{Q}$. There exists an algorithm that decides whether $B$ admits an isotropic $2$-decomposition in polynomial time.
**Proof.** The key observation is to characterize isotropic 2-decompositions using the periodicity of irreducible quantum channels.

**Definition 43 ([45]).** Given $B \in \text{IQC}(n, \mathbb{C})$, the period of $B$ is the maximum integer $m$ for which there exists an orthogonal direct sum decomposition $\mathbb{C}^n = U_1 \oplus \cdots \oplus U_m$ such that for any $i \in [m]$, and any $B \in B$, we have $B(U_i \ominus 1) \leq U_i$, where $\ominus$ indicates subtraction modulo $m$ in the range of $[m]$.

The following lemma relates isotropic 2-decompositions with periodicity.

**Lemma 44.** Given $B \in \text{IQC}(n, \mathbb{C})$, $B$ admits an isotropic 2-decomposition if and only if the period of $B$ is $2k$ for some integer $k$.

**Proof.** For the if direction, let $\mathbb{C}^n = U_1 \oplus U_2 \oplus \cdots \oplus U_{2k}$ be the orthogonal direct sum decomposition corresponding to the period of $B$. Let $V_1 = \langle U_i : i = 2j - 1, j \in [k] \rangle$, and $V_2 = \langle U_i : i = 2j, j \in [k] \rangle$. Then $V_1 \oplus V_2$ is an orthogonal direct sum decomposition, and for any $B \in B$, $B(V_1) \leq V_2$, and $B(V_2) \leq V_1$. By the orthogonal condition, $v_1^i v_2 = 0$ for any $v_1 \in V_1$, $v_2 \in V_2$. We then have for any $i = 1, 2$, any $v_i, v_i' \in V_i$, and any $B \in B$, we have $v_i^i B v_i' = 0$. That is, $V_1$ and $V_2$ are isotropic spaces.

For the only if direction, let $\mathbb{C}^n = V_1 \oplus V_2$ be an isotropic 2-decomposition. Let $P_1$ be the projection into $V_1$ along $V_2$, and $P_2$ the projection into $V_2$ along $V_1$. We have $P_1 + P_2 = I$, and $P_1 = P_2$. Since $V_1$ and $V_2$ are isotropic spaces, for any $B \in B$, and any $i = 1, 2$, $P_i B P_i = 0$. Using $P_1 + P_2 = I$, it follows that $P_2 B = B P_1$, and $P_1 B = B P_2$. We are then in the position to apply [45, Lemma 4.2], to conclude that the period of $B$ is $2k$ for some integer $k$. ▶

Given Lemma 44, it is enough to compute the period of $B$, and this can be done by resorting to the algorithm in [53]. For completeness, we give a brief sketch of the idea. By Lemma 13 of [53], the period of irreducible quantum channel is equivalent to the number of eigenvalues with magnitude one of the quantum channel. Using the terminologies in the present article, we have the following lemma.

**Lemma 45 ([53, Lemma 13]).** Given $B \in \text{IQC}(n, \mathbb{C})$, the period of $B$ is equal to the number of eigenvalues of $\tilde{B}$ with magnitude one.

Given this lemma, we can explicitly write out the form of $\tilde{B}$ as an $n^2 \times n^2$ matrix, and compute its eigenvalues using e.g. [26] in the exact model (Section 2.1). Therefore, each eigenvalue $\alpha$ is represented by an irreducible polynomial $f(x)$ and a separating rectangle in the complex plane. To decide whether $\alpha$ has magnitude 1 can be done efficiently by resorting to techniques from [80]. ▶

Finally, we remark that the investigation in this subsection is not completely satisfactory. It would be more satisfying to consider isotropic spaces and isotropic decompositions for arbitrary quantum channels, not just the irreducible ones. We adopt the current strategy, partly because for irreducible channels, the periodicity is well-studied and well-connected with isotropic 2-decomposition. We leave it a future work to study isotropic spaces and decompositions in the general setting.
12.2 Quantum gate subspace-fidelity and isotropic spaces

We provide one quantum information theoretic interpretation for isotropic spaces, by relating it to quantum gate (state) fidelity \[88\text{, Section 9}\] and noiseless subspaces in quantum error correction \[68,77\]. For the sake of readers who have little quantum information knowledge, we shall proceed by introducing all the necessary notions from quantum information, even though most of them are standard.

In quantum information theory, the fidelity is a measure of the “closeness” of two quantum states, generalizing the fidelity of two distributions over finite events. It expresses the probability that one state will pass a test (quantum measurements) to identify as the other. Formally, the fidelity of two quantum states \(\rho, \sigma \in D(n, \mathbb{C})\) is defined by

\[
F(\rho, \sigma) = |\text{tr}(\sqrt{\rho} \sqrt{\sigma})|^2.
\]

It is worth noting that \(0 \leq F(\rho, \sigma) \leq 1\). Furthermore,

- \(F(\rho, \sigma) = 0\) if and only if \(\rho\) and \(\sigma\) are orthogonal, i.e., \(\text{tr}(\rho\sigma) = 0\);
- \(F(\rho, \sigma) = 1\) if and only if \(\rho = \sigma\).

Quantum state fidelity induces quantum gate fidelity. Unitary channels (i.e. channels of the form \(\tilde{V}(A) = VAV^\dagger\) for some unitary matrix \(V \in M(n, \mathbb{C})\)) are exactly the channels that do not introduce mixedness (i.e., decoherence) into states. Therefore, in experimental settings, they are considered to be the ideal type of channels to be implemented \[88\text{, Section 8}\]. However, no implementation of a channel is perfect, as there is no closed (isolated) system, so environment errors are unavoidable, which cause the channel actually implemented to be not unitary. The gate fidelity is a tool for comparing how well the implemented quantum channel approximates the desired unitary channel \(\tilde{V}\). Specifically, the gate fidelity on a pure state \((uu^\dagger)\) for a normalized vector \(u \in \mathbb{C}^n\) is a function defined as follows:

\[
F_{\tilde{B}, V}(u) = F(\tilde{B}(uu^\dagger), Vuu^\dagger V^\dagger) = u^\dagger V^\dagger \tilde{B}(uu^\dagger) V u = u^\dagger [\tilde{V}^\dagger \circ \tilde{B}(uu^\dagger)] u,
\]

where \(\tilde{V}^\dagger(A) = V^\dagger AV\). In particular, \(F_{\tilde{B}, V}(u) = F_{\tilde{V}^\dagger \circ \tilde{B}, I}(u)\), where \(I\) is the identity channel.

Then the gate fidelity on all states is defined as follows:

\[
F(\tilde{B}) = \min_{u \in \mathbb{C}^n} F_{\tilde{B}, I}(u) = \min_{\rho \in D(n, \mathbb{C})} F_{\tilde{B}, I}(\rho).
\]

The second equation in the above follows from the joint concavity property of the state fidelity \(F\) (see \[88\text{, Equation 9.121}\]).

As we can see, quantum gate fidelity is a global property over \(\mathbb{C}^n\). But in some cases, we only need a subspace of \(\mathbb{C}^n\) as the state space of quantum information processing. This consideration motivates the following notions, which we call them quantum gate maximum and minimum subspace-fidelities, respectively. For a subspace \(U \subseteq \mathbb{C}^n\),

\[
F_{U}^{\min}(\tilde{B}) = \min_{u \in U} F_{\tilde{B}, I}(u), \quad \text{and} \quad F_{U}^{\max}(\tilde{B}) = \max_{u \in U} F_{\tilde{B}, I}(u).
\]

Note that \(F_{U}^{\min}(\tilde{B})\) and \(F_{U}^{\max}(\tilde{B})\) quantify the worst-case and best-case behavior of the system by minimizing and maximizing over all possible initial states, respectively. Obviously, \(0 \leq F_{U}^{\min}(\tilde{B}) \leq F_{U}^{\max}(\tilde{B}) \leq 1\) as \(0 \leq F(\rho, \sigma) \leq 1\). We also have \(F(\tilde{B}) = \min_{U \subseteq \mathbb{C}^n} F_{U}^{\min}(\tilde{B}) = \min_{U \subseteq \mathbb{C}^n} F_{U}^{\max}(\tilde{B})\), where the second equation follows by examining one-dimensional subspaces.

One key notion in quantum error correction is that of noiseless subspaces, which have been intensively discussed in the setting where \(\tilde{B}\) as a noise model \[68,77\]. Intuitively, noiseless subspaces are shelters under quantum noise \(\tilde{B}\), as they perfectly preserve quantum states under \(\tilde{B}\).
Definition 46. Let $B = \{B_1, \ldots, B_m\} \in QC(n, \mathbb{C})$. An 
noiseless subspace of $B$ is a 
non-zero subspace $U \subseteq \mathbb{C}^n$, such that for any $u \in U$, and any $B_i$, we have $B_iu = u$.

The following result formally shows that noiseless subspaces and isotropic subspaces are 
totally opposite from the viewpoint of the two quantum gate subspace-fidelities.

Proposition 47. Let $B = \{B_1, \ldots, B_m\} \in QC(n, \mathbb{C})$.

$F_{\max}^U(\tilde{B}) = 0$ if and only if $U$ is an isotropic space;

$F_{\max}^U(\tilde{B}) = 1$ if and only if there is a noiseless subspace in $U$;

$F_{\min}^U(\tilde{B}) = 1$ if and only if $U$ is a noiseless subspace;

$F_{\min}^U(\tilde{B}) = 0$ if and only if there is an isotropic space in $U$.

Proof. These four claims are directly from the definitions of isotropic spaces, noiseless 
subspaces, quantum gate minimum subspace-fidelity and maximum subspace-fidelity.

Knill devised an efficient algorithm to find all noiseless subspaces for a given $\tilde{B}$ [67].
So we have a quite good understanding on $F_{\min}^U(\tilde{B}) = 1$. On the other hand, isotropic 
subspaces fully characterize $F_{\max}^U(\tilde{B}) = 0$. Therefore, isotropic spaces reveal the structure of 
the worst-case behavior of the channel.

Let us further point out another potential application of isotropic spaces in quantum 
control. A basic task of controlling quantum systems is to transfer all unknown quantum 
states into some targeting subspace [32, 102]. So designing a control scheme as a quantum 
channel with a non-trivial isotropic space (the dimension greater than 1) can turn all quantum 
states residing in the isotropic space into the orthogonal complement of it.
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Another Bridge Between Graphs and Alternating Matrix Spaces


A Breadth-first search in the alternating matrix space setting

Indeed, suppose $A \subseteq \Lambda(n, \mathbb{F})$ admits an isotropic 2-decomposition as $\mathbb{F}^n = U_1 \oplus U_2$. Note that $U_1$ and $U_2$ are not known to us. To follow the idea of breadth-first search, we would start from a vector $v \in \mathbb{F}^n$, and then find its neighbours, and then its neighbours’ neighbours, etc.. Intuitively, for $v \in \mathbb{F}^n$, we can view the linear span of $Av$, $A \in A$ as those neighbours of $v$, denoted by $V_1 \leq \mathbb{F}^n$. Then the linear span of $AV_1$, $A \in A$, may be considered as the neighbours of $V_1$. Continuing this way, if $v \in U_1$ we do see that $V_i$’s alternates between subspaces of $U_1$ and $U_2$. It follows that $V_i \cap V_{i+1} = \emptyset$, from which we can compute $U_1$ and $U_2$ after this sequence stabilizes. However, if $v$ is neither in $U_1$ nor in $U_2$, it is not clear how to read any information about $U_1$ and $U_2$. In fact, it is possible that the linear span of $Av$ is the hyperplane orthogonal to $v$, so it is impossible to tell whether such $U_1$ and $U_2$ exist.

B The relation between alternating bilinear maps and alternating matrix spaces

We first recall the relation between alternating bilinear maps and alternating matrix tuples. Let $\phi : U \times U \to V$ be an alternating bilinear map, that is, for any $u \in U$, $\phi(u, u) = 0$. Fix bases of $U$ and $V$, so that $U \cong \mathbb{F}^n$ and $V \cong \mathbb{F}^m$. Then $\phi$ can be represented by an $m$-tuple of alternating matrices $(A_1, \ldots, A_m) \in \Lambda(n, \mathbb{F})^m$, such that $\phi(u, u') = (u^t A_1 u', \ldots, u^t A_m u')^t$. Conversely, given an $m$-tuple of alternating matrices, one can define an alternating bilinear map as such. Two alternating bilinear maps $\phi, \psi : U \times U \to V$ are isometric, if there exist $A \in \text{GL}(U)$, $B \in \text{GL}(V)$, such that $\phi = B \circ \psi \circ A$. (Some authors prefer to call this isometric as pseudo-isometric [21].)

Let $A \subseteq \Lambda(n, \mathbb{F})$. Let $A = (A_1, \ldots, A_m) \in \Lambda(n, \mathbb{F})^m$ be an ordered basis of $A$. Then $A$ defines an alternating bilinear map $\phi_A : \mathbb{F}^n \times \mathbb{F}^n \to \mathbb{F}^m$ as above. While difference choices of ordered bases give different alternating bilinear maps, it is easy to see that ordered bases from isometric alternating matrix spaces give isometric alternating bilinear maps.
Abstract

We show that there exist properties that are maximally hard for testing, while still admitting PCPPs with a proof size very close to linear. Specifically, for every fixed $\ell$, we construct a property $P(\ell) \subseteq \{0,1\}^n$ satisfying the following: Any testing algorithm for $P(\ell)$ requires $\Omega(n)$ many queries, and yet $P(\ell)$ has a constant query PCPP whose proof size is $O(n \cdot \log(\ell) n)$, where $\log(\ell)$ denotes the $\ell$ times iterated log function (e.g., $\log(2) n = \log \log n$). The best previously known upper bound on the PCPP proof size for a maximally hard to test property was $O(n \cdot \text{polylog } n)$.

As an immediate application, we obtain stronger separations between the standard testing model and both the tolerant testing model and the erasure-resilient testing model: for every fixed $\ell$, we construct a property that has a constant-query tester, but requires $\Omega(n/\log(\ell) n)$ queries for every tolerant or erasure-resilient tester.

1 Introduction

Probabilistically checkable proofs (PCPs) are one of the landmark achievements in theoretical computer science. Loosely speaking, PCPs are proofs that can be verified by reading only a very small (i.e., constant) number of bits. Beyond the construction of highly efficient proof systems, PCPs have myriad applications, most notably within the field of hardness of approximation.
A closely related variant of PCPs, called probabilistically checkable proofs of proximity (PCPPs), was introduced independently by Ben-Sasson et al. [5] and Dinur and Reingold [13]. In the PCPP setting, a verifier is given oracle access to both an input $x$ and a proof $\pi$. It should make a few (e.g., constant) number of queries to both oracles to ascertain whether $x \in L$. Since the verifier can only read a few of the input bits, we only require that it rejects inputs that are far (in Hamming distance) from $L$, no matter what proof $\pi$ is provided. PCPPs are highly instrumental in the construction of standard PCPs. Indeed, using modern terminology, both the original algebraic construction of PCPs [1] (see also [5]) as well as Dinur’s [12] combinatorial proof utilize PCPPs.

By combining the seminal works of Ben-Sasson and Sudan [7] and Dinur [12], one can obtain PCPs and PCPPs with only poly-logarithmic (multiplicative) overhead. More specifically, the usual benchmark for PCPPs is with respect to the CircuitEval problem, in which the verifier is given explicit access to a circuit $C$ and oracle access to both an input $x$ and a proof $\pi$, and needs to verify that $x$ is close to the set $\{x': C(x') = 1\}$. The works of [7, 12] yield a PCPP whose length is quasilinear in the size $|C|$ of the circuit $C$.

Given the important connections both to constructions of efficient proof-systems, and to hardness of approximation, a central question in the area is whether this result can be improved: Do PCPPs with only a constant overhead exist? In a recent work, Ben Sasson et al. [6] construct PCPs with constant overhead, albeit with very large query complexity (as well as a non-uniform verification procedure). To verify that $C(x) = 1$ the verifier needs to make $|C|^\delta$ queries, where $\delta > 0$ can be any fixed constant.

Given the lack of success (despite the significant interest) in constructing constant-query PCPPs with constant overhead, it may be the case that there exist languages that do not have such efficient PCPPs. A natural class of candidate languages for which such PCPPs may not exist are languages for which it is maximally hard to test whether $x \in L$ or is far from such, without a PCPP proof. In other words, languages (or rather properties) that do not admit sub-linear query testers. Thus, we investigate the following question:

Supposing that $L$ requires $\Omega(n)$ queries for every (property) tester, must any constant-query PCPP for $L$ have proof length $n \cdot (\log n)^{\Omega(1)}$?

### 1.1 Our Results

Our first main result answers the above question negatively, by constructing a property that is maximally hard for testing, while admitting a very short PCPP. For the exact theorem statement, we let $\log^{(\ell)}$ denote the $\ell$ times iterated log function. That is, $\log^{(\ell)}(n) = \log(\log^{(\ell-1)}(n))$ for $\ell \geq 1$ and $\log^{(0)} n = n$.

**Theorem 1** (informal restatement of Theorem 30). For every constant integer $\ell \in \mathbb{N}$, there exists a property $\mathcal{P} \subseteq \{0, 1\}^n$ such that any testing algorithm for $\mathcal{P}$ requires $\Omega(n)$ many queries, while $\mathcal{P}$ admits a (constant query\(^3\)) PCPP system with proof length $O(n \cdot \log^{(\ell)}(n))$.

---

1. Note that a PCPP for CircuitEval can be easily used to construct a PCP for CircuitSAT with similar overhead (see [5, Proposition 2.4]).
2. Although it is not stated in [6], we believe that their techniques can also yield PCPPs with similar parameters.
3. For detection radius (or proximity parameter) $\varepsilon > 0$ and constant soundness, the particular query complexity of the PCPP system is bounded by $(2^\varepsilon / \varepsilon)^{O(\ell)}$. 
We remark that all such maximally hard properties cannot have constant-query PCPP proof-systems with a sub-linear length proof string (see Proposition 13), leaving only a small gap of $\log^{(\ell)}(n)$ on the proof length in Theorem 1.

Beyond demonstrating that PCPPs with extremely short proofs exist for some hard properties, we use Theorem 1 to derive several applications. We proceed to describe these applications next.

**Tolerant Testing**

Recall that property testing (very much like PCPPs) deals with solving approximate decision problems. A tester for a property $P$ is an algorithm that given a sublinear number of queries to its input $x$, should accept (with high probability) if $x \in P$ and reject if $x$ is far from $P$ (where, unlike PCPPs, the tester is not provided with any proof).

The standard setting of property testing is arguably fragile, since the testing algorithm is only guaranteed to accept all functions that exactly satisfy the property. In various settings and applications, accepting only inputs that exactly have a certain property is too restrictive, and it is more beneficial to distinguish between inputs that are close to having the property, and those that are far from it. To address this question, Parnas, Ron and Rubinfeld [26] introduced a natural generalization of property testing, in which the algorithm is required to accept functions that are close to the property. Namely, for parameters $0 \leq \epsilon_0 < \epsilon_1 \leq 1$, an $(\epsilon_0, \epsilon_1)$-tolerant testing algorithm is given an oracle access to the input, and is required to determine (with high probability) whether a given input is $\epsilon_0$-close to the property or whether it is $\epsilon_1$-far from it. As observed in [26], any standard testing algorithm whose queries are uniformly (but not necessarily independently) distributed, is inherently tolerant to some extent. Nevertheless, for many problems, strengthening the tolerance requires applying advanced methods and devising new algorithms (see e.g., [16, 23, 10, 8, 9]).

It is natural to ask whether tolerant testing is strictly harder than standard testing. This question was explicitly studied by Fischer and Fortnow [15], who used PCPPs with polynomial size proofs to show that there exists a property $P \subseteq \{0,1\}^n$ that admits a tester with constant query complexity, but such that every tolerant tester for $P$ has query complexity $\Omega(n^c)$ for some $0 < c < 1$. Using modern quasilinear PCPPs [7, 12] in combination with the techniques of [15] it is possible to construct a property demonstrating a better separation, of constant query complexity for standard testing versus $\Omega(n/\text{polylog } n)$ for tolerant testing.

Using Theorem 1 we can obtain an improved separation between testing and tolerant testing:

**Theorem 2** (informal restatement of Theorem 46). For any constant integer $\ell \in \mathbb{N}$, there exist a property of boolean strings $P \subseteq \{0,1\}^n$ and a constant $\epsilon_1 \in (0,1)$ such that $P$ is $\epsilon$-testable for any $\epsilon > 0$ with a number of queries independent of $n$, but for any $\epsilon_0 \in (0,\epsilon_1)$, every $(\epsilon_0, \epsilon_1)$-tolerant tester for $P$ requires $\Omega(n/\text{polylog}^{(\ell)} n)$ many queries.

**Erasure-Resilient Testing**

Another variant of the property testing model is the erasure-resilient testing model. This model was defined by Dixit et al. [14] to address cases where data cannot be accessed at some domain points due to privacy concerns, or when some of the values were adversarially erased. More precisely, an $\alpha$-erasure-resilient $\epsilon$-tester gets as input parameters $\alpha, \epsilon \in (0, 1)$,
as well as oracle access to a function $f$, such that at most an $\alpha$ fraction of its values have been erased. The tester has to accept with high probability if there is a way to assign values to the erased points of $f$ such that the resulting function satisfies the desired property. The tester has to reject with high probability if for every assignment of values to the erased points, the resulting function is still $\varepsilon$-far from the desired property.

Similarly to the tolerant testing scenario, PCPPs were also used in [14] to show that there exists a property of boolean strings of length $n$ that has a tester with query complexity independent of $n$, but for any constant $\alpha > 0$, every $\alpha$-erasure-resilient tester is required to query $\Omega(n^c)$ many bits for some $c > 0$, thereby establishing a separation between the models. Later, in [27] PCPP constructions were used to provide a separation between the erasure-resilient testing model and the tolerant testing model.

Similarly to the tolerant testing case, we use Theorem 1 to prove a stronger separation between the erasure-resilient testing model and the standard testing model.

**Theorem 3** (informal restatement of Theorem 47). For any constant integer $\ell \in \mathbb{N}$, there exist a property of boolean strings $P \subseteq \{0,1\}^n$ and a constant $\varepsilon_1 \in (0,1)$ such that $P$ is $\varepsilon$-testable for any $\varepsilon > 0$ with number of queries$^5$ independent of $n$, but for any $\alpha = \Omega(1/\log^{(\ell)} n)$ and $\varepsilon \in (0, \varepsilon_1)$ such that $\varepsilon < 1 - \alpha$, any $\alpha$-erasure-resilient $\varepsilon$-tester is required to query $\Omega(n/\text{polylog}^{(\ell)} n)$ many bits.

**Secret Sharing applications**

As an additional application of our techniques we also obtain a new type of secret sharing scheme. Recall that in a secret sharing scheme, a secret value $b \in \{0,1\}$ is shared between $n$ parties in such a way that only an authorized subset of the users can recover the secret. We construct a secret sharing scheme in which no subset of $o(n)$ parties can recover the secret and yet it is possible for each one of the parties to recover the secret, if given access to a PCPP-like proof, with the guarantee that no matter what proof-string is given, most parties will either recover $b$ or reject.

We obtain such a secret sharing scheme through a notion called **Probabilistically Checkable Unveiling of a Shared Secret (PCUSS)**, which will be central in our work. This notion is loosely described in Subsection 1.2 and formally defined in Section 4.

### 1.2 Techniques

Central to our construction are (univariate) polynomials over a finite field $\mathbb{F}$. A basic fact is that a random polynomial $p : \mathbb{F} \to \mathbb{F}$ of degree (say) $|\mathbb{F}|/2$, evaluated at any set of at most $|\mathbb{F}|/2$ points, looks exactly the same as a totally random function $f : \mathbb{F} \to \mathbb{F}$. This is despite the fact that a random function is very far (in Hamming distance) from the set of low degree polynomials. Indeed, this is the basic fact utilized by Shamir’s secret sharing scheme [29].

Thus, the property of being a degree-$|\mathbb{F}|/2$ univariate polynomial is a hard problem to decide for any tester, in the sense that such a tester must make $\Omega(|\mathbb{F}|)$ queries to the truth table of the function in order to decide. Given that, it seems natural to start with this property in order to prove Theorem 1. Here we run into two difficulties. First, the property of being a low degree polynomial is defined over a large alphabet, whereas we seek a property over boolean strings. Second, the best known PCPPs for this property have quasi-linear length [7], which falls short of our goal.

---

$^5$ Again, the query complexity of the (non erasure resilient) $\varepsilon$-tester has the same asymptotic bound as in Theorem 1.
To cope with these difficulties, our approach is to use composition, or more accurately, an iterated construction. The main technical contribution of this paper lies in the mechanism enabling this iteration. More specifically, rather than having the property contain the explicit truth table of the low degree polynomial \( p \), we would like to use a more redundant representation for encoding each value \( p(\alpha) \). This encoding should have several properties:

- It must be the case that one needs to read (almost) the entire encoding to be able to decode \( p(\alpha) \). This feature of the encoding, which we view as a secret-sharing type of property, lets us obtain a hard to test property over boolean strings.
- The encoding need not be efficient, and in fact it will be made long enough to eventually subsume the typical length of a PCPP proof-string for the low degree property, when calculated with respect to an unencoded input string.
- Last but not least, we need the value to be decodable using very few queries, when given access to an auxiliary PCP-like proof string. This would allow us to “propagate” the PCPP verification of the property across iterations.

In more detail, we would like to devise a (randomized) encoding of strings in \( \{0,1\}^k \) by strings in \( \{0,1\}^m \). The third requirement listed above can be interpreted as saying that given oracle access to \( v \in \{0,1\}^m \) and explicit access to a value \( w \in \{0,1\}^k \), it will be possible verify that \( v \) indeed encodes \( w \) using a PCPP-like scheme, i.e. by providing a proof that can be verified with a constant number of queries. We refer to this property as a probabilistically checkable unveiling (PCU).

Note that in our setting a single value \( w \) may (and usually will) have more than one valid encoding.

Going back to the first requirement of the encoding, we demand that without a proof, one must query at least \( \Theta(m) \) bits of \( v \) to obtain any information about the encoded \( w \), or even discern that \( v \) is indeed a valid encoding of some value. Given this combination of requirements, we refer to the verification procedure as a Probabilistically Checkable Unveiling of a Shared Secret (PCUSS).

Low degree polynomials can be used to obtain a PCUSS based on Shamir’s secret sharing scheme. More specifically, to encode a \( k \) bit string \( w \), we take a random polynomial whose values on a subset \( H \subseteq \mathbb{F} \) are exactly equal to the bits of \( w \). However, we provide the values of this polynomial only over the sub domain \( \mathbb{F} \setminus H \). Then, the encoded value is represented by the (interpolated) values of \( g \) over \( H \), which admit a PCU scheme. On the other hand, the “large independence” feature of polynomials makes the encoded value indiscernible without a supplied proof string, unless too many of the values of \( g \) over \( \mathbb{F} \setminus H \) are read, thus allowing for a PCUSS.

This construction can now be improved via iteration. Rather than explicitly providing the values of the polynomial, they will be provided by a PCUSS scheme. Note that the PCUSS scheme that we now need is for strings of a (roughly) exponentially smaller size. The high level idea is to iterate this construction \( \ell \) times to obtain the \( \ell \) iterated log function in our theorems.

At the end of the recursion, i.e., for the smallest blocks at the bottom, we utilize a linear-code featuring both high distance and high dual distance, for a polynomial size PCUSS of the encoded value. This is the only “non-constructive” part in our construction, but since the relevant block size will eventually be less than \( \log \log(n) \), the constructed property will still be uniform with polynomial calculation time (the exponential time in \( \text{poly}(\log \log(n)) \), needed to construct the linear-code matrix, becomes negligible).

---

6 In fact, we will use a stronger variant where the access to \( w \) is also restricted.
Our PCUSS in particular provides a property that is hard to test (due to its shared secret feature), and yet has a near-linear PCPP through its unveiling, thereby establishing Theorem 1. We utilize this property for separation results in a similar manner to [15] and [14], by considering a weighted version of a “PCPP with proof” property, where the proof part holds only a small portion of the total weight. The PCPP proof part enables a constant query test, whereas if the PCPP proof is deleted, efficient testing is no longer possible.

1.3 Related work

Short PCPPs

For properties which can be verified using a circuit of size $n$, [5] gave PCPP constructions with proof length $n \cdot \exp(\text{poly}(\log \log n))$ and with a query complexity of $\text{poly}(\log \log n)$, as well as slightly longer proofs with constant query complexity. Later, Ben-Sasson and Sudan [7] gave constructions with quasilinear size proofs, but with slightly higher query complexity. The state of the art construction is due to Dinur [12] who, building on [7], showed a PCPP construction with proof length that is quasilinear in the circuit size and with constant query complexity. In a recent work Ben Sasson et al. [3] constructed an interactive version of PCPPs [4, 28] of strictly linear length and constant query complexity.

Tolerant Testing

The tolerant testing framework has received significant attention in the past decade. Property testing of dense graphs, initiated by [19], is inherently tolerant by the canonical tests of Goldreich and Trevisan [21]. Later, Fischer and Newman [16] (see also [2]) showed that every testable (dense) graph property admits a tolerant testing algorithm for every $0 < \varepsilon_0 < \varepsilon_1 < 1$, which implies that $O(1)$ query complexity testability is equivalent to distance approximation in the dense graph model. Some properties of boolean functions were also studied recently in the tolerant testing setting. In particular, the properties of being a $k$-junta (i.e. a function that depends on $k$ variables) and being unate (i.e., a function where each direction is either monotone increasing or monotone decreasing) [9, 24, 11].

Erasure-resilient Testing

For the erasure resilient model, in addition to the separation between that model and the standard testing model, [14] designed efficient erasure-resilient testers for important properties, such as monotonicity and convexity. Shortly after, in [27] a separation between the erasure-resilient testing model and the tolerant testing model was established. The last separation requires an additional construction (outside PCPPs), which remains an obstacle to obtaining better than polynomial separations.

2 Preliminaries

We start with some notation and central definitions. For a set $A$, we let $2^A$ denote the power-set of $A$. For two strings $x, y \in \{0, 1\}^*$ we use $x \sqcup y$ to denote string concatenation.

For an integer $k$, a field $\mathbb{F} = \text{GF}(2^k)$ and $\alpha \in \mathbb{F}$, we let $\langle \langle \alpha \rangle \rangle \in \{0, 1\}^k$ denote the binary representation of $\alpha$ in some canonical way.

For two sets of strings $A$ and $B$ we use $A \sqcup B$ to denote the set $\{a \sqcup b \mid a \in A, b \in B\}$. For a collection of sets $\{A(d)\}_{d \in D}$ we use $\bigsqcup_{d \in D} A(d)$ to denote the set of all possible concatenations $\bigsqcup_{d \in D} a_d$, where $a_d \in A(d)$ for every $d \in D$. 
Throughout this paper we use boldface letters to denote random variables, and assume a fixed canonical ordering over the elements in all the sets we define. For a set \( D \), we write \( v \sim D \) to denote a random variable resulting from a uniformly random choice of an element \( v \in D \).

### 2.1 Error correcting codes and polynomials over finite fields

The relative Hamming distance of two strings \( x, y \in \Sigma^n \) is defined as \( \text{dist}(x, y) = \frac{1}{n} \cdot |\{i \in [n] \mid x_i \neq y_i\}| \). For a string \( x \in \Sigma^n \) and a non-empty set \( S \subseteq \Sigma^n \), we define \( \text{dist}(x, S) = \min_{y \in S} \text{dist}(x, y) \). The following plays a central role in many complexity-related works, including ours.

**Definition 4.** A code is an injective function \( C : \Sigma^k \rightarrow \Sigma^n \). If \( \Sigma \) is a finite field and \( C \) is a linear function (over \( \Sigma \)), then we say that \( C \) is a linear code. The rate of \( C \) is defined as \( k/n \), whereas the minimum relative distance is defined as the minimum over all distinct \( x, y \in \Sigma^k \) of \( \text{dist}(C(x), C(y)) \).

An \( \varepsilon \)-distance code is a code whose minimum relative distance is at least \( \varepsilon \). When for a fixed \( \varepsilon > 0 \) we have a family of \( \varepsilon \)-distance codes (for different values of \( k \)), we refer to its members as error correcting codes.

In this work we use the fact that efficient codes with constant rate and constant relative distance exist. Moreover, there exist such codes in which membership can be decided by a quasi-linear size Boolean circuit.

**Theorem 5** (see e.g., [30]). There exists a linear code \( \text{Spiel} : \{0,1\}^k \rightarrow \{0,1\}^{100k} \) with constant relative distance, for which membership can be decided by a \( k \cdot \text{polylog } k \) size Boolean circuit.

Actually, the rate of the code in [30] is significantly better, but since we do not try to optimize constants, we use the constant 100 solely for readability. In addition, the code described in [30] is linear time decodeable, but we do not make use of this feature throughout this work.

We slightly abuse notation, and for a finite field \( \mathbb{F} \) of size \( 2^k \), view the encoding given in Theorem 5 as \( \text{Spiel} : \mathbb{F} \rightarrow \{0,1\}^{100k} \), by associating \( \{0,1\}^k \) with \( \mathbb{F} \) in the natural way. Note that for \( f : \mathbb{F} \rightarrow \mathbb{F} \), it holds that \( \langle f(\beta) \rangle \in \{0,1\}^k \) for every \( \beta \in \mathbb{F} \), and therefore \( \text{Spiel}(f(\beta)) \in \{0,1\}^{100k} \). We slightly abuse notation, and for a function \( f : \mathbb{F} \rightarrow \mathbb{F} \) we write \( \text{Spiel}(f) \) to denote the length \( 100k \cdot 2^k \) bit string \( \bigsqcup_{\beta \in \mathbb{F}} \text{Spiel}(f(\beta)) \) (where we use the canonical ordering over \( \mathbb{F} \)).

**Definition 6.** Let \( \mathcal{C}_\mathbb{F} \) denote the set of polynomials \( g : \mathbb{F} \rightarrow \mathbb{F} \) such that \( \deg(g) \leq \frac{|\mathbb{F}|}{2} \).

The following lemma of [22], providing a fast univariate interpolation, will be an important tool in this work.

**Lemma 7** ([22]). Given a set of pairs \( \{(x_1, y_1), \ldots, (x_r, y_r)\} \) with all \( x_i \) distinct, we can output the coefficients of \( p(x) \in \mathbb{F}[X] \) of degree at most \( r - 1 \) satisfying \( p(x_i) = y_i \) for all \( i \in [r] \), in \( O(r \cdot \log^3 r) \) additions and multiplications in \( \mathbb{F} \).

The next lemma states that a randomly chosen function \( \lambda : \mathbb{F} \rightarrow \mathbb{F} \) is far from any low degree polynomial with very high probability.

**Lemma 8.** With probability at least \( 1 - o(1) \), a uniformly random function \( \lambda : \mathbb{F} \rightarrow \mathbb{F} \) is \( 1/3 \)-far from \( \mathcal{C}_\mathbb{F} \).
Proof. Consider the size of a ball of relative radius $1/3$ around some function $\lambda : \mathbb{F} \rightarrow \mathbb{F}$ in the space of functions from $\mathbb{F}$ to itself. The number of points (i.e., functions from $\mathbb{F} \rightarrow \mathbb{F}$) contained in this ball is at most

$$\left( \frac{|\mathbb{F}|}{|\mathbb{F}|/3} \right) \cdot |\mathbb{F}|^{\mathbb{F}/3} \leq (3\varepsilon |\mathbb{F}|)^{|\mathbb{F}|/3}.$$ 

By the fact that the size of $C_{\pi}$ is $|\mathbb{F}|^{\mathbb{F}/2+1}$, the size of the set of points that are at relative distance at most $1/3$ from any point in $C_{\pi}$ is at most

$$|\mathbb{F}|^{\mathbb{F}/2+1} \cdot (3\varepsilon |\mathbb{F}|)^{|\mathbb{F}|/3} = o(|\mathbb{F}|^{\mathbb{F}}).$$

The lemma follows by observing that there are $|\mathbb{F}|^{\mathbb{F}}$ functions from $\mathbb{F}$ to itself.

2.1.1 Dual distance of linear codes

We focus here specifically on a linear code $C : \mathbb{F}^k \rightarrow \mathbb{F}^n$, and consider the linear subspace of its image, $V_C = \{C(x) : x \in \mathbb{F}^k\} \subseteq \mathbb{F}^n$. We define the distance of a linear space as $\text{dist}(V) = \min_{v \in V \setminus \{0\}} \text{dist}(v, 0^n)$, and note that in the case of $V$ being the image $V_C$ of a code $C$, this is identical to $\text{dist}(C)$. For a linear code, it helps to investigate also dual distances.

허용

Definition 9. Given two vectors $u, v \in \mathbb{F}^n$, we define their scalar product as $u \cdot v = \sum_{i \in [n]} u_i v_i$, where multiplication and addition are calculated in the field $\mathbb{F}$. Given a linear space $V \subseteq \mathbb{F}^n$, its dual space is the linear space $V^\perp = \{u : \forall v \in V, u \cdot v = 0\}$. In other words, it is the space of vectors who are orthogonal to all members of $V$. The dual distance of the space $V$ is simply defined as $\text{dist}(V^\perp)$.

For a code $C$, we define its dual distance, $\text{dist}^+(C)$, as the dual distance of its image $V_C$. We call $C$ an $\eta$-dual-distance code if $\text{dist}^+(C) \geq \eta$. The following well-known lemma is essential to us, as it will relate to the “secret-sharing” property that we define later.

허용

Lemma 10 (See e.g., [25, Chapter 1, Theorem 10]). Suppose that $C : \mathbb{F}^k \rightarrow \mathbb{F}^n$ is a linear $\eta$-dual-distance code, let $Q \subseteq [n]$ be any set of size less than $\eta \cdot n$, and consider the following random process for picking a function $u : Q \rightarrow \mathbb{F}$: Let $w \in \mathbb{F}^k$ be drawn uniformly at random, and set $u$ be the restriction of $C(w)$ to the set $Q$. Then, the distribution of $u$ is identical to the uniform distribution over the set of all functions from $Q$ to $\mathbb{F}$.

2.2 Probabilistically checkable proofs of proximity (PCPP)

As described briefly in the introduction, a PCPP verifier for a property $P$ is given access to an input $x$ and a proof $\pi$, as well as a detection radius $\varepsilon > 0$ and soundness parameter $\delta > 0$. The verifier should make a constant number of queries (depending only on $\varepsilon, \delta$) to the input $x$ and the proof $\pi$, and satisfy the following. If $x \in P$, then there exists $\pi$ for which the verifier should always accept $x$. If $\text{dist}(x, P) > \varepsilon$, the verifier should reject $x$ with probability at least $\delta$, regardless of the contents of $\pi$. More formally, we define the following.

허용

Definition 11 (PCPP). For $n \in \mathbb{N}$, let $P \subseteq \{0, 1\}^n$ be a property of $n$-bit Boolean strings, and let $t \in \mathbb{N}$. We say that $P$ has a $q(\varepsilon, \delta)$-query, length-$t$ Probabilistically Checkable Proof of Proximity (PCPP) system if the following holds: There exists a verification algorithm $V$ that takes as input $\varepsilon, \delta > 0$ and $n \in \mathbb{N}$, makes a total of $q(\varepsilon, \delta)$ queries on strings $w \in \{0, 1\}^n$ and $\pi \in \{0, 1\}^t$, and satisfies the following:
1. (Completeness) If \( w \in \mathcal{P} \), then there exists a proof \( \pi = \text{Proof}_\mathcal{P}(w) \in \{0,1\}^t \) such that for every \( \varepsilon, \delta > 0 \), the verifier \( V \) accepts with probability 1.

2. (Soundness) If \( \text{dist}(w, \mathcal{P}) > \varepsilon \), then for every alleged proof \( \pi \in \{0,1\}^t \), the verifier \( V \) rejects with probability greater than \( \varepsilon \).

Note that soundness is easy to amplify: Given a PCPP as above with parameters \( \varepsilon, \delta, t \) and query complexity \( q(\varepsilon, \delta) \), one can increase the soundness parameter to \( 1 - \tau \) (for any \( \tau > 0 \)) by simply running \( \Theta(\log(1/\tau)/\delta) \) independent instances of the verification algorithm \( V \), and rejecting if at least one of them is rejected; the query complexity then becomes \( \Theta(q(\varepsilon, \delta) \cdot \log(1/\tau)/\delta) \), while the parameters \( \varepsilon \) and \( t \) remain unchanged.

The following lemma, establishing the existence of a quasilinear PCPP for any property \( \mathcal{P} \) that is verifiable in quasilinear time, will be an important tool throughout this work.

**Lemma 12** (Corollary 8.4 in [12], see also [20]). Let \( \mathcal{P} \) be a property of Boolean strings which is verifiable by a size \( t \) Boolean circuit. Then, there exists a length-\( t' \) PCPP system \( \mathcal{P} \) with parameters \( \varepsilon, \delta > 0 \), that makes at most \( q(\varepsilon, \delta) \) queries, with \( t' = t \cdot \text{polylog} \, t \).

Specifically, \( q(\varepsilon, \delta) = O(\varepsilon^{-1}) \) suffices for any \( \delta < 0.99 \).

As described briefly in the introduction, maximally hard properties cannot have a constant query PCPP proof systems with a sublinear length proof string.

**Proposition 13.** Let \( \mathcal{P} \subseteq \{0,1\}^n \) and \( \varepsilon > 0 \) be such that any \( \varepsilon \)-tester for \( \mathcal{P} \) has to make \( \Omega(n) \) many queries. Then, any constant query PCPP system for \( \mathcal{P} \) (where e.g. \( \delta = 1/3 \)) must have proof length of size \( \Omega(n) \).

**Proof.** Suppose that there exists a PCPP for \( \mathcal{P} \) with \( O(1) \) queries and proof length \( t = o(n) \). Since the PCPP verifier has constant query complexity, we may assume that it is non adaptive and uses \( q = O(1) \) queries. By an amplification argument as above, we can construct an amplified verifier that makes \( O(q \cdot t) = o(n) \) queries, with soundness parameter \( 1 - 2^{-t}/3 \). By the fact that the verifier is non-adaptive, it has the same query distribution regardless of the proof string. Therefore, we can run \( 2^t \) amplified verifiers in parallel while reusing queries, one verifier for each of the \( 2^t \) possible proof strings. If any of the \( 2^t \) amplified verifiers accept, we accept the input. If the input belongs to \( \mathcal{P} \), one of the above \( 2^t \) verifiers will accept (the one that used the correct proof). If the input was \( \varepsilon \)-far from \( \mathcal{P} \), then by a union bound, the probability that there was any accepting amplified verifier is at most \( 1/3 \). This yields an \( o(n) \) tester for \( \mathcal{P} \), which contradicts our assumption.

### 2.3 Testing, tolerant testing and erasure-resilient testing

In this subsection we define notions related to the property testing framework. We also formally define a few variants of the original testing model that will be addressed in this work. A property \( \mathcal{P} \) of \( n \)-bit Boolean strings is a subset of all those strings, and we say that a string \( x \) has the property \( \mathcal{P} \) if \( x \in \mathcal{P} \).

Given \( \varepsilon \geq 0 \) and a property \( \mathcal{P} \), we say that a string \( x \in \{0,1\}^n \) is \( \varepsilon \)-far from \( \mathcal{P} \) if \( \text{dist}(x, \mathcal{P}) > \varepsilon \), and otherwise it is \( \varepsilon \)-close to \( \mathcal{P} \). We next define the notion of a tolerant tester of which standard (i.e. intolerant) testers are a special case.

**Definition 14** (Intolerant and tolerant testing). Given \( 0 \leq \varepsilon_0 < \varepsilon_1 \leq 1 \), a \( q \)-query \((\varepsilon_0, \varepsilon_1)\)-testing algorithm \( T \) for a property \( \mathcal{P} \subseteq \{0,1\}^n \) is a probabilistic algorithm (possibly adaptive) making \( q \) queries to an input \( x \in \{0,1\}^n \) that outputs a binary verdict satisfying the following two conditions.
1. If \( \text{dist}(x, \mathcal{P}) \leq \varepsilon_0 \), then \( T \) accepts \( x \) with probability at least \( 2/3 \).
2. If \( \text{dist}(x, \mathcal{P}) > \varepsilon_1 \), then \( T \) rejects \( x \) with probability at least \( 2/3 \).

When \( \varepsilon_0 = 0 \), we say that \( T \) is an \( \varepsilon_1 \)-testing algorithm for \( \mathcal{P} \), and otherwise we say that \( T \) is an \((\varepsilon_0, \varepsilon_1)\)-tolerant testing algorithm for \( \mathcal{P} \).

Next, we define the erasure-resilient testing model. We start with some terminology. A string \( x \in \{0, 1\}^n \) is \( \alpha \)-erased if \( x_i \) is equal to \( \perp \) on at most \( \alpha n \) coordinates. A string \( x' \in \{0, 1\}^n \) that differs from \( x \) only on coordinates \( i \in [n] \) for which \( x_i = \perp \) is called a completion of \( x \). The (pseudo-)distance \( \text{dist}(x, \mathcal{P}) \) of an \( \alpha \)-erased string \( x \) from a property \( \mathcal{P} \) is the minimum, over every completion \( x' \) of \( x \), of the relative Hamming distance of \( x' \) from \( \mathcal{P} \).

As before, \( x \) is \( \varepsilon \)-far from \( \mathcal{P} \) if \( \text{dist}(x, \mathcal{P}) > \varepsilon \), and \( \varepsilon \)-close otherwise.

**Definition 15 (Erasure-resilient tester).** Let \( \alpha \in [0, 1) \) and \( \varepsilon \in (0, 1) \) be parameters satisfying \( \alpha + \varepsilon < 1 \). A \( q \)-query \( \alpha \)-erasure-resilient \( \varepsilon \)-tester \( T \) for \( \mathcal{P} \) is a probabilistic algorithm making \( q \) queries to an \( \alpha \)-erased string \( x \in \{0, 1, \perp\}^n \), that outputs a binary verdict satisfying the following two conditions.

1. If \( \text{dist}(x, \mathcal{P}) = 0 \) (i.e., if there exists a completion \( x' \) of \( x \), such that \( x' \in \mathcal{P} \)), then \( T \) accepts \( x \) with probability at least \( 2/3 \).
2. If \( \text{dist}(x, \mathcal{P}) > \varepsilon \) (i.e., if every completion of \( x' \) of \( x \) is \( \varepsilon \)-far from \( \mathcal{P} \)), then \( T \) rejects \( x \) with probability at least \( 2/3 \).

The next lemma will be useful to prove that some properties are hard to test. The lemma states that if we have two distributions whose restrictions to any set of queries of size at most \( q \) are identical, then no (possibly adaptive) algorithm making at most \( q \) queries can distinguish between them.

**Definition 16 (Restriction).** Given a distribution \( \mathcal{D} \) over functions \( f : D \rightarrow \{0, 1\} \) and a subset \( Q \subseteq D \), we define the restriction \( \mathcal{D}|_{Q} \) of \( \mathcal{D} \) to \( Q \) to be the distribution over functions \( g : Q \rightarrow \{0, 1\} \), that results from choosing a function \( f : D \rightarrow \{0, 1\} \) according to \( \mathcal{D} \), and setting \( g \) to be \( f \mid_{Q} \), the restriction of \( f \) to \( Q \).

**Lemma 17 ([17], special case).** Let \( \mathcal{D}_1 \) and \( \mathcal{D}_2 \) be two distributions of functions over some domain \( D \). Suppose that for any set \( Q \subset D \) of size at most \( q \), the restricted distributions \( \mathcal{D}_1\mid_{Q} \) and \( \mathcal{D}_2\mid_{Q} \) are identically distributed. Then, any (possibly adaptive) algorithm making at most \( q \) queries cannot distinguish \( \mathcal{D}_1 \) from \( \mathcal{D}_2 \) with any positive probability.

### 3 Code Ensembles

It will be necessary for us to think of a generalized definition of an encoding, in which each encoded value has multiple legal encodings.

**Definition 18 (Code ensemble).** A code ensemble is a function \( \mathcal{E} : \Sigma^k \rightarrow 2^{\Sigma^m} \). Namely, every \( x \in \Sigma^k \) has a set of its valid encodings from \( \Sigma^m \). We define the distance of the code ensemble as

\[
\min_{x \neq x' \in \{0, 1\}^k} \min_{(v, u) \in \mathcal{E}(x) \times \mathcal{E}(x')} \text{dist}(v, u).
\]

It is useful to think of a code ensemble \( \mathcal{E} : \Sigma^k \rightarrow 2^{\Sigma^m} \) as a randomized mapping, that given \( x \in \Sigma^k \), outputs a uniformly random element from the set of encodings \( \mathcal{E}(x) \). Using the above we can define a shared secret property. In particular, we use a strong information
theoretic definition of a shared secret, in which \( o(m) \) bits do not give any information at all about the encoded value. Later on, we construct code ensembles with a shared secret property.

**Definition 19 (Shared Secret).** For \( m, k \in \mathbb{N} \) and a constant \( \zeta > 0 \), we say that a code ensemble \( \mathcal{C} : \{0,1\}^k \rightarrow 2^{\lfloor (0,1)^m \rfloor} \) has a \( \zeta \)-shared secret property if it satisfies the following. For any \( Q \subseteq [m] \) of size \( |Q| \leq \zeta m \), any \( w, w' \in \{0,1\}^k \) such that \( w \neq w' \), and any \( t \in \{0,1\}^{\lfloor Q \rfloor} \) it holds that

\[
Pr_{v \sim \mathcal{C}(w)}[v|_Q = t] = Pr_{v' \sim \mathcal{C}(w')}[v'|_Q = t].
\]

Namely, for any \( w \neq w' \) and any \( Q \subseteq [m] \) of size at most \( \zeta m \), the distribution obtained by choosing a uniformly random member of \( \mathcal{C}(w) \) and considering its restriction to \( Q \), is identical to the distribution obtained by choosing a uniformly random member of \( \mathcal{C}(w') \) and considering its restriction to \( Q \).

### 3.1 A construction of a hard code ensemble

We describe a construction of a code ensemble for which a linear number of queries is necessary to verify membership or to decode the encoded value. This code will be our base code in the iterative construction. The existence of such a code ensemble is proved probabilistically, relying on the following simple lemma.

**Lemma 20.** Fix constant \( \alpha, \beta > 0 \) where \( \beta \log(e/\beta) < \alpha \). Let \( s, t \in \mathbb{N} \) so that \( s \leq (1 - \alpha)t \). Then, with probability \( 1 - o(1) \), a sequence of \( s \) uniformly random vectors \( \{v_1, \ldots, v_s\} \) from \( \{0,1\}^t \) is linearly independent, and corresponds to a \( \beta \)-distance linear code.

**Proof.** The proof follows from a straightforward counting argument. If we draw \( s \) uniformly random vectors \( v_1, \ldots, v_s \in \{0,1\}^t \), then each non-trivial linear combination of them is in itself a uniformly random vector from \( \{0,1\}^t \), and hence has weight less than \( \beta \) with probability at most

\[
2^{-t} \cdot \left( \frac{t}{\beta t} \right)^t \leq 2^{-t} \left( \frac{et}{\beta t} \right)^{\beta t} = 2^{-t} \cdot \beta^t \cdot \beta^t = 2^{(\gamma-1)t},
\]

where we set \( \gamma = \beta \log(e/\beta) < \alpha \).

By a union bound over all \( 2^s \leq 2^{(1 - \alpha)t} \) possible combinations, the probability that there exists a linear combination with weight less than \( \beta \) is at most \( 2^{(\gamma-\alpha)t} = o(1) \). If this is not the case, then \( v_1, \ldots, v_s \) are linearly independent, and moreover, \( \{v_1, \ldots, v_s\} \) corresponds to a \( \beta \)-distance linear code (where we use the fact that the distance of a linear code is equal to the minimal Hamming weight of a non-zero codeword).

Our construction makes use of a sequence of vectors that correspond to a high-distance and high-dual distance code, as described below.

**Definition 21 (Hard code ensemble \( \mathcal{H}_k \)).** Let \( k \in \mathbb{N} \) and let \( \{v_1, \ldots, v_{3k}\} \) be a sequence of vectors in \( \{0,1\}^{4k} \) such that \( \text{Span}\{v_1, \ldots, v_{3k}\} \) is a 1/30-distance code, and that \( \text{Span}\{v_{k+1}, \ldots, v_{3k}\} \) is a 1/10-dual distance code. Let

\[
A = \begin{bmatrix} v_1 & \cdots & v_{3k} \end{bmatrix}.
\]
We define the code ensemble $\mathcal{H}_k : \{0,1\}^k \rightarrow 2^{\{0,1\}^k}$ as

$$\mathcal{H}_k(w) = \{Au : u \in \{0,1\}^k \text{ where } u_{\{1,\ldots,k\}} = w\},$$

where all operations are over $\mathbb{GF}(2)$.

The next lemma states that a collection of random vectors $\{v_1, \ldots, v_{3k}\}$ in $\{0,1\}^{4k}$ satisfies the basic requirements of a code ensemble $\mathcal{H}_k$ with high probability (that is, with probability tending to one as $k \rightarrow \infty$), and hence such a code ensemble exists.

\begin{lemma}
A set $\{v_1, \ldots, v_{3k}\}$ of random vectors in $\{0,1\}^{4k}$ satisfies with high probability the following two conditions: $\text{Span}\{v_1, \ldots, v_{3k}\}$ is a $1/30$-distance code, and furthermore, $\text{Span}\{v_{k+1}, \ldots, v_{3k}\}$ is a $1/10$-dual distance code. In particular, for all $k$ large enough the code ensemble $\mathcal{H}_k$ exists.
\end{lemma}

\begin{proof}
We apply Lemma 20 multiple times. First, picking $t = 4k$, $s = 3k$, $\alpha = 1/4$, and $\beta = 1/30$, we conclude that $v_1, \ldots, v_{3k}$ with high probability correspond to a $1/30$-distance code.

To show that with high probability the code spanned by the last $2k$ vectors has high dual distance, we compare the following two processes, whose output is a linear subspace of $(\mathbb{GF}(2))^{4k}$, that we view as a code: (i) Choose $2k$ vectors and return their span. (ii) Choose $4k - 2k = 2k$ vectors and return the dual of their span. Conditioning on the chosen $2k$ vectors being linearly independent, the output distributions of these two processes are identical. Indeed, by a symmetry argument it is not hard to see that under the conditioning, the linear subspace generated by Process (i) is uniformly distributed among all rank-$2k$ subspaces $V$ of $(\mathbb{GF}(2))^{4k}$. Now, since we can uniquely couple each such $V$ with its dual $V^\perp$ (also a rank-$2k$ subspace) and since $V = (V^\perp)^\perp$, this means that the output distribution of Process (ii) is uniform as well.

However, it follows again from Lemma 20 (with $t = 4k$, $s = 2k$, $\alpha = 1/2$, and any $\beta > 0$ satisfying the conditions of the lemma) that the chosen $2k$ vectors are independent with high probability. This means that (without the conditioning) the output distributions of Process (i) and Process (ii) are $o(1)$-close in variation distance. Applying Lemma 20 with $t = 4k$, $s = 2k$, $\alpha = 1/2$, and $\beta = 1/10$ we get that the distance of the code generated by Process (i) is at least $\beta = 1/10$ with high probability. However, the latter distance equals by definition to the dual distance of the code generated by Process (ii). By the closeness of the distributions, we conclude that the dual distance of Process (i) is also at least $1/10$ with high probability.

We next state a simple but important observation regarding membership verification.

\begin{observation}
Once a matrix $A$ with the desired properties is constructed (which may take $\exp(k^2)$ time if we use brute force), given $w \in \{0,1\}^k$, the membership of $v$ in $\mathcal{H}_k(w)$ can be verified in $\text{poly}(k)$ time (by solving a system of linear equations over $\mathbb{GF}(2)$).
\end{observation}

\section{PCUs and PCUSSs}

Next, we define the notion of Probabilistically Checkable Unveiling (PCU). This notion is similar to PCPP, but here instead of requiring our input to satisfy a given property, we require our input to encode a value $w \in \{0,1\}^k$ (typically using a large distance code ensemble). We then require that given the encoded value $w$, it will be possible to prove in a PCPP-like fashion that the input is indeed a valid encoding of $w$. 
Definition 24 (PCU). Fix $m,t,k \in \mathbb{N}$, and let $C : \{0,1\}^k \rightarrow 2^{\{0,1\}^m}$ be a code ensemble. We say that $C$ has a $q(\varepsilon, \delta)$-query, length-$t$ PCU if the following holds. There exists a verification algorithm $V$ that takes as inputs $\varepsilon, \delta > 0$, $m \in \mathbb{N}$, and $w \in \{0,1\}^k$, makes at most $q(\varepsilon, \delta)$ queries to the strings $v \in \{0,1\}^m$ and $\pi \in \{0,1\}^t$, and satisfies the following:

1. If $v \in C(w)$, then there exists a proof $\pi = \text{Proof}_C(v) \in \{0,1\}^t$ such that for every $\varepsilon, \delta > 0$, the verifier $V$ accepts with probability 1.

2. If $\text{dist}(v, C(w)) > \varepsilon$, then for every alleged proof $\pi \in \{0,1\}^t$, the verifier $V$ rejects $v$ with probability greater than $\delta$.

In order to facilitate the proof of the main theorem, we utilize a more stringent variant of the above PCU definition. Instead of supplying $w \in \{0,1\}^k$ to the algorithm, we supply oracle access to a a string $\tau \in \{0,1\}^{100k}$ that is supposed to represent $\text{Spiel}(w)$, along with the proof $\pi$, and the algorithm only makes $q(\varepsilon, \delta)$ queries to the proof string $\pi$, the original encoding $v$ and the string $\tau$. For cases where $v \in C(w)$, we use $\text{Value}(v)$ to denote $\text{Spiel}(w)$.

Definition 25 ($\text{Spiel-PCU}$). Fix $m,t,k \in \mathbb{N}$, and let $C : \{0,1\}^k \rightarrow 2^{\{0,1\}^m}$ be a code ensemble. We say that $C$ has a $q(\varepsilon, \delta)$-query, length-$t$ Spiel-PCU if the following holds. There exists a verification algorithm $V$ that takes as inputs $\varepsilon, \delta > 0$, $m \in \mathbb{N}$, makes at most $q(\varepsilon, \delta)$ queries to the strings $v \in \{0,1\}^m$, $\tau \in \{0,1\}^{100k}$ and $\pi \in \{0,1\}^t$, and satisfies the following:

1. If there exists $w \in \{0,1\}^k$ for which $v \in C(w)$ and $\tau = \text{Value}(v) = \text{Spiel}(w)$, then there exists a proof $\pi = \text{Proof}_C(v) \in \{0,1\}^t$ such that for every $\varepsilon, \delta > 0$, the verifier $V$ accepts with probability 1.

2. If for every $w \in \{0,1\}^k$ either $\text{dist}(\tau, \text{Spiel}(w)) > \varepsilon$ or $\text{dist}(v, C(w)) > \varepsilon$, then for every alleged proof $\pi \in \{0,1\}^t$, the verifier $V$ rejects $v$ with probability greater than $\delta$.

Note that a code ensemble admitting a Spiel-PCU automatically admits a PCU. Indeed, given the string $w$, an oracle for $\text{Spiel}(w)$ can be simulated.

The following lemma states the existence of Spiel-PCU for efficiently computable code ensembles, and will be used throughout this work. The proof follows from Lemma 12 together with a simple concatenation argument.

Lemma 26. Let $k,m,t \in \mathbb{N}$ be such that $t \geq m$, and let $C : \{0,1\}^k \rightarrow 2^{\{0,1\}^m}$ be a code ensemble. If given $w \in \{0,1\}^k$ and $v \in \{0,1\}^m$, it is possible to verify membership of $v$ in $C(w)$ using a circuit of size $t$, then there is a $q(\varepsilon, \delta)$-query, length-$t'$ Spiel-PCU for $C$ where $t' = t \cdot \text{polylog} t$.

Proof. Assume without loss of generality that $m \geq |\text{Spiel}(0^k)|$. Let $\xi = \left\lfloor \frac{m}{|\text{Spiel}(0^m)|} \right\rfloor$ (note that $\xi \geq 1$), and define

$$C_{eq} \overset{\Delta}{=} \left\{ v \sqcup (\text{Spiel}(w))^\xi \mid \exists w \in \{0,1\}^k \text{ for which } v \in C(w) \right\},$$

where $(\text{Spiel}(w))^\xi$ denotes the $\xi$-times concatenation of Spiel$(w)$.

For any string $w$ it is possible to check, using a quasilinear size circuit (see [30]), that the substring that corresponds to the domain of $(\text{Spiel}(w))^\xi$ is a $\xi$-times repetition of Spiel$(w)$ for some $w$. After doing so, we decode $w$ using a quasilinear size circuit (as in [30]), and then, by the premise of the lemma, we can verify membership in $C(w)$ using a circuit of size $t$. Therefore, membership in $C_{eq}$ can be decided using a $O(t)$ size boolean circuit, and therefore by Lemma 12 admits a PCPP system whose proof length is quasilinear in $t$.

Given an input $v$ to Spiel-PCU, let $v' = v \sqcup (\text{Spiel}(w))^\xi$ and use the PCPP system for $C_{eq}$, with detection radius $\varepsilon/3$ and soundness parameter $\delta$, where each query to $v'$ is emulated by a corresponding query to $v$ or Spiel$(w)$. Note that if $v \in C(w)$, then $v' \in C_{eq}$, so the PCPP system for $C_{eq}$ will accept with probability 1.
Next, suppose that \( \text{dist}(v, C(w)) > \varepsilon \), and observe that this implies that \( v' \) is at least \( \varepsilon/3 \)-far from \( C_{eq} \). Thus, by the soundness property of the PCPP for \( C_{eq} \), the verifier rejects with probability at least \( \delta \), regardless of the contents of the alleged proof \( \pi \) it is supplied with. ▶

Next we define Probabilistically Checkable Unveiling of a Shared Secret (PCUSS).

Definition 27. For \( m, k, t \in \mathbb{N} \), we say that a function \( C : \{0, 1\}^k \rightarrow 2^{\{0,1\}^m} \) has a \( q(\varepsilon, \delta) \)-query, length-\( t \) PCUSS, if \( C \) has a shared secret property, as well as \( C \) has a \( q(\varepsilon, \delta) \)-query, length-\( t \) PCU. Similarly, when \( C \) has a shared secret property (for constant \( \zeta \)), as well as \( C \) has a \( q(\varepsilon, \delta) \)-query, length-\( t \) Spiel-PCU, we say that \( C \) has a \( q(\varepsilon, \delta) \)-query, length-\( t \) Spiel-PCUSS.

Note that \( C \) admitting a Spiel-PCUSS directly implies that it admits a PCUSS with similar parameters.

The following lemma establishes the existence of a Spiel-PCUSS for \( H_k \), where \( H_k \) is the code ensemble from Definition 21.

Lemma 28. For any \( k \in \mathbb{N} \), \( H_k \) has a \( q(\varepsilon, \delta) \)-query, length-\( t' \) Spiel-PCUSS where \( t' = \text{poly}(k) \).

Proof. By Observation 23, given \( w \), membership in \( H_k(w) \) can be checked in \( \text{poly}(k) \) time, which means that there exists a polynomial size circuit that decides membership in \( H_k(w) \). Combining the above with Lemma 26 implies a \( q(\varepsilon, \delta) \)-query, length-\( t' \) PCUSS where \( t' = \text{poly}(k) \). By Lemma 10, the large dual distance property of \( H_k \) implies its shared secret property for some constant \( \zeta \), which concludes the proof of the lemma. ▶

5 PCUSS construction

In this section we give a construction of code ensembles that admit a PCUSS. First we show that our code ensemble has a PCU with a short proof. Specifically,

Lemma 29. For any fixed \( \ell \in \mathbb{N} \) and any \( k \in \mathbb{N} \), there exists \( n_0(\ell, k) \) and a code ensemble \( \mathcal{E}(\ell) : \{0, 1\}^k \rightarrow 2^{\{0,1\}^n} \), such that for all \( n > n_0(\ell, k) \), the code ensemble \( \mathcal{E}(\ell) \) has a \( q(\varepsilon, \delta) \)-query length-\( t \) PCU, for \( t = O(n \cdot \text{polylog}(\ell)n) \).

Later, we prove that our code ensemble has a shared secret property, which implies that it has a PCUSS (which implies Theorem 1, as we shall show).

Theorem 30. For any fixed \( \ell \in \mathbb{N} \) and any \( k \in \mathbb{N} \), there exists \( n_0(\ell, k) \) and a code ensemble \( \mathcal{E}(\ell) : \{0, 1\}^k \rightarrow 2^{\{0,1\}^n} \), such that for all \( n > n_0(\ell, k) \), the code ensemble \( \mathcal{E}(\ell) \) has a \( q(\varepsilon, \delta) \)-query length-\( t \) PCUSS, for \( t = O(n \cdot \text{polylog}(\ell)n) \).

Specifically, by the discussion before Lemma 37, for any fixed soundness parameter \( 0 < \delta < 1 \) it suffices to take

\[
q(\varepsilon, \delta) \leq \left( 2^\ell/\varepsilon \right)^{O(\ell)},
\]

and for the high soundness regime where \( \delta = 1 - \tau \) (and \( \tau > 0 \) is small), it suffices to have

\[
q(\varepsilon, \delta) \leq \left( 2^\ell/\varepsilon \right)^{O(\ell)} \log(1/\tau).
\]
5.1 The iterated construction

Our iterative construction uses polynomials over a binary finite field $GF(2^t)$. In our proof we will need to be able to implement arithmetic operations over this field efficiently (i.e., in poly$(t)$ time). This can be easily done given a suitable representation of the field: namely, a degree $t$ irreducible polynomial over $GF(2)$. It is unclear in general whether such a polynomial can be found in poly$(t)$ time. Fortunately though, for $t = 2 \cdot 3^r$ where $r \in \mathbb{N}$, it is known that the polynomial $x^t + x^{t/2} + 1$ is irreducible over $GF(2)$ (see, e.g., [18, Appendix G]). We will therefore restrict our attention to fields of this form. At first glance this seems to give us a property that is defined only on a sparse set of input lengths. However, towards the end of this section, we briefly describe how to bypass this restriction.

We next formally define our iterated construction, starting with the “level-$0$” construction as a base case. The constants $c, d$ in the definition will be explicitly given in the proof of Lemma 36. Additionally, for any $\ell \in \mathbb{N}$, we shall pick a large enough constant $c_\ell$ that satisfies several requirements for the “level-$\ell$” iteration of the construction.

**Definition 31 (Iterated coding ensemble).** For $k \in \mathbb{N}$ and $w \in \{0,1\}^k$, we define the base code ensemble of $w$ (i.e., level-$0$ code ensemble of $w$ for $\ell = 0$) as

$$E_k^{(0)}(w) = H_k(w).$$

Let $c, d \in \mathbb{N}$ be large enough global constants, fix $\ell > 0$, let $c_\ell$ be large enough, and let $\mathbb{F}$ be a finite field for which $|\mathbb{F}| \geq 2^{c_\ell c} \cdot 2^d$.

We define the level-$\ell$ code ensemble of $w \in \{0,1\}^k$ over $\mathbb{F}$ as follows. Let $r \in \mathbb{N}$ be the smallest integer such that $(\log |\mathbb{F}|)^d \leq 2^{2^d}$. Set $\mathbb{F}' = GF(2^{2^d})$ and $k' = \log |\mathbb{F}|$. Note that these satisfy the recursive requirements of a level-$(\ell - 1)$ code ensemble provided that $c_\ell$ is large enough (specifically we require $(\log |\mathbb{F}'|)^d > c$, so that $|\mathbb{F}'| \geq c k'$). Finally, let $H \subseteq \mathbb{F}$ be such that $|H| = k$, and define

$$E_{\mathbb{F},k}^{(\ell)}(w) = \bigcup_{g \in C_{\mathbb{F}'} \setminus H} \bigcup_{\beta \in \mathbb{F}'} E_{\mathbb{F}',k'}^{(\ell-1)}(\langle \langle g(\beta) \rangle \rangle).$$

(Note that for $\ell = 1$ we just use $E_{\mathbb{F},k}^{(1)}(w) = \bigcup_{g \in C_{\mathbb{F}'} \setminus H} \bigcup_{\beta \in \mathbb{F}' \setminus H} E_{\mathbb{F}',k'}^{(0)}(\langle \langle g(\beta) \rangle \rangle).$)

That is, $v \in E_{\mathbb{F},k}^{(\ell)}(w)$ if there exists a polynomial $g \in C_{\mathbb{F}'}$ such that $v = \bigcup_{\beta \in \mathbb{F}' \setminus H} v_{\beta}$, where $v_{\beta} \in E_{\mathbb{F}',k'}^{(\ell-1)}(\langle \langle g(\beta) \rangle \rangle)$ for every $\beta \in \mathbb{F} \setminus H$ and $g|_H = w$ (where we identify the 0 and 1 elements of $\mathbb{F}$ with 0 and 1 bits respectively). When the context is clear, we sometimes omit the subscripts.

Our choice of the constants $c, d, c_\ell$ needs to satisfy the following conditions. The constant $c$ is chosen such that $H$ will not be an overly large portion of $\mathbb{F}$ (this requirement is used in Lemma 42). The constant $d$ is needed to subsume the length of PCPP proof string which is part of the construction (this requirement is used in Lemma 36). Finally, the constant $c_\ell$ needs to be large enough to enable iteration (as explained in Definition 31 itself).

Let $\ell \geq 0$ be some fixed iteration. The following simple observation follows by a simple inductive argument using the definition of the level-$\ell$ coding ensemble, and in particular that $|\mathbb{F}'| = \text{polylog} |\mathbb{F}|$.

**Observation 32.** For $\ell > 0$, let $n = |\mathbb{F}|$ and $w \in \{0,1\}^k$. If $v \in E^{(\ell)}(w)$, then $m^{(\ell)}_v \overset{\text{def}}{=} |v| = n \cdot \text{poly}(\log n) \cdot \text{poly}(\log \log n) \cdots \text{poly}(\log^{(\ell)} n)$, where $\log^{(\ell)} n$ is the log function iterated $\ell$ times.
When the field $F$ is clear from context, we shall usually write $m^{(\ell)}$ as a shorthand for $m^{(\ell)}_{F,k}$. The following lemma, proved in the next subsection, establishes the existence of short length Spiel-PCUs for our code ensembles.

**Lemma 33.** For any $\ell \geq 0$, the code ensemble $E^{(\ell)}_{F,k}$ admits a $(q(\varepsilon, \delta), \text{-query, length-} t)$ Spiel-PCU for $t = O(m^{(\ell)} \cdot \text{polylog}^{(\ell)} m^{(\ell)})$.

### 5.2 Proof of Lemma 33

We start by defining the PCU proof string for a given $v \in E^{(\ell)}_{F,k}(w)$ for some $w \in \{0,1\}^k$.

**Definition 34 (The PCU Proof String).** For $\ell = 0$, let $v \in E^{(0)}_k(w)$ and $Value^{(0)}(v) = \text{Spiel}(w)$. We define the proof string for $v$, $\text{Proof}^{(0)}(v)$, as the one guaranteed by Lemma 28 (note that the length of $\text{Proof}^{(0)}(v)$ is $\text{poly}(k)$).

For $\ell > 0$, let $g \in C_F$ and $w \in \{0,1\}^k$ be such that $v \in \bigcup_{\beta \in F} \mathcal{E}^{(\ell-1)}(\langle g(\beta) \rangle)$.

$Value^{(\ell)}(v) = \text{Spiel}(w)$ and $g\mid_H = w$. In addition, set $S_v \coloneqq \bigcup_{\beta \in F} \text{Value}^{(\ell-1)}(v_{\beta}) = \bigcup_{\beta \in F \setminus H} \text{Spiel}(g(\beta))$. The proof string for $v \in E^{(\ell)}_{F,k}$ is defined as follows.

$$\text{Proof}^{(\ell)}(v) = S_v \sqcup \bigcup_{\beta \in F \setminus H} \text{Proof}^{(\ell-1)}(v_{\beta}) \sqcup \text{Proof}_L (S_v)$$

where the code ensemble $L : \{0,1\}^k \rightarrow 2^{|F| \cdot \text{polylog}(|F|)}$ is defined as follows. Given $w \in \{0,1\}^k$, $S \in L(w)$ if and only if there exists a polynomial $g \in C_F$ such that the following conditions are satisfied.

1. $g|_H = w$.
2. $S = \bigcup_{\beta \in F \setminus H} \text{Spiel}(g(\beta))$.

The following lemma establishes the existence of a Spiel-PCU for $L$.

**Lemma 35.** $L$ has a $(q(\varepsilon, \delta), \text{-query length-} t)$ Spiel-PCU for $t = O(|F| \cdot \text{polylog} |F|)$.

**Proof.** By Theorem 5, there exists a quasilinear size circuit that decodes Spiel($\alpha$). Using such a circuit, we can decode $g(\beta)$ from $S$ for every $\beta \in F$. Then, using all the values $g(\beta)$ and $w$ (where the $i$-th bit of $w$ correspond to the value of the $i$-th element in $H$ according to the ordering), we use Theorem 7 to interpolate the values and achieve a representation of a polynomial $g : F \rightarrow F$. If $g \in C_F$ we accept $S$ and otherwise we reject. Since deciding if $S \in L(w)$ has a quasilinear size circuit, by Lemma 26, there is a quasilinear length Spiel-PCU for $L$.

Having defined $\text{Proof}^{(\ell)}$, we first provide an upper bound on the bit length of the prescribed proof string. For $\ell > 0$, let $z^{(\ell)}_{F,k}$ denote the bit length of the proof for membership in $E^{(\ell)}$ as defined in Definition 34, where for $\ell = 0$ we replace the (nonexistent) field $F$ with $|w|$.

The following lemma, establishing the proof string’s length, relies on our choice of the constant $d$ in Definition 31. In particular, $d$ needs to be large enough to subsume the size of $\text{Proof}_L(\cdot)$.

**Lemma 36.** For any $\ell \geq 0$, we have that $z^{(\ell)}_{F,k} = O(m^{(\ell)} \cdot \text{polylog}^{(\ell)} m^{(\ell)})$.

**Proof.** The proof follows by induction on $\ell$. The base case ($\ell = 0$) follows directly from the definition of $P^{(0)}$ by our convention that $\log^{(0)}|w| = |w|$.
Consider \( \ell > 0 \), and note that since the size of \( S_v \) is \( O(|F| \log |F|) \), the size of \( \text{Proof}_x(S_v) \) is \( O(|F| \cdot \text{polylog } |F|) \). By combining the above with the definition of the proof string we have

\[
x^{(\ell)}_{x,k} \leq |F| \cdot \text{polylog } |F| + |F| \cdot x^{(\ell-1)}_{x,k'}.
\]

Now, assume that \( x^{(\ell-1)}_{x',k'} = O(m^{(\ell-1)} \cdot \text{polylog}^{(\ell-1)}|F'|) \). Note that since the global constant \( d \) was chosen so that \( |F'| \cdot |F| \geq |\text{Proof}_x(S_v)| \), we have that \( |F| \cdot x^{(\ell-1)}_{x,k'} \geq |F| \cdot |F'| \geq |\text{Proof}_x(S_v)| \).

Therefore,

\[
m^{(\ell)} = \Theta(|F| \cdot m^{(\ell-1)}) = \Omega(|F| \cdot |F'|) = \Omega(|F| \cdot \text{polylog } |F'|),
\]

so that \( |F| \cdot \text{polylog } |F| \leq O(m^{(\ell)}) \), and

\[
x^{(\ell)}_{x,k} = O(|F| \cdot x^{(\ell-1)}_{x,k'}).
\]

In addition, by the fact that \( m_\ell = \Theta(|F| \cdot m^{(\ell-1)}) \) and the induction hypothesis we obtain

\[
|m^{(\ell)} \cdot x^{(\ell-1)}_{x,k'} = O(|F| \cdot m^{(\ell-1)} \cdot \text{polylog}^{(\ell-1)}|F'|) = O(m^{(\ell)} \cdot \text{polylog}^{(\ell)}|F|) = O(m^{(\ell)} \cdot \text{polylog}^{(\ell)} m_\ell).
\]

So overall, we get that \( x^{(\ell)}_{x,k} = O(m^{(\ell)} \cdot \text{polylog}^{(\ell)} m^{(\ell)}) \) as required.

Next, for an alleged proof \( \pi = \text{Proof}^{(\ell)}(v) \), we use the notation \( \pi|_{\text{Dom}(X)} \) to denote the restriction of \( \pi \) to the bits that correspond to \( X \) in \( \pi \) as defined in Definition 34. For example, \( \pi|_{\text{Dom}(\text{Value}^{(\ell-1)}(v_2))} \) refers to the bits that represent \( \text{Value}^{(\ell-1)}(v_2) \).

We introduce the verifier procedure for \( \mathcal{E}^{(\ell)}_{x,k} \) (see Figure 1), and prove its completeness and soundness. For technical considerations, the verifier procedure is only defined when \( \delta \) is small enough (as a function of \( \ell \)); the soundness amplification argument from Subsection 2.2 can easily take care of the situation where \( \delta \) is larger, by running sufficiently many independent instances of the verification step.

Before proceeding to the completeness and soundness proofs, let us analyze the query complexity. Denote by \( Q_\ell(\varepsilon, \delta) \) the query complexity of the verifier in the above procedure for a given \( \ell \geq 0 \). It follows from the recursive description of \( \text{Verifier-Procedure}^{(\ell)}_x \) and the proof of Lemmas 26 and 35 that the query complexity satisfies the recurrence relation

\[
Q_\ell(\varepsilon, \delta) \leq O(1/\varepsilon) \cdot Q_{\ell-1}(\varepsilon/O(1)) \cdot \delta \cdot O(1) + q^*(\Theta(\varepsilon), \Theta(\delta)),
\]

where \( q^*(\varepsilon, \delta^*) = O((\varepsilon^*)^{-1}) \) is the query complexity of Diemir’s PCP [12] with detection radius \( \varepsilon^* \) and soundness parameter \( \delta^* \leq 1/2 \); and furthermore, that \( Q_0(\varepsilon, \delta) \leq q^*(\Theta(\varepsilon), \Theta(\delta)) \). Thus, we conclude by induction that, provided that \( \delta \leq 2^{-\ell-1} \),

\[
Q_\ell(\varepsilon, \delta) \leq \frac{C}{\varepsilon} \cdot \frac{C^2}{\varepsilon} \cdot \ldots \cdot \frac{C^\ell}{\varepsilon} \cdot q^*(\varepsilon/2^{O(\ell)}, \delta \cdot 2^\ell) = 2^{O(\ell^2)} \varepsilon^{-O(\ell)},
\]

where \( C > 0 \) is a large enough absolute constant. To achieve any given soundness \( \delta > 1/2 \), we can amplify by repeating the verifier procedure with parameter \( \delta' = 2^{-\ell-1} \) a total of \( 2^{O(\ell)} \cdot \log ((1 - \delta)^{-1}) \) times and rejecting if any of these instances rejected. The query complexity is bounded by

\[
2^{O(\ell^2)} \varepsilon^{-O(\ell)} \cdot 2^{O(\ell)} \cdot \log ((1 - \delta)^{-1}) = (2^\ell/\varepsilon)^{O(\ell)} \cdot \log ((1 - \delta)^{-1}),
\]

as desired. The next two lemmas establish the completeness and soundness of the verifier procedure, respectively.
Verifier-Procedure$_{(E)}$

**Input:** Parameters $\varepsilon, \delta \in (0,1)$ where $\delta \leq 2^{-\ell-1}$, an input $v \in \{0,1\}^m$, an alleged value $\tau \in \{0,1\}^{100k}$ of $v$, and an alleged proof $\pi \in \{0,1\}^{\gamma_{\ell,k}}$ for $v$.

1. If $\ell = 0$, use the PCU for $E^{(0)}$ with parameters $\varepsilon$ and $\delta$.
2. If $\ell > 0$:
   a. Use the PCU verifier for $L$ with radius $\varepsilon/300$ and soundness $\delta$, to verify the unveiling of $\pi|_{Dom(S_{\tau})}$, using $\tau$ as the value oracle and $\pi|_{Dom(Proof_{E}(S_{\tau}))}$ as the proof oracle.
   b. For $6/\varepsilon$ many times:
      i. Pick $\beta \in F \setminus H$ uniformly at random.
      ii. Use the PCU verifier procedure for $E^{(\ell-1)}$ with parameters $\varepsilon/3$ and $2\delta$, to verify the unveiling of $v\beta$, using $\pi|_{Dom(Value^{(\ell-1)}(v\beta))}$ as the value oracle and $\pi|_{Dom(Proof^{(\ell-1)}(v\beta))}$ as the proof oracle.

If any of the stages rejected then Reject, and otherwise Accept.

**Figure 1** Description of Verifier-Procedure$_{(E)}$.

**Lemma 37.** If there exist $w \in \{0,1\}^k$ for which $v \in E^{(\ell)}_{\pi,k}(w)$, then Verifier-Procedure$_{(E)}$ accepts $v$ with probability 1 when supplied with oracle access to the corresponding Proof$_{(E)}(v)$ and $\tau = Value^{(E)}(v) = Spiel(w)$.

**Proof.** The proof follows by induction on $\ell$. The base case follows directly from Lemma 28. Hence, the verifier for $E^{(0)}$ supplied with Proof$_{(0)}(v)$ as the proof oracle and Value$_{(0)}(v)$ as the value oracle, will accept $v$ with probability 1.

Assume that Verifier-Procedure$_{(E^{(\ell-1)})}$ accepts with probability 1 any valid encoding $v'$ when supplied with the corresponding oracles for Value$_{(\ell-1)}^{(E^{(\ell-1)})(v')}$ and Proof$_{(\ell-1)}^{(E^{(\ell-1)})(v')}$.

Let $v \in E^{(E^{(\ell)})}$ and write $v = \bigcup_{\beta \in F \setminus H} v_{\beta}$, where there exist $w \in \{0,1\}^k$ and $g \in C_{\tau}$ such that for all $\beta \in F \setminus H$, $v_{\beta} \in E^{(\ell-1)}(g(\beta))$, where $g|_{H} = w$ and $\tau = Value^{(E^{(\ell)})}(v) = Spiel(w)$. Then, by the definition of the language $L$ and the first two components of Proof$_{(E^{(\ell)})(v)}$, Step (2a) of Verifier-Procedure$_{(E^{(\ell)})}$ will always accept. In addition, for every $\beta \in F \setminus H$, we have that $v_{\beta} \in E^{(\ell-1)}$, and therefore by the induction hypothesis, Step (2b) of Verifier-Procedure$_{(E^{(\ell)})}$ will accept the corresponding unveiling for any picked $\beta \in F \setminus H$. □

**Lemma 38.** If for every $w \in \{0,1\}^k$ either dist$(\tau, Spiel(w)) > \varepsilon$ or dist$(v, E^{(E^{(\ell)})}(w)) > \varepsilon$ (or both), then with probability greater than $\delta$, Verifier-Procedure$_{(E^{(\ell)})}$ will reject $v$ regardless of the contents of the supplied proof string.

**Proof.** Let $\tau \in \{0,1\}^{100k}$ be an alleged value for $v$, and $\pi \in \{0,1\}^{\gamma_{\ell,k}}$ be an alleged proof string for $v$. We proceed by induction on $\ell$. For $\ell = 0$ we use the PCU verifier for $E^{(0)}$ with error $\varepsilon$ and soundness $\delta$ to check that $v$ is a member of the code ensemble $E^{(0)}$ and $\tau$ is its value. If the PCU verifier for $E^{(0)}$ rejects with probability at most $\delta$, then there exist $w \in \{0,1\}^k$ such that dist$(v, E^{(0)}(w)) \leq \varepsilon$ and dist$(\tau, Spiel(w)) \leq \varepsilon$, and the base case is complete.
Next assume that the lemma holds for \( \ell - 1 \). If the PCU verifier for \( L \) in Step (2a) rejects with probability at most \( \delta \), then there exist a function \( g \in \mathcal{C}_{F} \) and \( w \in \{0, 1\}^{k} \) for which \( g|_{H} = w \) so that
\[
\text{dist}(\pi|_{\text{Dom}(S_{w})}, \text{Spiel}(g|_{H})) \leq \varepsilon/300 \quad \text{and} \quad \text{dist}(\tau, \text{Spiel}(w)) \leq \varepsilon/300.
\]
In particular, the leftmost inequality means that for at most \( \frac{1}{3} |F \setminus H| \) of the elements \( \beta \in F \setminus H \), it holds that
\[
\text{dist}(\pi|_{\text{Dom}(\text{Value}^{(\ell-1)}(v_{\beta}))}, \text{Spiel}(g(\beta))) > 1/100.
\]
We refer to elements \( \beta \in F \setminus H \) satisfying the above inequality as bad elements, and to the rest as good elements. Let \( G \) denote the set of good elements.

Next, we show that if the loop that uses the PCU verifier for \( \mathcal{E}^{(\ell-1)} \) in Step (2b) rejects with probability at most \( \delta \), then for at most an \( \varepsilon/3 \) fraction of the good \( \beta \in F \setminus H \), it holds that
\[
\text{dist}\left(v_{\beta}, \mathcal{E}^{(\ell-1)}(\langle g(\beta) \rangle)\right) > \varepsilon/3.
\]
Assume that there are more than \( \frac{1}{3} \cdot |G| \) good elements such that \( \text{dist}\left(v_{\beta}, \mathcal{E}^{(\ell-1)}(\langle g(\beta) \rangle)\right) > \varepsilon/3 \). Then, by our induction hypothesis, each of them will be rejected by the PCU verifier for \( \mathcal{E}^{(\ell-1)} \) with probability more than \( 2\delta \). In addition, with probability at least \( 1/2 \) we sample at least one such good \( \beta \), and then during this iteration the verifier in Step (2b(ii)) rejects with conditional probability more than \( 2\delta \), and hence the verifier will reject with overall probability more than \( \delta \). Summing everything up, when the input is rejected with probability at most \( \delta \),
\[
\text{dist}\left(v, \bigcup_{\beta \in F \setminus H} \mathcal{E}^{(\ell-1)}(\langle g(\beta) \rangle)\right) \leq \varepsilon/3 + (1 - \varepsilon/3) \cdot \varepsilon/3 + (1 - \varepsilon/3)^{2} \cdot \varepsilon/3 \leq \varepsilon,
\]
where the three summands are respectively the contribution to the distance of the bad elements, the good elements with \( v_{\beta} \) being far from any level \( \ell - 1 \) encoding of \( \langle g(\beta) \rangle \), and all the other elements. \( \blacktriangleleft \)

The proof of Lemma 33 follows directly by combining Lemma 36, Lemma 37 and Lemma 38.

The following corollary follows directly from Lemma 33 and the definition of Spiel-PCU (Definition 25), and implies Lemma 29.

\textbf{Corollary 39.} Let \( F \) be a finite field and \( k \in \mathbb{N} \) which satisfy the requirements in Definition 31. Then, for every \( \ell \geq 0 \) the coding ensemble \( \mathcal{E}_{F,k}^{(\ell)} : \{0, 1\}^{k} \rightarrow 2^{\{0, 1\}^{m_{(\ell)}}} \) has a \( q(\varepsilon, \delta) \)-query, length-\( t \) Spiel-PCU for \( t = O(m_{(\ell)} \text{polylog}(m_{(\ell)})) \).

\section{5.3 The Lower Bound}

We turn to prove the linear query lower bound for the testability of our property. We start by defining distributions over strings of length \( m_{(\ell)} \).

\textbf{Distribution} \( \mathcal{D}_{\text{yes}}(w) \): Given \( w \in \{0, 1\}^{k} \), we define the distribution \( \mathcal{D}_{\text{yes}}(w) \) to be the uniform distribution over elements in \( \mathcal{E}^{(\ell)}(w) \).
Distribution \(D_{\text{no}}^{(\ell)}\): An element \(v\) from \(D_{\text{no}}^{(\ell)}\) is drawn by the following process. For \(\ell = 0\), \(v\) is a uniformly random string in \(\{0, 1\}^{1k}\). For \(\ell > 0\), we pick a uniformly random function \(\lambda : \mathbb{F} \setminus H \to \mathbb{F}\), and let \(v\) be a uniformly random element of \(\bigcup_{\beta \in \mathbb{F} \setminus H} E^{(\ell - 1)}(\langle \lambda(\beta) \rangle)\).

▶ Lemma 40. For any \(\ell \geq 0\), every \(w \in \{0, 1\}^k\) and \(q = \Theta(\ell^{1/2})\), any algorithm making at most \(q\) queries cannot distinguish (with constant probability) between \(v \sim D_{\text{yes}}^{(\ell)}(w)\) and \(u\) which is drawn according to any of the following distributions:

1. \(D_{\text{yes}}^{(\ell)}(w')\) for any \(w' \neq w\).
2. \(D_{\text{no}}^{(\ell)}\).

Note that Item (1) in the above follows immediately from Item (2). Additionally, the first item implies the shared secret property of the code ensemble \(E^{(\ell)}\). Furthermore, we remark that above lemma implies a more stringent version of PCUS. In addition to the shared secret property, Item (2) implies that the ensemble \(E^{(\ell)}\) is indistinguishable from strings that are mostly far from any encoding (i.e., drawn from \(D_{\text{no}}^{(\ell)}\)).

The proof of Lemma 40 follows by induction over \(\ell\). Before we continue, we introduce some useful lemmas that will be used in the proof.

▶ Lemma 41. For any \(\ell \geq 0\) and \(w, w' \in \{0, 1\}^k\) for which \(w \neq w'\) it holds that
\[
\min_{(v, v') \in E^{(\ell)}(w) \times E^{(\ell)}(w')} \text{dist}(v, v') = \Theta \left(1/4^{\ell+1}\right).
\]

Proof. The proof follows by induction over \(\ell\). The base case for \(\ell = 0\) follows directly by the fact that the code from Definition 21 has high distance, and in particular \(\text{dist}(E^{(0)}(w), E^{(0)}(w')) > 1/10\). Assume that the lemma holds for \(\ell - 1\). Namely, for \(w, w' \in \{0, 1\}^k\) for which \(w \neq w'\) it holds that
\[
\min_{(v, v') \in E^{(\ell - 1)}(w) \times E^{(\ell - 1)}(w')} \text{dist}(v, v') = \Theta \left(1/4^{\ell}\right).
\]
Let \(\tilde{w}, \tilde{w}' \in \{0, 1\}^k\) be such that \(\tilde{w}' \neq \tilde{w}\). Then we can write \((\tilde{v}, \tilde{v}') \in E^{(\ell)}(\tilde{w}) \times E^{(\ell)}(\tilde{w}')\) as
\[
\tilde{v} = \bigsqcup_{\beta \in \mathbb{F} \setminus H} E^{(\ell - 1)}(\langle g(\beta) \rangle) \quad \text{and} \quad \tilde{v}' = \bigsqcup_{\beta \in \mathbb{F} \setminus H} E^{(\ell - 1)}(\langle g'(\beta) \rangle),
\]
for some \(g, g' \in C_{\mathbb{F}}\) such that \(g|_H = \tilde{w}\) and \(g'|_H = \tilde{w}'\). By the fact that \(g\) and \(g'\) are degree \(|\mathbb{F}|/2\) polynomials (which are not identical), we have that \(g\) and \(g'\) disagree on at least \(|\mathbb{F} \setminus H|/4\) of the elements \(\beta \in \mathbb{F} \setminus H\). By applying the induction hypothesis on the minimum distance between \(E^{(\ell)}(\langle g(\beta) \rangle)\) and \(E^{(\ell)}(\langle g'(\beta) \rangle)\), for all \(\beta\) such that \(g(\beta) \neq g'(\beta)\), we have that
\[
\min_{(\tilde{v}, \tilde{v}') \in E^{(\ell)}(\tilde{w}) \times E^{(\ell)}(\tilde{w}')} \text{dist}(\tilde{v}, \tilde{v}') > \frac{1}{4} \cdot \Theta \left(1/4^\ell\right) = \Theta \left(1/4^{\ell+1}\right).
\]

▶ Lemma 42. For any \(\ell \geq 0\), with probability at least \(1 - o(1)\), a string \(v\) drawn from \(D_{\text{no}}^{(\ell)}\) satisfies \(\text{dist}(v, E^{(\ell)}(w)) = \Theta \left(1/4^{\ell+1}\right)\) for all \(w \in \{0, 1\}^k\).

Proof. The proof follows by induction over \(\ell\). For \(\ell = 0\), fix some \(w \in \{0, 1\}^k\). Consider the size of a ball of relative radius \(1/40\) around some \(v \in E^{(0)}(w)\) in the space of all strings \(\{0, 1\}^{14k}\). The number of strings contained in this ball is at most
\[
\binom{4k}{k/10} \leq (40e)^{k/10} = 2^{k/10 \log(40e)}.
\]
Thus, the size of the set of strings which are at relative distance $1/40$ from any legal encoding of some word $w \in \{0,1\}^k$ is at most
\[ 2^{3k} \cdot 2^{k/10 \log (40e)} = o(2^{4k}). \]

This implies that with probability at least $1 - o(1)$, a random string from $\{0,1\}^{4k}$ is $1/40$-far from $E^{(0)}(w)$ for any $w \in \{0,1\}^{4k}$.

For any $\ell > 0$, consider $v'$ sampled according to $D_{\text{no}}^{(\ell)}$. Then, $v'$ can be written as
\[ v' = \bigcup_{\beta \in F \setminus H} E^{(\ell - 1)}(\langle \langle \lambda(\beta) \rangle \rangle), \]
where $\lambda : F \setminus H \to F$ is a uniformly random function. On the other hand, each member $\tilde{v}$ of $\mathcal{P}^{(\ell)}$ can be written as
\[ \tilde{v} = \bigcup_{\beta \in F \setminus H} E^{(\ell - 1)}(\langle \langle \beta \rangle \rangle), \]
for some $g \in C_F$ such that $g|_H = w$ for some $w \in \{0,1\}^{4k}$. Note that by Lemma 41, whenever $\lambda(\beta) \neq g(\beta)$, we have that the minimum distance between any $\tilde{v} \in E^{(\ell - 1)}(\langle \langle \beta \rangle \rangle)$ and $v' \in E^{(\ell - 1)}(\langle \langle \lambda(\beta) \rangle \rangle)$ is at least $\Theta(1/4^\ell)$. In addition, by Lemma 8, we have that with probability at least $1 - o(1)$, a uniformly random function $\lambda : F \to F$ is $1/3$-far from any $g \in C_F$. By the restrictions on $k$ in Definition 31, which implies that $|H| \leq |F|/c$, we can ensure (by the choice of $c$) that with probability at least $1 - o(1)$, that a uniformly random
\[ \lambda : F \setminus H \to F \]
is at least $1/4$-far from the restriction $g|_{F \setminus H}$. This implies that for at least $|F \setminus H|/4$ of the elements $\beta \in F \setminus H$, we have that $\lambda(\beta) \neq g(\beta)$. Therefore, we have that
\[ \text{dist}(v', E^{(\ell)}(w)) = \frac{1}{4} \cdot \Theta \left( \frac{1}{4^\ell} \right) = \Theta \left( \frac{1}{4^\ell+1} \right) \]
for all $w \in \{0,1\}^k$, and the proof is complete.

Lemma 43. Fix any $\ell > 0$, and suppose that for any $w' \in \{0,1\}^{k'}$, and for any set $Q$ of at most $q_{\ell - 1}^{(k'+1)}$ queries (where $\ell$ and $k'$ are picked according to the recursive definition of the level $\ell$-encoding, and for $q_{\ell-1}^{(0)}$ we substitute $k'$ for the nonexistent $F'$) the restricted distributions $D_{\rho \setminus k'}^{(\ell - 1)}(w'|Q)$ and $D_{\text{no}}^{(\ell - 1)}(Q)$ are identical. Then, for any $w \in \{0,1\}^k$, and any set $Q$ of at most $|F \setminus H|/10 \cdot q_{\ell - 1}^{(k'+1)}$ queries, the restricted distributions $D_{\rho \setminus k'}^{(\ell)}(w|Q)$ and $D_{\text{no}}^{(\ell)}(Q)$ are identical.

Proof. Let $Q \subseteq \{m^{(\ell)}\}$ be the set of queries, and fix a canonical ordering over the elements in $F \setminus H$. Let $v$ be an element drawn according to distribution $D_{\rho \setminus k'}^{(\ell)}(w)$, and let $v'$ be an element drawn according to distribution $D_{\text{no}}^{(\ell)}$. The sampling process from $D_{\rho \setminus k'}^{(\ell)}(w)$ can be thought of as first drawing a uniformly random function $g \in C_F$ such that $g|_H = w$, and for every $\beta \in F \setminus H$, letting $v_{\beta}$ be a uniformly random element in $E^{(\ell - 1)}(\langle \langle g(\beta) \rangle \rangle)$.

For each $\beta \in F \setminus H$ we set $Q_\beta = Q \cap \text{Dom}(v_{\beta})$, and define the set of big clusters
\[ I = \left\{ \beta \in F \setminus H \mid |Q_\beta| \geq q_{\ell - 1}^{(k'+1)} \right\}. \]

Note that since $|Q| \leq |F \setminus H| \cdot q_{\ell - 1}^{(k'+1)}/10$, we have that $|I| \leq |F \setminus H|/10$.

By the fact that $g$ is a uniformly random polynomial of degree $|F|/2 > |I|$, we have that $g|_I$ is distributed exactly as $\lambda|_I$ (both are a sequence of $|I|$ independent uniformly random values), which implies that $v|_{\bigcup_{\beta \in I} Q_\beta}$ is distributed exactly as $v'|_{\bigcup_{\beta \in I} Q_\beta}$.

Next, let $F \setminus (I \cup H) = \{i_1, \ldots, i_{|F \setminus (I \cup H)|}\}$ be a subset ordered according to the canonical ordering over $F$. We proceed by showing that $v|_{\bigcup_{i \in F \setminus (I \cup H)} Q_i}$ is distributed identically to $v'|_{\bigcup_{i \in F \setminus (I \cup H)} Q_i}$ by induction over $t$. 
The base case ($t = 0$) corresponds to the restriction over \( \bigcup_{j \in I} Q_j \), which was already proven above. For the induction step, let \( T = \{ i_1, \ldots, i_{t-1} \} \subseteq \mathbb{F} \setminus (I \cup H) \) be an ordered subset that agrees with the canonical ordering on \( \mathbb{F} \), and let \( i_t \in \mathbb{F} \setminus (H \cup T \cup I) \) be the successor of \( i_{t-1} \) according to the ordering. We now prove that for each \( x \in \{0,1\}^{m(t)} \) for which \( v|_{\bigcup_{j \in I \cup T} Q_j} \) has a positive probability of being equal to \( x|_{\bigcup_{j \in I \cup T} Q_j} \), conditioned on the above event taking place (and its respective event for \( v' \)), \( v|_{Q_{it}} \) is distributed exactly as \( v'|_{Q_{it}} \).

Observe that conditioned on the above event, \( v|_{Q_{it}} \) is distributed exactly as a uniformly random element in \( \mathcal{E}(\ell-1)(\rho) \) for some \( \rho \in \{0,1 \}^{k'} \) (which follows some arbitrary distribution, possibly depending on \( x|_{\bigcup_{j \in I \cup T} Q_j} \)), while \( v'|_{Q_{it}} \) is distributed exactly as a uniformly random element in \( \mathcal{E}(\ell-1)(y) \) for a uniformly random \( y \in \{0,1\}^{k'} \). By the fact that \( |Q_{it}| \leq q^{(\ell-1)/10} \), we can apply the induction hypothesis and conclude that \( v|_{Q_{it}} \) is distributed exactly as \( v'|_{Q_{it}} \), because by our hypothesis both are distributed identically to the corresponding restriction of \( \mathcal{D}_{\text{no}}(\ell) \), regardless of the values picked for \( \rho \) and \( y \). This completes the induction step for \( t \).

The lemma follows by setting \( t = |\mathbb{F} \setminus H \cup I| \).

\textbf{Lemma 44.} For any \( \ell \geq 0 \), \( w \in \{0,1\}^k \) and any set of queries \( Q \subset [m(\ell)] \) such that \( |Q| = O\left( \frac{m(\ell)}{10^\ell} \right) \), the restricted distributions \( \mathcal{D}_{\text{yes}}^Q(w)|_Q \) and \( \mathcal{D}_{\text{no}}^Q|_Q \) are identically distributed.

\textbf{Proof.} By induction on \( \ell \). For \( \ell = 0 \) and any \( w \in \{0,1\}^k \), by the fact that our base encoding \( \mathcal{E}(0)(w) \) is a high dual distance code, we can select (say) \( q^{(0)} = k/c \) (for some constant \( c > 0 \)), making the assertion of the lemma trivial.

Assume that for any \( w' \in \{0,1\}^k \), and any set of queries \( Q' \) of size up to \( O(m(\ell-1)/10^{\ell-1}) \) the conditional distributions \( \mathcal{D}_{\text{yes}}^{(\ell-1)}(w')|_{Q'} \) and \( \mathcal{D}_{\text{no}}^{(\ell-1)}|_{Q'} \) are identically distributed. Then, by Lemma 43, we have that for any \( w \in \{0,1\}^k \) and any set of queries \( Q \) of size at most

\[
O\left( \left| \mathbb{F} \setminus H \right| \cdot \frac{m(\ell-1)}{10^\ell} \right),
\]

the restricted distributions \( \mathcal{D}_{\text{yes}}^Q(w)|_Q \) and \( \mathcal{D}_{\text{no}}^Q|_Q \) are identically distributed. Note that by definition of the level \( \ell \)-encoding, \( m(\ell) = |\mathbb{F} \setminus H| \cdot m(\ell-1) \), which implies the conclusion of the lemma.

\textbf{Proof of Lemma 40.} Lemma 40 follows directly by combining Lemma 17, and Lemma 44.

Combining Lemma 40 with the definition of Spiel-PCU (Definition 25) establishes that we have constructed a Spiel-PCUSS, which implies Theorem 30.

\textbf{Corollary 45.} Let \( \mathbb{F} \) be a finite field and \( k \in \mathbb{N} \) which satisfy the requirements in Definition 31. Then, for every \( \ell \geq 0 \), the coding ensemble \( \mathcal{E}^{(\ell)}_{\mathbb{F},k} : \{0,1\}^k \rightarrow 2^{\left(\{0,1\}^{m(\ell)} \right)} \) has \( q(\varepsilon, \delta) \)-query length-\( t \) Spiel-PCUSS for \( t = O(m(\ell) \text{polylog}(\ell) m(\ell)) \).

### 5.4 Handling arbitrary input lengths

As mentioned in the beginning of this section, our construction of code ensembles relies on the fact that operations over a finite field \( \mathbb{F}(2^t) \) can be computed efficiently. In order to do so we need to have an irreducible polynomial of degree \( t \) over \( \mathbb{F}(2) \), so that we have a representation \( \mathbb{F}(2^t) \). Given such a polynomial, operations over the field can be
implemented in polylogarithmic time in the size of the field. By [18] (Appendix G), we know
that for \( t = 2 \cdot 3^r \) where \( r \in \mathbb{N} \), we do have such a representation. However, the setting of \( t \)
restricts the sizes of the fields that we can work with, which will limit our input size length.

We show here how to extend our construction to a set of sizes that is “log-dense”. For a
global constant \( c' \), our set of possible input sizes includes a member of \([m', c'm']\) for every
\( m' \). Moving from this set to the set of all possible input sizes now becomes a matter of
straightforward padding.

For any \( n \in \mathbb{N} \), let \( \ell \) be the smallest integer such that \( n < 2^2 \cdot 3^\ell \) and let \( \mathbb{F} = \text{GF}(2^2 \cdot 3^\ell) \).
We make our change only at the level-\( \ell \) construction. First, we use \( 4d \) instead of \( d \) in the
calculation of the size of \( \mathbb{F}' \). Then, instead of using \( \mathbb{F} \setminus H \) as the domain for our input, we use
\( E \setminus H \), for any arbitrary set \( E \subseteq \mathbb{F} \) of size \( n \geq \max\{4k, |\mathbb{F}|^{1/4}, c_t\} \) that contains \( H \). Then,
for the level-\( \ell \), instead of considering polynomials of degree \(|\mathbb{F}|/2 \), we consider polynomials of
degree \(|E|/2 \). The rest of the construction follows the same lines as the one defined above.
This way, all of our operations can be implemented in polylogarithmic time in \(|E|\).

6 Separations of testing models

In this section we use Theorem 30 to prove a separation between the standard testing model,
and both the tolerant and the erasure resilient testing models. Specifically, we prove the
following.

- **Theorem 46** (Restatement of Theorem 2). For every constant \( \ell \in \mathbb{N} \), there exist a property
  \( Q^{(\ell)} \) and \( \varepsilon_1 = \varepsilon_1(\ell) \in (0, 1) \) such that the following hold.
  1. For every \( \varepsilon \in (0, 1) \), the property \( Q^{(\ell)} \) can be \( \varepsilon \)-tested using a number of queries depending
     only on \( \varepsilon \) (and \( \ell \)).
  2. For every \( \varepsilon_0 \in (0, \varepsilon_1) \), \( \varepsilon_0, \varepsilon_1 \)-tolerant tester for \( Q^{(\ell)} \) needs to make \( \Omega(N/10^\ell \cdot \text{polylog}(N)) \) many queries on inputs of length \( N \).

- **Theorem 47** (Restatement of Theorem 3). For every constant \( \ell \in \mathbb{N} \), there exist a property
  \( Q^{(\ell)} \) and \( \varepsilon_1 = \varepsilon_1(\ell) \in (0, 1) \) such that the following hold.
  1. For every \( \varepsilon \in (0, 1) \), the property \( Q^{(\ell)} \) can be \( \varepsilon \)-tested using a number of queries depending
     only on \( \varepsilon \) (and \( \ell \)).
  2. For every \( \varepsilon \in (0, \varepsilon_1) \) and any \( \alpha = \Omega(1/\log^{(\ell)}(N)) \) satisfying \( \varepsilon + \alpha < 1 \), any \( \alpha \)-erasure
     resilient \( \varepsilon \)-tester for \( Q^{(\ell)} \) needs to make \( \Omega(N/10^\ell \cdot \text{polylog}(N)) \) many queries on inputs of length \( N \).

In order to prove the separation we use the code ensemble \( \mathcal{E}_{\ell,k}^{(\ell)} \) where \( k \) is set to 0. Namely,
we consider \( \mathcal{E}_{\mathbb{F},0}^{(\ell)}(\emptyset) \). Note that in this case, the code ensemble becomes a property (i.e. a
subset of the all possible strings).

Next, we define the property that exhibits the separation between the standard testing model
and both the tolerant and the erasure resilient model. We prove Theorem 46 and mention the small difference between the proof of Theorem 46 and the proof of Theorem 47.

- **Definition 48.** Fix a finite field \( \mathbb{F} \) and a constant integer \( \ell \in \mathbb{N} \) and let \( \varepsilon(\ell) = \Theta(1/4^\ell) \).
  Let \( n \overset{\text{def}}{=} m^{(\ell)}_{\mathbb{F}} \), \( z^{(\ell)}_{\mathbb{F},0} \leq n \cdot \text{polylog}(n) \) denote the length of the proof for the PCUSS from
  Theorem 30, and let \( N = (\log^{(\ell)} n + 1) \cdot z^{(\ell)}_{\mathbb{F},0} \). Let \( Q^{(\ell)} \subseteq \{0, 1\}^N \) be defined as follows. A
  string \( x \in \{0, 1\}^N \) satisfies \( Q^{(\ell)} \) if the following hold.
  1. The first \( z^{(\ell)}_{\mathbb{F},0} \cdot \log^{(\ell)} n \) bits of \( x \) consist of \( s = \frac{z^{(\ell)}_{\mathbb{F},0} \log^{(\ell)} n}{n} \) copies of \( y \in \mathcal{E}_{\mathbb{F},0}^{(\ell)} \).
  2. The remaining \( z^{(\ell)}_{\mathbb{F},0} \) bits of \( x \) consist of a proof string \( \pi \in \{0, 1\}^{\log^{(\ell)} n} \), for which the
     Verifier-Procedure \( \mathcal{V}^{(\ell)}_{\mathbb{F},0} \) in Figure 1 accepts \( y \) given oracle access to \( y \) and \( \pi \).
We first show that $Q^{(i)}$ can be tested using a constant number of queries in the standard testing model.

**Testing Algorithm for $Q^{(i)}$**

**Input:** Parameter $\epsilon \in (0, 1)$, an oracle access to $x \in \{0, 1\}^N$.
1. Set $s \overset{\text{def}}{=} \frac{2z^{(i)}_0 \cdot \log^{(i)} n}{\epsilon}$.
2. Repeat $4/\epsilon$ times:
   a. Sample $j \in [n]$ and $i \in [s] \setminus \{1\}$ uniformly at random.
   b. If $x_j \neq x_{(i-1)n+j}$, then Reject.
3. Let $v = (x_1, \ldots, x_n)$, $\pi = (x_{z^{(i)}_0 \cdot \log^{(i)} n+1}, \ldots, x_{(\log^{(i)} n+1)z^{(i)}_0})$ and $\tau$ be the empty string.
4. Run the PCU verifier for $E^{(i)}_{F,0}$ with parameters $\epsilon/3$ and $\delta = 2/3$ on $v$, using $\pi$ as the alleged proof for $v$, and $\tau$ as the alleged value for $v$.
5. If the PCU verifier rejects, then Reject; otherwise Accept.

**Figure 2** Description of Testing Algorithm for $Q^{(i)}$.

For Item 4 in Figure 2, recall that running the PCU verifier with parameter $\delta = 2/3$ actually involves running multiple instances of the verifier with smaller $\delta$, as discussed in Subsection 5.2.

**Lemma 49.** The property $Q^{(i)}$ has a tester with query complexity depending only on $\epsilon$.

**Proof.** We show that the algorithm described in Figure 2 is a testing algorithm for $Q^{(i)}$. We assume that $n$ is large enough so that $\log^{(i)} n > 6/\epsilon$.

Assume that $x \in Q^{(i)}$. Then, there exists a string $y \in E^{(i)}_{F,0}$ with $x_1, \ldots, x_{z^{(i)}_0 \cdot \log^{(i)} n} = (y)^s$ (where $(y)^s$ is the concatenation of $s$ copies of $y$), and $x_{z^{(i)}_0 \cdot \log^{(i)} n+1}, \ldots, x_{(\log^{(i)} n+1)z^{(i)}_0} = \pi \in \{0, 1\}^{\log^{(i)} n}$, where $\pi$ is a proof that makes the PCU verifier for $E^{(i)}_{F,0}$ accept when given oracle access to $y$ and $\pi$. Therefore, the algorithm in Figure 2 accepts $x$.

Next, assume that $x$ is $\epsilon$-far from $Q^{(i)}$, and let $y' = x_1, \ldots, x_n$. Note that if the string $x_1, \ldots, x_{z^{(i)}_0 \cdot \log^{(i)} n}$ is $\epsilon/2$-far from being $(z)^s$, then the loop in Step 2 rejects $x$ with probability at least $2/3$, and we are done. If $x_1, \ldots, x_{z^{(i)}_0 \cdot \log^{(i)} n}$ is $\epsilon/2$-close to $(y)^s$, then $y'$ must be $\epsilon/3$-far from $E^{(i)}_{F,0}$. To see this, assume toward a contradiction that $y'$ is $\epsilon/3$-close to $E^{(i)}_{F,0}$.

Then, by modifying at most $\frac{\epsilon \cdot z^{(i)}_0 \cdot \log^{(i)} n}{2}$ bits, we can make $x_1, \ldots, x_{z^{(i)}_0 \cdot \log^{(i)} n}$ equal to $(y)^s$.

Since, by our assumption $y'$ is $\epsilon/3$-close to $E^{(i)}_{F,0}$, we can further modify the string $(y)^s$ to $(\tilde{y})^s$, where $\tilde{y} \in E^{(i)}_{F,0}$, by changing at most $\frac{\epsilon \cdot z^{(i)}_0 \cdot \log^{(i)} n}{3}$ bits. Finally, by changing at most $z^{(i)}_0$ bits from $\pi$, we can get a proof string $\tilde{\pi}$ which will make the PCPP verifier accept $\tilde{y}$. By our assumption that $6/\epsilon < \log^{(i)} n$, the total number of changes to the input string $x$ is at most

\[
\frac{\epsilon \cdot z^{(i)}_0 \cdot \log^{(i)} n}{2} + \frac{\epsilon \cdot z^{(i)}_0 \cdot \log^{(i)} n}{3} + z^{(i)}_0 \leq \epsilon \cdot (\log^{(i)} n + 1) \cdot z^{(i)}_0 = \epsilon N,
\]

which is a contradiction to the fact that $x$ is $\epsilon$-far from $E^{(i)}_{F,0}$.

Finally, having proved that $y'$ is $\epsilon/3$-far from $E^{(i)}_{F,0}$, the PCU verifier for $E^{(i)}_{F,0}$ (when called with parameters $\epsilon/3$ and $\delta = 2/3$) rejects with probability at least $2/3$. □
Lemma 50. For every constant $\ell \in \mathbb{N}$, there exists $\varepsilon_1 \overset{\text{def}}{=} \Theta(1/4^\ell)$ such that for every $\varepsilon_0 < \varepsilon_1$, any $(\varepsilon_0, \varepsilon_1)$-tolerant tester for $Q^{(\ell)}$ needs to make at least $\Omega\left( \frac{N}{10^\ell \cdot \text{polylog}(\varepsilon_1 N)} \right)$ many queries.

Proof. Fix some constant $\ell \in \mathbb{N}$. The proof follows by a reduction from $2\varepsilon_1$-testing of $E^{(\ell)}_{F,0}$.

Given oracle access to a string $y \in \{0,1\}^n$ which we would like to test $2\varepsilon_1$-for $E^{(\ell)}_{F,0}$, we construct an input string $x \in \{0,1\}^N$ where $N = (\log^{(\ell)} n + 1) \cdot \frac{(\ell)}{2_{F,0}}$ as follows.

$$x \overset{\text{def}}{=} (y)_{\frac{z_{F,0}^{(\ell)} \cdot \log^{(\ell)} n}{n}} \sqcup (0)^{\ell}. $$

That is, we concatenate $z_{F,0}^{(\ell)} \cdot \log^{(\ell)} n/n$ copies of $y$, and set the last $z_{F,0}^{(\ell)}$ bits to 0. Note that a single query to the new input string $x$ can be simulated using at most one query to the string $y$.

If $y \in E^{(\ell)}_{F,0}$, then for large enough $n$ we have that $x$ is $\varepsilon_0$-close to $Q^{(\ell)}$, since the last $z_{F,0}^{(\ell)}$ bits that are set to 0 are less than an $\varepsilon_0$-fraction of the input length.

On the other hand, if dist$x,E^{(\ell)}_{F,0}$ > $2\varepsilon_1$, since each copy of $y$ in $x$ is $2\varepsilon_1$-far from $E^{(\ell)}_{F,0}$, then $x$ is $2\varepsilon_1 \cdot \log^{(\ell)} n/n$-far from $Q^{(\ell)}$ (note that $\log^{(\ell)} n / \log^{(\ell)} n/1 + 1 > 1/2$). Therefore, an $(\varepsilon_0, \varepsilon_1)$-tolerant tester for $Q^{(\ell)}$ would imply an $2\varepsilon_1$-tester for $E^{(\ell)}_{F,0}$ with the same query complexity. By Lemma 40, since for some $\varepsilon_1 = \Theta(1/4^\ell)$, every $2\varepsilon_1$-tester for $E^{(\ell)}_{F,0}$ requires $\Omega(n/10^\ell)$ queries on inputs of length $n$, any $(\varepsilon_0, \varepsilon_1)$-tolerant tester for $Q^{(\ell)}$ requires to make $\Omega\left( \frac{N}{10^\ell \cdot \text{polylog}(\varepsilon_1 N)} \right)$ many queries.

Proof of Theorem 46. The proof follows by combining Lemma 49 and Lemma 50.

Proof of Theorem 47. The proof of Theorem 47 is almost identical to the proof of Theorem 46. The only difference is that we replace Lemma 50 with a counterpart for erasure resilient testing, where instead of setting the last $z_{F,0}^{(\ell)}$ bits of $x$ to $(0)^{z_{F,0}^{(\ell)}}$, we use $(\bot)^{z_{F,0}^{(\ell)}}$, noting that the relative size of this part of the input is $1/(s + 1) = \Theta(1/\log^{(\ell)}(N))$.
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1 Introduction

The exponent $\omega$ of matrix multiplication is defined as

$$\omega := \inf \{ \tau \mid n \times n \text{ matrices may be multiplied using } O(n^\tau) \text{ arithmetic operations} \}.$$  

The exponent is a fundamental constant governing the complexity of the basic operations in linear algebra. It is conjectured that $\omega = 2$. There was steady progress in the research for upper bounds from 1968 to 1988: after Strassen’s famous $\omega < 2.81$ [39], Bini et al. [8], using border rank (see below), showed $\omega < 2.78$, then a major breakthrough by Schönhage [36] (the asymptotic sum inequality) was used to show $\omega < 2.55$, then Strassen’s laser method...
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was introduced and used by Strassen to show $\omega < 2.48$, and refined by Coppersmith and Winograd to show $\omega < 2.3755$ [18]. Then there was no progress until 2011 when a series of improvements by Stothers, Williams, and Le Gall [38, 45, 33] lowered the upper bound to the current state of the art $\omega < 2.373$.

Strassen’s 1968 result is obtained by an explicit algorithm for multiplying matrices. This algorithm is more efficient than the standard one in practical implementation as soon as the size of the matrices is around $1000 \times 1000$, see [6]. Bini et al. exhibited a matrix multiplication algorithm that is in principle implementable exactly (at a cost of a constant size blow-up which does not effect the exponent) but as presented is only a sequence of algorithms that limits to an exact one. This gave rise to the notion of border rank to describe this phenomenon. To explain border rank, it is best to adopt the language of tensors.

A bilinear map $b : \mathbb{C}^a \times \mathbb{C}^b \to \mathbb{C}^c$ may be regarded as a trilinear form $\tilde{b} : \mathbb{C}^a \times \mathbb{C}^b \times \mathbb{C}^c \to \mathbb{C}$ defined by $\tilde{b}(X,Y,\alpha) = \alpha \cdot b(X,Y)$ where $b(X,Y)$ is regarded as a column vector of $\mathbb{C}^c$, $\alpha$ is regarded as a row vector and $\cdot$ is the row-column multiplication. In this language, matrix multiplication, as a trilinear map, becomes $M_{\text{matrix}}(X,Y,Z) = \text{trace}(XYZ)$, where $X,Y,Z$ are matrices of size $I \times m$, $m \times n$ and $n \times l$, respectively. It is known [11, §14.1] that the complexity of performing a bilinear map is captured, up to a factor of four, by the tensor rank of the corresponding tensor. Thus, this geometric quantity may be used to determine $\omega$.

Let $A, B, C$ be fixed vector spaces. A tensor $T \in A \otimes B \otimes C$ has rank one if $T = a \otimes b \otimes c$ for some $a \in A$, $b \in B$, $c \in C$. The rank of $T$, denoted $R(T)$, is the smallest $r$ such that $T$ is sum of $r$ rank one tensors. The border rank of $T$, denoted $\overline{R}(T)$, is the smallest $r$ such that $T$ is the limit of a sequence of rank $r$ tensors. One has $\overline{R}(T) \leq R(T)$ and the inequality can be strict: Let $T = a_1 \otimes b_1 \otimes c_2 + a_1 \otimes b_2 \otimes c_1 + a_2 \otimes b_1 \otimes c_1$, then $R(T) = 3$ and $\overline{R}(T) = 2$ as

$$T = \lim_{t \to 0} \frac{1}{t} [(a_1 + ta_2) \otimes (b_1 + tb_2) \otimes (c_1 + tc_2) - a_1 \otimes b_1 \otimes c_1].$$

Bini [7] proved that the border rank of matrix multiplication also captures its complexity. More precisely,

$$\omega = \inf \{ \tau : R(M_{(\text{m})}) \in O(\text{n}^\tau) \}.$$

Schönhage’s advance comes from his discovery that it can be more efficient to perform two matrix multiplications together than one at a time. For tensors $T \in A \otimes B \otimes C$ and $T' \in A' \otimes B' \otimes C'$, define a new tensor $T \boxtimes T' \in (A \otimes A') \otimes (B \otimes B') \otimes (C \otimes C')$ whose computation is equivalent to computing $T$ and $T'$. He gave explicit examples of matrix multiplication tensors where $R(T \boxtimes T') < R(T) + R(T')$. To explain how he exploited this we need some more definitions:

Given $T \in A \otimes B \otimes C$ and $T' \in A' \otimes B' \otimes C'$, the Kronecker product of $T$ and $T'$ is the tensor $T \boxtimes T' := T \otimes T' \in (A \otimes A') \otimes (B \otimes B') \otimes (C \otimes C')$, regarded as 3-way tensor. Given $T \in A \otimes B \otimes C$, the Kronecker powers of $T$ are $T^{\otimes N} \in A^{\otimes N} \otimes B^{\otimes N} \otimes C^{\otimes N}$, defined iteratively. We have $R(T \boxtimes T') \leq R(T)R(T')$, and similarly for border rank. The matrix multiplication tensor has the following important self-reproducing property:

$$M_{(\text{m},m) \boxtimes M_{(\text{m}',m')}} = M_{(\text{m},m,\text{m},m')}.$$
Schönhage observed that if one takes a high Kronecker power of \((M_{[1,m,n]} \oplus M_{[r,m',n']})\), that because of the reproducing property, it will be a sum of matrix multiplication tensors, some of them quite large. One can then perform a degeneration to obtain a single very large matrix multiplication tensor and exploit the strict sub-additivity to get an upper bound on this large matrix multiplication tensor. This is his celebrated asymptotic sum inequality.

After Schönhage, Strassen realized that the starting tensor need not be a sum of matrix multiplication tensors, as long as some high power of it degenerates to a large matrix multiplication tensor. This gave rise to his laser method, where the starting tensor “resembles” the sum of disjoint matrix multiplication tensors. All upper bounds since 1984 are obtained via Strassen’s laser method. The best starting tensor for Strassen’s method (so far) was discovered by Coppersmith and Winograd, the big Coppersmith-Winograd tensor.

In 2014 [4] gave an explanation for the limited progress since 1988, followed by further explanations in [3, 2, 13, 1]: there are limitations to the laser method applied to the big Coppersmith-Winograd tensor and other auxiliary tensors. These limitations are referred to as barriers. Our main motivation is to eventually overcome these barriers via auxiliary tensors that avoid them, or, failing that, to prove structural results explaining the failure.

We deal with the little Coppersmith-Winograd tensor, which was known to potentially avoid the barriers and a new series of tensors that are skew versions of the little Coppersmith-Winograd tensor that we show also potentially avoid the barriers. We are interested in two kinds of barriers: to proving the exponent is two, and barriers to proving the exponent is less than 2.3.

\[ \omega \leq 2.3 \]

**Remark 1.** A different approach to upper bounds was introduced by Cohn and Umans [15] using the Fourier-transform on finite groups. One can show \( \omega < 2.41 \) by this method [13, 14].

**Definitions and notation**

Let \( A, B, C \) be complex vector spaces. We will work with tensors in \( A \otimes B \otimes C \). Let \( GL(A) \) denote the general linear group of invertible linear maps \( A \rightarrow A \). Unless stated otherwise, we write \( \{a_i\} \) for a basis of \( A \), and similarly for bases of \( B \) and \( C \). Often we assume that all tensors involved in the discussion belong to the same space \( A \otimes B \otimes C \); this is not restrictive, since we may re-embed the spaces \( A, B, C \) into larger spaces whenever it is needed. We say that two tensors are isomorphic if they are the same up to a change of bases in \( A, B \) and \( C \).

One may define border rank in terms of degeneration: \( \mathbf{R}(T) \leq r \) if and only if \( M_{(1)}^{(r)} \) degenerates to \( T \). The border subrank of \( T \), denoted \( \mathbf{Q}(T) \), is the largest \( q \) such that \( T \) degenerates to \( M_{(1)}^{(q)} \).

The asymptotic rank of \( T \) is \( \mathbf{R}(T) := \lim_{N \rightarrow \infty} \mathbf{R}(T^{\otimes N})^{1/N} \). Thus \( \omega = \log_{\mathbf{m}} \mathbf{R}(M_{(\mathbf{m})}) \) for any \( \mathbf{m} > 2 \). The asymptotic subrank of \( T \) is \( \mathbf{Q}(T) = \lim_{N \rightarrow \infty} \mathbf{Q}(T^{\otimes N})^{1/N} \). These limits exist and are finite, see [41]. Moreover \( \mathbf{R}(T) \leq \mathbf{R}(T) \) and \( \mathbf{Q}(T) \geq \mathbf{Q}(T) \).

A tensor \( T \in A \otimes B \otimes C \) is concise if the induced linear maps \( T_A : A^* \rightarrow B \otimes C, T_B : B^* \rightarrow A \otimes C, T_C : C^* \rightarrow A \otimes B \) are injective. We say that a concise tensor \( T \in \mathbb{C}^m \otimes \mathbb{C}^{m} \otimes \mathbb{C}^{m} \) has minimal rank (resp. minimal border rank) if \( \mathbf{R}(T) = m \) (resp. \( \mathbf{R}(T) = m \)).

**The laser method and the Coppersmith-Winograd tensors**

So far, the best upper bounds for \( \omega \) have been obtained using the laser method applied to the big Coppersmith-Winograd tensor, which is

\[
T_{CW,q} := \sum_{j=1}^{q} a_0 \otimes b_j \otimes c_j + a_j \otimes b_0 \otimes c_j + a_j \otimes b_j \otimes c_0 + a_0 \otimes b_0 \otimes c_{q+1} + a_0 \otimes b_{q+1} \otimes c_0 + a_{q+1} \otimes b_0 \otimes c_0 \in (\mathbb{C}^{q+2})^{\otimes 3}.
\]
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It was used to obtain the current world record $\omega < 2.373$ and all bounds below $\omega < 2.41$. The barrier identified in [4] said that $T_{cw,q}$ cannot be used to prove $\omega < 2.3$ using the standard laser method, and a geometric identification of this barrier in terms of asymptotic subrank was given in [13]: $Q(M_1) = n^2$ which is maximal, which is used to show any tensor with non-maximal asymptotic subrank cannot be used to prove $\omega = 2$ by the laser method, and Strassen [43] had shown $Q(T_{cw,q})$ is non-maximal.

The second best tensor for the laser method so far has been the little Coppersmith-Winograd tensor, which is

$$T_{cw,q} := \sum_{j=1}^{q} a_0 \otimes b_j \otimes c_j + a_j \otimes b_0 \otimes c_j + a_j \otimes b_j \otimes c_0 \in (\mathbb{C}^{q+1})^\otimes 3.$$  \hspace{1cm} (1)

The laser method was used to prove the following inequality:

\[ \textbf{Theorem 2.} \quad \text{[18]} \quad \text{For all } k \text{ and } q, \]
\[ \omega \leq \log_q \left( \frac{4}{27} \left( R(T^{\otimes k}_{cw,q}) \right)^{\frac{1}{k}} \right). \]  \hspace{1cm} (2)

More precisely, the ingredients needed for the proof but not the statement appears in [18]. It was pointed out in [11, Ex. 15.24] that the statement holds with $R(T^{\otimes k}_{cw,q})$ replaced by $R(T_{cw,q})^3$ and the proof implicitly uses (2). The equation does appear in [29, Thm. 5.1.5.1].

An easy calculation shows $R(T_{cw,q}) = q + 2$ (one more than minimal). Applying Theorem 2 to $T_{cw,n}$ with $k = 1$ gives $\omega \leq 2.41$ [18]. Theorem 2 shows that, unlike $T_{cw,q}$, $T_{cw,2}$ is not subject to the barriers of [4, 3, 2, 13] for proving $\omega = 2$, and $T_{cw,2}$ for $2 \leq q \leq 10$ are not subject to the barriers for proving $\omega < 2.3$. Thus, if any Kronecker power of $T_{cw,q}$ for $2 \leq q \leq 10$ is strictly sub-multiplicative, one can get new upper bounds on $\omega$, and if it were the case that $R(T_{cw,2}) = 3$, one would obtain that $\omega$ is two. Hence the questions:

\[ \textbf{Question 3.} \quad \text{For given } q,k, \text{ what is } R(T^{\otimes k}_{cw,q})? \quad \text{Does there exist } q \in \{2, \ldots, 10\} \text{ and } k \in \mathbb{N} \text{ such that } R(T^{\otimes k}_{cw,q}) < \left( R(T_{cw,q}) \right)^k? \]

\[ \textbf{Remark 4.} \quad \text{Although we know little about asymptotic rank of explicit tensors beyond matrix multiplication, most tensors have asymptotic rank less than their border rank: For all tensors } T \in \mathbb{C}^m \otimes \mathbb{C}^m \otimes \mathbb{C}^m, \text{ with } m > 3, \text{ outside a set of measure zero (more precisely, for all tensors outside a proper subvariety), Lickteig showed that } R(T) = \left\lceil \frac{m^3}{m^2 - 3m + 3} \right\rceil \text{ [35]. Strassen [42, Lemma 3.5] implicitly showed that for any } T \in \mathbb{C}^m \otimes \mathbb{C}^m \otimes \mathbb{C}^m, \text{ if } R(T) > m^{\frac{3}{2}} > m^{1.6}, \text{ then } R(T) < R(T). \text{ It is worth recalling Strassen’s proof: any } T \in \mathbb{C}^m \otimes \mathbb{C}^m \otimes \mathbb{C}^m \text{ is a degeneration of } M_{(1,m,m)} \in \mathbb{C}^{m^2} \otimes \mathbb{C}^m \otimes \mathbb{C}^m, \text{ so } T^{\otimes 3} \text{ is a degeneration of } M_{(m^2,m^2,m^2)} = M_{(1,m,m)} \boxtimes M_{(1,m,m)} \boxtimes M_{(m,m,1)}. \text{ In particular } R(T^{\otimes 3}) \leq R(M_{(m^2,m^2,m^2)}) \text{ and } R(T)^3 = R(T^{\otimes 3}) \leq R(M_{(m^2,m^2,m^2)}) = m^{2 \omega}, \text{ so } R(T) \leq m^{\omega}. \text{ Since } \omega < 2.4 \text{ we conclude.} \text{ In particular, note that } R(T) \leq m^{1.6} \text{ for all } T \in \mathbb{C}^m \otimes \mathbb{C}^m \otimes \mathbb{C}^m. \]

### 2 Results

#### 2.1 Lower bounds for Kronecker powers of $T_{cw,q}$

We address Problem 9.8 in [9], which was motivated by Theorem 2: Is $R(T^{\otimes 2}_{cw,q}) < (q + 2)^2$? We give an almost complete answer:

\[ \textbf{Theorem 5.} \quad \text{For all } q > 2, R(T^{\otimes 2}_{cw,q}) = (q + 2)^2, \text{ and } 15 \leq R(T^{\otimes 2}_{cw,2}) \leq 16. \]
We also examine the Kronecker cube:

**Theorem 6.** For all $q > 4$, $R(T_{cw,q}^\otimes 3) = (q + 2)^3$.

Proofs are given in §4.

Proposition 25 below, combined with the proofs of Theorems 6 and 5, implies

**Corollary 7.** For all $q > 4$ and all $N$,

\[ R(T_{cw,q}^\otimes N) \geq (q + 1)^{N-3}(q + 2)^3, \]

and $R(T_{cw,q}^\otimes 4) \geq 36 \times 5^{N-2}$.

Previously, in [10] it had been shown that $R(T_{cw,q}^\otimes N) \geq (q + 1)^N + 2^N - 1$ for all $q, N$, whereas the bound in Corollary 7 is $(q + 1)^N + (q + 1)^{N-1} + 3(q + 1)^{N-2} + (q + 1)^{N-3}$.

Previous to this work one might have hoped to prove $\omega < 2^{3.3}$ simply by using the Kronecker square of, e.g., $T_{cw,7}$. Now, the smallest possible calculation to give a new upper bound on $\omega$ from a tensor that has been used in the laser method would be e.g., to prove the fourth Kronecker power of a small Coppersmith-Winograd tensor achieves the lower bound of Corollary 7 (which we do not expect to happen). Of course, one could work directly with the matrix multiplication tensor, in which case the cheapest possible upper bound would come from proving the border rank of the $6 \times 6$ matrix multiplication tensor equaled its known lower bound of 69 from [30].

The following corollary of Theorems 5 and 6 is immediate by the semi-continuity property of border rank, as most tensors of border rank $m + 1$ in $C^m \otimes C^m \otimes C^m$ may be degnerated to $T_{cw,m-1}$, in fact the set of tensors of border rank $m + 1$ lives on the boundary of the orbit.

**Corollary 8.** Most tensors $T \in C^m \otimes C^m \otimes C^m$ of border rank $m + 1$, satisfy $R(T_{cw,q}^\otimes 2) = R(T)^2 = (m + 1)^2$ for $m \geq 4$ and $R(T_{cw,q}^\otimes 3) = R(T)^3 = (m + 1)^3$ for $m \geq 6$. More precisely all tensors outside of a Zariski closed subset of the set of tensors of border rank $m + 1$. In particular the set of such is of full measure.

### 2.2 A skew cousin of $T_{cw,q}$

In light of the negative results for complexity theory above, one might try to find a better tensor than $T_{cw,q}$ that is also not subject to the barriers. In [16], when $q$ is even, we introduced a skew cousin of the big Coppersmith-Winograd tensor, which has the largest symmetry group of any tensor in its space satisfying a natural genericity condition. However this tensor turns out not to be useful for the laser method. Inspired by it, we introduce a skew cousin of the small Coppersmith-Winograd tensor when $q$ is even:

$$T_{skewcw,q} := \sum_{j=1}^{q} a_0 \otimes b_j \otimes c_j + \sum_{j=1}^{q} a_j \otimes b_0 \otimes c_j + \sum_{\xi=1}^{\frac{q}{2}} (a_\xi \otimes b_{\xi+\frac{q}{2}} - a_{\xi+\frac{q}{2}} \otimes b_\xi) \otimes c_0 \in (C^{q+1})^\otimes 3. \quad (3)$$

In the language of [11], $T_{skewcw,q}$ has the same “block structure” as $T_{cw,q}$, which immediately implies Theorem 2 also holds for $T_{skewcw,q}$:

**Theorem 9.** For all $k$,

$$\omega \leq \log_q \left( \frac{4}{27} (R(T_{skewcw,q}^\otimes k))^\frac{3}{2} \right). \quad (4)$$
In particular, the known barriers do not apply to $T_{\text{skewcw,2}}$ for proving $\omega = 2$ and to any $T_{\text{skewcw,q}}$ for $q \leq 10$ for proving $\omega < 2.3$. Unfortunately, we have

**Proposition 10.** $R(T_{\text{skewcw,q}}) \geq q + 3$.

Proposition 10 is proved in §4.

Thus $R(T_{\text{skewcw,q}}) > R(T_{\text{cw,q}})$ for all $q$, in particular $R(T_{\text{skewcw,2}}) = 5$, as for all $T \in \mathbb{C}^3 \otimes \mathbb{C}^3 \otimes \mathbb{C}^3$, $R(T) \leq 5$.

However, unlike $T_{\text{cw,2}}$, substantial strict sub-multiplicativity holds for the Kronecker square of $T_{\text{skewcw,2}}$:

**Theorem 11.** $R(T_{\text{skewcw,2}}^{\otimes 2}) \leq 17$.

**Remark 12.** Regarding border rank strict submultiplicativity of Kronecker powers for other explicit tensors, little is known. For matrix multiplication, the only explicit drop under a Kronecker power that is known to our knowledge is $[37]$: $R(M_{(2)}^{\otimes 2}) \leq 46 < 49$.

Previous to this work, we are only aware of one class of tensors other than $M_{(2)}$ for which any bound on the Kronecker squares other than the trivial $R(T_{(2)}^{\otimes 2}) \leq R(T)^2$ is known. In [12], they show that

$$T_{CGJ,m} := a_1 \otimes b_1 \otimes c_1 + a_2 \otimes b_2 \otimes c_2 + a_3 \otimes b_3 \otimes c_3 + (\sum_{i=1}^3 a_i) \otimes (\sum_{j=1}^3 b_j) \otimes (\sum_{k=1}^3 c_k) + 2(a_1 + a_2) \otimes (b_1 + b_2) \otimes (c_2 + c_3) + a_3 \otimes (\sum_{s=4}^m b_s \otimes c_s) \in \mathbb{C}^3 \otimes \mathbb{C}^3 \otimes \mathbb{C}^m$$

satisfies $R(T_{CGJ,m}) = m + 2$ and $R(T_{CGJ,m}^{\otimes 2}) \leq (m + 2)^2 - 1$. Of course, for any tensor $T$, $R(T_{(2)}^{\otimes 2}) \leq R(T_{CGJ,m}^{\otimes 2})$, and strict inequality, e.g., with $M_{(2)}$ is possible. This is part of a general theory in [12] for constructing examples with a drop of one when the last non-trivial secant variety is a hypersurface.

We also show

**Theorem 13.** $R(T_{\text{skewcw,2}}^{\otimes 2}) \leq 18$.

Theorems 11 and 13 are proved in §5.

### 2.3 Two familiar tensors with no known laser method barriers

Recall from above that either $R(T_{\text{cw,2}}) = 3$ or $R(T_{\text{skewcw,2}}) = 3$ would imply $\omega = 2$.

Let $\det_3 \in (\mathbb{C}^3)^{\otimes 3}$ and $\text{perm}_3 \in (\mathbb{C}^3)^{\otimes 3}$ be the $3 \times 3$ determinant and permanent polynomials considered as tensors. We observe that if either of these has minimal asymptotic rank, then $\omega = 2$: either $R(\det_3) = 9$ or $R(\text{perm}_3) = 9$ would imply $\omega = 2$. This observation is an immediate consequence of the following lemma:

**Lemma 14.** We have the following isomorphisms of tensors:

$$T_{\text{cw,2}}^{\otimes 2} \cong \text{perm}_3$$

$$T_{\text{skewcw,2}}^{\otimes 2} \cong \det_3.$$  

Lemma 14 is proved in §3.

Lemma 14 thus implies Theorems 11 and 13 may be restated as saying $R(\det_3) \leq 17$ and $R(\det_3) \leq 18$. Although it is not necessarily relevant for complexity theory, we actually prove stronger statements, which are important for geometry:

A symmetric tensor $T \in S^3 \mathbb{C}^m \subseteq \mathbb{C}^m \otimes \mathbb{C}^m \otimes \mathbb{C}^m$ has *Waring rank one* if $T = a \otimes a \otimes a$ for some $a \in \mathbb{C}^3$. The *Waring rank* of $T$, denoted $R_S(T)$, is the smallest $r$ such that $T$ is sum of $r$ tensors of Waring rank one. The *Waring border rank* of $T$, denoted $R_S(T)$, is the smallest $r$ such that $T$ is limit of a sequence of tensors of Waring rank $r$. 


We actually show:

- **Theorem 15.** $R_S(\det_3) \leq 18$.

  and

- **Theorem 16.** $R_S(\det_4) \leq 17$.

Proofs are respectively given in §5.1 and §5.2.

### 2.4 Generic tensors in $\mathbb{C}^3 \otimes \mathbb{C}^3 \otimes \mathbb{C}^3$

- **Remark 17.** A generic tensor in $\mathbb{C}^3 \otimes \mathbb{C}^3 \otimes \mathbb{C}^3$ has border rank five. Our numerical experiments suggest that for all $T \in \mathbb{C}^3 \otimes \mathbb{C}^3 \otimes \mathbb{C}^3$:

  $$R(T^{\otimes 2}) \leq 22 < 25.$$  \hspace{1cm} (5)

This is obtained by starting with a tensor whose entries are obtained from making draws according to a uniform distribution on $[-1, 1]$, and proving the result for that tensor. The data to perform an example of this computation is available in Appendix A at [http://www.math.tamu.edu/~jml/CGLVkronsupp.html](http://www.math.tamu.edu/~jml/CGLVkronsupp.html).

- **Problem 18.** Write a proof of (5). Even better, give a geometric proof.

  The inequality (5) is not too surprising because $\mathbb{C}^3 \otimes \mathbb{C}^3 \otimes \mathbb{C}^3$ is *secant defective*, in the sense that by a dimension count, one would expect the maximum border rank of a tensor to be 4, but the actual maximum is 5. This means that for a generic tensor, there is a 8 parameter family of rank 5 decompositions, and it is not surprising that the naïve 64-parameter family of decompositions of the square might have decompositions of lower border rank on the boundary.

### 3 Symmetries of tensors and the proof of Lemma 14

#### 3.1 Symmetry groups of tensors and polynomials

The group $GL(A) \times GL(B) \times GL(C)$ acts naturally on $A \otimes B \otimes C$. The map $\Phi : GL(A) \times GL(B) \times GL(C) \to GL(A \otimes B \otimes C)$ has a two dimensional kernel $\ker \Phi = \{(\lambda \text{Id}_A, \mu \text{Id}_B, \nu \text{Id}_C) : \lambda \mu \nu = 1\} \simeq (\mathbb{C}^*)^2$.

In particular, the group $(GL(A) \times GL(B) \times GL(C))/(\mathbb{C}^*)^2$ is naturally identified with a subgroup of $GL(A \otimes B \otimes C)$. Given $T \in A \otimes B \otimes C$, the *symmetry group* of a tensor $T$ is the stabilizer of $T$ in $(GL(A) \times GL(B) \times GL(C))/(\mathbb{C}^*)^2$, that is

$$G_T := \{g \in (GL(A) \times GL(B) \times GL(C))/(\mathbb{C}^*)^2 \mid g \cdot T = T\}. \hspace{1cm} (6)$$

Let $\mathfrak{S}_k$ be the permutation group on $k$ elements. We record the following observation:

- **Proposition 19.** For any tensor $T \in A \otimes B \otimes C$, $G_{T^{\otimes n}} \supset \mathfrak{S}_n$.

  **Proof.** Write $T^{\otimes n} = \sum_{I,J,K} T^{I,J,K} a_I \otimes b_J \otimes c_K$ where $I = (i_1, \ldots, i_N)$, $a_I = a_{i_1} \otimes \cdots \otimes a_{i_N}$, etc.. For $\sigma \in \mathfrak{S}_N$, define $\sigma \cdot T = \sum_{I,J,K} T^{I,J,K} a_{\sigma(I)} \otimes b_{\sigma(J)} \otimes c_{\sigma(K)}$. Since $T^{I,J,K} = T^{\sigma(I), \sigma(J), \sigma(K)}$, we have $T^{I,J,K} = T^{\sigma(I), \sigma(J), \sigma(K)}$ and we conclude.

- **Remark 20.** For a symmetric tensor (equivalently, a homogeneous polynomial), $T \in S^d A$, one may also consider the symmetry group $G_T^+ := \{g \in GL(A) \mid g \cdot T = T\}$ where the action is the induced action on polynomials.
3.2 Proof of Lemma 14

Write $(-1)^\sigma$ for the sign of a permutation $\sigma$. Let

$$\det_3 = \sum_{\sigma, \tau \in \mathfrak{S}_3} (-1)^\sigma a_{\sigma(1)\tau(1)} b_{\sigma(2)\tau(2)} c_{\sigma(3)\tau(3)},$$

$$\text{perm}_3 = \sum_{\sigma, \tau \in \mathfrak{S}_3} a_{\sigma(1)\tau(1)} b_{\sigma(2)\tau(2)} c_{\sigma(3)\tau(3)}$$

be the $3 \times 3$ determinant and permanent polynomials regarded as tensors in $C^9 \otimes C^9 \otimes C^9$.

**Proof of Lemma 14.** After the change of basis $\tilde{b}_0 := -b_0$ and $\tilde{c}_1 := c_2$, $\tilde{c}_2 := -c_1$, we obtain

$$T_{\text{skewcw},2} = a_0 \otimes b_1 \otimes \tilde{c}_2 - a_0 \otimes \tilde{b}_2 \otimes \tilde{c}_1 + a_2 \tilde{b}_0 \otimes c_1$$

$$T_{\text{skewcw},2} = -a_1 \tilde{b}_0 \otimes \tilde{c}_2 + a_1 \tilde{b}_2 \otimes c_0 - a_2 \tilde{b}_1 \otimes c_0.$$

This shows that, after identifying the three spaces, $T_{\text{skewcw},2} = a_0 \wedge a_1 \wedge a_2$ is the unique (up to scale) skew-symmetric tensor in $C^3 \otimes C^3 \otimes C^3$. In particular, $T_{\text{skewcw},2}$ is invariant under the action of $SL_3$ on $C^3 \otimes C^3 \otimes C^3$.

Consequently, the stabilizer of $T_{\text{skewcw},2}$ in $GL(C^9)$ contains (and in fact equals) $SL_3 \times \mathbb{Z}_2$. This is the stabilizer of the determinant polynomial $\det_3$. Since the determinant is characterized by its stabilizer, we conclude.

The tensor $T_{cw,2}$ is symmetric and, after identifying the three spaces, it coincides with $a_0(\tilde{a}_1^2 + \tilde{a}_2^2) \in S^3 C^3$. After the change of basis $\tilde{a}_1 := a_1 + a_2$, $\tilde{a}_2 := a_1 - a_2$, we obtain $T_{cw,2} = a_0 \tilde{a}_1 \tilde{a}_2 \in S^3 C^3$ is the square-free monomial of degree 3. The stabilizer of $T_{cw,2}$ under the action of $GL_3$ on $S^3 C^3$ is $T_3^{SL} \times \mathfrak{S}_3$, where $T_3^{SL}$ denotes the torus of diagonal matrices with determinant one, and $\mathfrak{S}_3$ acts permuting the three basis elements.

Consequently, the stabilizer of $T_{\text{skewcw},2}$ in $GL(C^9)$ contains (and in fact equals) $(T_3^{SL} \times \mathfrak{S}_3) \times \mathbb{Z}_2$. This is the stabilizer of the permanent polynomial $\text{perm}_3$. Since the permanent is characterized by its stabilizer, we conclude.

**Remark 21.** For the reader’s convenience, here are short proofs that $\det_m, \text{perm}_m$ are characterized by their stabilizers: To see $\det_m$ is characterized by its stabilizer, note that $SL_m \times SL_m = SL(E) \times SL(F)$ acting on $S^m(E \otimes F)$ decomposes it to

$$\bigoplus_{|\pi|=m} S_\pi E \otimes S_\pi F$$

which is multiplicity free, with the only trivial module $S_1 E \otimes S_1 F = \Lambda^m E \otimes \Lambda^m F$. To see that $\text{perm}_m$ is characterized by its stabilizer, take the above decomposition and consider the $T^{SL(E)} \times T^{SL(F)}$-invariants, these are the weight zero spaces $(S_\pi E)_0 \otimes (S_\pi F)_0$. By [24], one has the decomposition of the weight zero spaces as $\mathfrak{S}_m^E \times \mathfrak{S}_m^F$-modules to $(S_\pi E)_0 \otimes (S_\pi F)_0 = [\pi]_E \otimes [\pi]_F$. The only such that is trivial is the case $\pi = (d)$.

**Remark 22.** Even Kronecker powers of $T_{\text{skewcw},2}$ are invariant under $SL_3^{\times 2k}$, and coincide, up to a change of basis, with the Pascal determinants (see, e.g., [27, §8.3]), $T_{\text{skewcw},2}^{\otimes 2k} = \text{PasDet}_{k,3}$, the unique, up to scale, tensor spanning $(\Lambda^3 C^3)^{\otimes 2k} \subset S^3((C^3)^{\otimes 2k})$.

**Remark 23.** One can regard the $3 \times 3$ determinant and permanent as trilinear maps $C^3 \otimes C^3 \otimes C^3 \to C$, where the three copies of $C^3$ are the first, second and third column of a $3 \times 3$ matrix. From this point of view, the trilinear map given by the determinant is $T_{\text{skewcw},2}$ as a tensor and the one given by the permanent is $T_{cw,2}$ as a tensor. This perspective, combined with the notion of product rank, immediately provides the upper bounds $R(\text{perm}_3) \leq 16$ (which is also a consequence of Lemma 14) and $R(\det_3) \leq 20$, see [19, 26].
Remark 24. A similar change of basis as the one performed in the second part of proof of Lemma 14 shows that, up to a change of basis, $T_{\text{skewcw},q} \in \Lambda^3 \mathbb{C}^{q+1}$. In particular, its even Kronecker powers are symmetric tensors.

4 Koszul flattenings and lower bounds for Kronecker powers

In this section we review Koszul flattenings, prove a result on propagation of Koszul flattening lower bounds under Kronecker products, and prove Theorems 5 and 6. We give two proofs of Theorem 5 because the first is elementary and method of the second generalizes to give the proof of Theorem 6.

4.1 Definition

Respectively fix bases $\{a_i\}$, $\{b_j\}$, $\{c_k\}$ of the vector spaces $A, B, C$. Given $T = \sum_{ijk} T_{ijk} a_i \otimes b_j \otimes c_k \in A \otimes B \otimes C$, define the linear map

$$T^\wedge_p : \Lambda^p A \otimes B^* \rightarrow \Lambda^{p+1} A \otimes C$$

$$X \otimes \beta \mapsto \sum_{ijk} T_{ijk} \beta(b_j)(a_i \wedge X) \otimes c_k.$$

Then [31, Proposition 4.1.1] states

$$\mathbf{R}(T) \geq \frac{\text{rank}(T^\wedge_p)}{(\dim(A)-1)}. \quad (7)$$

This type of lower bound has a long history: in general, one takes the space $A \otimes B \otimes C$ and linearly embeds it into a large space of matrices. Then if a rank one tensor maps to a rank $q$ matrix, a rank $r$ tensor maps to a rank at most $rq$ matrix, so the size $rq + 1$ minors give equations testing for border rank $r$. In this case the size of the matrices is $\binom{a}{p} \times \binom{a}{p+1} c$ and a rank one tensor maps to a matrix of rank $\binom{a-1}{p}$. Here $a = \dim A$, $b = \dim B$ and $c = \dim C$.

In practice, one takes a subspace $A^r \subseteq A^*$ of dimension $2p+1$ and restricts $T$ (considered as a trilinear form) to $A^r \times B^* \times C^*$ to get an optimal bound, so the denominator $\binom{\dim(A)-1}{p}$ is replaced by $\binom{2p}{p}$ in (7). Write $\phi : A \rightarrow A/(A^r)^{\perp} =: A'$ for the projection onto the quotient: the corresponding Koszul flattening map gives a lower bound for $\mathbf{R}(\phi(T))$, which, by linearity, is a lower bound for $\mathbf{R}(T)$. The case $p = 1$ is equivalent to Strassen’s equations [40]. There are numerous expositions of Koszul flattenings and their generalizations, see, e.g., [27, §7.3], [5, §7.2], [20], [28, §2.4], or [21].

**Proof of Proposition 10.** Write $q = 2u$. Fix a space $A' = \langle e_0, e_1, e_2 \rangle$. Define $\phi : A \rightarrow A'$ by

$$\phi(a_0) = e_0,$$
$$\phi(a_i) = e_1 \text{ for } i = 1, \ldots, u,$$
$$\phi(a_s) = e_2 \text{ for } s = u + 1, \ldots, q.$$

As an element of $A^3 A$, we have $T_{\text{skewcw},q} = a_0 \wedge \sum_{i=1}^u a_i \wedge a_{u+i}$. We prove that if $T = T_{\text{skewcw},q}$ then rank$(T^\wedge_{A'}) = 2(q+2) + 1$. This provides the lower bound $\mathbf{R}(T) \geq \frac{2(2q+2)+1}{2} = q+3$. 

---
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We record the images via \( T_{A'}^{\wedge 1} \) of a basis of \( A' \otimes B^* \). Fix the range of \( i = 1, \ldots, w \):

\[
\begin{align*}
T_{A'}^{\wedge 1}(e_0 \otimes \beta_0) &= (e_0 \wedge e_1) \otimes \sum_{i=1}^{u} \epsilon_{u+1} - (e_0 \wedge e_2) \otimes \sum_{i=1}^{u} c_i,
T_{A'}^{\wedge 1}(e_0 \otimes \beta_i) &= (e_0 \wedge e_2) \otimes c_i, \\
T_{A'}^{\wedge 1}(e_0 \otimes \beta_{u+i}) &= (e_0 \wedge e_1) \otimes c_{u+i},
T_{A'}^{\wedge 1}(e_1 \otimes \beta_0) &= (e_1 \wedge e_2) \otimes \sum_{i=1}^{u} \epsilon_{u+1}, \\
T_{A'}^{\wedge 1}(e_1 \otimes \beta_i) &= (e_0 \wedge e_1) \otimes e_{u+i} + e_1 \wedge e_2 \otimes c_i, \\
T_{A'}^{\wedge 1}(e_1 \otimes \beta_{u+i}) &= (e_0 \wedge e_2) \otimes \epsilon_i - e_1 \wedge e_2 \otimes c_i.
\end{align*}
\]

Notice that the image of \( \sum_{i=1}^{u} (e_1 \otimes \beta_i) - \sum_{i=1}^{u} (e_2 \otimes \beta_{u+i}) - e_0 \otimes \beta_0 \) is (up to scale) \( e_1 \wedge e_2 \otimes c_0 \).

This shows that the image of \( T_{A'}^{\wedge 1} \) contains

\[
A^2 A' \otimes c_0 + e_1 \wedge e_2 \otimes (\sum_{i=1}^{u} \epsilon_i, \sum_{i=1}^{u} \epsilon_{u+i}) + (e_0 \wedge e_1, e_0 \wedge e_2) \otimes (e_1, \ldots, e_q).
\]

These summands are in disjoint subspaces, so we conclude

\[
\text{rank}(T_{A'}^{\wedge 1}) \geq 3 + 2 + 2q = 2q + 5.
\]

### 4.2 Propagation of lower bounds under Kronecker products

A tensor \( T \in A \otimes B \otimes C \), with \( \dim B = \dim C \) is \( 1_A \)-generic if \( T(A^*) \subseteq B \otimes C \) contains a full rank element. Here is a partial multiplicativity result for Koszul flattening lower bounds under Kronecker products:

**Proposition 25.** Let \( T_1 \in A_1 \otimes B_1 \otimes C_1 \) with \( \dim B_1 = \dim C_1 \) be a tensor with a Koszul flattening lower bound for border rank \( \text{R}(T) \geq r \) given by \( T_{A_1}^{\wedge p} \) (possibly after a restriction \( \phi \)). Let \( T_2 \in A_2 \otimes B_2 \otimes C_2 \), with \( \dim B_2 = \dim C_2 = b_2 \) be \( 1_{A_2} \)-generic. Then

\[
\text{R}(T_1 \boxtimes T_2) \geq \left\lceil \frac{\text{rank}(T_{A_1}^{\wedge p}) \cdot b_2}{(2p)^2} \right\rceil.
\]

In particular, if \( \frac{\text{rank}(T_{A_1}^{\wedge p})}{(2p)^2} \in \mathbb{Z} \), then \( \text{R}(T_1 \boxtimes T_2) \geq r b_2 \).

**Proof.** After applying a restriction \( \phi \) as described above, we may assume \( \dim A_1 = 2p+1 \) so that the lower bound for \( T_1 \) is

\[
\text{R}(T_1) \geq \left\lceil \frac{\text{rank}(T_{A_1}^{\wedge p})}{(2p)^2} \right\rceil.
\]

Let \( \alpha \in A_2 \) be such that \( T(\alpha) \in B_2 \otimes C_2 \) has full rank \( b_2 \), which exists by \( 1_{A_2} \)-genericity. Define \( \psi : A_1 \otimes A_2 \to A_1 \) by \( \psi = \text{Id}_{A_1} \otimes \alpha \) and set \( \Psi := \psi \otimes \text{Id}_{B_1 \otimes C_1 \otimes B_2 \otimes C_2} \). Then \( (\Psi(T_1 \boxtimes T_2))^{\wedge p} \) provides the desired lower bound.

Indeed, the linear map \( (\Psi(T_1 \boxtimes T_2))^{\wedge p} \) coincides with \( T_{A_1}^{\wedge p} \boxtimes T_1(\alpha) \). Since matrix rank is multiplicative under Kronecker product, we conclude.
4.3 First proof of Theorem 5

When $q = 3$, the result is true by a direct calculation using the $p = 2$ Koszul flattening with a sufficiently generic $C^5 \subset A^*$, which is left to the reader. In what follows we treat the case $q > 3$.

Write $a_{ij} = a_i \otimes a_j \in A^2$ and similarly for $B^2$ and $C^2$. Let $A' = (c_0, e_1, e_2)$ and define the linear map $\phi_2 : A^2 \to A'$ via

$$\phi_2(a_{00}) = \phi_2(a_{01}) = \phi_2(a_{10}) = e_0 + e_1,$$

$$\phi_2(a_{11}) = e_0,$$

$$\phi_2(a_{02}) = \phi_2(a_{20}) = e_1 + e_2,$$

$$\phi_2(a_{22}) = \phi_2(a_{21}) = e_2,$$

$$\phi_2(a_{i0}) = \phi_2(a_{0i}) = e_1 \text{ for } i = 3, \ldots, q,$$

$$\phi_2(a_{ij}) = 0 \text{ for all other pairs } (i, j).$$

Write $T_q := T_{cw,q}^{A' \otimes B^2 \otimes C^2}$. Consider the $p = 1$ Koszul flattening $(T_q)^{A'}_{A'} : A' \otimes B_{cw,q} \to A^{\otimes 2}$.

We are going to prove that rank$(T_q)^{A'}_{A'} = 2(q + 2)^2$. This provides the lower bound $R(T_{cw,q}^{A' \otimes B^2 \otimes C^2}) \geq (q + 2)^2$ and equality follows because of the submultiplicativity properties of border rank under Kronecker product.

We proceed by induction on $q$. When $q = 4$ one does a direct computation with the $p = 1$ Koszul flattening, which is left to the reader, and which provides the base of the induction.

Write $W_j = a_0 \otimes b_j \otimes c_j + a_i \otimes b_0 \otimes c_j + a_i \otimes b_i \otimes c_0$. Then $T_{cw,q} = \sum_{j=1}^{q} W_j$, so that $T_{cw,q}^{A' \otimes B^2 \otimes C^2} = \sum_{j=1}^{q} W_j$.

If $q \geq 4$, write $T_{cw,q} = T_{cw,q-1} + W_q$, so $T_{cw,q}^{A' \otimes B^2 \otimes C^2} = T_{cw,q-1}^{A' \otimes B^2 \otimes C^2} + T_{cw,q-1}^{A' \otimes B^2 \otimes C^2} W_q + W_q \otimes T_{cw,q-1}^{A' \otimes B^2 \otimes C^2} W_q$. Let $S_q = (T_{cw,q-1}^{A' \otimes B^2 \otimes C^2} W_q + W_q \otimes T_{cw,q-1}^{A' \otimes B^2 \otimes C^2} W_q)$.

Write $U_1 = A' \otimes (b_{ij} : i, j = 0, \ldots, q - 1)$ and $U_2 = A' \otimes (\beta_{ij} : i = 0, \ldots, q)$ so that $U_1 \oplus U_2 = A' \otimes B^2$. Similarly, define $V_1 = L^2 A' \otimes (c_{ij} : i, j = 0, \ldots, q - 1)$ and $V_2 = A^2 A' \otimes (c_{0q}, c_{iq} : i = 0, \ldots, q)$, so that $V_1 \oplus V_2 = A^2 A' \otimes C^2$. Observe that $(T_{q-1})^{A'}_{A'}$ is identically $0$ on $U_2$ and its image is contained in $V_1$. Moreover, the image of $U_1$ under $(S_q)^{A'}_{A'}$ is contained in $V_1$. Representing the Koszul flattening in blocks, we have

$$(T_{q-1})^{A'}_{A'} = \begin{bmatrix} M_{11} & 0 \\ 0 & 0 \end{bmatrix}, \quad (S_q)^{A'}_{A'} = \begin{bmatrix} N_{11} & N_{12} \\ 0 & N_{22} \end{bmatrix},$$

therefore rank$(T_{q-1})^{A'}_{A'} = \text{rank}(M_{11} + N_{11}) + \text{rank}(N_{22})$.

First, we prove that rank$(M_{11} + N_{11}) \geq \text{rank}(M_{11}) = 2(q + 1)^2$. This follows by a degeneration argument. Consider the linear map given by pre-composing the Koszul flattening with the projection onto $U_1$. Its rank is semicontinuous under degeneration. Since $T_{cw,q}^{A' \otimes B^2 \otimes C^2}$ degenerates to $T_{cw,q-1}^{A' \otimes B^2 \otimes C^2}$, we deduce rank$(M_{11} + N_{11}) \geq \text{rank}(M_{11})$. The equality rank$(M_{11}) = 2(q + 1)^2$ follows by the induction hypothesis.

We show that rank$(N_{22}) = 2(2q + 3)$. The following equalities are modulo $V_1$. Moreover, each equality is modulo the tensors resulting from the previous ones. They are all straightforward applications of the Koszul flattening map, which in these cases, can always
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be performed on some copy of $W_i \otimes W_j$.

\[
(S_q)_{\lambda'}^{\lambda}(e_1 \otimes \beta_{qj}) \equiv e_1 \wedge (e_0 \otimes c_{qj}) \quad \text{for } j = 3, \ldots, q
\]

\[
(S_q)_{\lambda'}^{\lambda}(e_1 \otimes \beta_{qj}) \equiv e_1 \wedge (e_0 \otimes c_{qj}) \quad \text{for } j = 3, \ldots, q
\]

\[
(S_q)_{\lambda'}^{\lambda}(e_0 \otimes \beta_{3q}) \equiv e_0 \wedge (e_1 \otimes c_{0q})
\]

\[
(S_q)_{\lambda'}^{\lambda}(e_0 \otimes \beta_{3q}) \equiv e_0 \wedge (e_1 \otimes c_{0q})
\]

\[
(S_q)_{\lambda'}^{\lambda}(e_0 \otimes \beta_{q1}) \equiv e_0 \wedge (e_1 \otimes c_{q1})
\]

\[
(S_q)_{\lambda'}^{\lambda}(e_0 \otimes \beta_{q1}) \equiv e_0 \wedge (e_1 \otimes c_{q1})
\]

Further passing modulo $\langle e_0 \wedge e_1 \rangle \otimes C$, we obtain

\[
(S_q)_{\lambda'}^{\lambda}(e_0 \otimes \beta_{0q}) \equiv e_0 \wedge e_2 \wedge e_{2q}
\]

\[
(S_q)_{\lambda'}^{\lambda}(e_0 \otimes \beta_{0q}) \equiv e_0 \wedge (e_2 \otimes c_{0q})
\]

\[
(S_q)_{\lambda'}^{\lambda}(e_0 \otimes \beta_{2q}) \equiv e_0 \wedge (e_2 \otimes c_{0q})
\]

\[
(S_q)_{\lambda'}^{\lambda}(e_1 \otimes \beta_{2q}) \equiv e_1 \wedge (e_2 \otimes c_{0q})
\]

\[
(S_q)_{\lambda'}^{\lambda}(e_1 \otimes \beta_{2q}) \equiv e_1 \wedge (e_2 \otimes c_{0q})
\]

\[
(S_q)_{\lambda'}^{\lambda}(e_1 \otimes \beta_{q0}) \equiv e_1 \wedge (e_2 \otimes c_{2q})
\]

\[
(S_q)_{\lambda'}^{\lambda}(e_1 \otimes \beta_{q0}) \equiv e_1 \wedge (e_2 \otimes c_{2q})
\]

and modulo the above,

\[
(S_q)_{\lambda'}^{\lambda}(e_1 \wedge \beta_{qj}) \equiv e_2 \wedge (e_0 \otimes c_{0q}) \quad \text{for } j = 3, \ldots, q
\]

\[
(S_q)_{\lambda'}^{\lambda}(e_1 \wedge \beta_{qj}) \equiv e_2 \wedge (e_0 \otimes c_{0q}) \quad \text{for } j = 3, \ldots, q
\]

\[
(S_q)_{\lambda'}^{\lambda}(e_2 \wedge \beta_{qj}) \equiv e_2 \wedge (e_0 \otimes c_{q1})
\]

\[
(S_q)_{\lambda'}^{\lambda}(e_2 \wedge \beta_{qj}) \equiv e_2 \wedge (e_0 \otimes c_{q1})
\]

Finally passing modulo $\langle e_1 \wedge e_2 \rangle$, we have

\[
(S_q)_{\lambda'}^{\lambda}(e_2 \otimes \beta_{q0}) \equiv e_2 \wedge e_0 \otimes e_{q1}
\]

\[
(S_q)_{\lambda'}^{\lambda}(e_2 \otimes \beta_{q0}) \equiv e_2 \wedge e_0 \otimes e_{q1}
\]

All the tensors listed above are linearly independent. Adding all the contributions together, we obtain

\[
\text{rank}([S_q]_{\lambda'}^{\lambda}) = [2(q - 3) + 1 + 4 + 8 + 2 + [2(q - 3) + 1] + 4 = 2(2q + 3)
\]

as desired, and since $2(q + 3)^2 = 2(q + 1)^2 + 2(2q + 3)$, this concludes the proof. ▷

4.4 A short detour on computing ranks of equivariant maps

We briefly explain how to exploit Schur’s Lemma (see, e.g., [23, §1.2]) to compute the rank of an equivariant linear map. This is a standard technique, used extensively e.g., in [32, 25] and will reduce the proof of Theorems 5 and 6 to the computation of the ranks of specific linear maps in small dimension.

Let $G$ be a reductive group. In the proof of Theorems 5 and 6, $G$ will be the product of symmetric groups. Let $\Lambda_G$ be the set of irreducible representations of $G$. For $\lambda \in \Lambda_G$, let $W_\lambda$ denote the corresponding irreducible module.
Suppose \( U, V \) are two representations of \( G \). Write \( U = \bigoplus_{\lambda \in \Lambda_G} W^{\oplus m_{\lambda}}_\lambda \), \( V = \bigoplus_{\lambda \in \Lambda_G} W^{\oplus \ell_{\lambda}}_\lambda \), where \( m_{\lambda} \) is the multiplicity of \( W_{\lambda} \) in \( U \) and \( \ell_{\lambda} \) is the multiplicity of \( W_{\lambda} \) in \( V \). The direct summand corresponding to \( \lambda \) is called the isotypic component of type \( \lambda \).

Let \( f : U \rightarrow V \) be a \( G \)-equivariant map. By Schur’s Lemma [23, §1.2], \( f \) decomposes as \( f = \oplus f_{\lambda} \), where \( f_{\lambda} : W^{\oplus m_{\lambda}}_\lambda \rightarrow W^{\oplus \ell_{\lambda}}_\lambda \). Consider multiplicity spaces \( M_{\lambda}, L_{\lambda} \) with \( \dim M_{\lambda} = m_{\lambda} \) and \( \dim L_{\lambda} = \ell_{\lambda} \), so that \( W^{\oplus m_{\lambda}}_\lambda \simeq M_{\lambda} \odot W_{\lambda} \) as a \( G \)-module, where \( G \) acts trivially on \( M_{\lambda} \) and similarly \( W^{\oplus \ell_{\lambda}}_\lambda \simeq L_{\lambda} \odot W_{\lambda} \).

By Schur’s Lemma, the map \( f_{\lambda} : M_{\lambda} \odot W_{\lambda} \rightarrow L_{\lambda} \odot W_{\lambda} \) decomposes as \( f_{\lambda} = \phi_{\lambda} \odot \text{Id}_{[\lambda]} \), where \( \phi_{\lambda} : M_{\lambda} \rightarrow L_{\lambda} \). Thus \( \text{rank}(f) \) is uniquely determined by \( \text{rank}(\phi_{\lambda}) \) for \( \lambda \in \Lambda_G \).

The ranks \( \text{rank}(\phi_{\lambda}) \) can be computed via restrictions of \( f \). For every \( \lambda \), fix a vector \( w_{\lambda} \in W_{\lambda} \), so that \( M_{\lambda} \odot \langle w_{\lambda} \rangle \) is a subspace of \( U \). Here and in what follows, for a subset \( X \subset V \), \( \langle X \rangle \) denotes the span of \( X \). Then the rank of the restriction of \( f \) to \( M_{\lambda} \odot \langle w_{\lambda} \rangle \) coincides with the rank of \( \phi_{\lambda} \).

We conclude

\[ \text{rank}(f) = \sum_{\lambda} \text{rank}(\phi_{\lambda}) \cdot \dim W_{\lambda}. \]

The second proof of Theorem 5 and proof of Theorem 6 will follow the algorithm described above, exploiting the symmetries of \( T_{cw,q} \). Consider the action of the symmetry group \( \mathfrak{S}_q \) on \( A \otimes B \otimes C \) defined by permuting the basis elements with indices \( \{1, \ldots, q\} \). More precisely, a permutation \( \sigma \in \mathfrak{S}_q \) induces the linear map defined by \( \sigma(a_i) = a_{\sigma(i)} \) for \( i = 1, \ldots, q \) and \( \sigma(a_0) = a_0 \). The group \( \mathfrak{S}_q \) acts on \( B, C \) similarly, and the simultaneous action on the three factors defines an \( \mathfrak{S}_q \)-action on \( A \otimes B \otimes C \). The tensor \( T_{cw,q} \) is invariant under this action.

### 4.5 Second Proof of Theorem 5

When \( q = 3 \), as before, one uses the \( p = 2 \) Koszul flattening with a sufficiently generic \( C^3 \subset A^3 \).

For \( q \geq 4 \), we apply the \( p = 1 \) Koszul flattening map to the same restriction of \( T_{cw,q}^{\odot 2} \) as the first proof, although to be consistent with the code at the website, we use the less appealing swap of the roles of \( a_2 \) and \( a_3 \) in the projection \( \phi \).

Since \( T_{cw,q} \) is invariant under the action of \( \mathfrak{S}_q \), \( T_{cw,q}^{\odot 2} \) is invariant under the action of \( \mathfrak{S}_q \times \mathfrak{S}_q \), acting on \( A^{\otimes 2} \otimes B^{\otimes 2} \otimes C^{\otimes 2} \). Let \( \Gamma := \mathfrak{S}_{q-3} \times \mathfrak{S}_{q-3} \) where \( \mathfrak{S}_{q-3} \) is the permutation group on \( \{1, \ldots, q\} \), so \( T_{cw,q}^{\odot 2} \) is invariant under the action of \( \Gamma \). Note that \( \Gamma \) acts trivially on \( A' \), so \( (T_q)^{\chi_A} \) is \( \Gamma \)-equivariant, because in general, Koszul flattenings are equivariant under the product of the three general linear groups, which is \( GL(A') \times GL(B^{\otimes 2}) \times GL(C^{\otimes 2}) \) in our case. (We remind the reader that \( T_q := T_{cw,q}^{\odot 2} |_{A' \otimes B^{\otimes 2} \otimes C^{\otimes 2} \otimes A} \).) We now apply the method described in §4.4 to compute \( \text{rank}(T_q)^{\chi_A} \).

Let \([\text{triv}]\) denote the trivial \( \mathfrak{S}_{q-3} \)-representation and let \( V \) denote the standard representation, that is, the Specht module associated to the partition \((q - 4, 1)\) of \( q - 3 \). We have \( \dim[\text{triv}] = 1 \) and \( \dim V = q - 4 \). (When \( q = 4 \) only the trivial representation appears.)

The spaces \( B, C \) are isomorphic as \( \mathfrak{S}_{q-3} \)-modules and they decompose as \( B = C = [\text{triv}]^{\oplus 5} \oplus V \). After fixing a 5-dimensional multiplicity space \( C^5 \) for the trivial isotypic component, we write \( B^* = C = C^5 \otimes [\text{triv}] \oplus V \). To distinguish the two \( \mathfrak{S}_{q-3} \)-actions, we write \( B \otimes B = ([\text{triv}]_L^{\oplus 5} \oplus V_L) \otimes ([\text{triv}]_R^{\oplus 5} \oplus V_R) \).
Thus,
\[ B^* \otimes^2 = C^\otimes^2 = (\mathbb{C}^5 \otimes [\text{triv}]_L \oplus V_L) \otimes (\mathbb{C}^5 \otimes [\text{triv}]_R \oplus V_R) \]
\[ = (\mathbb{C}^5 \otimes \mathbb{C}^5) \otimes ([\text{triv}]_L \otimes [\text{triv}]_R) \oplus \mathbb{C}^5 \otimes (V_L \otimes [\text{triv}]_R) \oplus (V_L \otimes V_R). \]

Write \( W_1, \ldots, W_4 \) for the four irreducible representations in the decomposition above and let \( M_1, \ldots, M_4 \) be the four corresponding multiplicity spaces.

Recall from [22] that a basis of \( V \) is given by standard Young tableaux of shape \((q-4, 1)\) (with entries in \(4, \ldots, q\) for consistency with the action of \( \mathfrak{S}_{q-3}\)); let \( w_{\text{std}} \) be the vector corresponding to the standard tableau having \(4, 6, \ldots, q\) in the first row and \(5\) in the second row. We refer to [22, §7] for the straightening laws of the tableaux. Let \( w_{\text{triv}} \) be a generator of the trivial representation \([\text{triv}]\).

For each of the four isotypic components in the decomposition above, we fix a vector \( w_i \in W_i \) and explicitly realize the subspaces \( M_i \otimes \langle w_i \rangle \) of \( B^* \otimes^2 \) as follows:

\[
\begin{array}{llll}
W_i & w_i & \dim M_i & M_i \otimes \langle w_i \rangle \\
[\text{triv}]_L \otimes [\text{triv}]_R & w_{\text{triv}} \otimes w_{\text{triv}} & 25 & \langle \sum_{i,j=0}^4 \beta_{ij} \rangle \\
[\text{triv}]_L \otimes V_R & w_{\text{triv}} \otimes w_{\text{std}} & 5 & \langle \sum_{i,j=0}^4 \beta_{ij} \rangle \\
V_L \otimes [\text{triv}]_R & w_{\text{std}} \otimes w_{\text{triv}} & 5 & \langle \sum_{i,j=0}^4 (\beta_{ij} - \beta_{5j}) \rangle \\
V_L \otimes V_R & w_{\text{std}} \otimes w_{\text{std}} & 1 & \langle \sum_{i,j=0}^4 (\beta_{ij} - \beta_{5j}) \rangle \\
\end{array}
\]

The subspaces in \( C^\otimes^2 \) are realized similarly.

Since \( (T_{\text{cw}, q})^A_\Lambda^1 \) is \( \Gamma \)-equivariant, by Schur’s Lemma, it has the isotypic decomposition \( (T_{\text{cw}, q})^A_\Lambda^1 = f_1 \oplus f_2 \oplus f_3 \oplus f_4 \), where
\[
f_i : A' \otimes (M_i \otimes W_i) \to \Lambda^2 A' \otimes W_i.
\]

As explained in §4.4, it suffices to compute the ranks of the four restrictions \( \Phi_i : A' \otimes M_i \otimes \langle w_i \rangle \to \Lambda^2 A' \otimes M_i \otimes \langle w_i \rangle \).

Using the bases presented in the fourth column of the table above, we write down the four matrices representing the maps \( \Phi_1, \ldots, \Phi_4 \).

The map \( \Phi_4 \) is represented by the \( 3 \times 3 \) matrix
\[
\begin{pmatrix}
-1 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 1
\end{pmatrix},
\]
so \( \text{rank}(\Phi_4) = 2 \).
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The map Φ2 is represented by the 15 × 15 matrix (here q 0 = q − 3)












−1
−1
0
0
0
0
0
0
0
0
0
0
0
0
0

0
−1
0
0
0
0
0
0
−1
0
0
0
0
0
0

0
0
−1
0
0
0
0
0
0
0
0
0
0
0
0

0
0
0
−1
0
−1
0
0
0
0
0
0
0
0
0

0
0
0
0
−1
0
0
0
0
0
0
0
0
0
0

0
1
1
1
q0
0
0
0
0
0
0
0
0
−1
0

1
1
0
0
0
0
0
0
0
0
0
0
0
0
0

1
0
1
0
0
0
0
0
0
0
0
0
0
0
0

1
0
0
1
0
0
0
0
0
0
−1
0
0
0
0

1
0
0
0
1
0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
1
1
1
q0
0
1
0
0
0

0
0
0
0
0
1
1
0
0
0
1
1
0
0
0

0
0
0
0
0
1
0
1
0
0
0
0
1
0
0

0
0
0
0
0
1
0
0
1
0
0
0
0
1
0

0
0
0
0
0
1
0
0
0
1
0
0
0
0
1













We prove the matrix above and those that follow are as asserted for all q in §7. The proof
goes by showing each entry must be a low degree polynomial in q, and then one simply tests
enough small cases to fix the polynomials. Thus rank(Φ2 ) = 12, and similarly for Φ3 .
The map Φ1 is represented by a 75 × 75 matrix that can be presented in block form


−X
 −Z
0


0
Y 
X

Y
0
−Z

with X the matrix






















0
0
0
0
0
0
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
1
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
1
0
0
0
0
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

1
1
0
0
0
1
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
1
0
0
0
0
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
0
1
0
0
0
0
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
0
0
1
0
0
0
0
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0
0
1
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0
1
1
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
1
1
1
q0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
1
0
0
0
1
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
1
0
0
1
0
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
0
1
0
1
0
0
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
0
0
1
1
0
0
0
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0
0
1
1
1
q0
0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0
0
0
1
0
0
0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0
0
0
0
1
0
0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0
0
0
0
0
1
0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1
1
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1
0
0
0

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1
1
0
0
0

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1
0
0

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1
0

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1











,











Y the matrix






















0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
1
0
0
0
0
1
0
0
0
0
1
0
0
0
0
q0
0
0
0

0
0
0
0
0
0
0
1
0
0
0
0
1
0
0
0
0
1
0
0
0
0
q0
0
0

0
0
0
0
0
0
0
0
1
0
0
0
0
1
0
0
0
0
1
0
0
0
0
q0
0

0
0
0
0
0
0
0
0
0
1
0
0
0
0
1
0
0
0
0
1
0
0
0
0
q0

0
1
0
0
0
0
0
0
0
0
1
1
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
1
0
0
0
0
0
0
0
1
0
1
0
0
0
0
0
0
0
0
0
0
0
0

0
0
0
1
0
0
0
0
0
0
1
0
0
1
0
0
0
0
0
0
0
0
0
0
0

0
0
0
0
1
0
0
0
0
0
1
0
0
0
1
0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1
1
1
q0
0
0
0
0
0

0
1
0
0
0
0
0
0
0
0
0
0
0
0
0
1
1
0
0
0
0
0
0
0
0

0
0
1
0
0
0
0
0
0
0
0
0
0
0
0
1
0
1
0
0
0
0
0
0
0

0
0
0
1
0
0
0
0
0
0
0
0
0
0
0
1
0
0
1
0
0
0
0
0
0

0
0
0
0
1
0
0
0
0
0
0
0
0
0
0
1
0
0
0
1
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1
1
1
q0

0
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1
1
0
0
0

0
0
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1
0
1
0
0

0
0
0
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1
0
0
1
0

0
0
0
0
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1
0
0
0
1











,










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and Z the matrix
 0 0 0 0 0
0
0
0
0
0
0
0
0
0
0
0
1
0
0
0
1
0
0
0
0
0
0
0
0






















0
0
0
0
0
0
0
0
0
0
0
0
0
0
1
1
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
1
0
0
0
0
0
0
1
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1
0
0
0
0
0

0
0
0
0
0
0
0
0
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
1
0
0
0
0
0
0
0
0
0
0
1
0
0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1
0
0
0
0
0
0

1
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
0
1
0
0
0
0
0
0
0
0
0
0
0
1
0
0
0
0
0
0
0
0
0

0
0
0
0
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1
0

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
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We compute rank(Φ1 ) = 72.
Although these matrices are of fixed size, they are obtained via intermediate tensors
whose dimensions depend on q, which created a computational challenge. Two ways of
addressing the challenge (including the one utilized in the code) are explained in §7.
The relevant matrices and the implementation of the method of §7 to justify them
for all q, together with the code for the computation of their ranks are available at the
website http://www.math.tamu.edu/~jml/CGLVkronsupp.html, Appendix D. The ranks
are bounded below by taking a matrix M (which has some entries depending linearly on q),
multiplying it on the left by a rectangular matrix P whose entries are rational functions
of q, and on the right by a rectangular matrix Q whose entries are constant, to obtain a
square matrix P M Q that is upper triangular with ±1 on the diagonal, and thus its rank is
its dimension. Finally one checks that the least common multiple of the denominators of the
entries of P has no integral solution when q > 4.
Adding all the contributions gives
rank(TA∧10 ) = 2 · dim(V ⊗ V ) + 12 · dim([triv] ⊗ V )+
+ 12 · dim(V ⊗ [triv]) + 72 · dim([triv] ⊗ [triv]) =
= 2 · (q − 4)2 + 12 · (q − 4) + 12 · (q − 4) + 72 · 1 = 2(q + 2)2 .
This concludes the proof of Theorem 5.
I Remark 26. One might have hoped to exploit the full symmetry group Sq × Sq to simplify
the argument further. However there is no choice of a restriction map ψ which is Sq−s ×Sq−s invariant for s < 3 that gives rise to a Koszul flattening map of sufficiently high rank to
prove the result.

4.6

Proof of Theorem 6

We will use a Koszul flattening with p = 2, so we need a 5 dimensional subspace of (A∗ )⊗3 .
Let
*
∗

A0 :=

α000 ,
+
(αi00 + α0i0 + α00i ),
.
α001 + α010 + α012 + α102 + α110 + α121 + α200 + α211 ,
α022 + α030 + α031 + α100 + α103 − α120 + α210 + α212 + α300 ,
α002 + α004 + α011 + α014 + α020 + α023 + α032 + α040 + α100 + α122 + α220 + α303

Pq

i=1


Write $\phi_{1} : A^{\otimes 3} \to A'$ for the resulting projection map and, abusing notation, for the induced map $A^{\otimes 3} \otimes B^{\otimes 3} \otimes C^{\otimes 3} \to A' \otimes B^{\otimes 3} \otimes C^{\otimes 3}$. Write $T = \phi_{1}(T_{cw,q}')$, suppressing the $q$ from the notation. Consider the Koszul flattening:

$$(T)_{A'}^{\otimes 2} : \Lambda^{2} A' \otimes B^{* \otimes 2} \to \Lambda^{3} A' \otimes C^{\otimes 2}.$$ 

We will show $\text{rank}((T)_{A'}^{\otimes 2}) = 6(q + 2)^{3}$, which implies $\mathbf{R}(T_{cw,q}) \geq (q + 2)^{3}$.

In order to compute $\text{rank}((T)_{A'}^{\otimes 2})$, we follow the same strategy as before. The code to generate these matrices is available at [www.math.tamu.edu/~jml/CGLVkronsupp.html](http://www.math.tamu.edu/~jml/CGLVkronsupp.html), Appendix D. The explanation of how we proved they are as asserted is outlined in §7.

The map $(T)_{A'}^{\otimes 2}$ is invariant under the action of $\Gamma = S_{q-4} \times S_{q-4} \times S_{q-4}$ where the first copy of $S_{q-4}$ permutes the basis elements with indices 5, $\ldots$, $q$ of the first factors, and similarly for the other copies of $S_{q-4}$. Let $[\text{triv}]$ be the trivial $S_{q-4}$-representation and let $V$ be the standard representation, namely the Specht module associated to the partition $(q-5,1)$. Here $\dim V = q - 5$, so if $q = 5$, only the trivial representation appears.

The $S_{q-4}$-isotypic decomposition of $B$ (and $C$) is $C^{6} \otimes [\text{triv}] \oplus V$ and this induces the decomposition of $B^{* \otimes 3} \simeq C^{\otimes 3}$ given by

$$B^{* \otimes 3} \simeq C^{\otimes 3} = (C^{6})^{\otimes 3} \oplus ([\text{triv}]_{1} \otimes [\text{triv}]_{2} \otimes [\text{triv}]_{3}) \oplus$$

$$\quad (C^{6})^{\otimes 2} \oplus ([\text{triv}]_{1} \otimes [\text{triv}]_{2} \otimes V_{3}) \oplus$$

$$\quad ([\text{triv}]_{1} \otimes V_{2} \otimes [\text{triv}]_{3}) \oplus$$

$$\quad (V_{1} \otimes [\text{triv}]_{2} \otimes [\text{triv}]_{3}) \oplus$$

$$\quad (V_{1} \otimes V_{2} \otimes [\text{triv}]_{3}) \oplus$$

$$\quad (V_{1} \otimes [\text{triv}]_{2} \otimes V_{3}) \oplus$$

$$\quad V_{1} \otimes V_{2} \otimes V_{3}$$

consisting of eight isotypic components. As in the previous proof, for each of the eight irreducible components $W_{i}$, we consider $w_{i} \in W_{i}$ and we compute the rank of the restriction to $\Lambda^{2} A' \otimes M_{i} \oplus \langle w_{i} \rangle$ of the Koszul flattening; call this restriction $\Phi_{i}$.

The ranks of the restrictions are recorded in the following table:

<table>
<thead>
<tr>
<th>$W_{i}$</th>
<th>$\dim(\Lambda^{2} A' \otimes M_{i})$</th>
<th>$\text{rank}(\Phi_{i})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[\text{triv}]<em>{1} \otimes [\text{triv}]</em>{2} \otimes [\text{triv}]_{3}$</td>
<td>$6^{3} \cdot \binom{5}{3} = 2160$</td>
<td>2058</td>
</tr>
<tr>
<td>$[\text{triv}]<em>{1} \otimes [\text{triv}]</em>{2} \otimes V_{3}$ (and permutations)</td>
<td>$6^{2} \cdot \binom{5}{2} = 360$</td>
<td>294</td>
</tr>
<tr>
<td>$[\text{triv}]<em>{1} \otimes V</em>{2} \otimes V_{3}$ (and permutations)</td>
<td>$6 \cdot \binom{5}{2} = 60$</td>
<td>42</td>
</tr>
<tr>
<td>$V_{1} \otimes V_{2} \otimes V_{3}$</td>
<td>$\binom{5}{2} = 10$</td>
<td>6</td>
</tr>
</tbody>
</table>

The relevant matrices and the implementation of §7 to justify them for all $q$, with the code computing their ranks are available at [http://www.math.tamu.edu/~jml/CGLVkronsupp.html](http://www.math.tamu.edu/~jml/CGLVkronsupp.html), Appendix D. As before, the ranks are bounded below by taking a matrix $M$ (which has some entries depending linearly on $q$), multiplying it on the left by a rectangular matrix $P$ whose entries are rational functions of $q$, and on the right by a rectangular matrix $Q$ whose
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entries are constant, to obtain a square matrix $PMQ$ that is upper triangular with ±1 on the diagonal, and thus its rank is its dimension. Finally one checks that the least common multiple of the denominators of the entries of $P$ has no integral solution when $q > 4$.

Adding all the contributions together, we obtain

$$\text{rank}(T_A^{\otimes 2}) = 6 \cdot \dim(V \otimes V \otimes V) + 42 \cdot 3 \cdot \dim([\text{triv}] \otimes V \otimes V) + 294 \cdot 3 \cdot \dim([\text{triv}] \otimes [\text{triv}] \otimes V) + 2058 \cdot \dim([\text{triv}] \otimes [\text{triv}] \otimes [\text{triv}]) = 6 \cdot (q + 2)^3.$$ 

This concludes the proof.

5  Upper bounds for Waring rank and border rank of $\det_3$

5.1 Proof of Theorem 15

We give the rank 18 decomposition for $\det_3$ explicitly, as a collection of 18 linear forms on $C^3 = C^1 \otimes C^3$ whose cubes add up to $\det_3$. The linear forms are given in coordinates recorded in the matrices below: the $3 \times 3$ matrix $(\zeta_{ij})$ represents the linear forms $\sum_{ij} \zeta_{ij} x_{ij}$. This presentation highlights some of the symmetries of the decomposition.

Let $\vartheta = \exp(2\pi i/6)$ and let $\overline{\vartheta}$ be its inverse. The tensor $\det_3 = T_{skeww_2}^{\otimes 2} = \det(x_{ij}) \in S^3(C^3 \otimes C^3)$ satisfies

$$\det_3 = \sum_{i=1}^{18} L_i^3$$

where $L_1, \ldots, L_{18}$ are the 18 linear forms given by the following coordinates:

$$L_1 = \begin{pmatrix} -\vartheta & 0 & 0 \\ 0 & -\frac{1}{3} & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad L_2 = \begin{pmatrix} -\overline{\vartheta} & 0 & 0 \\ 0 & 0 & \vartheta \\ 0 & 0 & 0 \end{pmatrix}, \quad L_3 = \begin{pmatrix} -\overline{\vartheta} & 0 & 0 \\ 0 & 0 & 0 \\ 0 & \vartheta & 0 \end{pmatrix}$$

$$L_4 = \begin{pmatrix} -1 & 0 & 0 \\ 0 & 0 & -\overline{\vartheta} \\ 0 & -\frac{1}{3} \vartheta & 0 \end{pmatrix}, \quad L_5 = \begin{pmatrix} \overline{\vartheta} & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix}, \quad L_6 = \begin{pmatrix} \vartheta & 0 & 0 \\ 0 & 0 & \overline{\vartheta} \\ 0 & 0 & 0 \end{pmatrix}$$

$$L_7 = \begin{pmatrix} 0 & \frac{1}{3} \vartheta & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad L_8 = \begin{pmatrix} 0 & \frac{1}{3} \overline{\vartheta} & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad L_9 = \begin{pmatrix} 0 & \frac{1}{3} \vartheta & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}$$

$$L_{10} = \begin{pmatrix} 0 & -\frac{1}{3} \vartheta & 0 \\ 0 & 0 & \overline{\vartheta} \\ -1 & 0 & 0 \end{pmatrix}, \quad L_{11} = \begin{pmatrix} 0 & -\frac{1}{3} \overline{\vartheta} & 0 \\ 0 & 0 & 0 \\ -1 & 0 & 0 \end{pmatrix}, \quad L_{12} = \begin{pmatrix} 0 & \frac{1}{3} \vartheta & 0 \\ 0 & 0 & 0 \\ -1 & 0 & 0 \end{pmatrix}$$

$$L_{13} = \begin{pmatrix} 0 & 0 & 1 \\ 0 & -\frac{1}{3} & 0 \\ -1 & 0 & 0 \end{pmatrix}, \quad L_{14} = \begin{pmatrix} 0 & 0 & 1 \\ 0 & \frac{1}{3} \overline{\vartheta} & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad L_{15} = \begin{pmatrix} \vartheta & 0 & 0 \\ -1 & 0 & 0 \\ -1 & 0 & 0 \end{pmatrix}$$

$$L_{16} = \begin{pmatrix} 0 & 0 & \overline{\vartheta} \\ 0 & -\frac{1}{3} \vartheta & 0 \\ 1 & 0 & 0 \end{pmatrix}, \quad L_{17} = \begin{pmatrix} 0 & 0 & \overline{\vartheta} \\ 0 & -\frac{1}{3} \vartheta & 0 \\ -\overline{\vartheta} & 0 & 0 \end{pmatrix}, \quad L_{18} = \begin{pmatrix} 0 & 0 & \overline{\vartheta} \\ 0 & -\frac{1}{3} \vartheta & 0 \\ 1 & 0 & 0 \end{pmatrix}$$

The equality can be verified by hand. A Macaulay2 file performing the calculation is available at http://www.math.tamu.edu/~jml/CGLVkronsupp.html, Appendix B.  ◀
5.2 Proof of Theorem 16

As in the case of Theorem 15, we prove Theorem 16 by explicitly giving 17 linear forms, depending on a parameter \( t \), whose cubes provide a border rank 17 expression for \( \det_3 \). The algebraic numbers involved are more complicated than in the previous case.

The result was achieved by numerical methods, which allowed us to sparsify the decomposition and ultimately determine the value of the coefficients. The linear forms in the decomposition are described below.

Consider

\[
L_1(t) = \begin{pmatrix} z_1 & 0 & 0 \\ -1 & 0 & 0 \\ -z_{44} & z_4t & 0 \end{pmatrix}, \quad L_2(t) = \begin{pmatrix} z_4 & 0 & 0 \\ -z_{46} & 0 & z_{25}t \\ 0 & 0 & 0 \end{pmatrix}, \quad L_3(t) = \begin{pmatrix} -z_{36} & z_{27}t & 0 \\ -z_{39} & 0 & -z_{39}t \\ 0 & 0 & 0 \end{pmatrix}
\]

\[
L_4(t) = \begin{pmatrix} -z_{34} & 0 & 0 \\ 0 & z_{28}t & z_{39}t \\ 0 & z_{28}t & z_{39}t \end{pmatrix}, \quad L_5(t) = \begin{pmatrix} 0 & -z_{19}t & -z_{20}t \\ -z_{19} & 0 & 0 \\ -1 & 0 & 0 \end{pmatrix}, \quad L_6(t) = \begin{pmatrix} -z_{22} & z_{29}t & 0 \\ -z_{23} & 0 & -z_{24}t \\ 0 & 0 & 0 \end{pmatrix}
\]

\[
L_7(t) = \begin{pmatrix} z_{10} & z_{11}t & 0 \\ z_{12} & 0 & z_{13}t \\ z_{14} & 0 & 0 \end{pmatrix}, \quad L_8(t) = \begin{pmatrix} z_{15} & -t & 0 \\ z_{16} & 0 & z_{17}t \\ z_{18} & 0 & 0 \end{pmatrix}, \quad L_9(t) = \begin{pmatrix} 0 & z_{19}t & z_{20}t \\ 0 & z_{21}t & 0 \\ 1 & 0 & 0 \end{pmatrix}
\]

\[
L_{10}(t) = \begin{pmatrix} -z_{41} & 0 & 0 \\ 0 & -z_{44} & 0 \\ 0 & -z_{44} & 0 \end{pmatrix}, \quad L_{11}(t) = \begin{pmatrix} z_{22} & z_{23} & 0 \\ z_{22} & 0 & z_{24}t \\ z_{25} & 0 & 0 \end{pmatrix}, \quad L_{12}(t) = \begin{pmatrix} -z_{31} & z_{26}t & 0 \\ 0 & z_{27}t & 0 \\ 0 & 0 & 0 \end{pmatrix}
\]

\[
L_{13}(t) = \begin{pmatrix} z_{28} & z_{29}t & 0 \\ z_{30} & 0 & -t \\ 0 & t & 0 \end{pmatrix}, \quad L_{14}(t) = \begin{pmatrix} z_{31} & z_{32} & 0 \\ 0 & z_{32} & 0 \\ 0 & z_{33}t & -t \end{pmatrix}, \quad L_{15}(t) = \begin{pmatrix} 0 & 0 & -t \\ 0 & z_{34} & 0 \\ 0 & 0 & z_{35} \end{pmatrix}
\]

\[
L_{16}(t) = \begin{pmatrix} z_{36} & z_{37}t & 0 \\ z_{38} & 0 & z_{40}t \\ 0 & z_{40}t & -t \end{pmatrix}, \quad L_{17}(t) = \begin{pmatrix} z_{41} & z_{42}t & 0 \\ 0 & z_{43} & 0 \\ 0 & z_{44} & 0 \end{pmatrix}
\]

The coefficients \( z_1, \ldots, z_{44} \) are algebraic numbers described as follows. Let \( y_\ast \) be a real root of the polynomial

\[
x^{27} - 2x^{26} + 17x^{25} - 29x^{24} + 81x^{23} + 52x^{22} - 726x^{21} + 3451x^{20} - 10901x^{19} + 25738x^{18} - 50663x^{17} - 72133x^{16} - 72973x^{15} + 10444x^{14} + 138860x^{13} - 308611x^{12} + 427344x^{11} - 267416x^{10} - 196096x^9 + 762736x^8 - 1236736x^7 + 1092352x^6 - 537600x^5 - 42240x^4 + 684032x^3 - 1136640x^2 + 1146880x - 520192.
\]

For \( i = 1, \ldots, 44 \), we consider algebraic numbers \( y_j \) in the field extension \( \mathbb{Q}[y_\ast] \), described as a polynomial of degree (at most) 26 in \( y_\ast \) with rational coefficients. Notice that all the \( y_j \)'s are real. The expressions of the \( y_1, \ldots, y_{44} \) in terms of \( y_\ast \) are provided in the file \texttt{yy\_exps} at \url{http://www.math.tamu.edu/~jml/CGLVkronsupp.html}, Appendix C. Let \( z_j \) be the unique real cubic root of \( y_j \).

We are going to prove that, with this choice of coefficients \( z_j \),

\[
t^2 \det_3 + O(t^3) = \sum_{i=1}^{17} L_i(t)^3. \tag{9}
\]

The condition \( t^2 \det_3 + O(t^3) = \sum_{i=1}^{17} L_i(t)^3 \) is equivalent to the fact that the degree 0 and the degree 1 components of \( \sum_{i=1}^{17} L_i(t)^3 \) vanish and that the degree 2 component equals \( \det_3 \). Given the sparse structure of the \( L_i(t) \), this reduces to a system of 54 cubic equations in the 44 unknowns \( z_1, \ldots, z_{44} \). Our goal is to show that the algebraic numbers described above are a solution of this system.

We show that the \( z_i \)'s satisfy each equation as follows. After evaluating the equations at the \( z_i \)'s, there are two possible cases.
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1. all monomials appearing in the equation are elements of $Q[y_*]$; we say that this is an equation of type 1; there are 14 such equations;
2. at least one monomial appearing in the equation is not an element of $Q[y_*]$; we say that this is an equation of type 2; there are 40 such equations.

For equations of type 1, we provide expressions of each monomial in terms of $y_*$. To verify that each expression is indeed equal to the corresponding monomial, it suffices to compare the cube of the given expression and the expression obtained by evaluating the monomial at the $y_*$'s. Finally, the equation can be verified in $Q[y_*]$. This is performed by the file checkingType1eqns.m2.

For equations of type 2, let $u$ be one of the monomials which do not belong to $Q[y_*]$. We claim that it is possible to choose the monomial in such a way that $Q[u^3] = Q[y_*]$. For each equation, we choose one of the monomials and we verify the claim as follows. The element $u^3$ has an expression in terms of $y_*$ which equals the chosen monomial evaluated at the $y_*$'s. Let $M_u$ be the $27 \times 27$ matrix with rational entries such that

$$(1, u^3, \ldots, u^3^{26}) = (1, y_*, \ldots, y_*^{26}) \cdot M_u;$$

$M_u$ can be computed directly by considering the expressions of the powers of $u^3$ in terms of $y_*$. Then $Q[u^3] = Q[y_*]$ if and only if $M_u$ is full rank.

In particular $y_*$ has an expression in terms of $u^3$, which can be computed inverting the matrix $M_u$. A consequence of this is that $Q[u] = Q[y_*, u]$.

At this point, we observe that $Q[u]$ contains the other monomials occurring in the equation as well. To see this, we proceed as in the case of equations of type 1. For each monomial occurring in the equation, we provide an expression in terms of $u$ (in fact, to speed up the calculation, we provide an expression in terms of $u$ and $y_*$, which is equivalent to an expression in $u$ because $Q[u^3] = Q[y_*]$ and $y_*$ has a unique expression in terms of $u^3$); we compare the cube of this expression (appropriately reduced modulo the minimal polynomial of $y_*$ and the relation between $u^3$ and $y_*$) with the expression obtained by evaluating the monomial at the $y_*$'s (expressed in terms of $y_*$). This shows that all monomials occurring in the expression belong to $Q[u]$, and verifies that the given expressions are indeed equal to the corresponding monomials. Finally, the equation is verified in $Q[u]$ as in the case of type 1. This is performed by the file checkingType2eqns.m2.

5.2.1 Discussion of how the decomposition was obtained

Many steps were accomplished by finding solutions of polynomial equations by nonlinear optimization. In each case, this was accomplished using a variant of Newton’s method applied to the mapping of variable values to corresponding polynomial values. The result of this procedure in each case is limited precision machine floating point numbers.

First, we attempted to solve the equations describing a Waring rank 17 decomposition of $\det_3$ with nonlinear optimization, namely, $\det_3 = \sum_{i=1}^{17}(u'_i)^{\otimes 3}$, where $u'_i \in \mathbb{C}^{3 \times 3}$. Instead of finding a solution to working precision, we obtained a sequence of local refinements to an approximate solution where the norm of the defect is slowly converging to zero, and some of the parameter values are exploding to infinity. Numerically, these are Waring decompositions of polynomials very close to $\det_3$.

Next, this approximate solution needed to be upgraded to a solution to equation (9).

We found a choice of parameters in the neighborhood of a solution, and then applied local optimization to solve to working precision. We used the following method: Consider the linear mapping $M : \mathbb{C}^{17} \rightarrow S^3(\mathbb{C}^{3 \times 3})$, $M(e_i) = (u'_i)^{\otimes 3}$, and let $M = U \Sigma V^*$ be its
singular value decomposition (with respect to the standard inner products for the natural coordinate systems). We observed that the singular values seemed to be naturally partitioned by order of magnitude. We estimated this magnitude factor as \( t_0 \approx 10^{-3} \), and wrote \( \Sigma \) as \( \Sigma \) where we multiplied each singular value by \( (t/t_0)^k \), with \( k \) chosen to agree with this observed partitioning, so that the constants remaining were reasonably sized. Finally, we let \( M' = U\Sigma V^* \), which has entries in \( C[[t]] \). \( M' \) is thus a representation of the map \( M \) with a parameter \( t \).

Next, for each \( i \), we optimized to find a best fit to the equation \( (a_i + tb_i + t^2c_i)^{\otimes 3} = M'_i(e_i) \), which is defined by polynomial equations in the entries of \( a_i, b_i \) and \( c_i \). The \( a_i, b_i \) and \( c_i \) we constructed in this way proved to be a good initial guess to optimize equation (9), and we immediately saw quadratic convergence to a solution to machine precision. At this point, we greedily sparsified the solution by speculatively zero-ing values and re-optimizing, rolling back one step in case of failure. After sparsification, it turned out the \( c_i \) were not needed. The resulting matrices are those given in the proof.

To compute the minimal polynomials and other integer relationships between quantities, we used Lenstra-Lenstra-Lovász integer lattice basis reduction \[34\]. As an example, let \( \zeta \in \mathbb{R} \) be approximately an algebraic number of degree \( k \). Let \( N \) be a large number inversely proportional to the error of \( \zeta \). Consider the integer lattice with basis \( \{e_i + \lfloor N\zeta \rfloor e_{k+1}\} \subset \mathbb{Z}^{k+2} \), for \( 0 \leq i \leq k \). Then elements of this lattice are of the form \( v_0e_0 + \cdots + v_ke_k + Ee_{k+1} \), where \( E \approx Np(\zeta) \), \( p = v_0 + v_1x + \cdots + v_kx^k \). Polynomials \( p \) for which \( \zeta \) is an approximate root are distinguished by the property of having relatively small Euclidean norm in this lattice. Computing a small norm vector in an integer lattice is accomplished by LLL reduction of a known basis.

For example, the fact that the number field of degree 27 obtained by adjoining any \( z_3^\beta \) to \( \mathbb{Q} \) contains all the rest was determined via LLL reduction, looking for expressions of \( z_3^\beta \) as a polynomial in \( z_3^\alpha \) for some fixed \( \beta \). These expressions of \( z_3^\beta \) in a common number field can be checked to have the correct minimal polynomial, and thus agree with our initial description of the \( z_\alpha \). LLL reduction was also used to find the expressions of values as polynomials in the primitive root of the various number fields.

After refining the known value of the parameters to 10,000 bits of precision using Newton’s method, LLL reduction was successful in identifying the minimal polynomials. The degrees were simply guessed, and the results checked by evaluating the computed polynomials in the parameters to higher precision.

\textbf{Remark 27.} With the minimal polynomial information, it is possible to check that equation (9) is satisfied to any desired precision by the parameters.

6 Tight Tensors in \( \mathbb{C}^3 \otimes \mathbb{C}^3 \otimes \mathbb{C}^3 \)

Following an analysis started in \[17\], we consider Kronecker squares of \textit{tight} tensors in \( \mathbb{C}^3 \otimes \mathbb{C}^3 \otimes \mathbb{C}^3 \). We compute their symmetry groups and numerically provide bounds to their tensor rank and border rank, highlighting the submultiplicativity properties.

We refer to \[44, 11, 17\] for an exposition of the role of tightness in Strassen’s work and in the laser method. We point out that \( T_{GW,q} \) and \( T_{cw,q} \) are tight. (If one uses the combinatorial definition of tightness, which depends on a choice of basis, they are not tight in their standard presentations.)
6.1 Tight tensors

Recall the map \( \Phi : \text{GL}(A) \times \text{GL}(B) \times \text{GL}(C) \to \text{GL}(A \otimes B \otimes C) \) from Section 3.1 defining the action of \( \text{GL}(A) \times \text{GL}(B) \times \text{GL}(C) \) on \( A \otimes B \otimes C \). Its differential \( d\Phi \) defines a map at the level of Lie algebras, mapping \( \mathfrak{gl}(A) \oplus \mathfrak{gl}(B) \oplus \mathfrak{gl}(C) \) to a subalgebra of \( \mathfrak{gl}(A \otimes B \otimes C) \), isomorphic to \( (\mathfrak{gl}(A) \oplus \mathfrak{gl}(B) \oplus \mathfrak{gl}(C))/C^2 \). Write \( g_T \subseteq \mathfrak{gl}(A) \oplus \mathfrak{gl}(B) \oplus \mathfrak{gl}(C) \) for the annihilator of \( T \) under this action.

A tensor \( T \in A \otimes B \otimes C \) is tight if \( g_T/C^2 \) contains a regular semisimple element. Tightness can be defined combinatorially with respect to a basis, see e.g. \([17, \text{Def. } 1.3]\). In particular, the combinatorial definition makes it clear that tightness depends on the support of a tensor in a given basis; we say that a support \( S \) is tight if every tensor having support \( S \) is tight.

Given concise tensors \( T_1 \in A_1 \otimes B_1 \otimes C_1 \) and \( T_2 \in A_2 \otimes B_2 \otimes C_2 \), \([17, \text{Theorem } 4.1]\) shows that

\[
\mathfrak{g}_{T_1 \otimes T_2} \supseteq \mathfrak{g}_{T_1} \otimes \text{Id}_{A_2 \otimes B_2 \otimes C_2} + \text{Id}_{A_1 \otimes B_1 \otimes C_1} \otimes \mathfrak{g}_{T_2};
\]

moreover if \( \mathfrak{g}_{T_1} = 0 \) and \( \mathfrak{g}_{T_2} = 0 \) then equality holds \( g_{T_1 \otimes T_2} = 0 \).

The strict containment in (10) occurs, for instance, in the case of the matrix multiplication tensor. In \([17]\), we posed the problem of characterizing tensors \( T \in A \otimes B \otimes C \) such that \( \mathfrak{g}_T \otimes \text{Id}_B \otimes \text{Id}_C + \text{Id}_A \otimes \mathfrak{g}_B \otimes \mathfrak{g}_C \) is strictly contained in \( \mathfrak{g}_{T \otimes \text{Id}_B \otimes \text{Id}_C} \subseteq \mathfrak{gl}(A^{(2)} \oplus \mathfrak{gl}(B^{(2)} \oplus \mathfrak{gl}(C^{(2}))

Proposition 29 provides several additional examples of tensors in \( C^1 \otimes C^3 \otimes C^3 \) for which this containment is strict.

6.2 Tight supports in \( C^3 \otimes C^3 \otimes C^3 \)

From \([17, \text{Proposition } 2.14]\), one obtains an exhaustive list of unextendable tight supports for tensors in \( C^1 \otimes C^3 \otimes C^3 \), up to the action of \( \mathbb{Z}_2 \times \mathfrak{S}_3 \), where \( \mathfrak{S}_3 \) acts permuting the factors and \( \mathbb{Z}_2 \) acts by reversing the order of the basis elements. In fact, tightness is invariant under the action of the full \( \mathfrak{S}_3 \) acting by permutation on the basis vectors. This additional simplification, pointed out by J. Hauenstein, provides the following list of 9 unextendable tight supports up to the action of \( ((\mathfrak{S}_3)^{\times 3}) \times \mathfrak{S}_3 \).

\[
\begin{align*}
T_1 &= \{(1,1,3),(1,2,2),(2,1,2),(3,3,1)\}; \\
T_2 &= \{(1,1,3),(1,3,2),(2,3,1),(3,2,2)\}; \\
T_3 &= \{(1,1,3),(1,2,2),(1,3,1),(2,1,2),(3,2,1)\}; \\
T_4 &= \{(1,1,3),(1,2,2),(2,1,2),(2,3,1),(3,2,1)\}; \\
T_5 &= \{(1,1,3),(1,2,2),(2,3,1),(3,1,2),(3,2,1)\}; \\
T_6 &= \{(1,1,3),(1,3,2),(2,2,2),(3,1,2),(3,3,1)\}; \\
T_7 &= \{(1,1,3),(1,2,2),(1,3,1),(2,1,2),(2,2,1),(3,1,1)\}; \\
T_8 &= \{(1,1,3),(1,3,2),(2,2,2),(2,3,1),(3,1,2),(3,2,1)\}; \\
T_9 &= \{(1,2,3),(1,3,2),(2,1,3),(2,2,2),(2,3,1),(3,1,2),(3,2,1)\};
\end{align*}
\]

Supports \( S_2 \) and \( S_3 \) of \([17]\) are equivalent to support \( S_1 = T_1 \); supports \( S_8 \) and \( S_{10} \) are equivalent to support \( S_6 = T_9 \).

The following result characterizes tight tensors in \( C^3 \otimes C^3 \otimes C^3 \) up to isomorphism.

\begin{proposition}
Let \( T \in C^3 \otimes C^3 \otimes C^3 \) be a tight tensor with unextendable tight support in some basis. Then, up to permuting the three factors, \( T \) is isomorphic to exactly one of the following.
\end{proposition}
In summary

\[ \dim \mathfrak{g}_T^{{\otimes 2}} > 2 \dim \mathfrak{g}_T \]

for tight tensors in \( \mathbb{C}^3 \otimes \mathbb{C}^3 \otimes \mathbb{C}^3 \) with unextendable tight supports \( \mathcal{T}_1, \ldots, \mathcal{T}_i \).
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Proof. For $T_1, \ldots, T_8$ and for the $T_9, -1$, the proof follows by a direct calculation. The first part of the file symmetryTightSupports.m2 at www.math.tamu.edu/~jml/CGLVkronsupp.html, Appendix E computes the dimension of the symmetry algebras of interest in these cases.

The second part of the file deals with the case $T_{9,\mu}$ when $\mu \neq -1$. By tightness, $\dim \mathfrak{g}_{T_{9,\mu}} \geq 1$.

Consider the linear map $\omega_{T_{9,\mu}} : \mathfrak{gl}(A) + \mathfrak{gl}(B) + \mathfrak{gl}(C) \to A \otimes B \otimes C$ defined by $(X, Y, Z) \mapsto (X, Y, Z).T_{9,\mu}$. Then $\mathfrak{g}_{T_{9,\mu}} = [\ker(\omega_{T_{9,\mu}})]/C^2$, where $C^2$ corresponds to $\ker d\Phi$.

The second part of the file symmetryTightSupports.m2 computes a matrix representation of $\omega_{T_{9,\mu}}$, depending on a parameter $\mu$ ($t$ in the file). Let $F_{\mu}$ be this $27 \times 27$ matrix representation. Then, it suffices to select a $24 \times 24$ submatrix whose determinant is a nonzero univariate polynomial in $\mu$. If $\mu$ is a value for which $\dim \mathfrak{g}_{T_{9,\mu}} > 1$, then $\mu$ has to be a root of this univariate polynomial.

In the example computed in the file, we select a $24 \times 24$ submatrix whose determinant is $(\mu + 1)^9\mu$, showing that the only possible values of $\mu$ for which $\dim \mathfrak{g}_{T_{9,\mu}} > 1$ are $\mu = 0$ or $\mu = -1$. The case $\mu = -1$ was considered separately. The case $\mu = 0$ does not correspond to an unextendable support, so it is not of interest. We point out that however, $\omega_{T_{9,0}} = 24$, namely $\dim \mathfrak{g}_{T_{9,0}} = 1$.

For $T_{9,\mu}$, we follow essentially the same argument. By tightness, and (10), we obtain $\dim \mathfrak{g}_{T_{9,\mu}} \geq 2$. The third part of symmetryTightSupports.m2 computes a matrix representation of the map $\omega_{T_{9,\mu}}$, depending on a parameter $\mu$: this is a $729 \times 243$ matrix of rank at most 239.

In the example computed in the file, we select a $239 \times 239$ submatrix whose determinant is the univariate polynomial $\mu^9(\mu + 1)^{12}$. As before, we conclude.

We also provide the values of the border rank of the tensors in $C^3 \otimes C^3 \otimes C^3$ having unextendable tight support and numerical evidence for the values of border rank of their Kronecker square. They are recorded in the following table. The values of the border rank for the $T_i$’s are straightforward to verify. The lower bounds for the Kronecker squares are obtained via Koszul flattenings. In the cases labeled by $N/A$ the upper bounds coincide with the multiplicative upper bound; in the other cases, the upper bound is obtained via numerical method, and the last column of the table records the $\ell_2$ distance (in the given basis) between the tensor obtained via the numerical approximation and the Kronecker square.

<table>
<thead>
<tr>
<th>$T$</th>
<th>$R(T)$</th>
<th>$R(T^{(2^2)})$</th>
<th>$\ell_2$ error for upper bound in $T^{(2^2)}$ decomposition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_1$</td>
<td>3</td>
<td>9</td>
<td>N/A</td>
</tr>
<tr>
<td>$T_2$</td>
<td>4 [11, 14]</td>
<td>0.000155951</td>
<td></td>
</tr>
<tr>
<td>$T_3$</td>
<td>4 [11, 14]</td>
<td>0.00517612</td>
<td></td>
</tr>
<tr>
<td>$T_4$</td>
<td>4</td>
<td>14</td>
<td>0.0144842</td>
</tr>
<tr>
<td>$T_5$</td>
<td>4 [11, 15]</td>
<td>0.0237172</td>
<td></td>
</tr>
<tr>
<td>$T_6$</td>
<td>4 [11, 15]</td>
<td>0.00951205</td>
<td></td>
</tr>
<tr>
<td>$T_7$</td>
<td>3</td>
<td>9</td>
<td>N/A</td>
</tr>
<tr>
<td>$T_8$</td>
<td>4 [14, 16]</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>$T_{9, -1}$</td>
<td>5 [16, 19]</td>
<td>0.0231353</td>
<td></td>
</tr>
<tr>
<td>$T_{9, \mu}$ (for $\mu \neq 0, -1$)</td>
<td>4 [15, 16]</td>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

7 Justification of the matrices

In this section, describe two ways of proving that the matrices appearing in the second proof of Theorem 5 and the proof of Theorem 6 are as asserted, one of which is carried out explicitly in the code at http://www.math.tamu.edu/~jml/CGLVkronsupp.html.
The computational issue is that, although the sizes of the matrices are fixed, they are obtained via intermediate matrices whose dimensions depend on $q$ so one needs a way of encoding such matrices and tensors efficiently. The first method of proof critically relies on the definition of a class of tensors, which we call box parameterized, whose entries and dimensions depend on a parameter $q$ in a very structured way. In this proof one shows the entries of the output matrices are low degree, say $\delta$, polynomials in $q$, and then by computing the first $\delta + 1$ cases directly, one has proven they are as asserted for all $q$. The second method, which is implemented in the code, does not rely on the structure to prove anything, but the structure allows an efficient coding of the tensors that significantly facilitates the computation.

A $k$-way sequence of tensors $T_q \in A^q_1 \otimes \cdots \otimes A^q_k$ parametrized by $q \in \mathbb{N}$ is basic box parameterized if it is of the form

$$T_q = p(q)\sum_{(i_1,\ldots,i_k) \in \Phi} t^{i_1,\ldots,i_k},$$

where $\{a_{i,j}\}$ is a basis of $A^q_{i,j}$, $t_{i_1,\ldots,i_k} = a_{1,i_1} \otimes \cdots \otimes a_{k,i_k}$, $p$ is a polynomial, and the index set $\Phi$ is defined by conditions $f_j q + h_j \leq i_j \leq g_j q + d_j$, $f_j, g_j \in \{0,1\}$, $h_j, d_j \in \mathbb{Z}_{\geq 0}$, for each $j$, and any number of equalities $i_j = i_k$ between indices.

We sometimes abuse notation and consider $\Phi$ to be its set of indices or the set of equations and inequalities defining the set of indices; no confusion should arise.

Tensor products of basic box parameterized tensors are basic box parameterized:

$$(p_1(q)\sum_{(i_1,\ldots,i_k) \in \Phi_1} t^{i_1,\ldots,i_k}) \otimes (p_2(q)\sum_{(j_1,\ldots,j_l) \in \Phi_2} t^{j_1,\ldots,j_l}) = p_1(q)p_2(q)\sum_{(i_1,\ldots,i_k,j_1,\ldots,j_l) \in \Phi_1 \times \Phi_2} t^{i_1,\ldots,i_k,j_1,\ldots,j_l}.$$

We next show that contraction of a basic box parameterized tensor is basic box parameterized when $q \geq \max_{i,j} \{|h_i - h_j|, |d_i - d_j|\}$, where $i$ and $j$ range over those indices related by equality to the ones being contracted. To do this, we first show they are closed under summing along a coordinate (with the same restriction on $q$), which we may take to be $i_1$ without loss of generality. (This corresponds to contracting with the vector $\sum_{i_1} a_{1,i_1}^q \in (A^q_1)^*$.)

That is, we wish to show

$$p(q)\sum_{(i_1,\ldots,i_k) \in \Phi} t^{i_1,\ldots,i_k}$$

is basic box parameterized with the above restriction on $q$. For this consider two cases. First, suppose there is a coordinate $j \neq 1$ so that $i_1 = i_j \in \Phi$. To construct the summed tensor, adjoin to $\Phi$ equalities $i_j = i_k$ for all $k$ for which $i_1 = i_k \in \Phi$. Then, deleting $i_1$ from the indices and replacing the bounds on $i_j$ with

$$\max(f_j q + h_j, f_1 q + h_1) \leq i_j \leq \min(g_j q + d_j, g_1 q + d_1)$$

yields the summed tensor. The max and the min can be replaced with one of their arguments provided $q \geq \max(|h_1 - h_j|, |d_1 - d_j|)$, so the sum is basic box parameterized with our restriction on $q$. Otherwise, suppose there is no coordinate so that $i_1 = i_j \in \Phi$. Then the summed tensor is $(g_1 q + d_1 - (f_1 q - h_1 + 1)p(q)\sum_{(i_2,\ldots,i_k) \in \Phi} t^{i_2,\ldots,i_k}$, which is basic box parameterized.

Finally, to compute the contraction, say between indices $i_j$ and $i_k$, adjoin $i_j = i_k$ as a condition to $\Phi$ and then sum over $i_j$ and then over $i_k$ using the previous technique.

Call a tensor box parameterized if it is a finite sum of basic box parameterized tensors. Clearly box parameterized tensors are closed under tensor products and contraction, possibly with an easily computed restriction on $q$. 
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Now, $T_{cw,q} \in (C^{q+1})^{\otimes 3} = A \otimes B \otimes C$ is clearly box parameterized as a 3-way tensor. The tensors $\phi_2 \in A' \otimes (A^{\otimes 2})^*$ (where $\dim A' = 3$) and $\phi_3 \in A' \otimes (A^{\otimes 3})^*$ (where $\dim A' = 5$) defining the projection maps are box parameterized as 3-way and 4-way tensors, respectively. The tensors $KF_1 \in (A' \otimes B^{\otimes 2} \otimes C^{\otimes 2})^* \otimes ((A')^* \otimes B^{\otimes 2}) \otimes (\Lambda^2 A' \otimes C^{\otimes 2})$ and $KF_2 \in (A' \otimes B^{\otimes 3} \otimes C^{\otimes 3})^* \otimes ((\Lambda^2 A')^* \otimes B^{\otimes 3}) \otimes (\Lambda^2 A' \otimes C^{\otimes 3})$ defining the Koszul flattenings are also box parameterized, as they are the tensor product of tensors of fixed size with identity tensors, which are basic box parameterized. From this, we see that the corresponding Koszul flattenings are box parameterized, viewed in $A' \otimes B \otimes 2 \otimes \Lambda^2 A' \otimes C^{\otimes 2}$ as a 6-way tensor for the square and $\Lambda^2 A' \otimes B^{\otimes 3} \otimes \Lambda^3 A' \otimes C^{\otimes 3}$ as an 8-way tensor for the cube.

Finally, consider the change of basis map which block diagonalizes the flattening according to Schur’s lemma. We explain the square case, the cube case is available in the Appendix. This change of basis is the Kronecker product of the $3 \times 3$ identity with the Kronecker square of the map represented by the following $q+1 \times q+1$ matrix

$$
\begin{pmatrix}
1 & 1 & 1 & 1 & 1 & \cdots & 1 \\
1 & 1 & 1 & 1 & 1 & \cdots & 1 \\
1 & 1 & 1 & 1 & 1 & \cdots & 1 \\
-1 & -1 & -1 & -1 & -1 & \cdots & -1 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \cdots & \vdots \\
-1 & 1 & 1 & \cdots & 1 & 1 & 1
\end{pmatrix}
$$

Let $E_0$ denote the projection operator to the isotypic component of the trivial representation. In bases, this corresponds to the first five rows of the matrix above. Let $E_1$ denote the projection onto the standard representation, which corresponds to the sixth row. It is easy to see that the first 6 columns of the inverse is the matrix

$$
\begin{pmatrix}
q - 3 & q - 3 & q - 3 \\
q - 3 & q - 3 & q - 3 \\
q - 3 & 1 & -(q - 4) \\
1 & -(q - 4) & 1 \\
\vdots & \vdots & \vdots \\
1 & 1 & 1
\end{pmatrix}
$$

Write $F_0$ for the inclusion of the trivial representation into the space in the original basis, which is represented by the first five columns of this matrix, and $F_1$ for the inclusion of the standard representation which is represented by the sixth column. Write $V_0$ for the trivial representation of $\mathfrak{S}_{q-3}$ and $V_1$ for the standard representation. Then,

$$
f_{V_1, \otimes V_1} = (\text{Id}_{A'} \otimes E_i \otimes E_j) \circ (T_{cw,q})^{\otimes 2} \circ (\text{Id}_{A' \otimes A'} \otimes F_i \otimes F_j).
$$

(These four maps were labeled $f_1, \ldots, f_4$ in §4.5.) Since $E_i$ and $(q - 3)F_i$ are clearly box parametrized, it follows that $(q - 3)^2 f_{V_1, \otimes V_1}$ is box parametrized. A similar argument shows that the cube $(q - 3)^3 f_{V_1, \otimes V_1}$ is box parameterized. At this point the first method shows the entries of the matrices are low degree polynomials in $q$ so one can conclude by checking the first few cases.
The fact that all tensors involved are basic box parameterized guided us how to encode these maps efficiently so that they could be computed by direct calculation, which provides the second method and is described in Appendix D.
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1 Introduction
The $k$-cycle problem, determining whether a graph on $n$ nodes and $m$ edges contains a cycle of length $k$, is a fundamental subgraph detection problem. Past work has explored efficient algorithms for detecting/counting, odd/even, directed/undirected cycles in both sparse and dense graphs (e.g. [17, 5, 2, 8, 18]). In this paper, we explore $k$-cycle algorithms using small space, e.g., $\text{poly}(\log(n))$.

When $k \geq \Omega(n)$, for example, $k = n/2$, detecting a $k$-cycle is well-known to be NP-hard [9]. When $k$ is constant and algorithms are given $O(n^2)$ space, odd cycles can be detected in matrix multiplication time [3, 5]. When $k$ is constant and algorithms are given $O(n)$ space, even cycles can be detected in $O(n^2)$ time [17]. Given an undirected sparse graph, detecting a $2k$-cycle can be done faster, specifically $O(m^{2k/(k+1)})$ time [5]. However, this work leaves open the question of what happens in the very small space regime.

When algorithms are allowed $O(\log(n) \cdot \log(k))$ space, the Savitch algorithm can be used to solve $k$-cycle detection in time $n^{\log(k)+o(\log(k))}$ time. In particular, the Savitch algorithm can be used to detect if two nodes $s$ and $t$ are linked by a path of length at most $k$ in a
directed graph, using \(n^{O(\lg(k))}\) time and \(O(\lg(n) \cdot \lg(k))\) space. We explore the relationship between small space \(k\)-cycle detection and algorithms for \(s-t\) connectivity, and show that the complexities of the two problems are tightly connected. To the best of our knowledge, no \(s-t\) connectivity algorithms have been reported running in \(O(\lg^2 n)\) space and \(n^{0.999 \lg(n)}\) time.

Our Results

The primary contribution of this paper is a reduction from directed \(k\)-cycle to undirected 2\(k\)-cycle for constant \(k\) and \(k\) such that \(k = k' \cdot \text{poly} \lg(k)\). We use this reduction to show hardness for even cycle detection in both small space and in sparse graphs.

We prove that, for small-space algorithms, the time complexities of \(k\)-cycle detection and \(k\)-path detection are equivalent up to constant factors in the exponent. We show that an \(n^{o(\lg(k))}\) time and \(O(\lg(n))\) space algorithm for the \(2k\)-cycle detection problem would imply an algorithm for \(s-t\) running in \(n^{o(\lg(n))}\) time and \(O(\lg^2(n))\) space, a significant improvement over Savitch’s algorithm.

We propose two natural lower bound hypotheses, and derive interesting consequences from them. The first hypothesis is that \(s-t\) connectivity in \(O(\lg^2(n))\) space requires \(n^{\Omega(\lg(n))}\) time. The second (stronger) hypothesis is that \(s-t\) connectivity in \(\text{poly} \lg(n)\) space requires \(n^{\Omega(\lg(n))}\) time. We call these hypotheses the Weak Savitch Hypothesis (WSH) and the Strong Savitch Hypothesis (SSH) respectively.

**Definition 1.** The Weak Savitch Hypothesis (WSH) states that given a directed graph \(G\) with \(n\) nodes and two specified nodes \(s\) and \(t\) determining if a path exists from \(s\) to \(t\) requires \(n^{\Omega(\lg(n))}\) time if the algorithm can only use \(O(\lg^2(n))\) space.

**Definition 2.** The Strong Savitch Hypothesis (SSH) states that given a directed graph \(G\) with \(n\) nodes and two specified nodes \(s\) and \(t\) determining if a path exists from \(s\) to \(t\) requires \(n^{\Omega(\lg(n))}\) time if the algorithm can only use \(O(\text{poly} \lg(n))\) space.

Both of our Hypotheses are about the \(s-t\) connectivity problem, two well known algorithms for \(s-t\) connectivity are:
- Savitch’s algorithm [12] running in time \(\tilde{O}(n^{1.5} n)\) and space \(O(\lg^2 n)\).
- Depth-First search running in polynomial time and space \(\tilde{O}(n)\).

The only improvement over these for any space greater than \(\lg^2 n\) is the algorithm of Barnes, Buss, Ruzzo and Schieber [4] who gave a space \(O(n/2^{\sqrt{\lg(n)}})\), polynomial time algorithm. They are also able to give a time space tradeoff of space \(s\) where \(s > \lg^2 n\) and time \(2^{O(\lg^2(n/s))} \cdot \text{poly}(n)\). This time space tradeoff would require \(n^{1-o(1)}\) space to achieve \(n^{o(\lg n)}\) time. Our hypotheses are much weaker and only claim the non-existence of \(n^{o(\lg n)}\) time algorithms for \(O(\lg^2(n))\) space and \(O(\text{poly} \lg(n))\) space respectively.

We prove the following hardness for \(2k\)-cycle under Weak Savitch Hypothesis.

**Theorem 3.** Assuming Weak Savitch Hypothesis (WSH) solving \(k\)-cycle in undirected graphs in \(O(\lg n)\) space requires \(n^{\Omega(\lg k)}\) time.

Could we strengthen the hypotheses (Weak Savitch Hypothesis (WSH) and the Strong Savitch Hypothesis (SSH)) to state that there are no \(n^{1-c} \lg(n)\) time algorithms for any constant \(c > 0\), instead of merely saying there is no \(n^{o(\lg(n))}\) time algorithms? We prove that such a hypothesis would actually be false for randomized algorithms.

**Theorem 4.** There is a randomized algorithm for directed \(s-t\)-connectivity which runs in expected time \(n^{\lg n/2+o(\lg n)}\) and \(O(\lg^2(n))\) space.
Our randomized algorithm works as follows. First, for sufficiently short path lengths (up to \( \log(n) \)) we run Savitch’s algorithm as usual. For longer path lengths, instead of trying to find the middle vertex of the path we look for any vertex which is approximately in the middle. We show that this minor modification can actually speed up Savitch’s algorithm by a quadratic factor. Similar ideas were used by Zwick [19] to give algorithms for All pairs shortest paths problem in arbitrary space regime.

**Other Implications**

Our \( k' \)-cycle to \( 2k \)-cycle reduction \((k = k' \text{poly} \lg(k))\) has many more implications. We give lower bounds for sparse even-cycle detection by reducing Max-3-SAT to sparse even-cycle detection and give a tight combinatorial lower bound for sparse even-cycle. We achieve this by combining our reduction and previous hardness results for directed \( k \)-cycle [10].

- **Theorem 5.** If undirected \( 2k \)-cycle, for any large enough constant \( k \) can be solved in a graph \( G \) with \( m = O(n) \) in time \( O(m^{1.5 - \epsilon}) \) then Max-3-SAT can be solved in time \( O^*(2^{1 - \epsilon'})^n \).

We additionally present a very simple reduction from detecting odd \( k \)-cycles to detecting \( 2k \)-cycles. This reduction is inspired by a reduction from Dahlgaard et al. [5]. Our results here are tight, but only in the “combinatorial” regime. The notion of combinatorial algorithms is not formally defined, however, it is a commonly used notion (e.g. [10, 1]) which informally just excludes fast matrix multiplication as a subroutine (e.g. [6, 15]). The category of combinatorial algorithms considered generally assumes boolean matrix multiplication requires \( n^{1-o(1)} \) time, and attempts to capture algorithms that are fast in practice [16]. We can obtain a combinatorial lower bound for the undirected \( 2k \)-cycle detection of \( \Omega((m^{2-o(1)}) \) time, for all large enough constants \( k \), if the Combinatorial \( k \)-Clique Hypothesis is true.

Additionally for odd \( k \) we show a tight bound for combinatorial \( 2k \)-cycle detection. If you can detect \( 2k \)-cycles combinatorially in time \( m^{(1-\epsilon)2k/(k+1)} \) for some \( \epsilon > 0 \) then you violate the Combinatorial \( k \)-Clique Hypothesis. Dahlgaard et al. present an algorithm for all \( 2k \)-cycles that runs in time \( m^{2k/(k+1)} \). So for odd \( k \), we have a tight combinatorial lower bound for \( 2k \)-cycles.

**Previous Work**

Over the years, there have been many algorithmic results for the cycle detection problem. In arbitrary space, \( 2k \)-cycle can be solved in \( O(n^2) \) space as long as \( k \) is a constant [17]. This beats the matrix multiplication (\( n^\omega \) ) time algorithms for odd \( k \)-cycle detection assuming the matrix multiplication constant is larger than two (\( \omega > 2 \) ) [2]. Dahlgaard et al. give an algorithm for sparse even \( 2k \)-cycle detection which runs in \( O(m^{2k/(k+1)}) \) time, where \( m \) is the number of edges in the input graph [5]. These algorithms require \( \Omega(m) \) space to run. In very small space finding a \( k \)-cycle takes much longer, and as we show in this paper has a strong relationship to \( s-t \) connectivity in small space. Savitch’s algorithm solves \( s-t \) connectivity in space \( \log^2(n) \) in time \( n^{\log(n)-o(\log(n))} \) [12]. In this paper we present a randomized algorithm which runs in space \( \log^2(n) \) in time \( n^{\log(n)/2+o(\log(n))} \), improving over the Savitch algorithm. The problem of solving \( s-t \) connectivity in less than \( \log^2(n) \) space has also been explored. Gopalan et al. present a randomized time space tradeoff for the \( s-t \) connectivity problem where given \( \log^2(n) / \log(d) \) space they acheive a running time of \( O(n^{d\log(n)/\log(d)}) \) for \( d \in [2, n] \) [7].

While we provide a reduction from directed \( k \)-cycle for arbitrarily large \( k \) to even cycle, a previous paper reduced 3-cycle specifically to even cycle [5]. Their reduction technique inspired ours. They give a lower bound of \( m^{3/2-o(1)} \) for even cycle relying on a combinatorial
conjecture for the running time of 3-cycle detection. Notably, they assume no combinatorial \( n^{3-o(1)} \) algorithm exists for 3-cycle detection. We give a matching lower bound of \( m^{3/2-o(1)} \) using a non-combinatorial hypothesis.

Furthermore, our reduction gives an improved lower bound of \( m^{2-o(1)} \) using a combinatorial assumption. Giving a tight combinatorial lower bound for the even cycle problem. We give a combinatorial lower bound of \( m^{2k-1-o(1)} \) for the undirected \( 2k \)-cycle detection problem for odd \( k \). This is closely related to the running time of \( O(m^{2k/2(k+1)}) \) for the algorithm detecting even \( k \) cycles combinatorially by Dahlgaard et al. [5]. We can additionally use a simple reduction inspired by Dahlgaard et al. [5] and a reduction from \( k \)-clique to sparse \( k \)-cycle from previous work [10] to give a tight combinatorial lower bound for the \( 4k+2 \)-cycle problem. to give a lower bound of \( m^{2k/3-o(1)} \) for detecting \( 2k = 4k' + 2 \) cycles. This shows optimality of the Dahlgaard et al algorithm for half of all even \( k \)-cycle detection problems.

By giving a reduction from directed \( k' \)-cycle to \( 2k \)-cycle we can show \( n^{O(lg(k))} \) hardness for \( 2k \)-cycle in \( O(lg(n)) \) space. However, one can not show this hardness using the 3-cycle reduction of Dahlgaard et al., because 3-cycle has an \( O(n^3) \)-time logspace algorithm.

In the weaker model of \( AC_0 \) formulas a \( n^{lg(lg(k))} \) lower bound is known unconditionally for the \( \leq k \) connectivity problem [11].

Improving low-space algorithms for directed \( s-t \) connectivity is a longstanding open problem [14]. Barnes, Buss, Ruzzo and Schieber [4] gave a sublinear space \( O(n/2^{\sqrt{lg(n)}}) \), polynomial time algorithm. Even their results only give \( (lg \, n)^{O(lg \, n)} \) factor improvements over Savitch if we restrict to polylong space. Hence for polylong space they require \( n^{lg \, n(1-o(1))} \) time. Melkebeek and Prakriya [13] gave an unambiguous algorithm running in polynomial time and \( O(lg^{3/2} \, n) \) space. The time and space here are both better than the ones in our hypotheses but unambiguous Turing machines are possibly much more powerful then deterministic ones.

### Organization

In Section 2 we cover definitions and preliminaries. In Section 3 we present a faster \( s-t \) connectivity algorithm. In Section 4 we give our reduction between directed \( k \)-cycle and even \( k \)-cycle. In Section 5 we cover the implications of our reduction.

## 2 Preliminaries

We will always assume \( k \) in the \( k \)-cycle/walk problems to be a constant unless stated otherwise.

### Notation

We will use the notation \( \tilde{O}(f(n)) \) to suppress sub-polynomial factors \( (f(n)^{o(1)}) \).

### Definitions

- **Definition 6.** A \( k \)-cycle in a graph \( G \) is a set of \( k \) distinct vertices, \( x_1, \ldots, x_k \) in \( G \) such that the edges \( (x_1, x_2), \ldots, (x_{k-1}, x_k), (x_k, x_1) \) all exist in \( G \).

- A \( k \)-walk in a graph \( G \) is a set of \( k \) not necessarily distinct vertices, \( x_1, \ldots, x_k \) in \( G \) such that the edges \( (x_1, x_2), \ldots, (x_{k-1}, x_k) \) all exist in \( G \).

Throughout the paper we will take \( k \) to be a large enough constant. We will have runtimes of the form \( n^{\Theta(lg(k))} \) where \( \Theta \) hides a constant independent of \( k \); such notation only makes sense for \( k \) that can grow unboundedly.
We will assume throughout that all graphs are presented in adjacency list format. This is done for simplicity and not assuming this has no effect on our results.

- Reminder of Definition 1. The Weak Savitch Hypothesis (WSH) states that given a directed graph $G$ with $n$ nodes and two specified nodes $s$ and $t$ determining if a path exists from $s$ to $t$ requires $n^\Omega(\log(n))$ time if the algorithm can only use $O(\log^2(n))$ space.

- Reminder of Definition 2. The Strong Savitch Hypothesis (SSH) states that given a directed graph $G$ with $n$ nodes and two specified nodes $s$ and $t$ determining if a path exists from $s$ to $t$ requires $n^\Omega(\log(n))$ time if the algorithm can only use $O(\text{poly } \log(n))$ space.

Currently the best known algorithms for directed $s$-$t$ connectivity which run in time $n^{o(\log(n))}$ require $n^{1-o(1)}$ space [4].

### 3 Making Savitch run faster

#### 3.1 Savich’s Algorithm

We begin by recalling Savitch’s classical algorithm.

**Algorithm 1** Savitch’s Algorithm.

- **Input:** Graph $G = (V, E)$, vertices $s, t$, $k \geq 0$
- **Output:** If there exists a path of length at most $k$ from $s$ to $t$.

1: function $SA(G, s, t, k)$
2: if $k = 1$ then
3: Output TRUE if $(s, t) \in E$, otherwise FALSE
4: Let $|V| = n$.
5: for $v \in [n]$ do
6: if $SA(G, s, v, \lfloor k/2 \rfloor) \land SA(G, v, t, \lceil k/2 \rceil) = \text{TRUE}$ then
7: Output TRUE
8: end
9: Output $ret$

**Lemma 7** ([12]). Savitch’s algorithm solves directed $\leq k$-reachability in time $T_S(n, k) = \tilde{O}(n \log(k))$ using space $O(\log(k) \log(n))$.

Savitch’s Algorithm [12] solves the directed $s$-$t$ connectivity problem as follows. It considers the more general problem of $\leq k$ connectivity. $k = n$ is equivalent to $s$-$t$ connectivity. For determining if there is a path of length at most $k$ between $s$ and $t$, we guess the middle vertex $v$ in such a path, then recursively try to solve $\leq k/2$ connectivity for $(s, v)$ and $(v, t)$. This gives us the recurrence:

$$T(n, k) \leq n(2 \cdot T(n, k/2)) + \text{poly}(n)$$

with the base case $T(n, 1) = O(\text{poly}(n))$. This base case is unaffected by being in adjacency list format or adjacency matrix format. This solves to $T(n, n) = \tilde{O}(n^{\log_2 n})$.

We now turn improving the running time of $s$-$t$ connectivity in $O(\log^2(n))$ space.

Similarly to the Savich’s algorithm we will be guessing a node in the middle of the hypothetical path. However, Savich’s algorithm requires the node that is exactly in the middle of the path. In our algorithm we will accept a node that is approximately in the middle. There is a trade-off with approximating. By approximating we improve the probability of
an accept. Consider if we accepted any node that was with \( \epsilon_k \cdot k \) nodes of the true middle of a \( k \) length path, then we have a \( 2\epsilon_k/n \) probability of correctly guessing such a node. However, this approximation factor trades off how much progress we make with a correct guess. In Savitch’s Algorithm each correct guess halves the path length. In contrast, with an approximation factor of \( \epsilon_k \) we divide the path into the less favorable \( 1/2 - \epsilon_k \) and \( 1/2 + \epsilon_k \) split. This trade-off is optimal when \( \epsilon_k \) is approximately \( 1/\lg(n) \), so we accept any node that is in the middle \( 1/\lg(n) \) fraction of a \( k \) length path.

Our square-root speedup intuitively comes from improving the probability of correctly guessing from \( 1/n \) to \( k/(\lg(n) \cdot n) \). This approaches \( n \) as \( k \) approaches \( \lg(n) \), but achieves a huge savings when \( k \) is much larger than \( \lg(n) \).

\[ \text{Reminder of Theorem 4. There is a randomized algorithm for directed st-connectivity which runs in expected time } n^{k/n^2 + o(\lg(n))} \text{ and } O(\log^2(n)) \text{ space.} \]

**Proof.** For sufficiently short path lengths (up to \( \lg(n) \)) we run Savitch’s algorithm as usual. For longer path lengths, instead of trying to find the middle vertex of the path we look for any vertex which is approximately in the middle. We describe the algorithm in full detail below.

**Algorithm 2 Improved Savitch’s Algorithm.**

**Input:** Graph \( G = (V, E) \), vertices \( s, t \)

**Output:** If there exists a path from \( s \) to \( t \) in \( G \).

1: function \( ISA(G, s, t) \)
2: Output \( ISA_2 (G, s, t, n) \)
3: function \( ISA_2 (G, s, t, k) \)
4: if \( k \leq \lg(n) \) then
5: Output \( SA(G, s, t, k) \)
6: let \( V_r \) be a list of randomly sampled nodes from \( V \).
7: for \( v \in V_r \) do
8: if \( ISA_2 (G, s, v, k/2 + k/\lg(n)) \land ISA_2 (G, v, t, k/2 + k/\lg(n)) = \text{TRUE} \) then
9: Output \text{TRUE}
10: Output \text{FALSE}

In Savitch’s algorithm we try to guess the middle vertex in a path. Our improvement derives from the fact that we only look for a vertex which is approximately in the middle.

Savitch’s algorithm considers the subproblem of \( \leq k \) connectivity. We consider a more relaxed notion described below.

\( ISA_2 (G, s, t, k) \) returns \text{YES} if there exists a path of length at most \( k \) between \( s \) and \( t \) and returns \text{NO} if there is no path between \( s \) and \( t \). \( ISA_2 \) as implemented may return either \text{YES} or \text{NO} if there is a path from \( s \) to \( t \) but no path of length at most \( k \). Returning \text{YES} on larger length paths does not affect correctness as in \( st \)-connectivity we are only concerned about existence of a path, not a bounded length path.

Suppose there exists an at most \( k \) length path between \( s \) and \( t \). We guess a vertex \( v \) hoping that \( v \) is one of the middle \( 2\delta_k = 2k/\lg(n) \) vertices in this path. We will guess \( v \) uniformly at random. The probability of a correct guess is \( \epsilon_k = 2\delta_k/n \).

If our guess is correct distance between \((s, v)\) and \((v, t)\) are at most \( k/2 + \delta_k \) hence we can recurse on \( ISA_2 (G, s, v, k/2 + \delta_k) \) and \( ISA_2 (G, v, t, k/2 + \delta_k) \).

Let \( T(n, k, s, t) \) be the random variable which denotes the time for solving \( ISA_2 (G, s, t, k) \) using Algorithm 2.
Let $T_E(n, k) = \max_{s,t} \mathbb{E}[T(n, k, s, t)]$.

Setting $\delta_k = \max(k/(\lg n), 1)$ gives us the following recurrence for $k \geq \lg(n)$:

$$T_E(n, k) \leq \sum_{i=1}^{\infty} \Pr[i^{th} \text{ guess was the first correct guess}] \cdot i \cdot (2T_E(n, k/2 + \delta_k) + \text{poly}(n))$$

$$T_E(n, k) \leq \sum_{i=1}^{\infty} ((1 - \epsilon_k)^{i-1} \epsilon_k \cdot i \cdot (2T_E(n, k/2 + \delta_k) + \text{poly}(n))) .$$

We can rewrite this equation as:

$$T_E(n, k) \leq \left(\sum_{i=1}^{\infty} i \cdot (1 - \epsilon_k)^{i-1} \epsilon_k \right) \cdot (2T_E(n, k/2 + \delta_k) + \text{poly}(n))$$

$$\leq (1/\epsilon_k) \cdot (2T_E(n, k/2 + \delta_k) + \text{poly}(n))$$

$$\leq 2 \cdot (1/\epsilon_k) \cdot T_E(n, k/2 + \delta_k) + \text{poly}(n).$$

Now we can plug in $\epsilon_k = 2\delta_k/n$ and $\delta_k = \max(k/(\lg n), 1)$ to get the following:

$$T_E(n, k) \leq (n/\delta_k) \cdot T_E(n, k/2 + \delta_k) + \text{poly}(n)$$

$$\leq \frac{n \lg(n)}{k} \cdot T_E(n, k/2 + k/\lg(n)) + \text{poly}(n).$$

For $k \geq \lg(n)$, at each recursion step $k$ gets multiplied by $(1/2 + 1/\lg(n))$. Let $k_j$ denote its value after $j$ steps and $k_0$ denotes its initial value. For directed st connectivity $k_0 = n$.

For $k_0 = n$ and for $j \leq b = \lceil -\frac{\lg(n/\lg(n))}{\lg(1/2+1/\lg(n))} \rceil$ we have $k_j = k_0(1/2 + 1/\lg(n))^j = n(1/2 + 1/\lg(n))^j$ as for $j < b$, $n(1/2 + 1/\lg(n))^j > \lg(n)$. Note that $b$ is positive $(\lg(1/2 + 1/\lg(n)))$ is negative). Note that $k_b = n(1/2 + 1/\lg(n))^j \leq \lg(n)$.

$$T_E(n, n) \leq \left(\prod_{j=0}^{b-1} \frac{n \lg(n)}{k_j} \right) \cdot (T_E(n, k_b) + \text{poly}(n)).$$

As $k_j = n(1/2 + 1/\lg(n))^j$ for $j \leq b$ and $k_b \leq \lg(n)$

$$T_E(n, n) \leq \left(\prod_{j=0}^{b-1} \frac{n \lg(n)}{n(1/2 + 1/\lg(n))^j} \right) \cdot (T_E(n, \lg(n)) + \text{poly}(n)).$$

When we are looking for paths of length at most $\lg(n)$ we will call the original Savitch’s algorithm. So, $T_E(n, \lg(n)) = T_S(n, \lg(n)) = O(n^{\alpha(\lg(n))}) = n^{\alpha(\lg(n))}$ by Lemma 7. Recalling that $b$ is positive and $b = \lceil -\frac{\lg(n/\lg(n))}{\lg(1/2+1/\lg(n))} \rceil$:

$$T_E(n, n) \leq \left(\prod_{j=0}^{b-1} \frac{\lg(n)}{(1/2 + 1/\lg(n))^j} \right) \cdot (n^{\alpha(\lg(n))} + \text{poly}(n))$$

$$\leq \left(\frac{\lg(n)}{(1/2 + 1/\lg(n))^{b^2/2}} \right) \cdot (n^{\alpha(\lg(n))}).$$
As \( b = \left\lceil - \frac{\lg(n/\lg(n))}{\lg(1/2+1/\lg(n))} \right\rceil \), \( \lg^b(n) = o((\lg(n)) \) we have
\[
T_E(n, n) \leq (1/2 + 1/\lg(n))^{-b^2/2} \cdot n^{o(\lg(n))}
\]
\[
\leq 2^{-\frac{\lg^2(n)}{2\lg(1/2+1/\lg(n))}} \cdot n^{o(\lg(n))}
\]
\[
\leq 2^{-\frac{\lg^2(n)}{2\lg(1/2+1/\lg(n))}} \cdot n^{o(\lg(n))}
\]
\[
\leq 2^{-\frac{\lg^2(n)}{2\lg(1/2+1/\lg(n))}} \cdot n^{o(\lg(n))}
\]
\[
\leq 2^{-\frac{\lg^2(n)}{2\lg(1/2+1/\lg(n))}} \cdot n^{o(\lg(n))}
\]
\[
\leq n^{(\lg(n)/2+o(\lg(n)))}
\]
So \( T_E(n, n) \leq n^{(\lg(n)/2+o(\lg(n)))} \), giving the desired result.

\section{Reductions Between k-cycle Problems}

In this section we will give a reduction from directed \( k' \) cycle to \( 2k \) cycle, where \( k' \leq k/\lg^{O(1)}(k) \). This will allow us to give lower bounds for even cycle as well as odd cycle in the sparse setting. First, we will need a helper lemma about the existence of primes with appropriate properties.

\begin{lemma}
There exists a constant \( k^* \) such that \( \forall k \geq k^* \) we can write \( 2k = \sum_{i=0}^4 z_i r_i \) where \( z_i \in \mathbb{N}, r_i \leq \lg^{O(1)}(k), \sum |z_i r_i - 2k/5| \leq \lg^{O(1)}(k) \) and any four of \( r_i \)’s together have a common prime factor which does not divide \( k \).
\end{lemma}

\textbf{Proof.} Let \( p_i \) for \( 0 \leq i \leq 4 \) be distinct prime numbers which do not divide \( k \). By the prime number theorem we can take \( p_i \leq \lg^{2}(k) \) for large enough constant \( k \). Define \( r_i = \prod_{j \neq i} p_j \). This allows us to satisfy the requirements that \( r_i \leq \lg^{O(1)}(k) \) and any four of \( r_i \)’s together have a common prime factor which does not divide \( k \).

As the \( \gcd(r_j) = 1 \), by Eulid’s gcd algorithm there exists integers \( y_i \) such that \( 1 = \sum y_i r_i \) hence there exists integers \( z_i \) for which \( 2k = \sum z_i r_i \). Choose \( z_i \)’s such that \( \sum |z_i r_i - 2k/5| \) is minimized. Assume \( \sum |z_i r_i - 2k/5| > 10\lg^{11}(k) \). This implies that there exists a \( j, j' \) such that \( z_j r_j - 2k/5 > \lg^{11}(k) \) and \( z_j' r_j' - 2k/5 < -\lg^{11}(k) \). We can substitute \( z_j \) with \( z_j - p_j \) and \( z_j' \) with \( z_j' + p_j' \). This maintains the sum \( \sum z_i r_i = 2k \) as \( r_j p_j = r_j' p_j' \). The substitution decreases \( z_j r_j - 2k/5 \) by \( \prod p_i < \lg^{10}(k) < \lg^{11}(k) \) and increases \( z_j' r_j' - 2k/5 \) by \( \prod p_i < \lg^{10}(k) < \lg^{11}(k) \). Hence both \( |z_j r_j - 2k/5| \) and \( |z_j' r_j' - 2k/5| \) decrease while \( |z_i r_i - 2k/5| \) for \( i \neq j, j' \) remain the same. This gives a contradiction as we chose \( z_i \)’s to minimize \( \sum |z_i r_i - 2k/5| \). So we can assume that \( \sum |z_i r_i - 2k/5| \leq 10\lg^{11}(k) \). This also implies that for all \( i, z_i r_i > 2k/5 - \lg^{O(1)}(k) \) hence \( z_i > 0 \) for large enough \( k \).

Given a sparse graph \( G \) there are many possible ways for the input to be formatted. Given an adjacency list format there exist two different efficient algorithms for returning if \( (u, v) \) is an edge in the graph. If one is worried about space and not time (as we are in our \( O(\lg(n)) \) space lower bounds) there is a \( O(\lg(n)) \) space \( O(\lg(n)) \) time algorithm. Simply binary search through the adjacency list input to find \( (u, v) \). If one is worried about time and not space then one can hash the adjacency list giving a \( O(n) \) space data structure that has lookup time \( O(1) \). We don’t care about \( \lg(n) \) factors in our time and thus default to the \( O(\lg(n)) \) space and time algorithm.
Theorem 9. There exists a constant $k^*$ such that $\forall k \geq k^*$, there exists $k' \geq k/(\lg^{O(1)} k)$ such that a $n$-node, $m$ edge instance of directed $k'$ cycle can be reduced to $O(m)$ node, $O(m)$ edge instance of $2k$ cycle on graph $G$. Further any bit in the description of $G$ can be produced by a $O(\lg(n))$ space and $O(\lg(n))$ time.

Proof. Take $z_i$, $r_i$'s satisfying Lemma 8 for $k$. Set $k' = \sum z_i$. Let $G$ be an instance of directed $k'$ cycle with $n$ nodes and $m$ edges. We will first apply color coding using Lemma 20, to produce a $k'$ partite graph. This graph will only have edges between “adjacent” partitions. As explained in Lemma 20.

Let $s_i = \sum_{j<i} z_j$. We create a new graph $G'$ by replacing each directed edge in between the $s_i$ to the $s_{(i+1 \mod 5)}$ (cyclically) parts by a $r_i$ length path with undirected edges. As we are replacing $z_i$ partitions of edges by an $r_i$ length path this gives a natural partition of $G'$ with $\sum z_i r_i = 2k$ parts.

Number of nodes and edges in $G' \leq \max(r_i) \cdot m$

$\leq \lg^{O(1)}(k) \cdot m$ [By Lemma 8]

$\leq O(m)$ [As $k$ is a constant]

We will now show that the new graph $G'$ has a $2k$-cycle iff $G$ had a directed $k'$-cycle.

Each edge in the graph $G'$ is part of one of the introduced $r_i$ length paths. If one of the edges from an $r_i$ length path is used for a $2k$ cycle then all the edges in the path must be used as intermediate vertices in the path have no other edges that the edges in the path itself. Hence we can think of our $2k$ cycle as composed of meta-edges of lengths $r_i$. Suppose for constructing the $2k$ cycle we only use at most 4 out of the 5 possible $r_i$ lengths. Then we cannot construct a $2k$ cycle as these four $r_i$'s share a common prime factor which does not occur in $2k$. Hence we need to use all 5 possible $r_i$ lengths. Wlog we can assume that we start from $0^{th}$ partition. There are 2 approaches to hitting all 5 possible $r_i$ length paths:
1. Go around all the $2k$ partitions.
2. Do not go around all partitions.

For type 1, note that we can never back-track as otherwise we will have more than $2k$ edges. If we find a $2k$ cycle using type 1 without backtracking this exactly corresponds to a directed $k'$ cycle in $G$ by replacing all meta-edges by the corresponding edge of $G$.

For type 2 paths note that we must hit all of the 5 possible lengths.

Let group $i$ be the set of edges produced in $G'$ from the edges between the $s_i$ and $s_{i+1} \mod 5$ partitions in $G$. To pass from one side of group $i$ to the next requires passing through at least $z_i$ paths of length $r_i$. So passing from one side of group $i$ to the other requires a path of length at least $z_i r_i$.

To hit all possible lengths we must have at least one edge from all five groups. To pass through all five groups at minimum requires doubling back through three groups. To double back through a group requires two paths each of length $z_i r_i$. See Figure 2 for a depiction.

For simplicity understand $r_{i+c}$ and $z_{i+c}$ in the next equation to be $r_{(i+c) \mod 5}$ and $z_{(i+c) \mod 5}$ respectively. So the minimum length of a type two cycle is

$$\min_i \left( 2r_i + 2z_i r_i + 2z_i + 2r_{i+2} + 2z_i + 3 r_{i+3} + 2r_{i+4} \right).$$

By Lemma 8 $\sum |z_j r_j - 2k/5| < \log^{O(1)}(k)$, so $\sum |2z_j r_j - 4k/5| < 2 \log^{O(1)}(k)$.

Thus, $\sum_{j=i+1}^{i+3} |2z_j r_j - 4k/5| < 2 \log^{O(1)}(k)$. Finally giving

$$\sum_{j=i+1}^{i+3} 2z_j r_j \geq \frac{12}{5} k - 2 \log^{O(1)}(k) = 2.4k - 2 \log^{O(1)}(k) > 2k.$$ 

A type 2 $2k$-cycle, which doesn’t form a cycle through all partitions, must have length greater than $2k$. So, no such cycle exists.

Thus, the only $2k$-cycles in this graph correspond exactly to a directed $k'$-cycle in the original graph.

\[\square\]
5 Implications of k-Cycle Reductions

We now discuss the implications of the reduction from directed \( k' \)-cycle to undirected 2k-cycle. We will start by showing that the algorithms for 2k-cycle in \( \lg(n) \) space are tight up to constant factors in the exponent. Next, we will give lower bounds for 2k-cycle from Max-3-SAT.

5.1 2k-Cycle \( \lg(n) \) Space Algorithms are Tight

Given the Weak Savitch Hypothesis we can show that undirected 2k-cycle problems have nearly optimal algorithms.

In this section we give a reduction that, for all large enough \( k \), reduces directed \( k' \)-cycle to undirected 2k-cycle. That is, there is some constant \( k^* \) such that for all \( k > k^* \) we can reduce directed \( k' \)-cycle to undirected 2k-cycle. Furthermore, in our reduction \( k' = \Theta(k/\lg(k)) \). So, for all \( k > k^* \) we have that 2k-cycle reduces from directed \( \Theta(k/\lg(k)) \)-cycle.

Following Lemmas 10 and 11 are very similar to lemmas in previous work and are roughly folklore. We present their proofs for completeness.

\[\text{Lemma 10. If the Weak Savitch Hypothesis is true then } \leq k-\text{connectivity in an directed graph } G\text{ with } n\text{ nodes requires } n^{\Omega(\lg k)} \text{ time if we are restricted to } O(\lg n) \text{ space.}\]

Proof. We can consider the Savitch algorithm for determining if there is a path of length \( \leq \ell \) between two nodes in a graph with \( n \) nodes. The Savitch algorithm [12] as described in Section 3 has the following recurrence:

\[ T(n, \ell) \leq 2nT(n, \ell/2) + \text{poly}(n). \]

Where the standard base case is \( T(n, 1) = O(\lg(n)) \). This gives an algorithm running in time \( O(n^{\lg \ell} \text{poly}(n)) \).

If Weak Savitch Hypothesis is true then there exists some constant \( \epsilon \geq 0 \) such that no algorithm solving st connectivity (equivalent to \( \leq n \) connectivity) in \( \lg^2(n) \) space runs in time \( n^{\epsilon \lg(c\ell)} \).

If an algorithm for \( k \)-path runs in \( n^{o(\lg(k))} \) and \( O(\lg n) \) space then we can repeatedly use it to find an \( \leq \ell \) length path. Specifically, we will run the \( k \)-path algorithm where we treat an edge as existing if there is an \( \ell/k \) walk between two nodes. To determine if such an edge exists we will recurce. This gives us the following recurrence:

\[ T(n, \ell) \leq n^{o(\lg(k))}T(n, \ell/k) + \tilde{O}(1). \]

For \( \ell = n \), this recurrence gives us \( T(n, n) \leq n^{o(\lg(k))}k\lg(n) \). This running time can be simplified to \( O(n^{o(\lg(k))} \lg(n)/\lg(k)) \).

For all \( \epsilon \) there exists some sufficiently large but constant \( k \) such that \( o(\lg(k))/\lg(k) \leq \epsilon \) which contradicts the Weak Savitch Hypothesis.

\[\text{Lemma 11. Assuming Weak Savitch Hypothesis (WSH) directed, } k\text{-cycle cannot be solved in } O(\lg n) \text{ space and } n^{o(\lg k)} \text{ time.}\]

Proof. Suppose directed \( k \)-cycle is in \( O(\lg n) \) space and \( n^{o(\lg k)} \) time. Suppose we are given an instance of \( k-1 \)-walk \((G = (V, E), a, b)\). Construct a new graph \( G' \) with \( k \) copies of each vertex \( v \) named \( v_1, v_2, \ldots, v_k \). Add \( u_i, u_{i+1} \) as an edge. Add \((u_i, v_{i+1})\) as an edge in \( G' \) if \((u, v)\) was an edge in \( G \). Also add \((a_k, b_1)\) as an edge. Now there is a \( k \)-cycle in \( G' \) iff there was a \( k-1 \)-walk from \( a \) to \( b \) in \( G \). As the number of vertices in \( G' \) is \( kn \) and \( k \)
is a constant hence we have a $O(lg n)$ space and $n^{o(lg k)}$ time algorithm for (un)directed $k$-walk. By Lemma 10 this contradicts Weak Savitch Hypothesis (WSH). Note that we will not actually construct $G'$ instead we use $O(lg n)$ space and have a $O(lg n)$ time algorithm that serves as an oracle for $G'$.

Reminder of Theorem 3. Assuming Weak Savitch Hypothesis (WSH) solving $k$-cycle in undirected graphs in $O(lg n)$ space requires $n^{Ω(lg k)}$ time.

Proof. By Lemma 11 we know that $k'$-cycle in directed graphs cannot be solved in $O(lg n)$ space and $n^{o(lg k')}$ time algorithm for $k$-cycle in undirected sparse graphs for even $k$. Then let $k'$ be the largest integer satisfying the definition in Theorem 9. Then by Theorem 9 we can reduce directed $k'$-cycle to $k$-cycle and solve it in time $n^{o(lg k')} = n^{o(lg k')}$ because $k' ≥ k/lg^{O(1)}(k)$. Note that as in the reduction we can produce each bit in $O(lg(n))$ space and time $O(lg(n))$ our space and running time bounds are not affected. The reduction only increases the number of vertices by a constant factor and $k$ is large enough. Using Lemma 11 gives a contradiction.

Corollary 12. Assuming Weak Savitch Hypothesis (WSH) detecting $k$-cycles in undirected sparse graphs in $O(lg(n))$ space takes $n^{Θ(lg k)}$ time.

Proof. By Theorem 3 we have that $k$-cycle in log space requires $n^{Ω(lg k)}$ time. By Lemma 21 we have that $k$-cycle can be solved in log space and $n^{O(lg k)}$ time. Thus, the $k$-cycle problem requires $n^{Θ(lg k)}$ time, conditioned on WSH.

Note that we can replace the Weak Savitch Hypothesis with the Strong Savitch Hypothesis in these proofs. They will in fact make the statements stronger. If the Strong Savitch Hypothesis is true then $k$-cycle in undirected graphs cannot be solved in $O(poly lg(n))$ space and $n^{o(lg k)}$ time.

5.2 Even Cycle Lower Bounds From Max-CSP

Previous work [10] has connected efficiently detecting directed $k$-cycles in sparse graphs with solving the Max-$L$-SAT problem [10]. In fact, this work connects directed $k$-cycle detection to Max-$L$-CSP problems, where every clause is representable by a $L$ degree Boolean polynomial. In this section we will limit our focus to the Max-$3$-SAT and Max-$L$-SAT problems.

If, for some particular constant $L$, one believes that the Max-$L$-SAT problem requires $2^{n(1−o(1))}$ time, then from this we get a super linear lower bound for constant length even cycle. In fact, we get a super linear lower bound for constant length undirected even cycle in sparse graphs where $m = O(n)$. Such a super linear lower bound for undirected even cycle has not previously been obtained.

Our reduction provides a lower bound for sparse undirected even cycle from assumptions made about difficult exponential time Constraint Satisfaction Problems (CSPs). Notably, we are able to provide super linear lower bounds for even cycles from assumptions stated in the paper of Lincoln, Vassilevska Williams and Williams [10].

Theorem 13 (Sparse Directed $k$-Cycle is Hard [10]). If directed $k$-cycle, for any large enough $k$, can be solved in a graph $G$ in time $O(m^{c_k−\epsilon})$, where $c_k = k/(k − [k/3] + 1)$ then max-$3$-SAT can be solved in time $O^*(2^{(1−\epsilon')n})$. 

▶ Theorem 13 (Sparse Directed $k$-Cycle is Hard [10]). If directed $k$-cycle, for any large enough $k$, can be solved in a graph $G$ in time $O(m^{c_k−\epsilon})$, where $c_k = k/(k − [k/3] + 1)$ then max-$3$-SAT can be solved in time $O^*(2^{(1−\epsilon')n})$. 


Using our reduction and the above theorem we can provide a lower bound for undirected sparse cycle.

**Reminder of Theorem 5.** If undirected 2k-cycle, for any large enough constant k can be solved in a graph G with m = O(n) in time \( O(m^{1.5−\varepsilon}) \) then max-3-SAT can be solved in time \( O^*(2^{(1−\varepsilon)n}) \).

**Proof.** By applying Theorem 9 we transform an input graph into one that has \( m = O(n) \). Furthermore, it shows that if undirected 2k-cycle, for all constant k, can be solved in time \( O(m^{1.5−\varepsilon}) \) then, there exists an infinite sequence of increasing odd cycle lengths solved in time \( O(m^{1.5−\varepsilon}) \).

Given an infinite increasing sequence of odd cycle lengths they solve the same length of directed cycle. Then, there exists some \( k \geq \frac{1}{3} \geq \frac{1}{2} \) which, if solved in \( O(m^{1.5−\varepsilon}) \) time is solved faster than \( O(m^{\frac{k}{k−[k/3]+1}}) \), where \( c_k = k/(k−[k/3]+1) \) time. Thus, undirected even cycle can not be solved in time \( O(m^{1.5−\varepsilon}) \).

We can give a more precise result due to our reduction’s tight relationship between \( k' = \lg O^{(1)}(k)k \). Note that 2k-cycle can be reduced to \( k' \)-cycle where \( k' = \Theta(2k/\lg O^{(1)}(2k)) \) then. Given this 2k-cycle requires \( O(m^{c_k'}−o(1)) \), where \( c_{k'} = k'/(k'−[k'/3]+1) \). Thus we have that 2k-cycle requires at least \( \Omega(n^{1.5−O(\lg O^{(1)}(k)/k)}) \) time.

We would like to note that no super-linear hardness was known for even cycles prior to this. And, here, we have connected the hardness of even cycles to that of Max-3-SAT.

We would further like to note that we can combine our reduction with the more general result of [10], which gets super linear hardness for directed cycle from Max-L-SAT. Max-L-SAT is more believably \( 2^{n−o(n)} \) hard the larger \( L \) is. From Max-L-SAT we continue to show super-linear hardness for undirected 2k-cycle problems. However, instead of showing \( O(m^{1.5−O(1)}) \) hardness the result is instead \( O(m^{\frac{k}{k−[k/3]+1}}−o(1)) \) hardness.

### 5.3 Combinatorial Even Cycle Lower Bounds From the Combinatorial K-Clique Conjecture

Abboud, Backurs and, Vassilevska Williams present the Combinatorial k-Clique Hypothesis (CKCH) [1]. First, what is a **combinatorial algorithm**? In her survey Vassilevska Williams defines it as follows: “The desire for more practical algorithms motivates the notion of “combinatorial” algorithms. This notion is not well-defined, however it roughly means that the runtime should have a small constant in the big-O, and that the algorithm is feasibly implementable.[16]” Generally, combinatorial assumptions assume that matrix multiplication requires \( n^{3−o(1)} \) time, that is there is no fast matrix multiplication allowed. Given this context, we now re-produce the Combinatorial k-Clique Hypothesis from [1].

**Definition 14 (Combinatorial k-Clique Hypothesis [1]).** Let \( C \) be the smallest constant such that a combinatorial algorithm running in \( O(n^{ck/3}) \) time exists for detecting a k-clique in a \( n \) node \( O(n^2) \) edge graph, for all sufficiently large constants \( k \).

The Combinatorial k-Clique Hypothesis states that \( C = 3^1 \).

More informally, no \( O(n^{k(1−\varepsilon)}) \) combinatorial algorithm exists for the k-clique problem.

We can once again use the k-clique to k-cycle reduction of Lincoln, Vassilevska Williams and Williams [10]. Their reduction is itself combinatorial.
Theorem 15 (Combinatorial Sparse $k$-Cycle Lower Bound [10]). Detecting a directed odd $k$-cycle in a graph with $n$ nodes and $m = n^{(k+1)/(k-1)}$ in time $O((nm)^{(1-\epsilon)}) = O(m^{(1-\epsilon)2k/(k+1)}) = O(n^{(1-\epsilon)2k/(k-1)})$ for any constant $\epsilon > 0$ violates the Combinatorial $k$-Clique Hypothesis.

Corollary 16. Detecting a directed $k$-cycle in a graph with $n$ nodes and $m = n^{k/(k-2)}$ in time $O((nm)^{(1-\epsilon)}) = O(m^{(2k-2)/k})$ for any constant $\epsilon > 0$ violates the Combinatorial $k$-Clique Hypothesis.

Proof. There is an immediate reduction from directed $k$-cycle to directed $k + 1$-cycle that adds $O(n)$ edges to the graph to get a lower bound for even $k$. For odd $k$ we have a better lower bound.

Recall that Dahlgaard et al. have an algorithm for even $k$-cycle detection that runs in $\tilde{O}(m^{2k/(k+1)})$ time [5]. We will show that this algorithm is optimal for even $k > 3$ that are twice an odd number. That is, the half of even numbers represented by $4k + 2$ for integer $k \geq 1$.

Theorem 17. Let $2k = (4k' + 2)$ for some constant integer $k'$. Detecting $2k$-cycles combinatorially requires time $m^{(1-o(1))2k/(k+1)}$ if the Combinatorial $k$-Clique Hypothesis is true.

Proof. We will start with Theorem 15. Note that $2k' + 1$ is odd. Take the directed instance and use color coding to produce a $2k' + 1$-partite undirected instance. Furthermore, this graph is a $2k' + 1$-cycle graph. That is, partition $P_i$ only has edges to partitions $P_{(i-1 \mod (k'+1))}$ and $P_{(i+1 \mod (k'+1))}$.

To solve an undirected odd $2k' + 1$-cycle problem in a $2k' + 1$-cycle graph we will create an instance of $4k' + 2$-cycle by replacing every edge $(u,v)$ with a node, $x_{uv}$, and two edges $(u,x_{uv},v)$.

Any $4k' + 2$-cycle in this new graph with contain $2k' + 1$ $x_{uv}$ type nodes. In fact these $x_{uv}$ type nodes will be every other node. If an $x_{uv}$ type node is in a cycle so are $u$ and $v$. So, a $4k' + 2$ length path will look like $v_1,x_{v_1v_2},v_2,x_{v_2v_3},v_3,\ldots,v_{2k'},x_{v_{2k'}+v_{2k'+1}},v_{2k'+1}$. The existence of a $4k' + 2$ length path in our new graph corresponds exactly to there being a $2k' + 1$ length path in the original graph.

Theorem 15 tells us that there is a $m^{(4k'+2)/(2k'+2)-o(1)}$ combinatorial lower bound if Combinatorial $k$-Clique Hypothesis is true. In our new graph $m$ has grown by a factor of only two. If we plug in $2k = 4k' + 2$ we get the desired lower bound of $m^{2k/(k+1)-o(1)}$ from Combinatorial $k$-Clique Hypothesis.

The above result works for specific even cycles i.e. when $2k = 4k' + 2$, next we prove a lower bound which holds for $2k$ cycles for all large enough $k$.

Corollary 18. If there exists a constant $\epsilon > 0$ such that for some $k > \frac{2}{\delta}$ directed $k$-cycle can be detected in $O(m^{2-\epsilon})$ time using a combinatorial algorithm then the Combinatorial $k$-Clique Hypothesis is violated.

Proof. For $k > \frac{2}{\delta}$, $m^{2-\epsilon} = O(m^{(2k-2)/(k(1-\delta))})$ for some constant $\delta$. So, by Corollary 16 such an algorithm would violate the Combinatorial $k$-Clique Hypothesis.

See the discussion after Hypothesis 1.3 in the introduction of Lincoln, Vassilevska Williams and Williams [10].
Theorem 19. Assume the Combinatorial $k$-Clique Hypothesis. Then, for all constant $\epsilon > 0$ there exists a $k_0$ such that for all $k \geq k_0$ even $2k$-cycles in an undirected graph with $n$ nodes and $m = O(n)$ edges requires $\Omega(m^{2-\epsilon})$ time.

Proof. By Theorem 9 there exists a $k' \geq k/(\lg^{O(1)} k)$ such that if directed $k'$ cycle requires $\Omega(m^{2-\epsilon})$ then so does undirected $2k$ cycle on a graph with $O(m)$ vertices and $O(m)$ edges.

As long as $k' = k/(\lg^{O(1)} k) > 2/\epsilon$ we know that directed $k'$ cycle is $\Omega(m^{2-\epsilon})$ hard. As for a large enough $k$, $k/(\lg^{O(1)} k) > 2/\epsilon$ we have that for large enough $k$ undirected $2k$ cycle on graphs with $m = O(n)$ requires $\Omega(m^{2-\epsilon})$ time.

Note that for all constant $k$ there exist $O(n^2)$ combinatorial algorithms for undirected $2k$-cycle [17]. So, this suggests that these algorithms are optimal, for combinatorial algorithms for all large enough $k$.

6 Conclusion

We present a faster algorithm for small space cycle detection. We also present lower bounds for the efficiency of $k$-cycle in this small space regime. We show the running time of odd as well as even $k$-cycle must grow as $n^{\Omega(\lg k)}$ when given only $O(\lg^2(n))$ space.

There are many future directions of research. We leave open several algorithms questions as well as questions about lower bounds.

While we get tight upper and lower bounds in the regime we consider, there are many open questions about $k$-cycle outside of this regime. What is the space-time trade-off for these $k$-cycle algorithms when the space available is polynomial in $n^2$? For example, how efficient are algorithms when given $n^{1/8}$ space? Additionally, our results apply to large constant $k$, but do not imply statements for specific fixed $k$. What are the fastest small space algorithms for $k = 3, 4, 5, \ldots$? Finally, our results are not very fine-grained, we are agnostic to the specific constants in the exponents of these algorithms. So, what is the specific constant? Can $k$-cycle algorithms be solved in small space in $n^{\lg(k)/2}$ time? $n^{\lg(k)/100}$ time?

We also leave open related algorithmic questions about $s t$ connectivity in small space. We present a $s t$ connectivity algorithm in small space which runs in $n^{\lg(n)/2}$ expected time. Can a deterministic algorithm have the same running time? What are the fastest randomized and deterministic algorithms for the $s t$ connectivity problem?

We leave open lower bounds questions as well. Can we find matching, or at least non-trivial, lower bounds for $k$-cycle algorithms in small polynomial space. Relatedly, we get combinatorial lower bounds for even cycle in arbitrary space. Can one find tight non-combinatorial lower bounds for even cycle in arbitrary space?
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A Basic Lemmas for the Paper

The ideas in various lemmas below are not novel. These are just important working lemmas for the rest of the paper. We cite lemmas we use directly. For those lemmas that are variations on previous work we attempt to reference where the ideas came from.

We will be using color coding to simplify many proofs. To see an example of the output graphs from color coding look at Figure 3.

Lemma 20 (Color Coding [3]). Let $E$ be the edge set of the graph $G$. Given a graph $G$ one can produce $c = \lg(n)^k$ graphs $G_1, \ldots, G_c$ in $\tilde{O}(|E|)$ time such that:

- each graph has $k$ partitions $P_1, \ldots, P_k$ and edges exist only between $P_i$ and $P_{i+1 \mod k}$,
- each graph $G_i$ has at most $|E|$ edges and $|V|$ vertices,
- if and only if $G$ contains a $k$-cycle, at least one of the graphs $G_i$ will contain a $k$-cycle,
- and finally if $G$ contains a $k$-cycle in at least one of the graphs $G_i$ the $k$ cycle will have one node from every partition.

Figure 3 An example of the output of color coding with five colors. There are five partitions and the partitions are themselves in a cycle.

Lemma 21. An algorithm exists to detect if a directed $k$-cycle exists using the edge $(s, t)$ in a graph $G$ with $n$ nodes and $O(n^2)$ edges in time $n^{O(\lg(k))}$ using space $O(\lg(k) \lg(n))$.

Proof. If a non-colorful cycle we start by using the color coding Lemma 20, to produce graphs with $k$ partitions such that our $k$-cycle, if it exists, uses one node from each partition in one of these graphs. We consider only the color coded graphs where $s$ and $t$ are in partitions $V_1$ and $V_k$ respectively. If we start with colorful $k$-cycle then we simply use the colors themselves for color coding.

Now, if we could detect if a $k$-path exists between $s$ and $t$ which uses one node from every partition we are done. To do this we will guess, in sequence, each of the $n$ possible choices of nodes that could be in the middle partition. Then, we will recursively solve this same colorful path problem on both shorter paths. The running time of this algorithm is given by the following recurrence with base case $T(n, 2) = n^{O(1)}$:

$$T(n, k) = n2T(n, k/2) + O(1).$$

Solving this recurrence gives us $T(n, k) = 2^\lg(k) n^{\lg(k)} n^{O(1)}$. When simplified we find $T(n, k) = n^{\lg(k)} n^{o(\lg(k))} = n^{O(\lg(k))}$. This gives us the desired result.

Keeping these guesses in memory requires $\lg(n)$ bits per guess of a node and we must track $O(\lg(k))$ guesses at a time. This gives us $O(\lg(k) \lg(n))$ space.

The above lemma is using the same ideas as Savitch [12].
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Abstract

We present an elementary way to transform an expander graph into a simplicial complex where all high order random walks have a constant spectral gap, i.e., they converge rapidly to the stationary distribution. As an upshot, we obtain new constructions, as well as a natural probabilistic model to sample constant degree high-dimensional expanders.

In particular, we show that given an expander graph $G$, adding self loops to $G$ and taking the tensor product of the modified graph with a high-dimensional expander produces a new high-dimensional expander. Our proof of rapid mixing of high order random walks is based on the decomposable Markov chains framework introduced by [11].
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1 Introduction

Expander graphs are graphs which are sparse, yet well-connected. They play important roles in applications such as the construction of pseudorandom generators and error-correcting codes [23]. Motivated by both purely theoretical questions, such as the topological overlapping problem, and applications in computer science, such as PCPs, a generalization of expansion to high dimensional complexes has recently emerged. We work with $d$-dimensional complexes, which not only have vertices and edges, but also hyperedges of $k$ vertices, for any $k \leq d + 1$. Whereas in the one-dimensional world of graphs, the properties of edge expansion, spectral
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expansion and rapid mixing of random walks are equivalent, their generalization to several different characterizations of “expansion” have been developed for these high–dimensional complexes. In particular, the high-dimensional extension of spectral expansion is simple to state, and implies rapid mixing of high order walks [14] and agreement expanders [6].

We construct bounded-degree high–dimensional expanders of all constant–sized dimensions, where the high order random walks have a constant spectral gap, and thus mix rapidly. We base our HDX’s from existing T-regular one-dimensional constructions, which can be sampled readily from the space of all T-regular graphs. This endows a natural distribution from which we can sample HDX’s of our construction as well. After the first version of this paper was written, it was brought to our notice by a reviewer that the construction in this paper has been previously discussed in the community. Nevertheless, a contribution of our work is a rigorous analysis of the expansion properties of this construction.

One sufficient, but not necessary criterion that implies rapid mixing is spectral, which comes from the graph theoretic notion below.

Definition 1 (Informal). A \(d\)-dimensional \(\lambda\)-spectral expander is a \(d\)-dimensional simplicial complex (i.e. a hypergraph whose faces satisfy downward closure) such that

- (Global Expansion) The vertices and edges (sets of two vertices) of the complex constitute a \(\lambda\)-spectral expander graph,
- (Local Expansion) For every hyperedge \(E\) of size \(\leq d - 1\) in the hypergraph, the vertices and edges in the “neighborhood” of \(E\) also constitute a \(\lambda\)-spectral expander. (The precise definition of “neighborhood” will be discussed later.)

Most known constructions of bounded-degree high–dimensional spectral expanders are heavily algebraic, rather than combinatorial or randomized. In contrast, there are a wealth of different constructions for bounded-degree (one-dimensional) expander graphs [10]. Some of these are also algebraic, such as the famous LPS construction of Ramanujan graphs [19], but there are also many simple, probabilistic constructions of expanders. In particular, Friedman’s Theorem says that with high probability, random \(d\)-regular graphs are excellent expanders [8].

Unfortunately, random \(d\)-dimensional hypergraphs with low degrees are not \(d\)-dimensional expander graphs. For a hypergraph with \(n\) vertices, we need a roughly \(n \left(\log n \over n\right)^{1/d}\) -degree Erdos-Renyi graph to make the neighborhood of every hyperedge of size \(\leq d - 1\) to be connected with high probability. While random low degree hypergraphs are not high–dimensional expanders, our construction provides simple probabilistic high–dimensional expanders of all dimensions.

1.1 Summary of our results

Construction

We construct an \(H\)-dimensional simplicial complex \(Q\) on \(n \cdot s\) vertices, from a graph \(G\) of \(n\) vertices and a (small) \(H\)-dimensional complete simplicial complex \(B\) on \(s\) vertices. To construct \(Q\), we replace each vertex \(v\) of \(G\) with a copy of \(B\) which we denote \(B_v\). Denote the copy of a vertex \(w \in B\) in \(B_v\) by \((v, w)\). The faces of \(Q\) are chosen in the following way: for every face \(\{w_1, w_2, \ldots, w_k\}\) in \(B\), add it \(\{v_1, w_1\}, \{v_2, w_2\}, \ldots, \{v_k, w_k\}\) to the complex, where for some edge \(e\) in \(G\), the vertices \(v_1, \ldots, v_k\) are each one of the endpoints of \(e\); in particular there are 2 choices for each \(v_i\). The main punchline of our work is that when \(G\) is a (triangle-free) expander graph, the high order random walks on \(Q\) mix rapidly. Specifically, we prove:
Theorem 2 (Main theorem, informal version of Theorem 35). Suppose $G$ is a triangle-free expander graph with two-sided spectral gap $\rho$. For every $k$ such that $1 \leq k < H$, there is a constant $C$ depending on $k, H, s, \rho$, but independent of $n$ such that the Markov transition matrix for the up-down walk on the $k$-faces of $Q$ has two-sided spectral gap $C$.

First attempt at proving rapid mixing of high order random walks

[13], which introduced the notions of up-down and down-up random walks, and subsequent works [6, 14, 15, 1] developed and followed the “local-to-global paradigm” to prove rapid mixing of high order random walks. In particular, each of these works would:
A. Establish that all the links of a relevant simplicial complex have “small” second eigenvalue.
B. Prove or cite a statement about how rapid mixing follows from small second eigenvalues of links (such as Theorem 4).

Then, step A and step B together would imply that the up-down and down-up random walks on the simplicial complexes they cared about mixed rapidly. This immediately motivates first bounding the second eigenvalue of the links of our construction, and applying the quantitatively strongest known version of the type of theorem alluded to in step B. Thus, in Section 4 we analyze the second eigenvalue of all links of $Q$ and prove:

Theorem 3 (Informal version of Theorem 37). The two-sided spectral gap of every link in $Q$ is bounded by approximately $\frac{1}{2}$.

And the “quantitatively strongest” known “local-to-global” theorem is

Theorem 4 (Informal statement of [14, Theorem 5]). If the second eigenvalue of every link of a simplicial complex $S$ is bounded by $\lambda$, then the up-down walk on $k$-faces of $S, S_k^{\uparrow \downarrow}$, satisfies:

$$\lambda_2(S_k^{\uparrow \downarrow}) \leq \left(1 - \frac{1}{k+1}\right) + k\lambda.$$ 

Observe that the upper bound on the second eigenvalue of all links must be strictly less than $\frac{1}{k+1}$ to conclude any meaningful bounds on the mixing time of the up-down random walk. Thus, unfortunately, Theorem 3 in conjunction with Theorem 4 fails to establish rapid mixing.

Hence, we depart from the local-to-global paradigm and draw on alternate techniques.

Decomposing Markov chains

Each $k$-face of $Q$ is either completely contained in a cluster $\{(v, ?)\}$ for a single vertex $v$ in $G$, or straddles two clusters corresponding to vertices connected by an edge, i.e., is contained in $\{(v, ?)\} \cup \{(u, ?)\}$. Consider performing an up-down random walk on the space of $k$-faces of $Q$ (henceforth $Q_k^{\uparrow \downarrow}$). If we record the single cluster or pair of clusters containing the $k$-face the random walk visits at each timestep, it would resemble:

$\{17, 19\} \rightarrow \{17, 19\} \rightarrow \{17\} \rightarrow \{17\} \rightarrow \{17, 155\} \rightarrow \{17, 155\} \rightarrow \{17, 155\} \rightarrow \{17, 155\} \rightarrow \{155, 203\} \rightarrow \{155, 203\} \rightarrow \{155, 203\} \rightarrow \{155, 203\} \rightarrow \{203\} \rightarrow \{6, 203\} \rightarrow \{6, 203\} \rightarrow \cdots$

In the above illustration of a random walk, let us restrict our attention to the segment of the walk where the $k$-faces are all contained in, say, the pair of clusters $\{155, 203\}$. Intuitively, we expect the random walk restricted to those $k$-faces to mix rapidly and also exit the set...
quickly by virtue of the state space being constant-sized. In particular, if we keep the random walk running for \( t \approx C \log n \) steps for some large constant \( C \), it would seem that the number of “exit events”\(^1\) is roughly \( \alpha \cdot C \log n \) for some other constant \( \alpha \). The sequence of “exit events” can be viewed as a random walk on the space of edges and vertices of \( G \), and since there are many steps in this walk, the expansion properties of \( G \) tell us that the location of the random walk after \( t \) steps is distributed according to a relevant stationary distribution. In light of these intuitive observations of rapidly mixing in the walks within cluster pairs and also rapidly mixing in a walk on the space of cluster pairs, one would hope that the up-down walk on \( k \)-faces mixes rapidly.

This hope is indeed fulfilled and is made concrete in a framework of Jerrum et al. [11]. In their framework, there is a Markov chain \( M \) on state space \( \Omega \). They show that if \( \Omega \) can be partitioned into \( \Omega_1, \ldots, \Omega_\ell \) such that the chain “restricted” (for some formal notion of restricted) to each \( \Omega_i \), and an appropriately defined “macro-chain” (where each partition \( \Omega_i \) is a state) each have a constant spectral gap, then the original Markov chain \( M \) has a constant spectral gap as well. Our proof of the fact that \( Q_{k}^{\uparrow \downarrow} \) has a constant spectral gap utilizes this result of [11]. This framework of decomposable Markov chains is detailed in Section 2.2.1, and the analysis of the spectral gap of the down-up random walk\(^2\) is in Section 5.

1.2 Related Work

While high–dimensional expanders have been of relatively recent interest, already many different (non-equivalent) notions of high–dimensional expansion have emerged, for a variety of different applications.

The earliest notions of high–dimensional expansion were topological. In this vein of work, [17, 9] introduced coboundary expansion, [7] defined cosystolic expansion, and [7, 12] defined skeleton expansion. To our knowledge, most existing constructions of these types of expanders rely on the Ramanujan complex. We refer the reader to a survey by Lubotzky [18] for more details on these alternate notions of high dimensional expansion and their uses.

To describe notions of high dimensional expansion that are relevant to computer scientists, we need to first highlight a key property of (one-dimensional) expander graphs–that random walks on them mix rapidly to their stationary distribution. The notion of a random walk on graphs was generalized to simplicial complexes in the work of Kaufman and Mass [13] to the “up-down” and “down-up” random walks, whose states are \( k \)-faces of a simplicial complex. They were interested in bounded–degree simplicial complexes where the up-down random walk mixed to its stationary distribution rapidly. They then proceed to show that the known construction of Ramanujan complexes from [20] indeed satisfy this property.

A key technical insight in their work that the rapid mixing of up-down random walks follows from certain notions of \textit{local spectral expansion}, i.e., from sufficiently good \textit{two-sided} spectral expansion of the underlying graph of every link. A quantitative improvement between the relationship between the two-sided spectral expansion of links and rapid mixing of random walks was made in [6], and this improvement was used to construct agreement expanders based on the Ramanujan complex construction. Later, [14] showed that one-sided spectral expansion of links actually sufficed to derive rapid mixing of the up-down walk on \( k \)-faces.

\(^1\) Transitions like \( \{17, 19\} \rightarrow \{17\} \), \( \{155\} \rightarrow \{155, 203\} \), and so on.

\(^2\) Which is actually equivalent to proving a spectral gap on the up-down random walk but is more technically convenient. See Fact 33.
1.2.1 HDX Constructions

Although this combinatorial characterization of high-dimensional expansion is slightly weaker than some of the topological characterizations mentioned above, few constructions are known for bounded degree HDX’s with dimension $\geq 2$. Most of these rely on heavy algebra. In contrast, for one-dimensional expander graphs, there are a wealth of different constructions, including ones via graph products and randomized ones. [8] states that even a random $d$-regular graph is an expander with high probability.

The most well-known construction of bounded-degree high-dimensional expanders are the Ramanujan complexes [20]. These require the Bruhat-Tits building, which is a high-dimensional generalization of an infinite regular tree. The underlying graph has degree $q^{O(d^2)}$, where $q$ is a prime power satisfying $q \equiv 1 \pmod 4$. The links can be described by spherical buildings, which are complexes derived from subspaces of a vector space, and are excellent expanders.

Dinur and Kaufman showed that given any $\lambda \in (0,1)$, and any dimension $d$, the $d$–skeleton of any $d + \lceil 2/\lambda \rceil$–dimensional Ramanujan complex is a $d$–dimensional $\lambda$–spectral expander [6]. Here, the degree of each vertex is $(2/\lambda)^{O((d+2/\lambda)^2)}$. In other words, they “truncate” the Ramanujan complexes, throwing out all faces of size greater than some number $k$. Their primary motivation was to obtain agreement expanders, which find uses towards PCPs.

Recently, Kaufman and Oppenheim [15] present a construction of one-sided high-dimensional expanders, which are coset complexes of elementary matrix groups. The construction guarantees that for any $\lambda \in (0,1)$ and any dimension $d$, there exists an infinite family of high-dimensional expanders $\{X_i\}_{i \in \mathbb{N}}$, such that (1) every $X_i$ are $d$–dimensional $\lambda$–one-sided–expander; (2) every $X_i$’s 1-skeleton has degree at most $\Theta \left( \sqrt{\frac{(1/\lambda + d-1)(d+2)}{2\log (1/\lambda + d-1)}} \right)$; (3) as $i$ goes to infinity the number of vertices in $X_i$ also goes to infinity.

Even more recently, Chapman, Linial, and Peled [5] also provided a combinatorial construction of two-dimensional expanders. They construct an infinite family of $(a,b)$-regular graphs, which are $a$-regular graphs whose links with respect to single vertices are $b$-regular. The primary motivation for their construction comes from the theory of PCPs. They prove an Alon-Boppana type bound on $\lambda_2(G)$ for any $(a,b)$-regular graph, and construct a family of graphs where this bound is tight. They also build an $(a,b)$-regular two-dimensional expander using any non-bipartite graph $G$ of sufficiently high girth; they achieve a local expansion only depending on the girth, and the global expansion depending on the spectral gap of $G$. Like ours, their construction also resembles existing graph product constructions of one-dimensional expanders.

2 Preliminaries and Notation

2.1 Spectral Graph Theory

While we can describe our constructions combinatorially, our analysis of both the mixing times of certain walks as well as the local expansion will heavily rely on understanding graph spectra.

Definition 5. For an edge-weighted directed graph $G$ on $n$ vertices, we use $\text{Adj}(G)$ to denote its (normalized) adjacency matrix, i.e. the matrix given by

$$\text{Adj}(G)_{(u,v)} = \frac{1_{(u,v) \in E(G)} \cdot w((u,v))}{\sum_{v : (u,v) \in E(G)} w((u,v))}$$

and write its (right) eigenvalues as

$$1 = \lambda_1(G) \geq \lambda_2(G) \geq \ldots \geq \lambda_n(G) \geq -1.$$
Let $\text{Spectrum}(G)$ to indicate the set \{\lambda_i(G)\}. We write $\text{OneSidedGap}(G)$ for the spectral gap of $G$, which is the quantity $1 - \lambda_2(G)$. Graphs with $\text{OneSidedGap}(G) \geq \mu$ are one-sided $\mu$-expanders.

Most of the graphs we analyze achieve a stronger condition; that the second largest eigenvalue magnitude is not too large. Formally, we write of $M$ as the quantity $1 - |\lambda_2|$, which is the quantity $1 - |\lambda_2|$. Graphs with $\text{TwoSidedGap}(G) \geq \mu$ are two-sided $\mu$-expanders.

\begin{itemize}
\item Remark 6. For an undirected weighted graph, we simply have $w(u, v) = w(v, u)$, and use this to define the adjacency matrix the same way.
\end{itemize}

### 2.1.1 Graph Tensors

Our construction can roughly be described as a tensor product, defined below.

**Definition 7.** The tensor product $G \times H$ of two graphs $G$ and $H$ is given by

1. Vertex set $V(G \times H) = V(G) \times V(H)$,
2. Edge set $E(G \times H) = \{(u_1, v_1), (u_2, v_2) : (u_1, u_2) \in E(G) \text{ and } (v_1, v_2) \in E(H)\}$.

The adjacency matrix $\text{Adj}(G \times H)$ is the tensor (Kronecker) product $\text{Adj}(G) \otimes \text{Adj}(H)$. Due to this structure, $\text{Spectrum}(G \times H) = \{\lambda_i \mu_j : \lambda_i \in \text{Spectrum}(G), \mu_j \in \text{Spectrum}(H)\}$. As $1$ is the largest eigenvalue of both $\text{Adj}(G)$ and $\text{Adj}(H)$, it follows that both

\begin{align*}
\text{OneSidedGap}(G \times H) &= \min(1 - \lambda_1 \mu_2, 1 - \lambda_2 \cdot 1) = \min(\text{OneSidedGap}(G), \text{OneSidedGap}(H)) \\
\text{TwoSidedGap}(G \times H) &= \min(1 - 1 \cdot |\lambda_2|, 1 - |\lambda_2| \cdot 1) = \min(\text{TwoSidedGap}(G), \text{TwoSidedGap}(H))
\end{align*}

### 2.2 Markov Chains

We provide a basic overview of the Markov chain concepts used to analyze our high order walks. We refer to [16] for a detailed and thorough treatment of the fundamentals of Markov chains.

**Definition 8.** A Markov chain $M = (\Omega, P)$ is given by states $\Omega$ and a transition matrix $P$ where $P[i, j]$ is the probability of going to state $j$ from state $i$. We may also write this quantity as $M[j \to i]$.

**Remark 9.** The literature often defines $P_{i,j}$ as the probability $\Pr(i \to j)$, so their $P$ is the transpose of ours. However, we work with column (right) eigenvectors to analyze the spectrum of $P$, while this alternate convention uses row (left) eigenvectors, so both conventions yield the same results.

**Definition 10.** We can view any Markov chain $M$ as a weighted, directed graph $G$, defined by $V(G) = \text{States}(M)$, $E(G) := \{(i, j) : i, j \in V(G), M[i \to j] > 0\}$, and $w((i, j)) = M[j \to i]$.

The transition matrix of $M$ is $\text{Adj}(G)$, and we also refer to $\text{Spectrum}(G)$ as the spectrum of $M$. Every adjacency matrix has $\lambda_1 = 1$, so transition matrix of $M$ has an eigenvector $\pi_M$ (normalized so that entries sum to $1$) for the eigenvalue $1$. We call $\pi_M$ a stationary distribution of $M$.

**Remark 11.** We may use the term “graph” in lieu of “chain” when we want to indicate the random walk defined by the transition matrix $\text{Adj}(G)$.
The next property we introduce is present for every Markov chain we analyze.

Definition 12. The Markov chain $M = (\Omega, P)$ is time-reversible if for any integer $k \geq 1$:

$$\pi_M(x_0)M[x_0 \to x_1] \cdots M[x_{k-1} \to x_k] = \pi_M(x_k)M[x_k \to x_{k-1}] \cdots M[x_1 \to x_0]$$

Intuitively, it means that if start at the stationary distribution and run the chain for a sequence of time states, the reverse sequence has the same probability of occurring. Time reversibility helps us compute stationary distributions via the detailed balance equations. (This is especially helpful when there are a huge number of symmetric states.)

Fact 13. The Markov chain $M = (\Omega, P)$ is time-reversible if and only if it satisfies the detailed balance equations: for all $x,y \in \Omega$,

$$\pi_M(x)M[x \to y] = \pi_M(y)M[y \to x]$$

Definition 14. The $\epsilon$-mixing time of a Markov chain $M$ is the smallest $t$ such that for any distribution $\nu$ over the states of $M$,

$$\|\pi_M - P^t\nu\|_1 \leq \epsilon$$

where $\pi_M$ is the stationary distribution of $M$.

Theorem 15. For any Markov chain $M$, the $\epsilon$-mixing time $t_{\text{mix}}(\epsilon)$ satisfies:

$$t_{\text{mix}}(\epsilon) \leq \log \left( \frac{1}{\epsilon \min \pi_M} \right) \cdot \frac{1}{\text{TwoSidedGap}(M)}$$

2.2.1 Decomposing Markov Chains

Consider a finite-state time reversible Markov chain $M$ whose structure gives rise to natural state-space partition, $M$ can be decomposed into a number of restriction chains and a projection chain. [11] show that the spectral gap for the original chain can be lower bounded in terms of the spectral gaps for the restriction and projection chains.

We now formally define the decomposition of a Markov chain. Consider an ergodic Markov chain on finite state space $\Omega$ with transition probability $P: \Omega \times \Omega \to [0,1]$. Let $\pi: \Omega \to [0,1]$ denote its stationary distribution, and let $\{\Omega_i\}_{i \in [m]}$ be a partition of the state space into $m$ disjoint sets, where $[m] := \{1, \ldots, m\}$.

The projection chain induced by the partition $\{\Omega_i\}$ has state space $[m]$ and transitions

$$P(i,j) = \left( \sum_{x \in \Omega_i} \pi(x) \right)^{-1} \sum_{x \in \Omega_i, y \in \Omega_j} \pi(x)P(x,y).$$

The above expression corresponds to the probability of moving from any state in $\Omega_i$ to any state in $\Omega_j$ in the original Markov chain.

For each $i \in [m]$, the restriction chain induced by $\Omega_i$ has state space $\Omega_i$ and transitions

$$P_i(x,y) = \begin{cases} P(x,y), & x \neq y, \\ 1 - \sum_{z \in \Omega_i \setminus \{x\}} P(x,z), & x = y. \end{cases}$$

$P_i(x,y)$ is the probability of moving from state $x \in \Omega_i$ to state $y$ when leaving $\Omega_i$ is not allowed.

Regardless of how we define the projection and restriction chains for a time reversible Markov chain, they all inherit one useful property from the original chain.
Fact 16. Let \( M = (\Omega, P) \) be a time-reversible Markov chain. Then, for any decomposition of \( M \), the projection and restriction chains are also time-reversible.

We ultimately want to study the spectral gap of random walks. Luckily, the original Markov chain’s spectral gap is related to the restriction and projection chains’ spectral gaps in the following way:

Theorem 17 ([11, Theorem 1]). Consider a finite-state time-reversible Markov chain decomposed into a projection chain and \( m \) restriction chains as above. Define \( \gamma \) to be the maximum probability in the Markov chain that some state leaves its partition block,\[
\gamma := \max_{i \in [m]} \max_{x \in \Omega_i} \sum_{y \in \Omega \setminus \Omega_i} P(x, y).
\]

Suppose the projection chain satisfies a Poincaré inequality with constant \( \bar{\lambda} \), and the restriction chains satisfy inequalities with uniform constant \( \lambda_{\min} \). Then the original Markov chain satisfies a Poincaré inequality with constant\[
\lambda := \min \left\{ \frac{\bar{\lambda}}{3}, \frac{\bar{\lambda} \lambda_{\min}}{3 \gamma + \bar{\lambda}} \right\}.
\]

Recall that if \( \lambda \) satisfies a Poincaré inequality, it is a lower bound on the spectral gap (cf. [16]).

2.3 High-Dimensional Expanders

The generalization from expander graphs to hypergraphs (more specifically, simplicial complexes) requires great care. We now formally establish the high dimensional notions of “neighborhood”, “expansion,” and “random walk.”

Definition 18. A simplicial complex \( S \) is specified by vertex set \( V(S) \) and a collection \( \mathcal{F}(S) \) of subsets of \( V(S) \), known as faces, that satisfy the “downward closure” property: if \( A \in \mathcal{F}(S) \) and \( B \subseteq A \), then \( B \in \mathcal{F}(S) \). Any face \( S \in \mathcal{F}(S) \) of cardinality \( (k + 1) \) is called a \( k \)-face of \( S \). We use \( k\text{-faces}(S) \) to denote the subcollection of \( k \)-faces of \( \mathcal{F}(S) \). We say \( S \) has dimension \( d \), where \( d = \max\{|F| : F \in \mathcal{F}(S)\} - 1 \).

Example 19. A 1-dimensional complex \( S \) is a graph with vertex set \( V(S) \) and edge set \( 1\text{-faces}(S) \).

Definition 20. To formally define random walks and Markov chains on a \( S \), we need to associate \( S \) with a weight function \( w : \mathcal{F}(S) \to \mathbb{R}_+ \). We want our weight function to be balanced, meaning for \( F \in k\text{-faces}(S) \):

\[
w(F) = \sum_{J \in (k+1)\text{-faces}(S) : J \supseteq F} w(J).
\]

If we restrict ourselves to balanced \( w \), it suffices to only define \( w \) over \( d\text{-faces}(S) \) and propagate the weights downward to the lower order faces.

Definition 21. The (weighted) \( k \)-skeleton of \( S \) is the complex with vertex set \( V(S) \) and all faces in \( \mathcal{F}(S) \) of cardinality at most \( k + 1 \), with weights inherited from \( S \).

Example 22. The 1-skeleton of \( S \) only contains its vertices (0-faces) and edges (1-faces). It can be characterized as a graph with edge weights, so we can also compute \( \text{OneSidedGap}(1\text{-skeleton}(S)) \) and \( \text{TwoSidedGap}(1\text{-skeleton}(S)) \).
Definition 23. For $S \in k$-faces($S$) for $k \leq H - 1$, we associate a particular $(H - k)$-dimensional complex known as the link of $S$ defined below.

$$\text{link}(S) := \{T \setminus S : T \in \mathcal{F}(S), S \subseteq T\}$$

If $S$ was equipped with weight function $w$, then link($S$) “inherits” it. We associate link($S$) with weight function $w_S$ given by $w_S(T) = w(S \cup T)$. If $w$ is balanced, then $w_S$ is also balanced. We call a link($S$) a $t$-link if $|S|$ has cardinality $t$.

Example 24. In a graph, the link of a vertex is simply its neighborhood.

Definition 25. The global expansion of $S$, denoted GlobalExp($S$), is the expansion of its weighted 1-skeleton.

Definition 26. The local expansion of $S$, denoted LocalExp($S$) is

$$\text{LocalExp}(S) := \min_{0 \leq k \leq H - 1} \min_{S \in k\text{-faces}(S)} \text{TwoSidedGap}(1\text{-skeleton(link}(S))).$$

In words, it is equal to the expansion of the worst expanding link.

Example 27. We use $K_{H+2}^{(H)}$ to denote the complete $H$-dimensional complex on vertex set $[H + 2]$, i.e., the pure $H$-dimensional simplicial complex obtained by making the set of $(H + 1)$-faces equal to all subsets of $[H + 2]$ of size $H + 1$. The 1-skeleton is then a clique on $H + 2$ vertices whose expansion is $1 - \frac{1}{H+1}$ and the 1-skeleton of a $t$-link is a clique on $H + 2 + t$ vertices, which has expansion $1 - \frac{1}{H+1-(t-1)}$. As a result, $\text{TwoSidedGap}(K_{H+2}^{(H)}) = \frac{1}{2}$.

Remark 28. We often use Adj($S$) to refer to the adjacency matrix of the 1-skeleton of $S$, and we may also use $\lambda_i(S)$ to refer to the $i$-th largest eigenvalue of Adj($S$).

Previously, we mentioned that there are several different notions of high dimensional expansion: some geometric or topological, some combinatorial. We now formally define high dimensional spectral expansion, which is a more combinatorial and graph theoretic notion:

Definition 29. $S$ is a two-sided $\lambda$-local spectral expander if $\text{GlobalExp}(S) \geq \lambda$ and $\text{LocalExp}(S) \geq \lambda$.

2.3.1 High Order Walks on Simplicial Complexes

Let $S$ be a $H$-dimensional simplicial complex and with weight function $w : k$-faces($S$) $\rightarrow \mathbb{R}_{\geq 0}$ on the $k$-faces of $S$, for $k \leq H$. For each $k < H$, we can define a natural (periodic) Markov chain on a state space consisting of $k$-faces and $(k + 1)$-faces of $S$.

- At a $(k+1)$-face $J$, there are exactly $(k + 2)$ faces $F \in k$-faces($S$) such that $F \subset J$, due to the downward closure property. We transition from $J$ to each $k$-face $F$ with probability $\frac{1}{k+2}$.
- At a $k$-face $F$, we transition to each $(k+1)$-face $J$ satisfying $J \supset F$ with probability $\frac{w(J)}{w(F)}$. (Note that $w$ must be balanced for these transitions to be well-defined.)

Restricting the above chain to only odd or even time steps gives us two new random walks: one entirely on $k$-faces($S$) and one entirely on $(k + 1)$-faces($S$).
Definition 30 (Down-up walk on k-faces of $S$). Let $S_{k+1}^{\uparrow \downarrow}$ be the Markov chain with state space equal to $k$-faces($S$) and transition probabilities $S_{k+1}^{\uparrow \downarrow}[J \rightarrow J']$ described by the process above, where there is an implicit transition down to a $k$-face and back up to a $(k+1)$-face. Then:

$$S_{k+1}^{\uparrow \downarrow}[J \rightarrow J'] = \begin{cases} \frac{1}{k + 1} \sum_{F \in k\text{-faces}(S), F \subseteq J} w(J) \frac{w(J')}{w(F)} & \text{if } J = J' \\ \frac{1}{k + 1} \frac{w(J')}{w(J \cap J')} & \text{if } J \cap J' \in k\text{-faces}(S) \\ 0 & \text{otherwise} \end{cases}$$

Definition 31 (Up-down walk on k-faces of $S$). Let $S_{k+1}^{\uparrow \downarrow}$ be the Markov chain with state space equal to $k$-faces($S$) and transition probabilities $S_{k+1}^{\uparrow \downarrow}[F \rightarrow F']$ described by the process above, where there is an implicit transition up to a $(k+1)$-face and back down to a $k$-face. Then:

$$S_{k+1}^{\uparrow \downarrow}[F \rightarrow F'] = \begin{cases} \frac{1}{k + 1} \frac{w(F \cup F')}{w(F)} & \text{if } F \cup F' \in (k+1)\text{-faces}(S) \\ 0 & \text{otherwise} \end{cases}$$

Remark 32. In the literature, we also see $S_{k+1}^{\uparrow \downarrow}$ written as $S_{k+1}^{\uparrow}$, and $S_{k+1}^{\downarrow \uparrow}$ written as $S_{k+1}^{\downarrow}$.

We now present some facts about these high order walks without proof. We refer to [14, 1] for proofs of these facts.

Fact 33. The transition matrices for $S_{k+1}^{\uparrow \downarrow}$ and $S_{k}^{\uparrow \downarrow}$ share the same eigenvalues. The nonzero eigenvalues occur with the same multiplicity. A straightforward but important consequence of this fact is

$$\text{Spectrum}(S_{k+1}^{\uparrow \downarrow}) = \text{Spectrum}(S_{k}^{\uparrow \downarrow})$$

Fact 34. The Markov chains $S_{k}^{\uparrow \downarrow}$ and $S_{k}^{\uparrow \downarrow}$ have the same stationary distribution on $k$-faces($S$), which is proportional to $w(F)$ for each $F \in k$-faces($S$). We will call this distribution $\pi_k(\cdot)$.

For the remainder of the paper, we will assume a uniform weight function on $d$-faces($S$), which is useful for applications like sampling bases of a matroid [1]. When using the uniform weighting scheme, for $F \in k$-faces($S$), there is a natural interpretation of $\pi_k(F)$: the fraction of $d$-faces that contain $F$ as a subface. (We also note that we will use symbolic variables to represent various weight values, and that it is straightforward to adapt our computations to cases where we have uniform weights over $k$-faces($S$) for any $k$.)

3 Local Densification of Expanders

For a graph $G$ and $H$-dimensional simplicial complex $S$, we give a way to combine the two to produce a bounded-degree $H$-dimensional complex $\text{LocalDensifier}(G, S)$ of constant expansion. First, construct a graph $G'$ with

1. vertex set equal to $V(G) \times V(S)$, and
2. edge set equal to $\{(v_1, b_1), (v_2, b_2)\} : \{b_1, b_2\} \in 1$-faces($S$), $\{v_1, v_2\} \in E(G)$ or $v_1 = v_2$. 


LocalDensifier\((G, S)\) is then defined as the \(H\)-dimensional pure complex whose \(H\)-faces are all cliques on \(H + 1\) vertices \(\{(v_1, b_1), (v_2, b_2), \ldots, (v_{H+1}, b_{H+1})\}\) such that there exists an edge \(\{a, b\}\) in \(G\) for which \(v_1, \ldots, v_{H+1} \in \{a, b\}\).

To describe a \(k\)-face of LocalDensifier\((G, S)\), we may also use the ordered pair \((F, f)\), where \(F\) is a \(k\)-face of \(S\), and \(f\) is a function mapping each element of \(F\) to a vertex of \(G\). Because of the local densifier’s tensor structure, \(\text{image}(f)\) is either a single vertex, or a pair of vertices that form an edge in \(G\).

Linear algebraically, we can think of this graph construction as adding a self loop to each vertex of \(G\) and then taking the tensor product with the 1-skeleton of \(S\).

Our construction is \(Q := \text{LocalDensifier}(G, \mathcal{B})\), where \(\mathcal{B}\) is equal to \(K_s^{(H)}\), the \(H\)-dimensional complete complex on some constant \(s \geq H + 1\) vertices, and \(G\) is a \(T\)-regular triangle-free expander graph on \(n\) vertices. We endow \(Q\) with a balanced weight function \(w\) induced by setting the weights of all \(H\)-faces to 1.

As a first step to understanding this construction, we inspect the weights induced on \(k\)-faces for \(k < H\). Consider a \(k\)-face \(F := \{(v_1, b_1), \ldots, (v_{k+1}, b_{k+1})\}\). A short calculation reveals that if \(v_1, \ldots, v_{k+1}\) are all equal, then \(w(F)\) is equal to \(w_{J,k} \equiv \left(T^{2^H - k} - (T - 1)\right)\) and otherwise, \(w(F)\) is equal to \(w_{J,k} \equiv \left(T^{2^H - k}\right)\). Henceforth, write \(w_J\) and \(w_I\) instead of \(w_{J,k}\) and \(w_{I,k}\) when \(k\) is understood from context.

We now list out what we prove about \(Q\). Most importantly, we show:

- **Theorem 35.** For every \(1 \leq k < H\), the Markov transition matrix \(Q_k^{↓↑}\) for down-up (and equivalently up-down) random walks on the \(k\)-faces satisfies:

\[
\text{TwoSidedGap} \left( Q_k^{↓↑} \right) \geq \frac{\text{TwoSidedGap}(G)}{64T^2(k + 1)^2(s - k)(2^k - 1)}.
\]

We dedicate Section 5 to proving Theorem 35.

As an immediate corollary of Theorem 35 and Theorem 15, we get that

- **Corollary 36.** Let \(N_k\) denote the number of \(k\)-faces in \(Q\). Then the \(\epsilon\)-mixing time of \(Q_k^{↓↑}\) satisfies:

\[
t(\epsilon) \leq \frac{64T^2(k + 1)^2(s - k)(2^k - 1)}{\text{TwoSidedGap}(G)} \cdot \log \left( \frac{2N_k}{\epsilon} \right).
\]

We note that \(N_k = \Theta(n)\).

We also derive bounds on the expansion of links of \(Q\). In particular, as a direct consequence of Theorem 41 and the discussion of the expansion properties of the complete complex in Example 27, we conclude:

- **Theorem 37.** We can prove the following bounds on the local and global expansion of \(Q\):

\[
\begin{align*}
\text{GlobalExp}(Q) &\geq \left[ \frac{1}{2} - \frac{1}{2 \cdot (T^2 + 1)} \right] \cdot \text{TwoSidedGap}(G), \quad \text{and} \\
\text{LocalExp}(Q) &\geq \frac{1}{2}.
\end{align*}
\]
Remark 38. Suppose \( G \) is a random \( T \)-regular (triangle-free) graph and \( H \geq T \). Then the corresponding (random) simplicial complex \( \mathcal{Q} \), as a consequence of Friedman’s Theorem \(^3\), with high probability satisfies

\[
\text{TwoSidedGap} \left( \mathcal{Q}_k \right) \geq \frac{T - 2\sqrt{T - 1} - o_n(1)}{64T^3(k + 1)^2(s - k)(2^k - 1)} \]

\[
\text{GlobalExp} \left( \mathcal{S}_\mathcal{Q} \right) \geq \frac{T - 2\sqrt{T - 1} - o_n(1)}{T + 1}, \quad \text{and}
\]

\[
\text{LocalExp} \left( \mathcal{S} \right) \geq 1/2.
\]

Thus, \( \mathcal{Q} \) endows a natural distribution over simplicial complexes that gives a high-dimensional expander with high probability.

Remark 39. If \( G \) is strongly explicit, such as an expander from \([21, 3]\), then \( \mathcal{Q} \) is also strongly explicit since the tensor product of two strongly explicit graphs is also strongly explicit.

4 Local Expansion

For this entire section, we will mainly work with the complex \( \text{LocalDensifier}(G, S) \), so when we use \( \text{link}(\cdot) \) without a subscript, it will be with respect to \( \text{LocalDensifier}(G, S) \). Next, fix a face \( \sigma = (F, f) \in k\text{-faces}(\text{LocalDensifier}(G, S)) \). In order to study the expansion of the 1-skeleton of \( \text{link}(\sigma) \), we need to first compute the weights on its 1-faces.

Let \( \tau = \{(v_1, b_1), (v_2, b_2)\} \in 2\text{-faces}(\text{link}(\sigma)) \), where as before, \( v_1 \in V(G) \) and \( b_i \in 1\text{-faces}(S) \). There are several cases we need to consider:

1. Case 1: \( |\text{image}(f)| = 2 \)
   - Here, \( w_\sigma(\tau) = w(\tau \cup \sigma) \), which is proportional to the number of \( H \)-faces \( (F', f') \) that contain \( \tau \cup \sigma \). The face \( \tau \cup \sigma \) already has \( k+3 \) vertices, so there are \( \binom{S}{H-k+2} \) possibilities of \( F' \). There are \( 2^{H-(k+2)} \) choices for \( f' \), since \( \text{image}(f') \) must equal \( \text{image}(f) \).

2. Case 2: \( |\text{image}(f)| = 1 \)
   - a. Case 2(a): \( v_1 = v_2 \in \text{image}(f) \) and \( \{b_1, b_2\} \in 2\text{-faces}(\text{link}_S(F)) \).

Again, there are \( \binom{S}{H-k+2} \) possibilities for \( F' \). Since \( v_1 = v_2 \in \text{image}(f) \), we will have \( T \cdot [2^{H-(k+2)} - 1] + 1 \) choices for \( f' \), as \( v_1 \) has \( T \) neighbors in \( G \), and when \( f' \) is not constant on \( v_1 \), there are \( T \) choices for the other value it can take.

   - b. Case 2(b): \( v_1 \neq v_2 \) but \( (v_1, b_1), (v_2, b_2) \in E(G) \), and \( \{b_1, b_2\} \in 2\text{-faces}(\text{link}_S(F)) \).

Again, we have \( \binom{S}{H-k+2} \) possibilities for \( F' \), but we only have \( 2^{H-(k+2)} \) choices for \( f' \); the image of \( f' \) must be \( \{v_1, v_2\} \).

   - c. Case 2(c): \( v_1 = v_2 \notin \text{image}(f) \) but \( v_1 \cup \text{image}(f) \in E(G) \), and \( \{b_1, b_2\} \in 2\text{-faces}(\text{link}_S(F)) \).

The analysis is identical to that of Case 2(b)

For simplicity, we’ll assign weights to the elements of \( 2\text{-faces}(\text{LocalDensifier}(G, S)) \) as below:

\[
w((v_1, b_1), (v_2, b_2)) = \begin{cases} w_{S,k} := 2^{H-(k+2)} & \text{for Case 1, 2(b), and 2(c)} \\ w_{C,k} := 1 + T(2^{H-(k+2)} - 1) & \text{for Case 2(a)} \end{cases}
\]

(Here, the \( C \) and \( S \) denote “center” and “satellite,” whose meanings will be more natural when discussing \( \text{link}(\sigma) \) when \( \sigma \neq \emptyset \).)

\(^3\) Friedman’s theorem says that a random \( T \)-regular graph, whp, has two-sided spectral gap \( \frac{T - 2\sqrt{T - 1} - o_n(1)}{\sqrt{T^n}} \). Additionally, random graphs are triangle-free with constant probability.
Remark 40. Note that if we choose \( \sigma = \emptyset \) (so \( k = -1 \)), we simply get the weights of the 1-skeleton of \( \text{LocalDensifier}(G, S) \) itself, which will be useful for computing global expansion.

Theorem 41. Let \( G \) be a triangle-free \( T \)-regular graph and let \( S \) be a pure \( H \)-dimensional simplicial complex. Then

\[
\text{GlobalExp}(\text{LocalDensifier}(G, S)) = \min \left\{ \frac{T 2^{H-1}}{T 2^H - (T - 1)} \cdot \text{TwoSidedGap}(\tilde{G}), \text{GlobalExp}(S) \right\},
\]

and

\[
\text{LocalExp}(\text{LocalDensifier}(G, S)) = \text{TwoSidedGap}(S).
\]

Proof. Let \( \tilde{G} \) be the graph obtained by adding self-loops to \( G \), with transitions

\[
\tilde{G}[i \rightarrow j] = \begin{cases} \frac{w_{G,-1}}{w_{G,-1} + Tw_{S,-1}} & \text{if } i = j \\ \frac{Tw_{S,-1}}{w_{G,-1} + Tw_{S,-1}} & \text{otherwise} \end{cases}
\]

For large \( H \), the self loop probabilities approach \( \frac{1}{2} \), while the others approach \( \frac{1}{2T} \).

First, observe that \( \text{Adj}(\text{LocalDensifier}(G, S)) = \text{Adj}(\tilde{G}) \otimes \text{Adj}(S) \). Thus,

\[
\text{Spectrum}(\text{LocalDensifier}(G, S)) = \{ \lambda \mu : \lambda \in \text{Spectrum}(\tilde{G}), \mu \in \text{Spectrum}(S) \}.
\]

and hence the second largest absolute eigenvalue is no more than \( \max\{|\lambda_1(\tilde{G})|,|\lambda_2(S)|,|\lambda_2(\tilde{G})|,|\lambda_2(S)|\} \), which is simply equal to \( \max\{|\lambda_2(\tilde{G})|,|\lambda_2(S)|\} \). This implies that

\[
\text{GlobalExp}(\text{LocalDensifier}(G, S)) = \min\{\text{TwoSidedGap}(\tilde{G}), \text{GlobalExp}(S)\}.
\]

By Lemma 59,

\[
\text{TwoSidedGap}(\tilde{G}) = (1 - \frac{w_{G,-1}}{w_{G,-1} + Tw_{S,-1}}) \cdot \text{TwoSidedGap}(G)
\]

\[
= \frac{T 2^{H-1}}{T 2^H - (T - 1)} \cdot \text{TwoSidedGap}(G)
\]

the first part of the theorem statement follows.

Next, we lower bound \( \text{LocalExp}(\text{LocalDensifier}(G, S)) \). For any face \( S \) in \( \text{LocalDensifier}(G, S) \), there exists an edge \( \{u, v\} \) in \( G \) such that \( S \) is contained in \( \{u, v\} \times S' \) where \( S' \) is a face of \( S \). If \( S \) contains vertices from both \( \{u\} \times S' \) and \( \{v\} \times S' \), then \( \text{link}(S) \) is isomorphic to \( \text{LocalDensifier}(\text{edge}, \text{link}(S')) \) where \( \text{edge} \) denotes a single-edge graph.

\[
\text{Spectrum}(\text{LocalDensifier}(\text{edge}, \text{link}(S'))) = \{0\} \cup \text{Spectrum}(\text{link}(S'))
\]

and hence

\[
\text{TwoSidedGap}(1\text{-skeleton}(\text{link}(S))) = \text{TwoSidedGap}(S).
\]

Without loss of generality, the remaining case is if \( S \) contains vertices from only \( \{u\} \times S' \). In this case, \( \text{link}(S) \) is isomorphic to \( \text{LocalDensifier}(\text{star}, \text{link}(S')) \) where \( \text{star} \) denotes a star graph with \( T \) satellites.

\[
\text{Spectrum}(\text{LocalDensifier}(\text{star}, \text{link}(S'))) = \{ \lambda \mu : \lambda \in \text{Spectrum}(\text{link}(S')), \mu \in \text{Spectrum}(M) \}
\]

where \( M \) is \( \text{star} \) with self loops added on each vertex. We’ll call the center vertex of \( M \) the “center” vertex, and we’ll call the remaining vertices the “satellites.”
Using $w_{C,k}$ and $w_{S,k}$ for Cases 2(a), 2(b), and 2(c) computed above, we can also find the appropriate weights for $M$.

$$ M[i \rightarrow j] = \begin{cases} 
  \frac{w_{C,k}}{w_{S,k}} & \text{if } i = j, \text{ } i \text{ is the center} \\
  \frac{w_{C,k} + Tw_{S,k}}{w_{S,k}} & \text{if } i \text{ is the center vertex, } j \text{ is a satellite} \\
  \frac{1}{2} & \text{if } i \text{ is a satellite} 
\end{cases} $$

We can completely classify the eigenspaces of $\text{Adj}(M)$ and determine their corresponding eigenvalues as follows.

1. The vector with value $\frac{w_{C,k} + Tw_{S,k}}{2w_{S,k}}$ on the center of the star and 1 on satellites is an eigenvector of $\text{Adj}(M)$ with eigenvalue 1.
2. The $(T - 1)$-dimensional subspace of vectors which are 0 on the center of the star, and whose entries sum to 0 is an eigenspace for eigenvalue 1/2.
3. The vector with value $-T$ on the center and 1 on the satellites is an eigenvector with eigenvalue $\frac{1}{2} - \frac{w_{C,k}}{w_{C,k} + Tw_{S,k}}$. For large $H$, this eigenvalue approaches 0.

Since the above classification gives $T + 1$ eigenvectors it is complete and it is clear that the second largest absolute eigenvalue of $M_2$ is bounded by 1/2 and thus in this case as well, using (1), we can infer

\[ \text{TwoSidedGap}(1\text{-skeleton}(\text{link}(S))) \geq \min\{\text{TwoSidedGap}(S), 1/2\}. \]

which means

\[ \text{LocalExp}(\text{LocalDensifier}(G, S)) \geq \min\{\text{TwoSidedGap}(S), 1/2\}. \]

\section{Spectral Gap of High Order Walks}

\subsection{Offsets and Colors}

We now inspect the structure of the $k$-faces of our construction $Q$ in more detail.

\begin{definition}[(k-faces of $Q$)] The set of $k$-faces of $Q$ is exactly equal to the set of tuples $(F, f)$ where $F$ is a $k$-face of $B$ and $f$ is a labeling of each element by endpoints of some edge $\{u, v\}$ in $G$. We call $(F, f)$ $t$-offset if either $|\{x \in F : f(x) = u\}| = t$ or $|\{x \in F : f(x) = v\}| = t$.
\end{definition}

\begin{remark} Suppose $t \leq k + 1 - t$. Note that a $(k + 1 - t)$-offset state is also $t$-offset, but we will stick to the convention of describing such states as $t$-offset. For example, a $(k + 1)$-offset state is also 0-offset, but we will only use the term 0-offset.
\end{remark}

\begin{definition}[(Coloring of k-faces of $Q$)] We color a $k$-face $(F, f)$ of $Q$ with image$(f)$. Each 0-offset face is then colored with a vertex of $G$ and the remaining faces are each colored with an edge of $G$.
\end{definition}

In the rest of the section, we study the spectral gap of the Markov chain $Q^{\uparrow \downarrow}_k$, the down-up random walk on $k$-faces of $Q$ induced by certain special weight functions – weight functions $w : \text{k-faces}(Q) \rightarrow \mathbb{R}_{\geq 0}$ with the property that there are two values $w_I$ and $w_J$ such that

\[ w((F, f)) = \begin{cases} 
  w_J & \text{if } (F, f) \text{ is 0-offset} \\
  w_I & \text{otherwise.} 
\end{cases} \]
Figure 1 A 5-face in $Q$. Corresponding 5-face in $B$ is $\{1, 3, 4, 5, 7, 8\}$ given by red vertices. Labeling is $(1, u), (3, v), (4, v), (5, u), (7, u), (8, v)$. $\{u, v\}$ is an edge in $G$. Color of 5-face is $\{u, v\}$.

Figure 2 A 0-offset 5-face. Color of 5-face is $\{u\}$.

For instance, if we impose uniform weights on the highest dimensional faces of our complex, the propagated weights on the $k$-th level will satisfy the above property. The $w_I$ and $w_J$ values for this setup is in Appendix 1.

For the sequel, we use $D$ to refer to the quantity $Tw_I + w_J$. The transition probabilities between states $(F, f)$ and $(F', f')$ depends on a number of conditions such as whether they are 0-offset or 1-offset or a different type, whether they arise from the same $k$-face in $B$, and the colors of $(F, f)$ and $(F', f')$ respectively. We provide a detailed treatment of the transition probabilities $Q_{k}^{\downarrow \uparrow}[(F, f) \rightarrow (F', f')]$ in Table 1 in Appendix A. From the transition probability table we observe that:

> Observation 45. For all $k$-faces in $Q_{k}^{\downarrow \uparrow}$, the self-loop probability is at least $\frac{1}{\lambda - k} \cdot \frac{w_I}{D}$. Therefore, the smallest eigenvalue of $Q_{k}^{\downarrow \uparrow}$ is at least $\frac{1}{\lambda - k} \cdot \frac{w_I}{D} - 1$.

5.2 High-Level Picture of $Q_{k}^{\downarrow \uparrow}$

As noted in the previous subsection, each $k$-face can be described by three parameters: a base face $F \in k\text{-faces}(B)$, a “color” set $C$ that is either a single vertex or an edge in $E(G)$, and a function $f : F \rightarrow C$. The walk $Q_{k}^{\downarrow \uparrow}$ is difficult to analyze directly, but by grouping states based on these three parameters, we can decompose the walk into a projection and restriction chain, and analyze it using the tools from [11].
Figure 3 This figure illustrates $Q_k^{\uparrow \downarrow}$, with states clustered by their color. The rounded rectangles correspond to colors that are edges, while circles correspond to colors that are single vertices. In each cluster, the \{F\} indicates that all F could be represented. Similarly, \{f\} indicates that any f with image(f) as the color set can be represented. We use $f_u$ to denote the constant function on u.

At the outermost level, we can first group states into subchains based on their color. All subchains whose color is an edge (the rounded rectangles in Figure 3) are isomorphic to each other; similarly, all subchains whose color is a single vertex (the circles in Figure 3) are also isomorphic to each other. At first, it seems promising to partition $Q_k^{\uparrow \downarrow}$ into these subchains; however, it is inconvenient that these subchains are not all isomorphic. To remedy this, we split the single-vertex-colored subchains into $T$ isomorphic copies (with some changes to transition probabilities), and absorb them into the edge-colored subchains. This is detailed in the next section.

If we use this partition, the projection chain resembles a random walk on the line graph of G. Each restriction chain corresponds to all states of a single color C. The states are still represented by any base face $F \in k$-faces($B$) and any function $f : F \rightarrow C$. To analyze each of these restriction chains, it is simplest to apply [11] once more.

Now, we first group states by which base face $F$ they correspond to. The subchains derived from fixing a particular $F$ (the rectangles in Figure 4) are all isomorphic to each other, which leads to a much simplified analysis. Using this partition, the projection chain is simply the $k$-down-up walk on $B$. Each restriction chain is thus over states corresponding to a fixed base face $F$ and fixed color $C$, but the function $f : F \rightarrow C$ is allowed to vary. At this point, we may assume $|C| = 2$; thus f corresponds to assigning every element of $F$ one of two elements. The inner restriction chain can be modeled by a hypercube.

Thus, the spectral gap of $Q_k^{\uparrow \downarrow}$ is a combination of the spectral gaps of (1) the line graph of G, (2) the $k$-down-up walk on $B$, and (3) the random walk on a hypercube.

5.3 Splitting 0-Offset Vertices

Towards our end goal of lower bounding the spectral gap of $Q_k^{\uparrow \downarrow}$, we find it convenient to analyze a related Markov chain $\hat{Q}_k^{\uparrow \downarrow}$, since the related chain has a natural partition into isomorphic subchains. $\hat{Q}_k^{\uparrow \downarrow}$ has the property that its spectrum contains that of $Q_k^{\uparrow \downarrow}$, which lets us translate a lower bound on the spectral gap of $\hat{Q}_k^{\uparrow \downarrow}$ to a lower bound on the spectral gap of $Q_k^{\uparrow \downarrow}$.
This figure illustrates a subchain of $Q_k^{↓↑}$, for particular color $\{u, v\}$ and $\{u\}$. We can further cluster the states in this subchain by which face $F$ in $B$ they represent. Again, $\{f\}$ indicates that $f$ can be any function with image $(f)$ as the color.


\begin{definition}[Split chain $\tilde{Q}_k^{↓↑}$ and coloring of states in $\tilde{Q}_k^{↓↑}$]
We identify each state in $\text{States}(\tilde{Q}_k^{↓↑})$ with a tuple $(F, f, c)$ where $(F, f)$ is a face in $k$-faces$(Q)$ and $c$ is a color.

1. For each 0-offset face $(F, f)$ in $k$-faces$(Q)$, let $\{u\}$ be the color of $F$, and let the neighbors of $u$ in $G$ be $v_1, \ldots, v_T$. $\text{States}(\tilde{Q}_k^{↓↑})$ contains the states $(F, f, \{u, v_1\}), \ldots, (F, f, \{u, v_T\})$ in place of the state $(F, f, u)$.

2. For each remaining $k$-face $(F, f)$ of $Q$ (i.e. each $k$-face that isn’t 0-offset), $\text{States}(\tilde{Q}_k^{↓↑})$ contains $(F, f, \text{image}(f))$.

For each pair of states $(F, f, c), (F', f', c')$ in $\text{States}(\tilde{Q}_k^{↓↑})$,

\[
\tilde{Q}_k^{↓↑}[(F, f, c) \rightarrow (F', f', c')] = \begin{cases} 
Q_k^{↓↑}[(F, f) \rightarrow (F', f')] & \text{if } (F', f') \text{ is 0-offset} \\
Q_k^{↓↑}[(F, f) \rightarrow (F', f')] & \text{otherwise}.
\end{cases}
\]

Intuitively, we want to split any transition to a 0-offset face in $Q$ into $T$ separate transitions in $\tilde{Q}_k^{↓↑}$, since each 0-offset face is also split into $T$ new states.

Figure 5 This figure illustrates the post-split vertices of Definition 46. The new vertices can take on any $F$, but their mappings $f$ will be constant functions.

\begin{definition}
We say two $k$-faces $(F, f, e)$ and $(F', f', e')$ have identical base $k$-faces if $F = F'$ and different base $k$-faces if $F \neq F'$.
\end{definition}
Definition 48. Given a state \((F, f, e)\) such that \((F, f)\) is a 1-offset face, there is a single vertex \(v\) such that \(f(v)\) is different from \(f(u)\) for all \(u \in F \setminus \{v\}\). We call this vertex \(v\) a lonely vertex.

In the next lemma, we show that the spectrum of the original Markov chain \(Q^{\downarrow \uparrow}_{k}\) is contained in that of \(\tilde{Q}^{\downarrow \uparrow}_{k}\).

Lemma 49. \(\text{Spec}(Q^{\downarrow \uparrow}_{k}) \subseteq \text{Spec}(\tilde{Q}^{\downarrow \uparrow}_{k})\), and therefore, \(\lambda_2(Q^{\downarrow \uparrow}_{k}) \leq \lambda_2(\tilde{Q}^{\downarrow \uparrow}_{k})\).

The proof can be found in Appendix B.

5.3.1 Stationary Distribution of \(\tilde{Q}^{\downarrow \uparrow}_{k}\)

If we want to apply the projection and restriction framework to \(\tilde{Q}^{\downarrow \uparrow}_{k}\), we first need to compute its stationary distribution. To do this, we take advantage of the time-reversibility of the high order random walks, and apply the detailed balance equations. The transition probabilities in \(\tilde{Q}^{\downarrow \uparrow}_{k}\) are laid out in detail in Appendix A.

Lemma 50. The stationary distribution of the Markov chain \(\tilde{Q}^{\downarrow \uparrow}_{k}\) is given by:

\[
\pi_{\tilde{Q}^{\downarrow \uparrow}_{k}}(x) = \begin{cases} 
\frac{1}{|E(G)|} \cdot \frac{1}{(k+1)} \cdot \frac{1}{2} \cdot \frac{w_J}{(2^k-1)Tw_I + w_J} & \text{for } x \text{ 0-offset} \\
\frac{1}{|E(G)|} \cdot \frac{1}{(k+1)} \cdot \frac{1}{2} \cdot \frac{Tw_I}{(2^k-1)Tw_I + w_J} & \text{otherwise}
\end{cases}
\]

Proof. Via the detailed balance equations, we first observe that all vertices with the same offset have the same stationary distribution. Now, let \(x\) be any 0-offset vertex and \(y\) be any 1-offset vertex. Using the detailed balance equations, we have:

\[
\pi_{\tilde{Q}^{\downarrow \uparrow}_{k}}(x) \cdot \frac{w_J}{(k+1)(s-k)D} = \pi_{\tilde{Q}^{\downarrow \uparrow}_{k}}(y) \cdot \frac{w_J}{(k+1)(s-k)DT}
\]

Now, let \(x\) be any \(t\)-offset vertex, with \(t \geq 1\), and let \(y\) be any \((t+1)\)-offset vertex. Again, using the detailed balance equations:

\[
\pi_{\tilde{Q}^{\downarrow \uparrow}_{k}}(x) \cdot \frac{1}{2(k+1)(s-k)} = \pi_{\tilde{Q}^{\downarrow \uparrow}_{k}}(y) \cdot \frac{1}{2(k+1)(s-k)}
\]

From here, we see that all 0-offset faces have one stationary distribution probability, and all other faces also share the same stationary probability. The relations above tell us that for a 0-offset vertex \(x\), and a \(t\)-offset vertex \(y\) with \(t \geq 1\):

\[
\frac{\pi_{\tilde{Q}^{\downarrow \uparrow}_{k}}(x)}{\pi_{\tilde{Q}^{\downarrow \uparrow}_{k}}(y)} = \frac{w_J}{Tw_I}
\]

Normalizing so that \(\sum_{x \in \tilde{Q}^{\downarrow \uparrow}_{k}} \pi_{\tilde{Q}^{\downarrow \uparrow}_{k}}(x) = 1\) gives the desired result.

5.4 Outer Projection and Restriction Chains

Now, we can further decompose \(\tilde{Q}^{\downarrow \uparrow}_{k}\) into a projection chain and \(m\) isomorphic restriction chains, where \(m = |E(G)|\), since we will have one partition element for each edge in \(G\). Formally, we partition States(\(\tilde{Q}^{\downarrow \uparrow}_{k}\)) into \(m\) disjoint sets \(\Omega_1 \cup \cdots \cup \Omega_m\), where \(\Omega_i = \{(F, f, e) \mid e = c_i\}\).
5.4.1 The Outer Projection Chain

The partition $\Omega$ induces a projection chain $([m], P_\Omega)$. The state space is $[m]$. The edge set is

$$E(P_\Omega) = \{(i,j) \mid \exists (F,f,e_i) \in \Omega_i \text{ and } (G,g,e_j) \in \Omega_j \text{ s.t. } \tilde{Q}^{\downarrow\uparrow}_k[(F,f,e_i) \rightarrow (G,g,e_j)] > 0\}$$

In words, we have an edge between $i$ and $j$ if there are transitions from $\Omega_i$ to $\Omega_j$.

We obtain the following lower bound on the spectral gap of $P_\Omega$.

\begin{lemma}
The spectral gap of $P_\Omega$ is

$$\frac{\text{TwoSidedGap}(G)}{2} \cdot \frac{w_J + Tw_I}{w_J + (2^k - 1)Tw_I} \geq \frac{\text{TwoSidedGap}(G)}{2(2^k - 1)}.$$ 

\end{lemma}

A detailed account of the transitional probabilities of the projection chain $([m], P_\Omega)$ can be found in Appendix C.1 and the proof of the lemma can be found in Appendix C.2.

5.4.2 The Outer Restriction Chain

Each partition block $\Omega_i$ induces a restriction chain $R_{o,i}$. We show that all restriction chains $R_{o,i}$ for $i \in [m]$ are isomorphic.

\begin{lemma}
For any $i \neq j$, $i,j \in [m]$, the restriction chains $R_{o,i}$ and $R_{o,j}$ are isomorphic.
\end{lemma}

The proof is in Appendix D.1. The transition probabilities of a restriction chain $R_{o,i}$ is deduced in Appendix D.2.

5.4.3 Stationary Distribution of $R_{o,1}$

To compute the spectral gap of $R_{o,1}$, we will further decompose the chain in the next section. In order to apply the projection and restriction framework once more to $R_{o,1}$, we must again compute a stationary distribution.

\begin{lemma}
The stationary distribution of the outer restriction chain is given by:

$$\pi_{R_{o,1}}(x) = \begin{cases} 
\frac{1}{\binom{s}{k+1}} \cdot \frac{1}{2} \cdot \frac{w_J}{(2^k - 1)Tw_I + w_J} & \text{for } x \text{ 0-offset} \\
\frac{1}{\binom{s}{k+1}} \cdot \frac{1}{2} \cdot \frac{Tw_I}{(2^k - 1)Tw_I + w_J} & \text{otherwise}
\end{cases}$$

\end{lemma}

\begin{proof}
By Fact 16, $R_{o,1}$ is also time-reversible. We proceed using the same analysis we used for Lemma 50. At the very end, we use a slightly different normalization to get the desired result.
\end{proof}

5.5 Inner Projection and Restriction Chains

Now, we are left to study the outer restriction chain, which, for a fixed $e \in E(G)$, is composed of all $(F,f,e)$ in $\text{States}(\tilde{Q}^{\downarrow\uparrow}_k)$. Again, we further decompose this chain into projection and restriction chains which are easier to analyze.

We group all $(F,f,e)$ with the same $F \in k\text{-faces}(B)$ into the same restriction state space $\Omega_f$, which induces a projection chain resembling $B_{s+1}^{\downarrow\uparrow}$, the down-up walk on $k$-faces of $B$, and a restriction chain resembling a lazy random walk on a $(k+1)$-dimensional hypercube.
5.5.1 The Projection Chain

By defining the projection restriction chains as above, we end up with isomorphic restriction chains for each \( F \in k\)-faces(\( B \)). Thus, we can identify each of the states of the inner projection chain \( P_I \) with some face \( F \in k\)-faces(\( S \)). Let \( \{ F_i \} \) be this partition based on face.

Given \( F, F' \in k\)-faces(\( S \)), we can only transition from \( F \) to \( F' \) either when \( F = F' \), or when \( F \cap F' \in (k-1)\)-faces. This coincides with the feasible transitions in \( B_{ii} \).

We detail the transition probabilities in \( B_{ii} \) in Appendix E.2 and are able to obtain the following bounds on the spectral gap of the outer projection chain:

\[ \text{Lemma 54. OneSidedGap}(P_I) \geq \frac{1}{2T(k+1)} . \]

The proof of Lemma 54 can be found in Appendix E.3.

5.5.2 The Restriction Chain

Each restriction chain \( R_I \) can be treated as a \((k+1)\)-dimensional hypercube with self loops. To see this, note that each restriction chain is a set of states \((F, f, e)\) in \( \tilde{Q}_{k}^{\downarrow \uparrow} \) where both \( F \) and \( e \) are the same. There are thus \( 2^{k+1} \) states in each restriction chain, since for each \( x \), we have two choices for \( f(x) \). Associating \( x \) where \( f(x) = u \) to a \( 0 \)-coordinate in a hypercube vertex, and \( x \) where \( f(x) = v \) to a \( 1 \)-coordinate, gives us a bijection from the restriction chain to the hypercube.

The transition probabilities are summarized in Appendix F.1, and we show:

\[ \text{Lemma 55. If we impose uniform weights on the highest order faces,} \]
\[ \text{OneSidedGap}(R_I) \geq \frac{w_J}{2Tw_I} \cdot \frac{2w_J}{D(k+1)(s-k)} \geq \frac{1}{(k+1)(s-k)} . \]

We defer the proof of Lemma 55 to Appendix F.2. We also give relevant background in Appendix F.3.

5.6 Rapid Mixing for High Order Random Walks

Now we put together the decomposition theorem, the lower bounds for the spectral gaps of the project and restriction chains, and Observation 45 to obtain the following lower bound on the two-sided spectral gap of \( \tilde{Q}_{k}^{\downarrow \uparrow} \):

\[ \text{Theorem 56 (Restatement of Theorem 35). The} \ k \text{ down-up random walk} \ Q_{k}^{\downarrow \uparrow} \text{ has one-sided spectral gap,} \]
\[ \text{TwoSidedGap}(Q_{k}^{\downarrow \uparrow}) \geq \frac{\text{TwoSidedGap}(G)}{64T(k+1)^2(s-k)(2^k-1)} . \quad (2) \]

\[ \text{Proof. Use OneSidedGap}(M) \text{ to denote the spectral gap of a Markov chain} \ M. \text{ We deduce from Lemma 49 and Theorem 17 that} \]

\[ \text{OneSidedGap}(P_I) \geq \frac{1}{2T(k+1)} . \]

\[ \text{OneSidedGap}(R_I) \geq \frac{w_J}{2Tw_I} \cdot \frac{2w_J}{D(k+1)(s-k)} \geq \frac{1}{(k+1)(s-k)} . \]

\[ \text{TwoSidedGap}(Q_{k}^{\downarrow \uparrow}) \geq \frac{\text{TwoSidedGap}(G)}{64T(k+1)^2(s-k)(2^k-1)} . \]
\[
\text{OneSidedGap}(\mathcal{Q}^\uparrow_k) \\
\geq \text{OneSidedGap}(\tilde{\mathcal{Q}}^\uparrow_k) \\
\geq \min \left\{ \frac{\text{OneSidedGap}(P_o)}{3}, \frac{\text{OneSidedGap}(P_o) \text{OneSidedGap}(R_o)}{3\gamma_o + \text{OneSidedGap}(P_o)} \right\} \quad \text{(Lemma 49)} \\
\geq \min \left\{ \frac{\text{OneSidedGap}(P_o)}{3\gamma_o + \text{OneSidedGap}(P_o)}, \frac{\text{OneSidedGap}(P_I)}{3}, \frac{\text{OneSidedGap}(P_I) \text{OneSidedGap}(R_I)}{3\gamma_I + \text{OneSidedGap}(P_I)} \right\} \quad \text{(Theorem 17 on } \tilde{\mathcal{Q}}^\uparrow_k) \\
\geq \min \left\{ \frac{\text{OneSidedGap}(P_o) + \text{OneSidedGap}(P_I)}{3}, \frac{\text{OneSidedGap}(P_I) \text{OneSidedGap}(R_I)}{3\gamma_I + \text{OneSidedGap}(P_I)} \right\} \quad \text{(Theorem 17 on } R_o, 1) \\
\text{where} \\
\gamma_o = \max_{i \in [m]} \max_{x \in \Omega_i} \sum_{y \in \Omega \setminus \Omega_i} \tilde{Q}_{i}^{\uparrow k}(x, y) < 1 \\
\gamma_I = \max_{F \in k\text{-faces}(S)} \max_{x \in V(R_I)} \sum_{y \in V(R_o, 1) \setminus V(R_I)} R_o, 1(x, y) < 1.
\]

Furthermore, Lemma 51, Lemma 54 and Lemma 55 provide lower bounds for \text{OneSidedGap}(P_o), \text{OneSidedGap}(P_I), and \text{OneSidedGap}(R_I). If we substitute the spectral-gap lower bounds, and an upper bound of 1 for both \gamma_o and \gamma_I, we obtain a lower bound on \text{OneSidedGap}(\mathcal{Q}^\uparrow_k):

\[
\text{OneSidedGap}(\mathcal{Q}^\uparrow_k) \geq \text{TwoSidedGap}(G) \\
\geq \frac{2^{64} T (k + 1)^2 (s - k) (2^k - 1)}{64 T (k + 1)^2 (s - k) (2^k - 1)}. 
\]

Observation 45 gives a lower bound on \(1 - |\lambda_{\min}(\mathcal{Q}^\uparrow_k)|\) larger than the right hand side of (3), which immediately lets us upgrade the statement (3) to (2), thus proving the theorem. ▶

**References**

A Transition Probabilities of the Down-Up Walk

If we impose uniform weights at the highest order faces, then

\[ w_I = 2^{H-k} \]
\[ w_J = T2^{H-k} - (T - 1) \]

For ease of notation, we use define another variable \( D = Tw_I + w_J \), which will arise very often. Note that for the uniform weights case, \( w_J \) is only slightly smaller than \( Tw_I \), which will help with some of our asymptotics.
Table 1 Transition Probabilities in \(Q_k^{t+}\).

<table>
<thead>
<tr>
<th>Source</th>
<th>Delete</th>
<th>Target</th>
<th>Same (k)-face</th>
<th>Same edge</th>
<th>Probability</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-offset</td>
<td>anything</td>
<td>0-offset</td>
<td>Yes</td>
<td>N/A</td>
<td>(s + (k + 1)(k + 1))</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1-offset</td>
<td>Yes</td>
<td>N/A</td>
<td>((k + 1)T)</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>No</td>
<td>N/A</td>
<td>(s - (k + 1))</td>
<td>1</td>
</tr>
<tr>
<td>minority</td>
<td>0-offset</td>
<td>Yes</td>
<td>N/A</td>
<td>(\frac{s}{2})</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1-offset</td>
<td>Yes</td>
<td>Yes</td>
<td>(0)</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Yes</td>
<td>N/A</td>
<td>((T - 1)(s - (k + 1)))</td>
<td>1</td>
</tr>
<tr>
<td>majority</td>
<td>1-offset</td>
<td>Yes</td>
<td>N/A</td>
<td>(\frac{k}{2})</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Yes</td>
<td>N/A</td>
<td>(k(s - (k + 1)))</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2-offset</td>
<td>Yes</td>
<td>Yes</td>
<td>(t(s - (k + 1)))</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>No</td>
<td>N/A</td>
<td>(t)</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>t-offset</td>
<td>Yes</td>
<td>Yes</td>
<td>((k + 1 - t)(s - (k + 1)))</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>t - 1-offset</td>
<td>Yes</td>
<td>Yes</td>
<td>(k + 1 - t)</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>No</td>
<td>N/A</td>
<td>((k + 1 - t)(s - (k + 1)))</td>
<td>1</td>
</tr>
</tbody>
</table>

B Spectrum of \(\tilde{Q}_k^{t+}\): Proof of Lemma 49

Given a right eigenvector \(v\) of \(Q_k^{t+}\) for eigenvalue \(\lambda\), we exhibit a right eigenvector \(\tilde{v}\) of \(\tilde{Q}_k^{t+}\), also for eigenvalue \(\lambda\). Let

\[
\tilde{v}[(F, f, c)] = \begin{cases} 
\frac{v[(F', f, c')]}{T} & \text{if } (F, f) \text{ is 0-offset} \\
\frac{v[(F, f)]}{T} & \text{otherwise.}
\end{cases}
\]

We now verify that \(\tilde{v}\) is indeed a right eigenvector of \(\tilde{P}\).

\[
\tilde{P}\tilde{v}[(F, f, c)] = \sum_{(F', f', c') \in \text{States}(\tilde{Q}_k^{t+})} \tilde{Q}_k^{t+}[(F', f', c') \to (F, f, c)]\tilde{v}[F', f', c']
\]

\[
= \sum_{(F', f', c') \in \text{States}(\tilde{Q}_k^{t+})} \tilde{Q}_k^{t+}[(F', f', c') \to (F, f, c)]\frac{v[F', f']}{T} + \sum_{(F', f') \in \text{States}(\tilde{Q}_k^{t+})} \tilde{Q}_k^{t+}[(F', f') \to (F, f, c)]\frac{v[F', f']}{T}
\]

\[
= \sum_{(F', f', c') \in \text{States}(\tilde{Q}_k^{t+})} \tilde{Q}_k^{t+}[(F', f', c') \to (F, f, c)]v[F', f']
\]

\[
= \sum_{(F', f') \in \text{States}(\tilde{Q}_k^{t+})} \tilde{Q}_k^{t+}[(F', f') \to (F, f, c)]v[F', f']
\]
Table 2 Transition Probabilities in $\tilde{Q}_k^{\uparrow}$.

<table>
<thead>
<tr>
<th>Source</th>
<th>Delete</th>
<th>Target</th>
<th>Same $k$-face</th>
<th>Same edge</th>
<th>Probability</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-offset</td>
<td>anything</td>
<td>0-offset</td>
<td>Yes</td>
<td>Yes</td>
<td>$\frac{1}{k+1} \cdot \frac{w-1}{w}$</td>
<td>1</td>
</tr>
<tr>
<td>0-offset</td>
<td>anything</td>
<td>0-offset</td>
<td>No</td>
<td>No</td>
<td>$\frac{1}{k+1} \cdot \frac{w}{w+1}$</td>
<td>$T-1$</td>
</tr>
<tr>
<td>0-offset</td>
<td>anything</td>
<td>1-offset</td>
<td>Yes</td>
<td>Yes</td>
<td>$\frac{1}{k+1} \cdot \frac{w}{w+1}$</td>
<td>$(s-(k+1))(k+1)$</td>
</tr>
<tr>
<td>0-offset</td>
<td>anything</td>
<td>1-offset</td>
<td>No</td>
<td>Yes</td>
<td>$\frac{1}{k+1} \cdot \frac{s}{s-1}$</td>
<td>$(s-(k+1))(T-1)$</td>
</tr>
<tr>
<td>0-offset</td>
<td>anything</td>
<td>1-offset</td>
<td>No</td>
<td>No</td>
<td>$\frac{1}{k+1} \cdot \frac{s}{s-1}$</td>
<td>$T-1$</td>
</tr>
<tr>
<td>0-offset</td>
<td>minority</td>
<td>0-offset</td>
<td>Yes</td>
<td>No</td>
<td>$\frac{1}{k+1} \cdot \frac{w}{w+1}$</td>
<td>1</td>
</tr>
<tr>
<td>0-offset</td>
<td>minority</td>
<td>0-offset</td>
<td>No</td>
<td>Yes</td>
<td>$\frac{1}{k+1} \cdot \frac{w}{w+1}$</td>
<td>$s-(k+1)$</td>
</tr>
<tr>
<td>0-offset</td>
<td>minority</td>
<td>0-offset</td>
<td>No</td>
<td>No</td>
<td>$\frac{1}{k+1} \cdot \frac{s}{s-1}$</td>
<td>$(s-(k+1))(T-1)$</td>
</tr>
<tr>
<td>0-offset</td>
<td>majority</td>
<td>0-offset</td>
<td>Yes</td>
<td>Yes</td>
<td>$\frac{1}{k+1} \cdot \frac{w}{w+1}$</td>
<td>$T-1$</td>
</tr>
<tr>
<td>0-offset</td>
<td>majority</td>
<td>0-offset</td>
<td>No</td>
<td>Yes</td>
<td>$\frac{1}{k+1} \cdot \frac{w}{w+1}$</td>
<td>$s-(k+1)$</td>
</tr>
<tr>
<td>0-offset</td>
<td>majority</td>
<td>0-offset</td>
<td>No</td>
<td>No</td>
<td>$\frac{1}{k+1} \cdot \frac{s}{s-1}$</td>
<td>$(s-(k+1))(T-1)$</td>
</tr>
<tr>
<td>0-offset</td>
<td>t-offset</td>
<td>0-offset</td>
<td>Yes</td>
<td>Yes</td>
<td>$\frac{1}{k+1} \cdot \frac{w}{w+1}$</td>
<td>$T-1$</td>
</tr>
<tr>
<td>0-offset</td>
<td>t-offset</td>
<td>0-offset</td>
<td>No</td>
<td>Yes</td>
<td>$\frac{1}{k+1} \cdot \frac{w}{w+1}$</td>
<td>$s-(k+1)$</td>
</tr>
<tr>
<td>0-offset</td>
<td>t-offset</td>
<td>0-offset</td>
<td>No</td>
<td>No</td>
<td>$\frac{1}{k+1} \cdot \frac{s}{s-1}$</td>
<td>$(s-(k+1))(T-1)$</td>
</tr>
<tr>
<td>0-offset</td>
<td>t-offset</td>
<td>1-offset</td>
<td>Yes</td>
<td>Yes</td>
<td>$\frac{1}{k+1} \cdot \frac{w}{w+1}$</td>
<td>$T-1$</td>
</tr>
<tr>
<td>0-offset</td>
<td>t-offset</td>
<td>1-offset</td>
<td>No</td>
<td>Yes</td>
<td>$\frac{1}{k+1} \cdot \frac{w}{w+1}$</td>
<td>$s-(k+1)$</td>
</tr>
<tr>
<td>0-offset</td>
<td>t-offset</td>
<td>1-offset</td>
<td>No</td>
<td>No</td>
<td>$\frac{1}{k+1} \cdot \frac{s}{s-1}$</td>
<td>$(s-(k+1))(T-1)$</td>
</tr>
</tbody>
</table>

If $(F, f, c)$ is a 0-offset face, then the above quantity is equal to

$$
\sum_{(F', f') \in k\text{-faces}(Q)} Q_k^{\uparrow}[(F', f') \rightarrow (F, f)] \cdot \nu(F', f') \cdot T + \sum_{(F', f') \in k\text{-faces}(Q), (F', f') \neq (F, f), \text{not 0-offset}} Q_k^{\uparrow}[(F', f') \rightarrow (F, f)] \cdot \nu(F', f')
$$

$$
= \frac{1}{T} \sum_{(F', f') \in k\text{-faces}(Q)} Q_k^{\uparrow}[(F', f') \rightarrow (F, f)] \cdot \nu(F', f')
$$

And if $(F, f, c)$ is not a 0-offset face, then the quantity is equal to

$$
\sum_{(F', f') \in k\text{-faces}(Q), (F', f') \neq (F, f), \text{not 0-offset}} Q_k^{\uparrow}[(F', f') \rightarrow (F, f)] \cdot \nu(F', f') \cdot T + \sum_{(F', f') \in k\text{-faces}(Q), (F', f') \neq (F, f), \text{not 0-offset}} Q_k^{\uparrow}[(F', f') \rightarrow (F, f)] \cdot \nu(F', f')
$$

$$
= \frac{1}{T} \sum_{(F', f') \in k\text{-faces}(Q)} Q_k^{\uparrow}[(F', f') \rightarrow (F, f)] \cdot \nu(F', f')
$$

Since for every right eigenvector $v$ of $P$, we can exhibit a right eigenvector $\tilde{v}$ of $\tilde{P}$, we can conclude that Spec $\left( Q_k^{\uparrow} \right) \subseteq$ Spec $\left( \tilde{Q}_k^{\uparrow} \right)$.
C  Spectral Gap of Outer Projection Chain

C.1  Transition Probabilities of Outer Projection Chain

The table below summarizes the types of transition probabilities that occur between $i$ and $j$ in $P_o$. Each row corresponds to a specific vertex of “Source” type, and provides (1) the transition probability to a specific vertex of “Target” type (where “Same $k$-face” denotes a transition from $(F, f)$ to $(F, f')$), and (2) the number of such transitions that occur from the source.

<table>
<thead>
<tr>
<th>Source</th>
<th>Target</th>
<th>Same $k$-face</th>
<th>Probability</th>
<th>Count in $\Omega_j, j \neq i, (i, j) \in E(G)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-offset</td>
<td>0-offset</td>
<td>Yes</td>
<td>$\frac{1}{\Delta i} \cdot \frac{w_i}{w_j}$</td>
<td>$1$</td>
</tr>
<tr>
<td>0-offset</td>
<td>0-offset</td>
<td>No</td>
<td>$\frac{1}{\Delta i} \cdot \frac{1}{\Delta j} \cdot \frac{w_i}{w_j}$</td>
<td>$(k + 1)(s - (k + 1))$</td>
</tr>
<tr>
<td>1-offset</td>
<td>0-offset</td>
<td>Yes</td>
<td>$\frac{1}{\Delta i} \cdot \frac{1}{\Delta j} \cdot \frac{w_i}{w_j}$</td>
<td>$(k + 1)$</td>
</tr>
<tr>
<td>1-offset</td>
<td>0-offset</td>
<td>No</td>
<td>$\frac{1}{\Delta i} \cdot \frac{1}{\Delta j} \cdot \frac{w_i}{w_j}$</td>
<td>$(k + 1)(s - (k + 1))$</td>
</tr>
<tr>
<td>1-offset</td>
<td>1-offset</td>
<td>Yes</td>
<td>$\frac{1}{\Delta i} \cdot \frac{1}{\Delta j} \cdot \frac{w_i}{w_j}$</td>
<td>$s - (k + 1)$</td>
</tr>
<tr>
<td>1-offset</td>
<td>1-offset</td>
<td>No</td>
<td>$\frac{1}{\Delta i} \cdot \frac{1}{\Delta j} \cdot \frac{w_i}{w_j}$</td>
<td>$s - (k + 1)$</td>
</tr>
</tbody>
</table>

Using the table, Lemma 50, and the definition of projection chain from [11], the transition probabilities of $P_o$ are:

$$P_o[i \rightarrow j] = \begin{cases} \frac{1}{2T}, & i \neq j, \text{ and } (i, j) \in E(P_o), \\ \frac{T w_i + w_j}{(2^k - 1)T w_i + w_j}, & i = j, \\ 0, & \text{otherwise.} \end{cases}$$

C.2  Proof of Lemma 51

Due to the symmetry of the transition probabilities and the partition $\Omega$, the spectrum of $P_o$ is easily computed from the spectrum of the following graph $L$:

- $V(L) = [m]$,  
- $E(L) = \{(i, j) \in E(P_o) \mid i \neq j\}$.

**Observation 57.** $L$ is the line graph of the base expander $G$.

**Proof.** By definition of the partition $\Omega$, there is a natural bijection between vertices in $V(L)$ and edges in $E(G)$. By construction, $(i, j) \in E(L)$ if and only if there exists $\{(F, f, e_i), (G, g, e_j)\} \in E(\tilde{Q}^+_k)$ such that $(F, f, e_i) \in \Omega_i$ and $(G, g, e_j) \in \Omega_j$. In the chain $\tilde{Q}^+_k$, two states $(F, f, e_i)$ and $(G, g, e_j)$ from different partition sets are connected only if they share a common endpoint in $G$. Thus, $(i, j) \in E(P_o)$ only if $e_i, e_j$ are adjacent in $G$. The if direction is straightforward from the construction of $P_o$. So $L$ is the line graph of $G$.  

The relationship between $\text{Spectrum}(L(G))$ and $\text{Spectrum}(G)$ is also well understood.

**Theorem 58** ([22]). If $G$ is a graph of degree $d$ with $n$ vertices and $L(G)$ its line graph, then the characteristic polynomials $\chi(G, \lambda)$ and $\chi(L(G), \lambda)$ satisfy

$$\chi(L(G), \lambda) = (\lambda + 2)^{n(\frac{n}{2} - 1)} \chi(G, \lambda + 2 - d).$$
Proof of Lemma 51. Using Observation 57 and Theorem 58, we relate the spectrum of $L$ to the spectrum of $G$. Specifically, if $\lambda$ is an eigenvalue of the normalized adjacency matrix of $G$, then $\frac{T^2 - 1}{2T^2 - 2}$ is an eigenvalue of the normalized adjacency matrix of $L$. From this, one can deduce that $\text{TwoSidedGap}(L) = \frac{T^2 - 1}{2T^2 - 2} \cdot \text{TwoSidedGap}(G)$.

$$P_o = \left( 1 - \frac{T - 1}{T} \right) \cdot \frac{(w_J + Tw_I)}{w_J + (2^k - 1)Tw_I} \cdot I + \frac{T - 1}{T} \cdot \frac{(w_J + Tw_I)}{w_J + (2^k - 1)Tw_I} \cdot \text{Adj}(L)$$

It follows that if $v, \lambda$ is an eigenvector, eigenvalue pair of $\text{Adj}(L)$, then

$$v, 1 - \frac{T - 1}{T} \cdot \frac{(w_J + Tw_I)}{w_J + (2^k - 1)Tw_I} + \lambda \cdot \frac{T - 1}{T} \cdot \frac{(w_J + Tw_I)}{w_J + (2^k - 1)Tw_I}$$

is an eigenvector, eigenvalue pair of $P_o$. Therefore,

$$\text{TwoSidedGap}(P_o) = \text{TwoSidedGap}(L) \cdot \frac{T - 1}{T} \cdot \frac{(w_J + Tw_I)}{w_J + (2^k - 1)Tw_I} = \frac{\text{TwoSidedGap}(G)}{2} \cdot \frac{(w_J + Tw_I)}{w_J + (2^k - 1)Tw_I}.$$\[\square\]

## D Outer Restriction Chains

### D.1 Proof of Lemma 52

Let $e_i, e_j \in E(G)$ be the edges corresponding to $\Omega_i, \Omega_j$ respectively. Suppose $e_i = \{u_i, v_i\}$ and $e_j = \{u_j, v_j\}$. Define a map $t_{ij} : e_i \to e_j$ to be $t_{ij}(u_i) = u_j, t_{ij}(v_i) = v_j$. Then $R_{o,i}$ and $R_{o,j}$ are isomorphic under the map $M_{ij} : \Omega_i \to \Omega_j, (F,f,e_i) \to (F,t_{ij} \circ f,e_j)$.

### D.2 Transition Probabilities of Outer Restriction Chains

Since the restriction chains are isomorphic, we can focus on $R_{o,1}$ without loss of generality. Using the decomposition rule given in Section 2.2.1, we can compute the transition probabilities of $R_{o,1}$:

- For all 0-offset $(F, f, e_1)$, the self loop probability is
  $$\frac{T - 1}{T} + \frac{w_J}{DT(s - k)}.$$ The transition probability to each of its $(k + 1)(s - k - 1)$ adjacent 0-offset neighbors $(F', f, e_1)$ is
  $$\frac{w_J}{DT(k + 1)(s - k)}.$$ The transition probability to each of its $(k + 1)(s - k)$ non-0-offset neighbors $(F', f')$ is
  $$\frac{w_I}{D(k + 1)(s - k)}.$$

- For all 1-offset $(F, f, e_1)$, the self loop probability is
  $$\frac{(T - 1)}{T(k + 1)} + \frac{w_I}{D(k + 1)(s - k)} + \frac{k}{2(k + 1)(s - k)}.$$
The transition probability to each of its \((s - k)\) 0-offset neighbors \((F', f')\) is
\[
\frac{w_J}{DT(k + 1)(s - k)}.
\]
The transition probability to each of its \(k\) non-0-offset neighbors with identical base \(k\)-face \((F, f', e_1)\) is
\[
\frac{1}{2(k + 1)(s - k)}.
\]
The transition probability to each of its \((s - k - 1)\) non-0-offset neighbors with a different base \(k\)-face \((F', f', e_1)\) reached by deleting the lonely\(^4\) vertex and adding back a different lonely vertex is
\[
\frac{w_J}{D(k + 1)(s - k)}.
\]
The transition probability to each of its \(2k(s - k - 1)\) non-0-offset neighbors with a different base \(k\)-face \((F', f', e_1)\) reached by deleting a non-lonely vertex and adding back any other vertex is
\[
\frac{1}{2(k + 1)(s - k)}.
\]
For the remaining \((F, f, e_1)\), the self loop probability is
\[
\frac{1}{2(s - k)}.
\]
The transition probability to each of its \((k + 1)\) neighbors with an identical base \(k\)-face \((F, f', e_1)\) is
\[
\frac{1}{2(k + 1)(s - k)}.
\]
The transition probability to each of its \(2(k + 1)(s - k - 1)\) neighbors with a different base \(k\)-face \((F', f', e_1)\) is also
\[
\frac{1}{2(k + 1)(s - k)}.
\]

### E Spectral Gap of Inner Projection Chain

#### E.1 Lazy Random Walks

Both the inner projection and the inner restriction chains have self-loops, so it will be useful to first present some preliminary results on lazy random walks. If we start with Markov chain \(\tilde{M} = (\Omega, \tilde{P})\) and wish to add a uniform self loop probability to each state to get Markov chain \(M = (\Omega, P)\), we write \(P\) as a convex combination of \(\tilde{P}\) and \(I\):
\[
P = c \cdot I + (1 - c) \cdot \tilde{P}, \text{ where } 0 \leq c \leq 1
\]
Since this convex combination will appear a few different times throughout this paper, we’ll prove a basic fact about the spectral gap of \(P\):

\(^4\) Recall that “lonely” was defined in Definition 48
Lemma 59. For $M = (\Omega, P)$ as defined above:

$$\text{OneSidedGap}(M) = (1 - c) \cdot \text{OneSidedGap}(\tilde{M})$$

Proof. Let $\lambda$ be any eigenvalue of $\tilde{P}$, with associated eigenvector $v$. Then, $v$ is also an eigenvector for $P$ for eigenvalue:

$$c + (1 - c) \cdot \lambda(M)$$

To see this, $Pv = \left[c \cdot I + (1 - c) \cdot \tilde{P}\right]v = cv + (1 - c) \left(\tilde{P}v\right) = [c + (1 - c) \cdot \lambda] v$. The spectrum of $\tilde{M}$ is a linear shift and scaling of the spectrum of $M$, and the spectral gap scales by $(1 - c)$. ▷

E.2 Transition Probabilities of Outer Projection Chain

The table below indicates the transition probabilities from a specific face of “Source” type in $F_i$ to various “Target” faces in $F_j$ for $j \neq i$. In the last column, we count transitions to any $F_j$, rather than a specific $F_j$; this made our computations much easier. Due to the symmetry of the $\{F_i\}$ partition elements, to get the transition from $F_1$ to a specific $F_j$, we simply divide the transition probability to $\bigcup_{j \neq i} F_j$ by the number of $F_j$ adjacent to $F_i$, which is $(k + 1)(s - (k + 1))$.

<table>
<thead>
<tr>
<th>Source</th>
<th>Delete</th>
<th>Target</th>
<th>Probability</th>
<th>Count in $F_j$, $j \neq i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-offset</td>
<td>anything</td>
<td>0-offset</td>
<td>$\frac{1}{k+1}$, $\frac{1}{k+1}$, $\frac{w_j}{(k+1)}$</td>
<td>1</td>
</tr>
<tr>
<td>1-offset</td>
<td>minority</td>
<td>0-offset</td>
<td>$\frac{1}{k+1}$, $\frac{1}{k+1}$, $\frac{w_j}{(k+1)}$</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>majority</td>
<td>1-offset</td>
<td>$\frac{1}{k+1}$, $\frac{1}{k+1}$, $\frac{w_j}{(k+1)}$</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>minority</td>
<td>1-offset</td>
<td>$\frac{1}{k+1}$, $\frac{1}{k+1}$, $\frac{w_j}{(k+1)}$</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>majority</td>
<td>(t - 1)-offset</td>
<td>$\frac{1}{k+1}$, $\frac{1}{k+1}$, $\frac{w_j}{(k+1)}$</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>minority</td>
<td>(t - 1)-offset</td>
<td>$\frac{1}{k+1}$, $\frac{1}{k+1}$, $\frac{w_j}{(k+1)}$</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>majority</td>
<td>(t - 1)-offset</td>
<td>$\frac{1}{k+1}$, $\frac{1}{k+1}$, $\frac{w_j}{(k+1)}$</td>
<td>1</td>
</tr>
</tbody>
</table>

Using the table above, Lemma 53, and the framework of [11], the specific transition probabilities for each state in the projection chain are:

$$p := \frac{1}{T(k+1)(s-k)} \frac{(2^k - 1)(k+1)T w_f + w_j}{(2^k - 1)(k+1)T w_f + w_j}$$ to each of its $(k + 1)(s - (k + 1))$ neighbors.

$$= 1 - (k + 1)(s - (k + 1))p$$ for self loops, which can be verified to be nonzero.

E.3 Proof of Lemma 54

Let $\overline{B^{\uparrow}_{k+1}}$ be the non-lazy version (i.e. no self loops) of $B^{\uparrow}_{k+1}$. Since in our construction, $B^{\uparrow}_{k+1}$ is a complete complex, $w(F)$ is uniform over $F \in k$-faces, so all transitions in $\overline{B^{\uparrow}_{k+1}}$ are also uniform. To understand the spectrum of $P_t$, we can express the transition matrix of $P_t$ as:

$$(k + 1)(s - (k + 1))p \cdot \overline{B^{\uparrow}_{k+1}} + [1 - (k + 1)(s - (k + 1))p] \cdot J^k$$

Luckily, for $B^{\uparrow}_{k+1}$ a complete complex, the spectrum of $\overline{B^{\uparrow}_{k+1}}$ is well understood. The following can be deduced from the main theorem of [14].

Theorem 60. OneSidedGap($B^{\uparrow}_{k+1}$) $\geq \frac{1}{(k + 1)}$. ▷
We can now compute the second largest eigenvalue of the non-lazy walk $\tilde{\mathcal{B}}_{\uparrow \downarrow}$.

\begin{corollary}
\label{corollary:onesidedgap}
OneSidedGap(\tilde{\mathcal{B}}_{\uparrow \downarrow}) \geq \frac{1}{(k+1)} + \frac{1}{(k+1)(s-k-1)}.
\end{corollary}

\begin{proof}
Since we are working with a complete complex, all weights on sets of a given size are uniform. Thus, the self-loop probability of $\mathcal{B}_{\uparrow \downarrow}$ is $\frac{1}{s-k}$.

We can next write $\mathcal{B}_{\uparrow \downarrow} = \frac{1}{s-k} \cdot I + (1 - \frac{1}{s-k}) \cdot \tilde{\mathcal{B}}_{\uparrow \downarrow}$. Using Lemma 59, we conclude that

$$\text{OneSidedGap}(\tilde{\mathcal{B}}_{\uparrow \downarrow}) = \text{OneSidedGap}(\mathcal{B}_{\uparrow \downarrow}) \cdot (1 - \frac{1}{s-k})$$

We get the desired result after substituting $\frac{1}{k+1}$ as a lower bound for OneSidedGap(\tilde{\mathcal{B}}_{\uparrow \downarrow}).

\end{proof}

\begin{proof}[Proof of Lemma 54]
By Lemma 59 again, we have

$$\text{OneSidedGap}(P_I) = \text{OneSidedGap}(\mathcal{B}_{\uparrow \downarrow}) \cdot (k+1)(s-(k+1))p.$$ Substituting for $p$:

$$\text{OneSidedGap}(P_I) \geq \frac{1}{(k+1)} + \frac{1}{(k+1)(s-k-1)} \cdot \frac{s-k-1}{T(s-k)} \cdot \frac{(2^k - 2)T + 1}{T(w_I + w_J)} \cdot \frac{(2^k - 1)T}{T(w_I + w_J)} \cdot \frac{1}{2T} \cdot \frac{s-k-1}{T(s-k)} \cdot \frac{(2^k - 2)T + 1}{T(w_I + w_J)} \cdot \frac{(2^k - 1)T}{T(w_I + w_J)}$$

It can be verified that $\frac{1}{2T}$ is a lower bound on $\frac{s-k-1}{T(s-k)} \cdot \frac{(2^k - 2)T + 1}{T(w_I + w_J)} \cdot \frac{(2^k - 1)T}{T(w_I + w_J)}$.

\end{proof}

\section{Spectral Gap of Inner Restriction Chain}

\subsection{Transition Probabilities of Inner Restriction chain}

The transition probabilities can be summarized succinctly:

<table>
<thead>
<tr>
<th>Source</th>
<th>Delete</th>
<th>Target</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-offset</td>
<td>Delete</td>
<td>anything 1-offset</td>
<td>$\frac{1}{2T} \cdot \frac{1}{s-k} \cdot \frac{w_I}{T}$</td>
</tr>
<tr>
<td>1-offset</td>
<td>minority</td>
<td>0-offset</td>
<td>$\frac{1}{2T} \cdot \frac{1}{s-k} \cdot \frac{w_I}{T}$</td>
</tr>
<tr>
<td></td>
<td>majority</td>
<td>2-offset</td>
<td>$\frac{1}{2T} \cdot \frac{1}{s-k} \cdot \frac{1}{T}$</td>
</tr>
<tr>
<td>t-offset</td>
<td>minority</td>
<td>(t-1)-offset</td>
<td>$\frac{1}{2T} \cdot \frac{1}{s-k} \cdot \frac{1}{T}$</td>
</tr>
<tr>
<td></td>
<td>majority</td>
<td>(t+1)-offset</td>
<td>$\frac{1}{2T} \cdot \frac{1}{s-k} \cdot \frac{1}{T}$</td>
</tr>
</tbody>
</table>

\subsection{Proof of Lemma 55}

We can also define a related chain $U$, that has the same state space and transitions as $R$, but the self loop probabilities are uniform across all vertices. More precisely:

- For all hypercube vertices, the self loop probability is $1 - \frac{w_I}{D(S-k)}$. The transition probability to each of their $(k+1)$ neighbors in the hypercube is

$$\frac{w_I}{D(k+1)(s-k)}.$$
The goal of this section is to bound on the spectral gap of $R_I$. Our approach relates the spectrum of $R$ to the spectrum of $U$. Due to the uniformity of the self loop probabilities, the spectrum of $U$ is easy to compute. For ease, we will write $\tilde{D} = 2w_J + w_J T (2^{k+1} - 2)$. The key bound on $\text{OneSidedGap}(R_I)$, which we provide a proof of in Appendix F.4 is the following:

▶ **Lemma 62.**

$$\text{OneSidedGap}(R_I) \geq \frac{w_J \tilde{D}}{2^{k+1} \cdot (Tw_I)^2} \cdot \text{OneSidedGap}(U) \geq \frac{w_J}{2Tw_I} \cdot \text{OneSidedGap}(U).$$

We are able to explicitly compute $\text{OneSidedGap}(U) = \frac{2w_I}{D}(k+1)(s-k)$ (see Lemma 67). The conclusion of Lemma 55 is then immediate.

### F.3 Variational Characterization of Spectral Gap

We will also use a different, variational characterization of the spectral gap of a time-reversible Markov chain $(\Omega, P)$, which will prove useful when working with self loops that have different probabilities. This characterization provides bounds on $\lambda_2$ without forcing us to analyze the chain’s entire spectrum [4].

▶ **Definition 63.** Let $M = (\Omega, P)$ be a time-reversible Markov chain. For functions $f, g : \Omega \to \mathbb{R}$, the Dirichlet form corresponding to $M$ is:

$$\mathcal{E}_M(f, g) = \frac{1}{2} \sum_{x \in \Omega} \sum_{y \in \Omega} \pi_M(x)M[x \to y] \cdot [f(x) - f(y)][g(x) - g(y)].$$

We may omit the subscript $M$ when there is no ambiguity.

▶ **Definition 64.** Again, let $(\Omega, P)$ be a time-reversible Markov chain with stationary distribution $\pi_M$. For a function $f : \Omega \to \mathbb{R}$, the variance corresponding to $M$ is:

$$\text{Var}_M(f) = \frac{1}{2} \sum_{x \in \Omega} \sum_{y \in \Omega} \pi_M(x)\pi_M(y) \cdot [f(x) - f(y)]^2.$$

We may omit the subscript $M$ when there is no ambiguity. This definition is equivalent to $$\text{Var}_M(f) = \mathbb{E}_{\pi_M} [f^2] - \mathbb{E}_{\pi_M} [f]^2.$$ These definitions are equivalent because for $X, Y$ i.i.d, $\text{Var}(X) = \frac{1}{2} \mathbb{E}[(X - Y)^2]$.

▶ **Theorem 65.** Let $M = (\Omega, P)$ be a time-reversible Markov Chain. Then:

$$\text{OneSidedGap}(M) = \inf \left\{ \frac{\mathcal{E}_M(f, f)}{\text{Var}_M(f)} \mid f : \Omega \to \mathbb{R}, \text{Var}_M(f) \neq 0 \right\}.$$ 

Often, we will not be able to compute the exact spectral gap of a chain, but it will suffice to have a lower bound on it. We can determine whether $\lambda$ is a lower bound on $\text{OneSidedGap}(M)$ by checking if it satisfies the Poincaré inequality:

▶ **Definition 66.** We say $\lambda \geq 0$ satisfies the Poincaré inequality if for all $f : \Omega \to \mathbb{R}$:

$$\lambda \cdot \text{Var}_M(f) \leq \mathcal{E}_M(f, f).$$

By the variational characterization of spectral gap, we would also have $\lambda \leq \text{OneSidedGap}(M)$. 

F.4 Proof of Lemma 62

Lemma 67. Let $H$ be the uniform, non-lazy walk on the $(k+1)$-dim. hypercube. Then $\lambda_2(H) = \frac{2}{k+1}$.

Proof. See [2] for a thorough treatment of Cayley graphs. The $(k+1)$-dimensional hypercube is the Cayley graph derived from the cyclic group $\mathbb{Z}_2^{k+1}$.

Observation 68. $\lambda(U)$ is $\frac{2w_J}{D(k+1)(S-k)}$.

Proof. Let $P_H$ denote the transition matrix of a uniform random walk on a $(k+1)$-dimensional hypercube, with no self loops. Then, the transition matrix $P_U$ of $U$ can be expressed as:

$$P_U = \left(1 - \frac{w_J}{D(S-k)}\right) \cdot I + \frac{w_J}{D(S-k)} \cdot P_H$$

By Lemma 59, we have $\lambda(U) = \lambda(H) \cdot \frac{w_J}{D(S-k)}$, so we get the desired result via Lemma 67.

We also observe that the stationary distribution of $U$, which we will call $\pi_U$, is uniform over the $2^{k+1}$ states. The stationary distribution of $R_I$, denoted $\pi_{R_I}$ can also be described explicitly.

Observation 69. The stationary distribution $\pi_{R_I}$ of chain $R_I$ is

$$\pi_{R_I}(x) = \begin{cases} \frac{w_J}{2w_J + w_J T(2^{k+1} - 2)} & \text{if } x \in \{\vec{0}, \vec{1}\} \\ \frac{w_J}{2w_J + T w_J (2^{k+1} - 2)} & \text{otherwise} \end{cases}$$

Proof. By time reversibility of $R_I$ [11], the detailed balance equations imply that for all $y$ that are $t$-offset, for $t \geq 1$, the stationary probability $\pi_{R_I}(y)$ is the same, and $\pi_{R_I}(\vec{0}) = \pi_{R_I}(\vec{1})$.

Let $x$ be 0-offset and $y$ be 1-offset. Again, by time-reversibility of $R_i$ and detailed balance:

$$\pi_{R_I}(x) \cdot \frac{w_J}{D(k+1)(S-k)} = \pi_{R_I}(y) \cdot \frac{w_J}{DT(k+1)(S-k)}$$

This tells us $\pi_{R_I}(x) = \frac{w_J}{w_J} \cdot \pi_{R_I}(y)$. Solving for $\sum_{x \in \{0,1\}^{k+1}} \pi_{R_I}(x) = 1$ gives the desired result.

Recall that we write $\vec{D} = 2w_J + w_J T(2^{k+1} - 2)$.

Proof of Lemma 62. Let $g$ be a real-valued function over the $k$-faces of LocalDensifier$(G, S)$. Using Theorem 65, it suffices to prove that for all $g$,

$$\frac{\mathcal{E}_{R_I}(g, g)}{\text{Var}_{R_I}(g, g)} \geq \frac{w_J \vec{D}}{2^{k+1} \cdot (Tw_J)^2} \cdot \frac{\mathcal{E}_{U}(g, g)}{\text{Var}_{U}(g, g)}$$

First, we compute both $\mathcal{E}_{U}(g, g)$ and $\mathcal{E}_{R}(g, g)$.

$$\mathcal{E}_{U}(g, g) = \frac{1}{2} \sum_{x,y \in \{0,1\}^{(k+1)}} \pi_U(x) \cdot |g(x) - g(y)|^2 \cdot P_U(x, y)$$

$$= \frac{1}{2} \frac{w_J}{2w_J + T w_J} \cdot \frac{1}{D(k+1)(S-k)} \sum_{x,y \in \{0,1\}^{(k+1)}} |g(x) - g(y)|^2$$

$$\mathcal{E}_{R_I}(g, g) = \frac{1}{2} \sum_{x,y \in \{0,1\}^{(k+1)}} \pi_{R_I}(x) \cdot |g(x) - g(y)|^2 \cdot P_{R_I}(x, y)$$

$$= \frac{1}{2} \frac{w_J}{2w_J + T w_J} \cdot \frac{1}{D(k+1)(S-k)} \sum_{x,y \in \{0,1\}^{(k+1)}} |g(x) - g(y)|^2$$
\[
\mathcal{E}_{R_1}(g, g) = \frac{1}{2} \sum_{x, y \in (0, 1)^{k+1}, x \notin (0, 1)} \pi_{R_1}(x) \cdot [g(x) - g(y)]^2 \cdot P_{R_1}(x, y)
\]
\[
+ \frac{1}{2} \sum_{x, y \in (0, 1)^{k+1}, x \notin (0, 1)} \pi_{R_1}(x) \cdot [g(x) - g(y)]^2 \cdot P_{R_1}(x, y)
\]
\[
\mathcal{E}_{R_1}(g, g) = \frac{1}{2} \sum_{x, y \in (0, 1)^{k+1}, x \notin (0, 1)} \frac{w_{R}}{D} \cdot [g(x) - g(y)]^2 \cdot P_{R_1}(x, y)
\]
\[
\mathcal{E}_{R_1}(g, g) = \frac{1}{2} \sum_{x, y \in (0, 1)^{k+1}, x \notin (0, 1)} \frac{w_{R}}{D} \cdot [g(x) - g(y)]^2 \cdot P_{R_1}(x, y)
\]
\[
\mathcal{E}_{R_1}(g, g) \geq \frac{1}{D} \sum_{x, y \in (0, 1)^{k+1}} |g(x) - g(y)|^2
\]

From the above computations, we can conclude that

\[
\mathcal{E}_{R_1}(g, g) \geq \frac{2(k+1)}{D} \cdot \mathcal{E}_U(g, g)
\]

Similarly, we can compute both \( \text{Var}_U(g) \) and \( \text{Var}_R(g) \):

\[
\text{Var}_U(g) = \frac{1}{2} \sum_{x, y \in (0, 1)^{k+1}} \pi_{U}(x) \pi_{U}(y) |f(x) - f(y)|^2
\]
\[
\text{Var}_R(g) = \frac{1}{2} \sum_{x, y \in (0, 1)^{k+1}} \pi_{R_1}(x) \pi_{R_1}(y) |f(x) - f(y)|^2
\]
\[
\text{Var}_R(g) = \frac{1}{2} \sum_{x, y \in (0, 1)^{k+1}} \pi_{R_1}(x) \pi_{R_1}(y) |f(x) - f(y)|^2
\]
\[
\text{Var}_R(g) \leq \frac{22(k+1)}{D^2} \cdot \text{Var}_U(g)
\]

Combining this with what we know about \( \mathcal{E}_{R_1}(g, g) \) and \( \mathcal{E}_U(g, g) \), we conclude the lemma.
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Abstract
The cumulative pebbling complexity of a directed acyclic graph $G$ is defined as $cc(G) = \min_P \sum_i |P_i|$, where the minimum is taken over all legal (parallel) black pebblings of $G$ and $|P_i|$ denotes the number of pebbles on the graph during round $i$. Intuitively, $cc(G)$ captures the amortized Space-Time complexity of pebbling $m$ copies of $G$ in parallel. The cumulative pebbling complexity of a graph $G$ is of particular interest in the field of cryptography as $cc(G)$ is tightly related to the amortized Area-Time complexity of the Data-Independent Memory-Hard Function (iMHF) $f_{G,H}$ [7] defined using a constant indegree directed acyclic graph (DAG) $G$ and a random oracle $H(\cdot)$. A secure iMHF should have amortized Space-Time complexity as high as possible, e.g., to deter brute-force password attacker who wants to find $x$ such that $f_{G,H}(x) = h$. Thus, to analyze the (in)security of a candidate iMHF $f_{G,H}$, it is crucial to estimate the value $cc(G)$ but currently, upper and lower bounds for leading iMHF candidates differ by several orders of magnitude. Blocki and Zhou recently showed that it is NP-Hard to compute $cc(G)$, but their techniques do not even rule out an efficient $(1 + \varepsilon)$-approximation algorithm for any constant $\varepsilon > 0$. We show that for any constant $c > 0$, it is Unique Games hard to approximate $cc(G)$ to within a factor of $c$.

Along the way, we show the hardness of approximation of the DAG Vertex Deletion problem on DAGs of constant indegree. Namely, we show that for any $k, \varepsilon > 0$ and given a DAG $G$ with $N$ nodes and constant indegree, it is Unique Games hard to distinguish between the case that $G$ is $(e_1, d_1)$-reducible with $e_1 = N^{(1+2\varepsilon)/k}$ and $d_1 = kN^{2\varepsilon/(1+2\varepsilon)}$, and the case that $G$ is $(e_2, d_2)$-depth-robust with $e_2 = (1-\varepsilon)ke_1$ and $d_2 = 0.9N^{(1+\varepsilon)/(1+2\varepsilon)}$, which may be of independent interest. Our result generalizes a result of Svensson who proved an analogous result for DAGs with indegree $O(N)$.
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1 Introduction

The black pebbling game is a powerful abstraction that allows us to analyze the complexity of functions $f_G$ with a static data-dependency graph $G$. In particular, a directed acyclic graph (DAG) $G = (V,E)$ can be used to encode data-dependencies between intermediate values produced during computation e.g., if $L_v$ is the $v^{th}$ intermediate value and $L_v := L_j \times L_i$ then the DAG $G$ would include directed edges $(i,v)$ and $(j,v)$ indicating that $L_v$ depends on the previously computed values $L_i$ and $L_j$. A black pebbling of $G$ is a sequence $P = (P_0, \ldots, P_t) \subseteq V$ of pebbling configurations. Intuitively, a pebbling configuration $P_t$ describes the set of data labels that have been computed and stored in memory at time $t$. The rules of the pebbling game stipulate that we must have parents$(v) = \{u : (u,v) \in E\} \subseteq P_t$ for each newly pebbled node $v \in P_{t+1} \setminus P_t$ i.e., before we can compute a new data value $L_v$, we must first have the labels of each dependent data value $L_u$ available in memory.

Historically, much of the literature has focused on the sequential black pebbling game where we require that $|P_{t+i} \setminus P_t| \leq 1$ for all round $i$. In recent years, the parallel black pebbling game has seen renewed interest due to the rapid expansion of parallel computing, e.g., GPUs, FPGAs. In the more general parallel black pebbling game, there is no such restriction on the number of new pebbles in each round, i.e., on a parallel architecture, it is possible to determine $L_v$ for each node $v \in P_{t+1} \setminus P_t$ simultaneously since the dependent data-values are already in memory.

There are several natural ways to measure the cost of a pebbling. The space complexity of a DAG $G$ asks for a legal pebbling $P = (P_0, \ldots, P_t)$ that minimizes the maximum space usage $\max_{t\leq t} |P_t|$ – even if the time $t$ is exponential in the number of nodes $N$. Space-time complexity asks for a legal pebbling $P = (P_0, \ldots, P_t)$ that minimizes the space-time product $t \times \max_{t\leq t} |P_t|$. Alwen and Serbinenko [7] observed that in the parallel black pebbling game, the space-time of pebbling $G^{\times m}$, $m$ independent copies of a DAG $G$, does not always scale linearly with $m$. In particular, for some DAGs $G$ the total space-time cost of pebbling $G^{\times m}$ is roughly equal to the space-time cost of pebbling a single instance of $G$ for $m = \tilde{O}(\sqrt{N})$!

Alwen and Serbinenko [7] introduced the notion of the cumulative pebbling cost $\mathbb{cc}(G)$ of a DAG $G$ to model the amortized space-time costs in the parallel black pebbling game. Formally, the cumulative pebbling cost of a pebbling $P$ is given by $\mathbb{cc}(P) = \sum_t |P_t|$ and $\mathbb{cc}(G) = \min_P \mathbb{cc}(P)$, where the minimum is taken over all legal (parallel) black pebblings of $G$. The cumulative pebbling cost is a fundamental metric that is worth studying. It captures the amortized space-time cost of pebbling $m$ copies of $G$ in parallel, i.e., in the limit we have $\mathbb{cc}(G) = \lim_{m \to \infty} \frac{\text{ST}(G^{\times m})}{m}$ where the space-time cost of a pebbling $P = (P_0, \ldots, P_t)$ is $\text{ST}(P) = t \times \max_t |P_t|$ and the notation $G^{\times m}$ denotes a new graph consisting of $m$ disjoint copies of $G$.

In this paper, we address the following question:

*Given a DAG $G$, can we (approximately) compute $\mathbb{cc}(G)$?*

This is a natural question in settings where we want to evaluate the function $f_G$ (with data-dependency DAG $G$) on many distinct inputs – $\mathbb{cc}(G)$ models the amortized cost of computing $f_G$. The question is also highly relevant to the cryptanalysis of Data-Independent Memory-Hard Functions (iMHFs). In the context of password hashing we want to find a (constant indegree) DAG $G$ with maximum cumulative pebbling complexity, e.g., to maximize
the cost of a brute-force attacker who wants to evaluate the function \( f_G \) on every input in a password cracking dictionary. Thus, given a DAG \( G \) one might wish to lower-bound \( \text{cc}(G) \) before using \( G \) in the design of a memory-hard password hashing algorithm.

**Cumulative Pebbling Complexity in Cryptography**

In many natural contexts such as password hashing and Proofs of Work, it is desirable to lower bound the amortized space-time cost, e.g., in the random oracle model it is known that the cumulative memory complexity of a (side-channel resistant) iMHF \( f_{G,H} \) is \( \Omega(\text{cc}(G)) \), where \( f_{G,H} \) is a labeling function defined in terms of the DAG \( G \) and a random oracle \( H \) [7]. Thus, in the field of cryptography there has been a lot of interest in designing constant indegree graphs with cumulative pebbling cost \( \text{cc}(G) \) as large as possible and in analyzing the pebbling cost \( \text{cc}(G) \) of candidate iMHF constructions \( f_{G,H} \), e.g., see [2, 5, 3, 6, 4, 14].

From an asymptotic standpoint many of the open questions have been (nearly) resolved. Alwen and Blocki [2] showed that for any DAG \( G \) with \( N \) nodes and constant indegree we have \( \text{cc}(G) = \mathcal{O}(N^2 \log \log N/\log N) \), while Alwen et al. [5, 4] gave constructions with \( \text{cc}(G) = \Omega(N^2/\log N) \). For Argon2i, the winner of the password hashing competition, we have the upper bound \( \text{cc}(G) = \mathcal{O}(N^{1.767}) \) and the lower bound \( \text{cc}(G) = \Omega(N^{1.75}) \) [14].

Most of these upper/lower bounds exploited a relationship between \( \text{cc}(G) \) and a combinatorial property called depth-robustness. A DAG \( G = (V,E) \) is \((e,d)\)-reducible if we can find a subset \( S \subseteq V \) with \( |S| \leq e \) such that any directed path \( P \) in \( G \) of length \( d \) contains at least one node in \( S \). On the other hand, if \( G \) is not \((e,d)\)-reducible, then we say that \( G \) is \((e,d)\)-depth robust. Depth-robustness is known to be both necessary [2] and sufficient [5] for secure iMHFs. In particular, any \((e,d)\)-reducible DAG \( G \) with \( N \) nodes and indegree \( \text{indeg}(G) \) has \( \text{cc}(G) \leq \min_{g \geq d} \left( eN + gN \times \text{indeg}(G) + \frac{N^2d}{g} \right) \) [2] while any \((e,d)\)-depth robust DAG \( G \) has \( \text{cc}(G) \geq ed \) [5]. The later observation was used to build a constant indegree graph \( G \) with \( \text{cc}(G) = \Omega(N^2/\log N) \) by showing that the constructed \( G \) is \((\Omega(N/\log N), \Omega(N))\)-depth robust. The former observation was used to prove that any constant indegree graph has \( \text{cc}(G) = \mathcal{O}(N^2 \log \log N/\log N) \) by exploiting the observation that any such DAG \( G \) is \((\mathcal{O}(N \log \log N/\log N), \Omega(N/\log^2 N))\)-reducible (simply set \( g = \mathcal{O}(N \log \log N/\log N) \) in the above [2] bound).

Although many of the open questions have been (nearly) resolved from an asymptotic standpoint, from a concrete security standpoint for all practical iMHF candidates \( G \), the best known upper and lower bounds on \( \text{cc}(G) \) differ by several orders of magnitude. In fact, Blocki et al. [11] recently found that for practical parameter settings \((N \leq 2^{24})\), Argon2i provides better resistance to known pebbling attacks than DRSample [4] despite the fact that DRSample \((\text{cc}(G) = \Omega(N^2/\log N)) \) is asymptotically superior to Argon2i \((\text{cc}(G) = \tilde{\Omega}(N^{1.75})) \). Of course it is certainly possible that an improved pebbling strategy for Argon2i will reverse this finding tomorrow making it difficult to provide definitive recommendations about which construction is superior in practice.

Given a DAG \( G \), one might try to resolve these questions directly by (approximately) computing \( \text{cc}(G) \). Blocki and Zhou [15] previously showed that the problem of computing \( \text{cc}(G) \) is \( \text{NP} \)-Hard. However, their result does not even rule out the existence of a \((1 + \varepsilon)\)-approximation algorithm for any constant \( \varepsilon > 0 \).
13:4 Approximating Cumulative Pebbling Cost Is Unique Games Hard

1.1 Our Contributions

Our main result is the hardness of any constant factor approximation to the cost of graph pebbling even for DAGs with constant indegree\(^1\).

**Theorem 1.** Given a DAG \( G \) with constant indegree, it is Unique Games hard to approximate \( cc(G) \) within any constant factor. (See Theorem 13.)

Along the way to proving our main result, we show that for any constant \( k > 0, \varepsilon > 0 \), given a constant indegree graph \( G \), it is Unique Games hard to distinguish between the following two cases: (1) \( G \) is \((e_1, d_1)\)-reducible with \( e_1 = N^{1/(1+2\varepsilon)}/k \) and \( d_1 = kN^{2\varepsilon/(1+2\varepsilon)} \) and (2) \( G \) is \((e_2, d_2)\)-depth-robust with \( e_2 = (1-\varepsilon)ke_1 \) and \( d_2 = 0.9N^{1/(1+2\varepsilon)} \). This intermediate result (see Corollary 8) generalizes a result of Svensson [45], who proved an analogous result for DAGs \( G \) with arbitrarily large indegree \( \text{indeg}(G) = \mathcal{O}(N) \).

Corollary 8 may be of independent interest as depth-robust graphs have found many other applications in cryptography including Proofs of Sequential Work [37], Proofs of Space [24], Proofs of Replication [39, 25] and (relaxed) locally correctable codes for computationally bounded channels [10, 12]. Testing the depth-robustness of a DAG \( G \) is especially relevant to the analysis of (tight) Proofs of Space/Replication – several constructions rely on (unproven) conjectures about the concrete depth-robustness of particular DAGs e.g., see [16, 25].

1.2 Technical Ingredients

To prove our result we use three technical ingredients. The first ingredient is a reduction of Svensson [45] that it is Unique Games hard to distinguish between a DAG \( G \) (with \( \text{indeg}(G) = \mathcal{O}(N) \)) that is \((e_1, d_1)\)-reducible or \((e_2, d_2)\)-depth-robust. The second technical ingredient is \( \gamma \)-Extreme Depth-Robust Graphs [6] with bounded indegree. We use \( \gamma \)-Extreme Depth-Robust Graphs to modify the construction of Svensson [45] and show that the same result holds for graphs with much smaller indegree. Finally, we use low depth superconcentrators to boost the lower bound on \( cc \) to \( \min\{e_2N, d_2N\}/8 \) instead of \( e_2d_2 \) in the case the graph is \((e_2, d_2)\)-depth-robust. We prove that this can be done without significantly increasing the pebbling cost in the case the graph is \((e_1, d_1)\)-reducible.

1.2.1 Technical Ingredient 1

Our first technical ingredient is a result of Svensson [45], who proved that for any constant \( k > 0, \varepsilon > 0 \), it is Unique Games hard to distinguish between the following two cases (1) \( G \) is \((e_1, d_1)\)-reducible with \( e_1 = N/k \) and \( d_1 = k \), or (2) \( G \) is \((e_2, d_2)\)-depth robust with \( e_2 = N(1-1/k) \) and \( d_2 = \Omega(N^{1-\varepsilon}) \). To prove this, Svensson gave a reduction that transforms from any instance of Unique Games \( \mathcal{U} \) to a directed acyclic graph \( G_{\mathcal{U}} \) on \( N \) nodes such that \( G_{\mathcal{U}} \) is \((e_1, d_1)\)-reducible for \( e_1 \approx N/k \) and \( d = k \) if \( \mathcal{U} \) is satisfiable. Otherwise, if \( \mathcal{U} \) is unsatisfiable, it can be shown that \( G_{\mathcal{U}} \) is \((e_2, d_2)\)-depth robust. This is a potentially useful starting point because the pebbling complexity of a graph \( G_{\mathcal{U}} \) is closely related to its depth-robustness. In particular, in the second case, a result of Alwen et al. [5] establishes that \( cc(G_{\mathcal{U}}) \geq e_2d_2 \) and in the first case, a result of Alwen and Blocki shows that
\[
cc(G_{\mathcal{U}}) \leq \min_{g \geq d_1} \left( e_1N + N \times \text{indeg}(G_{\mathcal{U}}) + \frac{N^2d_1}{g} \right) \quad [2].
\]

---

\(^1\) Each node \( v \) in a data-dependency DAG \( G \) model an atomic unit of computation. Thus, in practice we expect \( G \) to have indegree 2 or 3. If \( L_v = g(L_{v_1}, \ldots, L_{v_k}) \) is a function of \( k \gg 2 \) previously computed values \( L_{v_1}, \ldots, L_{v_k} \) then we would have generated several additional intermediate data-values while evaluating \( g(\cdot) \). These data-values should have been included as nodes in \( G \) which is supposed to have a node for every intermediate data-value.
Challenges of Applying Svensson’s Construction

While the pebbling complexity of $G_U$ is related to depth-robustness, there is still a vast gap between the upper/lower bounds. In particular, in Svensson’s construction we have $\text{indeg}(G_U) = \mathcal{O}(N)$, so the $gN \times \text{indeg}(G_U)$ term could be as large as $gN^2 \gg e_2d_2$. Thus, we would need to be able to reduce the indegree significantly to obtain a gap between $cc(G_U)$ in the two cases. (In fact, we can show that the pebbling cost is exactly $cc(G_U) = \frac{N(L+1)}{2}$ independent of the Unique Games instance $U$ — see Lemma 17 in the appendix.) We remark that a naïve attempt to reduce indegree in Svensson’s construction $G_U$ by replacing every node $v$ (as in [5]) with a path of length $N + \text{indeg}(v)$ would result in a constant indegree graph $G'_U$ with $N' \approx 2N^2$ nodes that will not be useful for our purposes. The new graph $G'_U$ would be $(e_1,d_1)$-reducible in the first case with $e_1 = N/k = \mathcal{O}\left(\sqrt{N^2/k}\right)$ and $d_1 = 2kN = \mathcal{O}\left(\sqrt{N^2k}\right)$.

In the second case, the DAG $G'_U$ would be $(e_2,d_2)$-depth robust with $e_2 \approx ke_1$ and $d_2 = \mathcal{O}(N^{1-\gamma/2})$. We would now have $cc(G'_U) \leq \min_{g \geq d_1} \left(e_1N' + 2gN' + \frac{N^2d_1}{g}\right) = \omega(e_1N')$ for our upper bound while the lower bound is at most $e_2d_2 \approx ke_1N^{1-\gamma/2}$. At the end of the day, the graph $G'_U$ is still quite far from what we need.

1.2.2 Technical Ingredient 2: $\gamma$-Extreme Depth-Robust Graphs

It does not seem to be possible to obtain a suitable graph $G_U$ by applying indegree reduction techniques to Svensson’s Construction in a black-box manner. Instead, we open up the black-box and show how to reduce the indegree using a recent technical result of Alwen et al. [6]. A DAG $G_{\gamma,N}$ on $N$ nodes is said to be $\gamma$-extreme depth-robust if it is $(e,d)$-depth robust for any $e,d > 0$ such that $e + d \leq (1-\gamma)N$. Alwen et al. [6] showed that for any constant $\gamma > 0$, there exists a family $\{G_{\gamma,N}\}_{N=1}^\infty$ of $\gamma$-extreme depth robust DAGs with maximum indegree $O(\log N)$. While Alwen et al. [6] were not focused on outdegree, it is not too difficult to see that their construction yields a single family of DAGs with maximum indegree and outdegree $O(\log N)$.

In Svensson’s construction, the DAG $G_U$ is partitioned into $L = N^{1-\varepsilon}$ symmetric layers i.e., if $u_i$ (the copy of node $u$ in layer $\ell_1$) is connected to $v_{i_2}$ (the copy of node $v$ in layer $\ell_2 > \ell_1$) then for any layers $i < j \leq L$, the directed edge $(u_i,v_j)$ exists. The fact that this edge is “copied” $\mathcal{O}(L^2)$ times for every pair of layers $i < j$ significantly increases the indegree. However, Svensson’s argument that $G_U$ is depth-robust in the second case relies on the existence of each of these edges. To reduce the indegree we start with a $\gamma$-extreme depth-robust DAG $G_{\gamma,L}$ on $L$ nodes and only keep edges between nodes $u_i$ and $v_j$ in layers $i$ and $j$ if there is a path of length $\leq 2$ between nodes $i$ and $j$ in $G_{\gamma,L}$. The new graph can also be shown to have degree at most $\mathcal{O}(\text{indeg}(G_L) \times \text{outdeg}(G_L) \times L/N) = \mathcal{O}(N^2 \log^2 N)$. Despite the fact that the indegree is vastly reduced, we are still able to modify Svensson’s argument to prove that (for a suitable constant $\gamma > 0$) our new graph is still $(e_2,d_2)$-depth robust with $e_2 \approx ke_1$ and $d_2 = \mathcal{O}(N^{1-\varepsilon})$ — note that the new graph is clearly still $(e_1,d_1)$-reducible if $U$ is satisfiable since we only remove edges from Svensson’s construction.

We can then apply the generic black-box indegree reduction of [5] to reduce the indegree to 2 by replacing every node with a path of length $N^{2\varepsilon}$. This established our first technical result that even for constant indegree DAGs, it is Unique Games hard to distinguish between the following two cases: (1) $G$ is $(e_1,d_1)$-reducible with $e_1 = N^{1/(1+2\varepsilon)}/k$ and $d_1 = kN^{2\varepsilon/(1+2\varepsilon)}$, and (2) $G$ is $(e_2,d_2)$-depth-robust with $e_2 = (1-\varepsilon)ke_1$ and $d_2 = 0.9N^{(1+\varepsilon)/(1+2\varepsilon)}$. 
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1.2.3 Technical Ingredient 3: Superconcentrators

Although indegree reduction is a crucial step toward showing hardness of approximation for graph pebbling complexity, we still cannot apply known results that relate \((e_1, d_1)\)-reducibility and \((e_2, d_2)\)-depth robustness to pebbling complexity, since there is still no gap between the pebbling complexity of the two cases. In particular, we are always stuck with the \(e_1N\) term in the upper bound of [2] which is already much larger than the lower bound \(e_2d_2\) from [6]. To overcome this result we rely on superconcentrators. A superconcentrator is a graph that connects \(N\) input nodes to \(N\) output nodes so that any subset of \(k\) inputs and \(k\) outputs are connected by \(k\) vertex disjoint paths. Moreover, the total number of edges in the graph should be \(O(N)\).

Blocki et al. [11] recently proved that \(G'\), the superconcentrator overlay of an \((e, d)\)-depth robust graph, has pebbling cost \(cc(G') \geq \max\{eN, dN\}/8\), which is a significant improvement on the lower bound \(cc(G') \geq ed\) when \(e = o(N)\) and \(d = o(N)\). This allows us to increase the lower-bound in case 2, but we need to be careful that we do not significantly increase the pebbling cost in case 1. To do this we rely on the existence of superconcentrators with depth \(O(\log N)\) [40] and we give a significantly improved pebbling attack on the superconcentrator overlay DAG \(G'\) in case 1 when the original graph is \((e_1, d_1)\)-reducible. With the improved pebbling attack, we are able to show that \(cc(G) \geq e_1kN/16\) in case 2 and that \(cc(G) \leq 16e_1N\) in case 1. Since \(k\) is an arbitrary constant, this implies that it is Unique Games hard to approximate \(cc(G)\) to within any constant factor \(c > 0\).

2 Related Work

Pebbling games have found a number of applications under various formulations and models (see the survey [38] for a more thorough review). The sequential black pebbling game was introduced by Hewitt and Paterson [29], and by Cook [19] and has been particularly useful in exploring space/time trade-offs for various problems like matrix multiplication [47], fast fourier transformations [43, 47], integer multiplication [46] and many others [17, 44]. In cryptography it has been used to construct/analyze Proofs of Space [24, 41], Proofs of Work [23, 37] and Memory-Hard Functions [26]. Alwen and Serbinenko [7] argued that the parallel version of the black pebbling game was more appropriate for Memory-Hard Functions and they proved that any iMHF attacker in the parallel random oracle model corresponds to a pebbling strategy with equivalent cumulative memory cost.

The space cost of the black pebbling game is defined to be \(\max_i |P_i|\), which intuitively corresponds to minimizing the maximum space required during computation of the associated function. Gilbert et al. [27] studied the space-complexity of the black-pebbling game and showed that this problem is \(\text{PSPACE}\)-Complete by reducing from the truly quantified boolean formula (TQBF) problem. In our case, the decision problem is \(cc(G) \leq k\) is in \(\text{NP}\) because the optimal pebbling strategy cannot last for more than \(N^2\) steps since \(\text{any}\) graph with \(N\) nodes has \(cc(G) \leq N^2\).

Red-Blue Pebbling

Given a DAG \(G = (V, E)\), the goal of the red-blue pebbling game [30] is to place pebbles on all sink nodes of \(G\) (not necessarily simultaneously) from an empty starting configuration. Intuitively, red pebbles represent values in cache and blue pebbles represent values stored in memory. Blue pebbles must be converted to red pebbles (e.g., loaded into cache) before
they can be used in computation, but there is a limit on the number of red-pebbles that can be used. Red-blue pebbling games have been used to study memory-bound functions [22] (functions that incur many expensive cache-misses [1]).

Ren and Devadas introduced the notion of bandwidth hard functions and used the red-blue pebbling game to analyze the energy cost of a memory hard function [42]. In their model, red-moves (representing computation performed using data in cache) have a smaller cost $c_r$ than blue-moves $c_b$ (representing data movements to/from memory) and a DAG $G$ on $N$ nodes is said to be bandwidth hard if any red-blue pebbling has cost $\Omega(N \cdot c_b)$. Ren and Devadas showed that the bit reversal graph [35], which forms the core of iMHF candidate Catena-BRG [26], is maximally bandwidth hard. Subsequently, Blocki et al. [13] gave a pebbling reduction showing that any attacker random oracle model (pROM) can indeed be viewed as a red-blue pebbling with equivalent cost. They also show that it is NP-Hard to compute the minimum cost red-blue pebbling of a DAG $G$ i.e., the decision problem “is the red-blue pebbling cost $\leq k$?” is NP-Complete (A result of Demaine and Liu [20, 36] implies that the problem is PSPACE-Hard to compute the red-blue pebbling cost when $c_r = 0$ i.e., computation is free). In general, the red-blue cost of $G$ is always lower bounded by $c_r N$ and upper-bounded by $2c_r N + c_b N$. The question of a more efficient $c$-approximation algorithm for $c = o(c_b/c_r)$ remains open.

**Unique Games**

Recently, the Unique Games Conjecture and related conjectures have received a lot of attention for their applications in proving hardness of approximation. Khot et al. [32] showed that the Goemans-Williamson approximation algorithm for Max-Cut [28] is optimal, assuming the Unique Games Conjecture. Khot and Regev [34] showed that Minimum Vertex Cover problem is Unique Games hard to solve within a factor of $2 - \varepsilon$, which is nearly tight from the guarantee that a simple greedy algorithm gives. The Unique Games Conjecture also leads to tighter approximation hardness for other problems including Max 2-SAT [32] and Betweenness [18]. Although a previous stronger version of the conjecture asked whether Unique Games instances required exponential time algorithms in the worst case, Arora et al. [8] gave a subexponential time algorithm for Unique Games. Lately, focus has also been drawn toward studying the related Label Cover Problem, such as the 2-to-1 Games Conjecture [21] and the 2-to-2 Games Conjecture [33].

### 3 Preliminaries

We use the notation $[N]$ to denote the set $\{0, 1, \ldots, N-1\}$. Given a directed acyclic graph $G = (V, E)$ and a node $v \in V$, we use $\text{parents}(v) = \{u : (u, v) \in E\}$ (resp. $\text{children}(v) = \{u : (v, u) \in E\}$) to denote the parents (resp. children) of node $v$. We use $\text{indeg}(v) = |\text{parents}(v)|$ (resp. $\text{outdeg}(v) = |\text{children}(v)|$) to denote the number of incoming (resp. outgoing) edges into (resp. out of) the vertex $v$. We also define $\text{indeg}(G) = \max_{v \in V} \text{indeg}(v)$ and $\text{outdeg}(G) = \max_{v \in V} \text{outdeg}(v)$. Given a set $S \subseteq V$ of nodes, we use $G - S$ to refer to the graph obtained by deleting all nodes in $S$ and all edges incident to $S$. We also use $G[S] = G - (V \setminus S)$ to refer to the subgraph induced by the nodes $S$, i.e., deleting every other node in $V \setminus S$. Given a node $v \notin S$, we use $\text{depth}(v, G - S)$ to refer to the longest directed path in $G - S$ ending at node $v$ and we use $\text{depth}(G - S) = \max_{v \in S} \text{depth}(v, G - S)$ to refer to the longest directed path in $G - S$. Given a subset $B$, we will also use $\text{depth}_B(v, G - S)$ to refer to the maximum number of nodes in the set $B$ contained in any directed path in $G - S$ that ends at node $v$. We define $\text{depth}_B(G - S) = \max_{v \in S} \text{depth}_B(v, G - S)$ analogously.
Definition 2 (Unique Games). An instance $U = (G = (V, E), [R], \{\pi_{v,w}\}_{v,w})$ of Unique Games consists of a regular bipartite graph $G(V, W, E)$ and a set $[R]$ of labels. Each edge $(v, w) \in E$ has a constraint given by a permutation $\pi_{v,w} : [R] \rightarrow [R]$. The goal is to output a labeling $\rho : (V \cup W) \rightarrow [R]$ that maximizes the number of satisfied edges, where an edge is satisfied if $\rho(v) = \pi_{v,w}(\rho(w))$.

Conjecture 3 (Unique Games Conjecture, [31]). For any constants $\alpha, \beta > 0$, there exists a sufficiently large integer $R$ (as a function of $\alpha, \beta$) such that for Unique Games instances with label set $[R]$, no polynomial time algorithm can distinguish whether: (1) the maximum fraction of satisfied edges of any labeling is at least $1 - \alpha$, or (2) the maximum fraction of satisfied edges of any labeling is less than $\beta$.

Graph Pebbling

The goal of the (black) pebbling game is to place pebbles on all sink nodes of some input directed acyclic graph (DAG) $G = (V, E)$. The game proceeds in rounds, and each round $i$ consists of a number of pebbles $P_i \subseteq V$ placed on a subset of the vertices. Initially, the graph is unpebbled, $P_0 = \emptyset$, and in each round $i \geq 1$, we may place a pebble on $v \in P_i$ if either all parents of $v$ contained pebbles in the previous round ($\text{parents}(v) \subseteq P_{i-1}$) or if $v$ already contained a pebble in the previous round ($v \in P_{i-1}$). In the sequential pebbling game, at most one new pebble can be placed on the graph in any round (i.e., $|P_i \setminus P_{i-1}| \leq 1$), but this restriction does not apply in the parallel pebbling game.

We use $\mathcal{P}_G$ to denote the set of all valid parallel pebblings of $G$. The cumulative cost of a pebbling $P = (P_1, \ldots, P_t) \in \mathcal{P}_G$ is the quantity $\text{cc}(P) := |P_1| + \ldots + |P_t|$ that represents the sum of the number of pebbles on the graph during every round. The (parallel) cumulative pebbling cost of $G$, denoted $\text{cc}(G) := \min_{P \in \mathcal{P}_G} \text{cc}(P)$, is the cumulative cost of the best legal pebbling of $G$.

A DAG $G$ is $(e, d)$-reducible if there exists a subset $S \subseteq V$ of size $|S| \leq e$ such that $\text{depth}(G - S) < d$. That is, there are no directed paths containing $d$ vertices remaining, once the vertices in the set $S$ are removed from $G$. If $G$ is not $(e, d)$-reducible, we say that it is $(e, d)$-depth robust.

4 Reduction

Svensson [45] showed that for any constant $k, \epsilon > 0$ it is Unique Games hard to distinguish between whether a DAG $G$ is $(e_1, d_1)$-reducible for $e_1 = N/k$ and $d_1 = k$ or $G$ is $(e_2, d_2)$-depth robust with $e_2 = N(1 - 1/k)$ and $d_2 = \Omega(N^{1-\epsilon})$. To prove this, Svensson showed how to transform a Unique Games instance $U = (G = (V, W, E), [R], \{\pi_{v,w}\}_{v,w})$ into a graph $\hat{G}_U$ such that $G_U$ is $(e_1, d_1)$-reducible if it is possible to satisfy $1 - \alpha$ fraction of the edges and $G_U$ is $(e_2, d_2)$-depth robust if it is not possible to satisfy $\beta$-fraction of the edges. To obtain inapproximability results for $\text{cc}$, it is crucial to substantially reduce the indegree of this construction.

4.1 Review of Svensson’s Construction

To construct $G_U$, Svensson first constructs a layered bipartite DAG $\hat{G}_U$, which encodes the unique games instance $U$ and later transforms $\hat{G}_U$ into the required DAG $G_U$. For completeness, we provide a full description of the DAG $\hat{G}_U$ in the appendix. We will focus our discussion here on the essential properties of the DAG $\hat{G}_U$. 
The graph $\hat{G}_U$ has a number of bit-vertices $B$ partitioned into bit-layers $B = B_0 \cup \ldots \cup B_L$, where $B_i$ is the set of bit-vertices in bit-layer $i$. Each $B_i$ can be partitioned into sets $B_{iw}$ for $w \in W$. Similarly, $\hat{G}_U$ has a number of test-vertices $T$ partitioned into test-layers $T = T_0 \cup \ldots \cup T_{L-1}$, where $T_i$ is the set of test-vertices in test-layer $i$. Outgoing edges for test-layer $T_i$ must be directed into a bit vertex in layer $B_{i+1}$ with $\ell' > \ell$. Similarly, outgoing edges from $B_{i+1}$ must be directed into a test vertex in layer $T_{i'}$ with $\ell' \geq \ell$. Each $T_i$ can be partitioned into sets $T_{i,v}$ for $v \in V$. The constraints in our Unique Games instance $U$ are encoded as edges between the bit vertices and test vertices. We use $N = |T|$ to denote the total number of test nodes and remark that the parameter $L$ is set such that $L \geq N^{1-\epsilon}$.

$\hat{G}_U$ also displays symmetry between the layers in the sense that $B_t = \{b^t_1, \ldots, b^t_m\}$ and $T_t = \{t^t_1, \ldots, t^t_p\}$, so that the number of bit-vertices in each bit-layer is the same and the number of test-vertices in each test-layer is the same.

Symmetry

In Svensson’s construction, we have exactly $m$ bit vertices in every layer $B_t = \{b^t_1, \ldots, b^t_m\}$ and exactly $p$ test vertices in every layer $T_t = \{t^t_1, \ldots, t^t_p\}$. The edges between $B_t$ and $T_{t+1}$ encode the edge constraints in the unique games instance $U$. Furthermore, the construction is symmetric so that directed edge $(b^t_j, t^{t+1}_i)$ exists if and only if for every $\ell' > \ell$ the edge $(b^{\ell'}_j, t^{\ell'}_i)$ exists. Thus for any $\ell' \geq \ell$, the edges between $B_t$ and $T_{\ell'}$ encode the constraints in $U$. Similarly, the directed edge $(t^t_j, b^{t+1}_i)$ exists if and only if for any $\ell' > \ell$ the edge $(t^{\ell'}_j, b^{\ell'}_i)$ exists. We remark that this means that the indegree of the graph $\hat{G}_U$ is at least $L$ (and can be as large as $\Omega(N)$ in general).

Robustness of $\hat{G}_U$

Svensson argues that if it is possible to satisfy a $1 - \alpha$ fraction of the constraints in $U$, then there exists a subset $S \subseteq T$ of at most $|S| \leq e_1$ test-vertices such that $\text{depth}_B(\hat{G}_U - S) \leq d_1$. Similarly, if it is not possible to satisfy a $\beta$-fraction of the constraints, then for any subset $S \subseteq T$ of at most $|S| \leq e_2$ test-vertices, we have $\text{depth}_B(\hat{G}_U - S) \geq d_2$. This does not directly show that $\hat{G}_U$ is depth-robust since we are not allowed to delete bit-vertices. However, one can easily transform $\hat{G}_U$ into a graph $G_U$ on the $N = |T|$ test nodes such that $G_U$ is $(e, d)$-depth robust if and only if for all subsets $S \subseteq T$ of $|S| \leq e$ test vertices in $G_U$, we have $\text{depth}_{G_U}(G_U - S) \geq d$. It is worth mentioning that we can view these guarantees as a form of weighted depth-robustness where all test-vertices have weight $1$ and all bit-vertices have weight $\infty$, i.e., if $1 - \alpha$ fraction of the constraints in $U$, then we can find a subset $S$ of nodes with weight $\text{weight}(S) \leq e_1$ such that $\text{depth}(\hat{G}_U - S) \leq d_1$, and if it is not possible to satisfy $\beta$-fraction of the constraints, then for any subset $S$ with $\text{weight}(S) \leq e_2$ we have $\text{depth}(\hat{G}_U - S) \geq d_1$.

Graph Coloring and Robustness

An equivalent way to view the problem of weighted reducibility (resp. depth-robustness) is in terms of graph coloring. This view is central to Svensson’s argument. In particular, if we can find a depth reducing set $S \subseteq T$ of size $|S| \leq e$ such that $\text{depth}_B(\hat{G}_U - S) \leq d$, then we can define a $d$-coloring $\chi : B \to [d]$ of each of the bit-vertices such that the coloring $\chi$ is consistent with every remaining test node $v \in T \setminus S$. Here, consistency means that $\max_{w \in \text{parents}(v)} \chi(b) < \min_{u \in \text{children}(v)} \chi(b)$. In fact, it is not too difficult to see that there is a subset $S \subseteq T$ of $|S| \leq e$ test-vertices such that $\text{depth}_B(\hat{G}_U - S) \leq d$ if and only if there
is a \(d\)-coloring \(\chi\) such that \(|\{v : \max_{b \in \text{parents}(v)} \chi(b) \geq \min_{b \in \text{children}(v)} \chi(b)\}| \leq \epsilon\), i.e., given a \(d\)-coloring \(\chi\) of the bit vertices, we can simply select \(S = \{v : \max_{b \in \text{parents}(v)} \chi(b) \geq \min_{b \in \text{children}(v)} \chi(b)\}\) of inconsistent test-vertices and then for every \(u \in B\) we can inductively show that \(\text{depth}_B(u, \hat{G}_U - S) \leq \chi(u)\).

### Brief Overview of Svensson’s Proof

Svensson defines \(\chi(w, i)\) to denote the largest color that is smaller than the colors of at least \((1 - \delta)\) fraction of the bit-vertices in \(B_{i,w}\), i.e., \(\chi(w, i) = \max\{\text{color } c : \Pr_{b \in B_{i,w}}[\chi(b) \geq c] \geq 1 - \delta\}\). Suppose that it is not possible to satisfy a \(\beta = \frac{\delta \eta}{2T}\)-fraction of the constraints in \(U\) for tunable parameters \(t, \eta > 0\) that are part of Svensson’s construction. The core piece of Svensson’s proof is demonstrating that if the set \(S = \{v : \max_{b \in \text{parents}(v)} \chi(b) \geq \min_{b \in \text{children}(v)} \chi(b)\}\) of inconsistent test-vertices has size \(|S| \leq (1 - 32\delta)/T|\), then we can find some \(w \in W\) such that \(\Pr[\chi(w, i) > \chi(w, i + 1)] \geq 32\delta^2\) for some constant \(c\) that depends on various parameters of the construction. Svensson notes that by symmetry of the construction \(\hat{G}_U\), we can assume without loss of generality that \(\chi(i, w) \leq \chi(i + 1, w)\) for any \(i \leq L\). We remark that this will not necessarily be the case after our indegree reduction step. Thus, it immediately follows that \(\chi\) uses more than \(32T/\delta^2\) colors, i.e., \(\text{depth}_B(u, \hat{G}_U - S) \geq 32|T|/\delta^2\).

### 4.2 Reducing the Indegree

As previously discussed, Svensson’s construction has indegree that is too large for the purposes of bounding the pebbling complexity by finding a gap between known results implied by \((e_1, d_1)\)-reducibility and \((e_2, d_2)\)-depth robustness. To perform indegree reduction, we use a \(\gamma\)-extreme depth-robust graph \(G_{\gamma,L+1}\) with \(L + 1\) vertices in a procedure \(\text{Sparsify}_{G_{\gamma,L+1}}(\hat{G}_U)\) to decide which edges in \(\hat{G}_U\) to keep and which edges to discard. Intuitively, we will keep the edge \((b_t, t_{v'})\) from a bit vertex \(b_t \in B_t\) on layer \(\ell \leq \ell'\) to test vertex \(t_{v'} \in T_{\ell'}\) on layer \(\ell'\) if and only if \(\ell = \ell'\) or \(G_{\gamma,L+1}\) contains the edge \((\ell, \ell')\). Similarly, we will keep the edge \((t_{v}, b_{v'})\) from a test vertex \(t_{v} \in T_{\ell}\) on layer \(\ell < \ell'\) to bit vertex \(b_{v'} \in B_{\ell'}\) on layer \(\ell'\) if and only if \((\ell, \ell') \in G_{\gamma,L+1}\). The result is a new DAG \(\text{Sparsify}_{G_{\gamma,L+1}}(\hat{G}_U)\) with substantially smaller indegree and outdegree \(O(N^2 \log^2 N)\) instead of \(O(N)\).

**Transformation \(\text{Sparsify}_{G_{\gamma,L+1}}(\hat{G}_U)\)**

**Input:** An instance \(\hat{G}_U = (V, E)\) of the Svensson’s construction, whose vertices are partitioned into \(L + 1\) bit-layers \(B_0, \ldots, B_L\) and \(L\) test-layers \(T_0, \ldots, T_{L-1}\), a \(\gamma\)-extreme depth robust graph \(G_{\gamma,L+1} = (V_{\gamma} = [L + 1], E_{\gamma})\).

1. Let \(G' = (V, E)\) be a copy of \(\hat{G}_U\).
2. If \(e = (b, t)\) is an edge in \(G\), where \(b \in B_i\) and \(t \in T_j\), delete \(e\) from \(G'\) if \(i \neq j\) and \((i, j) \notin E_{\gamma}\).
3. If \(e = (t, b)\) is an edge in \(G\), where \(b \in B_i\) and \(t \in T_j\), delete \(e\) from \(G'\) if \((j, i) \notin E_{\gamma}\).

**Output:** \(G'\)

We remark that we only delete edges from \(\hat{G}_U\). Thus for any subset \(S \subseteq T\) of \(|S| \leq e_1\) test vertices, we have \(\text{depth}_B(\hat{G}_U - S) \geq \text{depth}_B(\text{Sparsify}_{G_{\gamma,L+1}}(\hat{G}_U) - S)\). Hence, \(\text{Sparsify}_{G_{\gamma,L+1}}(\hat{G}_U)\) is certainly not more depth-robust than \(\hat{G}_U\). The harder argument is showing that the graph \(\text{Sparsify}_{G_{\gamma,L+1}}(\hat{G}_U)\) is still depth-robust when our unique games instance \(U\) has no assignment satisfying a \(\beta\) fraction of the edges.
Assuming that the Unique Games instance is unsatisfiable, Lemma 4 implies that as long as $32\delta^2 |T|$ test-vertices are consistent with our coloring, we can find some $w \in W$ such that $w$ is locally consistent on at least $32\delta^2 L$ layers, i.e., $w$ is locally consistent on layer $\ell$ if $\forall \ell' > \ell$ we have $\chi(w, \ell') > \chi(w, \ell)$.

The parameters $\eta$, $t$ in Lemma 4 are tunable parameters of the reduction.

Lemma 4. Let $\chi$ be any coloring of $\text{Sparsify}_{G_{\gamma, \ell}}(\hat{G}_{\ell})$. If the Unique Games instance has no labeling that satisfies a fraction $\frac{\delta \eta^2}{t^2}$ of the constraints and at least $32\delta^2 |T|$ test-vertices are consistent with $\chi$, then there exists $w \in W$ with

$$\Pr_{\ell \in [L]} [\chi(w, \ell') > \chi(w, \ell) \text{ for all } \ell' > \ell \text{ with } (\ell, \ell') \in E_{\gamma}] \geq 32\delta^2.$$ 

We remark that the proof of Lemma 4 closely follows Svensson’s argument with a few modifications. While the modifications are relatively minor, specifying these modifications requires a complete description of Svensson’s construction. We refer an interested reader to Appendix B for details and for the formal proof of Lemma 4.

Lemma 5 now shows that $\text{Sparsify}_{G_{\gamma, \ell}}(\hat{G}_{\ell})$ is still depth-robust in case 2. The main challenge is that after we sparsify the graph, we can no longer assume that $\chi(w, \ell') > \chi(w, \ell)$ for all $\ell' > \ell$ without loss of generality, e.g., even if there are many $i$’s for which $\chi(w, i) > \chi(w, i)$ we could have a sequence like $\chi(1, 1) = 1, \chi(w, 2) = 2, \chi(w, 3) = 2, \chi(w, 4) = 2, \chi(w, 5) = 1, \chi(w, 6) = 2, \ldots$. We rely on the fact that $G_{\gamma, \ell}$ is extremely depth-robust to show that for any sufficiently large subset $L \subseteq [L]$ of layers for which $w$ is locally consistent, there must be a subsequence $\mathbb{E}_w \subseteq L$ of length $|\mathbb{E}_w| \geq |L| - \gamma L$ over which $\chi(w, \cdot)$ is strictly increasing.

Lemma 5. If the Unique Games instance has no labeling that satisfies a fraction $\frac{\delta \eta^2}{t^2}$ of the constraints and $\gamma \leq 31\delta^2$, then for every set $S \subseteq T$ of at most $|S| \leq (1 - 32\delta)|T|$ test-vertices the graph $G' = \text{Sparsify}_{G_{\gamma, \ell}}(\hat{G}_{\ell})$ has a path of length $32\delta L$.

Proof. Suppose the Unique Games instance has no labeling that satisfies a fraction $\frac{\delta \eta^2}{t^2}$ of the constraints. Let $S$ contain at most $(1 - 32\delta)|T|$ and define the labeling $\chi(b) = \text{depth}_B(b, G' - S)$. By Lemma 4, there exists $w \in W$ with

$$\Pr_{\ell \in [L]} [\chi(w, \ell') > \chi(w, \ell) \text{ for all } \ell' > \ell \text{ with } (\ell, \ell') \in E_{\gamma}] \geq 32\delta^2.$$ 

Let $L \subset [L]$ denote the subset of layers over which $w$ is locally consistent. We remark that each $\ell \in \mathbb{L}$ corresponds to a node in $G_{\gamma, \ell}$ and that $G_{\gamma, \ell+1}[\mathbb{L}]$ contains a path $P_w = (\ell_1, \ldots, \ell_k)$ of length $k \geq |\mathbb{L}| - \gamma L \geq (32\delta^2 - \gamma) L$. We also note that $\chi(w, \ell_{i+1}) > \chi(w, \ell_i)$ for each $i < k$. Hence, $\chi(w, \ell_k) \geq k$, which means that $\text{depth}_B(b, G' - S) \geq (32\delta^2 - \gamma)L \geq 32\delta L$ as long as $\gamma \leq 31\delta^2$.

Theorem 6, our main technical result in this section, states that it is Unique Games hard to distinguish between $(e_1, d_1)$-reducible and $(e_2, d_2)$-depth robust graphs even for a DAG $G$ with $N$ vertices and $\text{indeg}(G) = \mathcal{O}(N^2 \log^2 N)$.

Theorem 6. For any integer $k \geq 2$ and constant $\varepsilon > 0$, given a DAG $G$ with $N$ vertices and $\text{indeg}(G) = \mathcal{O}(N^2 \log^2 N)$, it is Unique Games hard to distinguish between the following cases: (1) (Completeness): $G$ is $((\frac{1}{2} - \frac{\varepsilon}{k})N, k)$-reducible, and (2) (Soundness): $G$ is $((1 - \varepsilon)N, 1)$-depth robust.
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Proof. Recall that we can transform $G' = \text{Sparsify}_{\gamma, k+1}(\hat{G}_U)$ into an unweighted graph $G$ over the $N = |T|$ test-vertices. In particular, we add the edge $(u, v)$ to $G$ if and only if there was a path of length 2 from $u$ to $v$ in $G'$. We remark that the indegree is $\text{indeg}(G) = \Theta(N^2 \log^2 N)$ and that for any $S \subseteq T$, we have $\text{depth}(G - S) \leq \text{depth}_G(G' - S) \leq \text{depth}(G - S) + 1$. Completeness now follows immediately from Theorem 20 under the observation that we only removed edges from Svensson’s construction. Soundness follows immediately from Theorem 20 and Lemma 5.

Obtaining DAGs with Constant Degree

We can now apply a second indegree reduction procedure $\text{IDR}(G, \gamma)$. For a graph $G = (V, E)$, the procedure $\text{IDR}(G, \gamma)$ replaces each node $v \in V$ with a path $P_v = v_1, \ldots, v_{\delta + \gamma}$, where $\delta$ is the indegree of $G$. For each edge $(u, v) \in E$, we add the edge $(u_{\delta + 1}, v_j)$ whenever $(u, v)$ is the $j^{th}$ incoming edge of $v$, according to some fixed ordering. [5] give parameters $e_2$ and $d_2$ so that $\text{IDR}(G, \gamma)$ is $(e_2, d_2)$-depth robust if $G$ is $(e, d)$-depth robust. For a formal description of $\text{IDR}(G, \gamma)$, see Appendix B. We complete the reduction by giving parameters $e_1$ and $d_1$ so that $\text{IDR}(G, \gamma)$ is $(e_1, d_1)$-reducible if $G$ is $(e, d)$-reducible.

Lemma 7. There exists a polynomial time procedure $\text{IDR}(G, \gamma)$ that takes as input a DAG $G$ with $N$ vertices and $\text{indeg}(G) = \delta$ and outputs a graph $G' = \text{IDR}(G, \gamma)$ with $(\delta + \gamma)N$ vertices and $\text{indeg}(G') = 2$. Moreover, the following properties hold: (1) If $G$ is $(e, d)$-reducible, then $\text{IDR}(G, \gamma)$ is $(e, (\delta + \gamma) \cdot d)$-reducible, and (2) If $G$ is $(e, d)$-depth robust, then $\text{IDR}(G, \gamma)$ is $(e, \gamma \cdot d)$-depth robust.

Corollary 8. For any integer $k \geq 2$ and constant $\epsilon > 0$, given a DAG $G$ with $N$ vertices and maximum indegree $\text{indeg}(G) = 2$, it is Unique Games hard to decide whether $G$ is $(e_1, d_1)$-reducible or $(e_2, d_2)$-depth robust for (Completeness): $e_1 = \frac{1}{k}N \frac{1}{\log^2 N}$ and $d_1 = kN \frac{1}{\log^2 N}$, and (Soundness): $e_2 = (1 - \epsilon)N \frac{1}{\log^2 N}$ and $d_2 = 0.9N \frac{1}{\log^2 N}$.

Putting the Pieces Together

We would now like to apply Theorem 18 and Theorem 19. However, the upper bound on $\text{cc}(G)$ that we obtain from Theorem 18 will not be better than $e_1 N = \frac{1}{k}N \frac{1}{\log^2 N}$, while the lower bound we obtain from Theorem 19 is just $(1 - \epsilon)N \frac{1}{\log^2 N}$, so we do not get our desirable gap between the upper and lower bounds. We therefore discard Theorem 18 and Theorem 19 altogether and instead apply a graph transformation with explicit bounds on pebbling complexity.

Definition 9 (Superconcentrator). A graph $G$ with $O(N)$ vertices is called a superconcentrator if there exists $N$ input vertices, denoted $\text{input}(G)$, and $N$ output vertices, denoted $\text{output}(G)$, such that for all $S_1 \subseteq \text{input}(G), S_2 \subseteq \text{output}(G)$ with $|S_1| = |S_2| = k$, there are $k$ vertex disjoint paths from $S_1$ to $S_2$.

Pippenger gives a superconcentrator construction with depth $O(\log N)$.

Lemma 10 ([40]). There exists a superconcentrator $G$ with at most $42N$ vertices, containing $N$ input vertices and $N$ output vertices, such that $\text{indeg}(G) \leq 16$ and $\text{depth}(G) \leq \log(42N)$.

Now we define the overlay of a superconcentrator on a graph $G$ (see Figure 1).

Definition 11 (Superconcentrator Overlay). Let $G = (V(G), E(G))$ be a fixed DAG with $N$ vertices and $G_S = (V(G_S), E(G_S))$ be a (priori fixed) superconcentrator with $N$ input vertices $\text{input}(G_S) = \{i_1, \ldots, i_N\} \subseteq V(G_S)$ and $N$ output vertices $\text{output}(G_S) = \{o_1, \ldots, o_N\} \subseteq V(G_S)$.
V(G_S). We call a graph G’ = (V(G_S), E(G_S) ∪ E_I ∪ E_O) a superconcentrator overlay where E_I = \{(u_i, v_i) : (u, v) ∈ E(G)\} and E_O = \{(o_i, o_{i+1}) : 1 ≤ i < N\} and denote as G’ = superconc(G).

We will denote the interior nodes as interior(G’) = G \ (input(G’) ∪ output(G’)) where input(G’) = input(G_S) and output(G’) = output(G_S). We remark that when using Pippenger’s construction of superconcentrators, it is easy to show that superconc(G) is \((e + \frac{N}{g}, 2d + log(42N))\)-reducible whenever G is \((e, d)\)-reducible, which implies that

\[
cc(superconc(G)) ≤ \min_{g ≥ d} \left( e + \frac{N}{d} \right) 42N + 2g(42N) + \frac{42N}{g} (2d + \log(42N)) 42N.
\]

For more details, we refer an interested reader to Lemma 24 and Corollary 25 in Appendix D. However, these results are not quite as strong as we would like. By comparison, we have the following lower bound on the pebbling complexity from [11]:

\[
cc(superconc(G)) ≥ \min \left( \frac{eN}{8}, \frac{dN}{8} \right).
\]

In Lemma 12 we obtain a significantly tighter upper bound on cc(superconc(G)) with an improved pebbling strategy described at the end of this section.

**Lemma 12.** Let G be an \((e, d)\)-reducible graph with N vertices with indeg(G) = 2. Then

\[
cc(superconc(G)) ≤ \min_{g ≥ d} \left\{ 2eN + 4gN + \frac{43dN^2}{g} + \frac{24N^2 \log(42N)}{g} + 42N \log(42N) + N \right\}.
\]

With the improved attack in Lemma 12, we can tune parameters appropriately to obtain our main result, Theorem 13.

**Theorem 13.** Given a DAG G, it is Unique Games hard to approximate cc(G) within any constant factor.

**Proof.** Let k ≥ 2 be an integer that we shall later fix and similarly, let ε > 0 be a constant that we will later fix. Given a DAG G with N vertices, then it follows by Corollary 8 that it is Unique Games hard to decide whether G is \((e_1, d_1)\)-reducible or \((e_2, d_2)\)-depth robust for \(e_1 = \frac{1}{k} N^{\frac{1}{1+2ε}}\), \(d_1 = kN^{\frac{1}{1+2ε}}\) and \(e_2 = (1 - ε)N^{\frac{1}{1+2ε}}\) and \(d_2 = 0.9N^{\frac{1}{1+2ε}}\). If G is \((e_1, d_1)\)-reducible, then by Lemma 12, cc(superconc(G)) ≤ \min_{g ≥ d} \left( 2e_1N + 4gN + \frac{43d_1N^2}{g} + \frac{24N^2 \log(42N)}{g} + 42N \log(42N) + N \right). Observe that \(2e_1N = \frac{2}{k} N^{(2+2ε)/(1+2ε)}\), whereas for \(g = e_1\) and sufficiently large N, \(4gN + \frac{43d_1N^2}{g} + \frac{24N^2 \log(42N)}{g} + 42N \log(42N) + N ≤ \frac{7}{k} N^{\frac{2+2ε}{1+2ε}}\). Hence for sufficiently large N,

\[
cc(superconc(G)) ≤ \frac{7}{k} N^{\frac{2+2ε}{1+2ε}}.
\]

On the other hand, if G is \((e_2, d_2)\)-depth robust, then by Lemma 23, cc(superconc(G)) ≥ \min \left( \frac{e_2N}{8}, \frac{d_2N}{8} \right). Specifically,

\[
cc(superconc(G)) ≥ \frac{e_2N}{8} = \frac{1 - ε}{8} N^{\frac{2+2ε}{1+2ε}}.
\]

Let c > 1 be any constant. Setting \(ε = 0.1\) and \(k = \lceil \frac{560c^2}{9} \rceil\), we get that if G is \((e_1, d_1)\)-reducible, then cc(superconc(G)) ≤ \frac{9}{80c} N^{\frac{2+2ε}{1+2ε}} but if G is \((e_2, d_2)\)-reducible, then cc(superconc(G)) ≥ \frac{9}{80c} N^{\frac{2+2ε}{1+2ε}}. Hence, it is Unique Games hard to approximate cc(G) with a factor of c.
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**Figure 1** An example of the superconcentrator overlay $G' = \text{superconc}(G)$. We remark that as illustrated in $G_S$, for any $k$ inputs and $k$ outputs (highlighted in red), there exist $k$ vertex disjoint paths in a superconcentrator.

**Figure 2** An improved pebbling strategy for $G' = \text{superconc}(G)$. It brought ideas from [2].
Proof of Lemma 12. We will examine the pebbling cost of superconc($G$) for each step shown in Figure 2.

- Step 1: We need to place pebbles on all input nodes in $G'$. By Theorem 18, the pebbling cost of input($G'$) = $G$ will be upper bounded by $2$

$$
cc(G) \leq \min_{g \geq d} \left\{ eN + 2gN + \frac{N^2d}{g} \right\}.
$$

- Step 2: Start with a configuration with pebbles on every node in input($G'$). We have that depth($G'$) \ input($G'$) = log(42N). Therefore, in time log(42N), we can place pebbles on every node in input($G'$) \ union interior($G'$). Hence, the total pebbling cost in Step 2 will be at most 42N log(42N).

- Step 3: The goal for step 3 is to walk a pebble across the output nodes starting from $o_1$ to $o_N$. To save cost during this step, we should alternate light phases and balloon phases repeatedly $N/g$ times in total since we walk pebble across the interval $I_i = [a_{(i-1)g+1}, a_{ig}]$ of length $g$ in output($G'$) in each phase. Let $S$ be a $(e, d)$-depth reducing set for $G$. In each light phase, to walk a pebble across the interval $I_i$, we should keep pebbles on $S$ and parents($I_i$) \ $I_i$. Since each node in $I_i$ has two parents outside the interval and we keep one pebble in $I_i$ (the current node) for each step, the maximum number of pebbles to keep would be $|S| + 2g + 1 = e + 2g + 1$ for each step. Hence, the maximum pebbling cost to walk pebble across $I_i$ in $i^{th}$ light phase is $(e + 2g + 1)g$. In each balloon phase, we recover the pebbles in input($G'$) \ interior($G'$) for the next light phase. Since $S$ is a $(e, d)$-depth reducing set, we have that depth($G'$ \ (S \ union output($G'$))) $\leq d + \log(42N)$. Therefore, recovering the pebbles will cost at most $(d + \log(42N))42N$ for each balloon phase. Hence, the total pebbling cost for Step 3 will be at most $[(e + 2g + 1)g + (d + \log(42N))42N] \frac{N}{g}$.

Taken together, we have that

$$
cc(superconc_2(G)) \leq \min_{g \geq d} \left\{ eN + 2gN + \frac{N^2d}{g} + 42N \log(42N) + \left( (e + 2g + 1)g + (d + \log(42N))42N \right) \frac{N}{g} \right\}
$$

as desired.
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\footnote{Note that Theorem 18 shows the upper bound of the pebbling cost to pebble the last node of $G$. Here, the difference is that we have to pebble all nodes in input($G'$) = $G$, not the last node of $G$ only. However, [2] says that we can recover all nodes concurrently by running one more balloon phase and such cost is already contained in the term $N^2d/g$. Therefore, we have the same upper bound for cc($G$).}


A Svensson’s Construction

In this section, we review Svensson’s Construction. Given an instance $U$ of Unique Games, Svensson first constructs a weighted instance $\hat{G}_U$ of the DAG reducibility problem. Recall that in the weighted DAG reducibility problem, we are given a DAG $G$ with weights on each node and a target depth $d$ and the goal is to find a minimum weight subset $S$ such that $(G - S)$ contains no path of length $d$. Given $(e_1, d_1)$ and $(e_2, d_2)$ with $e_1 < e_2$ and $d_1 > d_2$ a weaker goal is simply to distinguish between the following cases: (1) there is a set $S$ of weight at most $e_1$ s.t. $(G - S)$ contains no path of length $d_1$, and (2) for all sets $S$ of weight at most $e_2$ the graph $(G - S)$ contains a path of length $d_2$. Svensson constructs $\hat{G}_U$ s.t. distinguishing between these cases allows us to solve the original Unique Games instance $U$.

A.1 Notation

We first review some notation that is used to describe Svensson’s initial construction. For $x \in [k]^R$ and a subset $S$ of not necessarily distinct indices of $[R]$, let

$$C_{x,S} = \{ z \in [k]^R : z_j = x_j \forall j \notin S \}$$

denote the sub-cube whose coordinates not in $S$ are fixed according to $x$. Let

$$C_{x,S,v,w} = \{ z \in [k]^R : z_j = x_{\pi_{v,w}(j)} \forall \pi_{v,w}(j) \notin S \}$$

denote the image of the sub-cube $C_{x,S}$ under $\pi_{v,w}$. Similarly, let

$$C_{x,S}^\oplus = \{ z \oplus 1 : z \in C_{x,S} \},$$

where $\oplus$ denotes addition modulo $k$ and $1$ denotes an $R$-dimensional vector with all elements 1, and let

$$C_{x,S,v,w}^\oplus = \{ z \oplus 1 : z \in C_{x,S,v,w} \}. $$
A.2 Construction

In Svensson’s initial construction, nodes are divided into two sets: bit-vertices and test-vertices. Bit-vertices are assigned weight infinity to guarantee that these nodes are not deleted. Test-vertices are assigned weight one. Here, we focus on the construction of \( \hat{G}_U \) though the graph \( \hat{G}_U \) is later transformed into an instance \( \hat{G}_U \) of the unweighted DAG reducibility problem, i.e., distinguishing between the cases that \( \hat{G}_U \) is \((e_1,d_1)\)-reducible and \((e_2,d_2)\)-depth robust is sufficient to solve the original Unique Games instance \( U \). See Figure 3 for a simple example of \( \hat{G}_U \) along with the transformation to the unweighted instance \( G_U \). The DAG \( \hat{G}_U \) is defined formally as follows:

- For some \( L \) to be fixed, there are \( L + 1 \) layers of bit-vertices. Each bit-layer \( \ell \) with \( 0 \leq \ell \leq L \) the DAG \( \hat{G}_U \) contains bit-vertices \( b^\ell_{w,z} \) for each \( w \in W \) and \( z \in [k]^R \). Each bit-vertex is assigned weight \( \infty \).
- There are \( L \) layers of test-vertices. For each \( 0 \leq \ell \leq L - 1 \), the DAG \( \hat{G}_U \) contains test-vertices \( t^\ell_{x,S,v,w_1,\ldots,w_{2t}} \) for every \( x \in [k]^R \), every sequence of indices \( S = (s_1,\ldots,s_t) \in [R]^t \), every \( v \in V \) and every sequence \( (w_1,\ldots,w_{2t}) \) of \( 2t \) not necessarily distinct neighbors of \( v \). Each test-vertex is assigned weight 1.
- If \( \ell \leq \ell' \) and \( z \in C^\ell_{x,S,v,w_j} \), then there is an edge from bit-vertex \( b^\ell_{w_j,z} \) to test-vertex \( t^{\ell'}_{x,S,v,w_{j1},\ldots,w_{jt}} \) for each \( 1 \leq j \leq 2t \).
- If \( \ell > \ell' \) and \( z \in C^{\ell'}_{x,S,v,w_j} \), then there is an edge from test-vertex \( t^{\ell'}_{x,S,v,w_{j1},\ldots,w_{jt}} \) to bit-vertex \( b^{\ell}_{w_j,z} \) for each \( 1 \leq j \leq 2t \).
- If \( T \) is the total number of test-vertices, then \( L \) is selected so that \( \delta^2 L \geq T^{1-\delta} \).

A.3 Transformation

As mentioned before, in the Svensson’s construction, the bit-vertices are given weight \( \infty \) so that they are never deleted, and the graph can be simplified in the following manner without altering the reduction. The transformation to \( G_U \) is defined formally as follows:

- For each \( 0 \leq \ell \leq L - 1 \), there exists a vertex \( v^\ell_{x,S,v,w_1,\ldots,w_{2t}} \) for every \( x \in [k]^R \), every sequence of indices \( S = (s_1,\ldots,s_t) \in [R]^t \), every \( v \in V \) and every sequence \( (w_1,\ldots,w_{2t}) \) of \( 2t \) not necessarily distinct neighbors of \( v \).
- If \( \gamma \) is the number of vertices in each layer, then \( L \) is selected so that \( \delta^2 L \geq (\gamma L)^{1-\delta} \).
- There exists an edge between \( v^\ell_{x,S,v,w_1,\ldots,w_{2t}} \) and \( v^{\ell'}_{x',S',v',w'_1,\ldots,w'_{2t}} \) if and only if \( \ell < \ell' \) and there exist \( i,j \) such that \( C^\ell_{x,S,v,w_i} \cap C^{\ell'}_{x',S',v',w_j'} \) is nonempty.

Example 14. In this example, we will illustrate how to reduce from a Unique Games instance \( U \) to a Svensson’s construction \( \hat{G}_U \), and a simplification procedure from \( \hat{G}_U \) to \( G_U \) by examining a simple toy example.

Consider the following Unique Games instance \( U = (G = (V,W,E),[R],\pi_{v,w}) \) with \( V = \{v_1\}, W = \{w_1\}, E = \{(v_1,w_1)\}, \pi_{v_1,w_1} : [1,2] \rightarrow [2,1] \), a labeling \( \rho : (V \cup W) \rightarrow [R] \) such that \( \rho(v_1) = 1, \rho(w_1) = 2 \), and with the parameters \( R = 2, k = 2, t = 1, \delta = 0.1 \) and \( \epsilon = 0.5 \). Then we have the following observations when constructing \( \hat{G}_U \):

- Each bit-layer \( \ell \) with \( 0 \leq \ell \leq L \) contains bit-vertices \( b^\ell_{w,z} \) for each \( w \in W \) and \( z \in [k]^R \).

Hence, the number of bit-vertices in each layer is \( |W| \times |[k]^R| = 1 \times 2^2 = 4 \). That is, for each layer \( i \), we have the following bit-vertices:

\[ b^i_{w_1,(11)}, b^i_{w_1,(12)}, b^i_{w_1,(21)}, \text{ and } b^i_{w_1,(22)} \]
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- Each test-layer \( \ell \) with \( 0 \leq \ell \leq L - 1 \) contains test-vertices \( t^\ell_{x,S,v,w_1,...,w_2t} \) for every \( x \in [k]^R \), every sequence of indices \( S = (s_1,...,s_{\ell}R) \subseteq [R]^\ell \), every \( v \in V \) and every sequence \( (w_1,...,w_2t) \) of \( 2t \) not necessarily distinct neighbors of \( v \). Since \( \ell R = 1 \) and \( v_1 \) has only one neighbor \( w_1 \), the number of test-vertices in each layer is \( |[k]^R| \times |S| \times |V| \times |N_G(v_1)^{2t}| = 2^2 \times 2 \times 1 \times 1^2 = 8 \), where \( N_G(v) \) denotes the set of neighbors of \( v \) in a graph \( G \). That is, for each layer \( i \), we have the following test-vertices (from now on, we omit the subscript \( v, w_1, ..., w_2t \) in this example since there is only one such case for each test-vertex):

\[
t^i_{(11),(1)}, t^i_{(12),(1)}, t^i_{(21),(1)}, t^i_{(22),(1)}, t^i_{(11),(2)}, t^i_{(12),(2)}, t^i_{(21),(2)}, \text{ and } t^i_{(22),(2)}.\]

- There exists an edge from bit vertex \( b^\ell_{i+1,z} \) to test-vertex \( t^\ell_{x,S} \) if \( \ell \leq \ell' \) and \( z \in C_{x,S,v_1,w_1} \).

We recall that \( C_{x,S,v_1,w_1} = \{ z \in [k]^R : z_j = x_{\pi v_1,w_1(j)} \forall \pi v_1,w_1(j) \notin S \} \). Now it is easy to see that if \( S = \{1\} \), \( z \in C_{x,S,v_1,w_1} \) if and only if \( z_1 = x_2 \), and if \( S = \{2\} \), \( z \in C_{x,S,v_1,w_1} \) if and only if \( z_2 = x_1 \). Therefore, we have an edge from \( b^\ell_{i+1,(12)} \) to \( t^i_{(11),(2)}, t^i_{(21),(1)}, t^i_{(21),(2)} \), and \( t^i_{(22),(2)} \) for all \( 0 \leq i \leq j < L \), and so on.

- There exists an edge from test-vertex \( t^\ell_{x,S} \) to bit-vertex \( b^\ell_{i+1,z} \) if \( \ell > \ell' \) and \( z \in C_{x,S,v_1,w_1}^{12} \), where \( \oplus \) denotes addition modulo \( k = 2 \) and \( C_{x,S,v_1,w_1}^{12} = \{ z \oplus 1 : z \in C_{x,S,v_1,w_1} \} \). Hence, for example, if there is an edge from \( b^\ell_{i+1,(12)} \) to \( t^i_{x,S} \) then there should be an edge from \( t^j_{x,S} \) to \( b^{j+1}_{i+1,(2)} \) for all \( j' > j \) since \((12) \oplus 1 = (12) \oplus (11) = (21)\).

When transforming \( \hat{G}_U \) into \( G_U \), we can observe that \( C_{x,S,v_1,w_1} \cap C_{x,S',v_1,w_1} \) is nonempty if and only if there is a path between two test-vertices through one bit-vertex. Taken together, we have the following structure of graphs reduced from a Unique Games instance \( U \), as shown in Figure 3.

\[\square\]

B Modified Construction

Given an instance \( \hat{G}_U \) of the Svensson’s construction and a \( \gamma \)-extreme depth-robust graph \( G_{\gamma,L+1} = (V_\gamma = [L+1], E_\gamma) \), we formally define our modified instance \( G' = \text{Sparsify}_{G_{\gamma,L+1}}(\hat{G}_U) \) in the following manner.

**Transformation \text{Sparsify}_{G_{\gamma,L+1}}(\hat{G}_U)**

**Input:** An instance \( \hat{G}_U = (V,E) \) of the Svensson’s construction, whose vertices are partitioned into \( L + 1 \) bit-layers \( B_0,...,B_L \) and \( L \) test-layers \( T_0,...,T_{L-1} \), a \( \gamma \)-extreme depth robust graph \( G_{\gamma,L+1} = (V_\gamma = [L+1], E_\gamma) \).

1. Let \( G' = (V,E) \) be a copy of \( \hat{G}_U \).
2. If \( e = (b,t) \) is an edge in \( \hat{G}_U \), where \( b \in B_i \) and \( t \in T_j \), delete \( e \) from \( G' \) if \( i \neq j \) and \( (i,j) \notin E_\gamma \).
3. If \( e = (t,b) \) is an edge in \( \hat{G}_U \), where \( b \in B_i \) and \( t \in T_j \), delete \( e \) from \( G' \) if \( (j,i) \notin E_\gamma \).

**Output:** \( G' \)

We give an illustration of the \text{Sparsify} procedure in Figure 4.

Correspondingly, our modified instance can also be simplified in the following manner without altering the reduction.

- For a input parameter \( \gamma \), let \( G_{\gamma,L+1} = (V_\gamma = [L+1], E_\gamma) \) be an \( \gamma \)-extreme depth robust graph with \( L + 1 \) vertices, which we use \([L+1]\) to represent.
Unique Games instance $U$:

\[ |R| := \{1, 2\} \]
\[ \pi_{v_1,w_1} : \{1, 2\} \rightarrow \{2,1\} \]

Reduction $\hat{G}_U$:

Transformation $G_U$:

Figure 3 An example of reduction $\hat{G}_U$ from a Unique Games instance $U$ and a transformation into $G_U$ illustrated in Example 14. We remark that in $\hat{G}_U$ and $G_U$, we only drew edges from the highlighted vertices for simplicity and readability. In $G_U$, we only keep test-vertices from $\hat{G}_U$ and connect two vertices if there is a path between those two through one bit-vertex. Therefore, we can easily check that totally 6 edges (shown in snaked magenta edges) going out from the vertex $v_{i+1}(11,2)$ in $G_U$ comes from the edges $(t_{i+1}(11,2), b_{w_1}(12))$ and $(t_{i+1}(11,2), b_{w_1}(22))$ (shown in a snaked red edge) and edges from $b_{w_1}(12)$ and $b_{w_1}(22)$ to the test layer $T_{i+1}$ (shown in snaked blue/green edges) in $\hat{G}_U$. We also note that the edges starting from the $i^{th}$ bit layer $B_i$ go to every upper test layers $T_j$ for all $j \geq i$. Those edges are represented as dashed ones.
For each $0 \leq \ell \leq L - 1$, there exists a vertex $v^\ell_{x,S,v,w_1,...,w_{2t}}$ for every $x \in \{0,1\}^R$, every sequence of indices $S = (s_1, \ldots, s_R) \in [R]^{2t}$, every $v \in V$ and every sequence $(w_1, \ldots, w_{2t})$ of $2t$ not necessarily distinct neighbors of $v$.

If $\gamma$ is the number of vertices in each layer, then $L$ is selected so that $\delta^2 L \geq (\gamma L)^{1-\delta}$.

There exists an edge between $v^\ell_{x,S,v,w_1,...,w_{2t}}$ and $v^{\ell'}_{x',S',v',w'_1,...,w'_{2t}}$ if and only if $\ell < \ell'$, the edge $(\ell, \ell')$ is in $E_\gamma$, and there exist $i, j$ such that $C^\gamma_{x,S,v,w_1} \cap C^\gamma_{x',S',v',w'_1}$ is nonempty.

We first recall the following definition of influence of the $i^{\text{th}}$ coordinate:

$$\text{Infl}_i(f) = \mathbb{E}_x [\text{Var}(f) | x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_R].$$

We now reference the key theorem used in Svensson’s analysis.

**Theorem 15 ([31, 45]).** For every $\varepsilon, \delta > 0$ and integer $k$, there exists $\eta > 0$ and integers $t, d$ such that any collection of functions $f_1, \ldots, f_t : \{0,1\}^R \rightarrow \{0,1\}$ that satisfies

$\forall j, \mathbb{E}[f_j] \geq \delta$

$\forall i \in [R], \forall 1 \leq \ell_1 \neq \ell_2 \leq t: \min \{\text{Infl}_i(f_{\ell_1}), \text{Infl}_i(f_{\ell_2})\} \leq \eta$

has

$$\Pr_{x,S_t} \left[ \bigwedge_{j=1}^t f_j(C_{x,S_t}) \equiv 0 \right] \leq \delta.$$

We now show that the transformed graph maintains similar properties as Svensson’s construction, given an instance of Unique Games. The following statement is analogous to Lemma 4.7 in [45].

**Reminder of Lemma 4.** Let $\chi$ be any coloring of $\text{Sparsify}_{G_{\gamma,L+1}}(\hat{G}_U)$. If the Unique Games instance has no labeling that satisfies a fraction $\frac{\eta d^2}{R^2}$ of the constraints and at least $32\delta^2 |T|$ test vertices are consistent with $\chi$, then there exists $w \in W$ with

$$\Pr_{\ell \in [L]} [\chi(w, \ell') > \chi(w, \ell) \text{ for all } \ell' > \ell \text{ with } (\ell, \ell') \in E_\gamma] \geq 32\delta^2.$$
Proof of Lemma 4. As in [45], an equivalent formulation of the problem is finding a coloring $\chi$ in $\{1, 2, \ldots, k\}$ to each bit-vertex to minimize the number of unsatisfied test-vertices. Unlike in [45], we say a test-vertex $t'_{x,S,v,w_1,\ldots,w_{2t}}$ is satisfied if

$$\max_{1 \leq j \leq 2t} \chi(b'_{w_j,z}) < \min_{1 \leq j \leq 2t} \chi(b''_{w_j,z}),$$

for all $\ell' \leq \ell < \ell''$ with $(\ell', \ell'') \in E_\gamma$, so that all the predecessors of $\ell$ are assigned lower colors than the successors of $\ell$.

We also define the color $\chi(w, \ell)$ for $w \in W$ and $0 \leq \ell \leq L$ as the maximum color that satisfies

$$\Pr_x[\chi(b'_{w,x}) \geq \chi(w, \ell)] \geq 1 - \delta.$$

For $w \in W$ and $0 \leq \ell \leq L - 1$, define the indicator function $f_w^\ell : [\ell]^R \rightarrow \{0, 1\}$ by

$$f_w^\ell(x) = \begin{cases} 0 & \text{if } \chi(b'_{w,x}) > \chi(w, \ell) \text{ for all } \ell' > \ell \text{ with } (\ell', \ell'') \in E_\gamma, \\ 1 & \text{otherwise.} \end{cases}$$

We call a test-vertex $w \in W$ good in test-layer $\ell$ if for $\chi(w, \ell') > \chi(w, \ell)$ for every edge of the form $(\ell, \ell')$ in the $\gamma$-extreme depth-robust graph $G_{\gamma,L+1} = (V_\gamma = [L+1], E_\gamma)$.

Claim 16. If the Unique Games instance has no labeling satisfying a fraction $\frac{\delta}{2\gamma}$ of the constraints and a fraction $16\delta$ of the vertices of test-layer $\ell$ are satisfied, then at least a $2\delta$ fraction of the vertices are good in test-layer $\ell$.

Proof. Let $A_\ell$ be the set of satisfied vertices of test-layer $\ell$ so that for all $\ell' \leq \ell < \ell''$ with $(\ell', \ell'') \in E_\gamma$, it follows that

$$\Pr_{x,S,v,w_1,\ldots,w_{2t}} \left[ \max_{1 \leq j \leq 2t} \chi(b'_{w_j,z}) < \min_{1 \leq j \leq 2t} \chi(b''_{w_j,z}) \right] \geq 16\delta,$$

since at least $16\delta$ fraction of the vertices in $A_\ell$ are satisfied. We call a tuple $(v, w_1, \ldots, w_{2t})$ good if

$$\Pr_{x,S} \left[ \max_{1 \leq j \leq 2t} \chi(b'_{w_j,z}) < \min_{1 \leq j \leq 2t} \chi(b''_{w_j,z}) \right] \geq 8\delta,$$

for all $\ell' \leq \ell < \ell''$ with $(\ell', \ell'') \in E_\gamma$. Observe that at least $8\delta$ fraction of the tuples are good.

From the definition of $\chi(w, \ell')$, we have that $\Pr_{x} \left[ \chi(b'_{w,x}) \right] \geq 1 - \delta$. Hence for a good tuple, it follows that

$$7\delta \leq \Pr_{x,S} \left[ \max_{1 \leq j \leq 2t} \chi(w_j, \ell') < \min_{1 \leq j \leq 2t} \chi(b''_{w_j,z}) \right] \leq \Pr_{x,S} \left[ \bigwedge_{j=1}^{2t} f_{w_j}^\ell(C_{x,S,v,w_j}) \equiv 0 \right],$$

for all $\ell' \leq \ell < \ell''$ with $(\ell', \ell'') \in E_\gamma$. 
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Therefore by Theorem 15, at least one of the following cases holds:

1. more than \( t \) of the functions have \( \mathbb{E} \left[ f^t_{w,j} \right] < \delta \) so that \( \chi(w_j, \ell') > \chi(w_j, \ell) \) for every edge of the form \((\ell, \ell')\) in \( E_\gamma \), or
2. there exist \( 1 \leq \ell_1 \neq \ell_2 \leq t \) and \( j \in \mathcal{I}[w_{\ell_1}], j' \in \mathcal{I}[w_{\ell_2}] \) such that \( \pi_{v,w_j}(j) = \pi_{v,w_{j'}}(j') \), where

\[
\mathcal{I}[u] = \{ i \in [R] : \inf_{\ell} f^t_{i,\ell} \geq \eta \}.
\]

If Condition 1 holds for at least \( \frac{1}{2} \) of the good tuples, or equivalently a \( 4\delta \) fraction of all tuples, then at least a \( 2\delta \) fraction of the test-vertices are good in test-layer \( \ell \) because we can pick a vertex \( w_j \in W \) uniformly at random by picking a tuple \((v, w_1, \ldots, w_{2t})\) and then taking one of the vertices \( w_1, \ldots, w_{2t} \) at random. Conditioned on the (at least) \( 2\delta \) probability that the tuple is good and satisfies Condition 1, the probability that \( \chi(w_j, \ell') > \chi(w_j, \ell) \) for every edge of the form \((\ell, \ell')\) in \( E_\gamma \) for the sampled vertex \( w_j \) is at least \( \frac{1}{2} \). Therefore, \( \Pr[\chi(w, \ell') > \chi(w, \ell) \text{ for all } \ell' > \ell \text{ with } (\ell, \ell') \in E_\gamma] \geq 2\delta \), so that at least \( 2\delta \) fraction of the test-vertices are good in test-layer \( \ell \).

By way of contradiction, we can show that if Condition 2 were to hold for more than half of the good tuples, the assumption that the Unique Games instance has no labeling satisfying a fraction \( \frac{\delta \eta^2}{4t^2} \) of the constraints is violated. The argument holds exactly as Claim 4.8 in [45], but we repeat it here for completeness.

For every \( w \in W \), let \( \rho(w) \) be a random label from \( \mathcal{I}[w] \). For every \( v \in V \), let \( w \) be a random neighbor of \( v \) and let \( \rho(v) = \pi_{v,w}(\rho(w)) \). If Condition 2 holds for half of the good tuples, then a random tuple has this property with at least probability \( 4\delta \). Thus with probability at least \( \frac{1}{4t^2} \), \( w = w_{\ell_1} \) and \( w' = w_{\ell_2} \) for \( w, w' \) randomly picked from the set \( \{w_1, \ldots, w_{2t}\} \). Moreover, [45, 9] observes that with probability at least \( \frac{16t^2}{4t^2} \), the labeling procedure defines \( j = \rho(w) \) and \( j' = \rho(w') \). Hence if Condition 2 holds for half of the good tuples,

\[
\Pr_{v, w, w'} [\pi_{v,w}(\rho(w)) = \pi_{v,w'}(\rho(w'))] \geq \frac{4\delta \eta^2}{4t^2 k^2},
\]

so that over the randomness of the labeling procedure,

\[
\Pr_{v,w} [\rho(v) = \pi_{v,w}(\rho(w))] \geq \frac{\delta \eta^2}{tk^2},
\]

which contradicts the assumption that the Unique Games instance has no labeling satisfying a fraction \( \frac{\delta \eta^2}{tk^2} \) of the constraints is violated.

Consider a subgraph induced by all bit-vertices and a fraction \( 32\delta \) of the test-vertices and consider the minimum number of colors required for a coloring \( \chi \) to satisfy the \( 32\delta \) fraction of the test-vertices. Since at least \( \frac{16}{16} \) fraction of the test-vertices are good in at least \( 16\delta \) fraction of the test-layers, then by Claim 16,

\[
\Pr_{\ell \in [k], w \in W} [\chi(w, \ell') > \chi(w, \ell) \text{ for all } \ell' > \ell \text{ with } (\ell, \ell') \in E_\gamma] \geq 16\delta \cdot 2\delta = 32\delta^2.
\]

Therefore, there exists \( w \in W \) with \( \Pr_{\ell \in [k]} [\chi(w, \ell') > \chi(w, \ell) \text{ for all } \ell' > \ell \text{ with } (\ell, \ell') \in E_\gamma] \geq 32\delta^2 \).

Interestingly, we can exactly compute the pebbling complexity of the simplified Svensson's construction, when the graph is only represented with the test-vertices.
Lemma 17. Given a (simplified) Svensson’s construction $G_{IDR}$ that consists of $N$ vertices partitioned across $L$ layers, $cc(G_{IDR}) = \frac{N(L+1)}{2}$.

Proof. We first show that the pebbling complexity of $G_{IDR}$ is at least $\frac{N(L+1)}{2}$. Observe that the Svensson’s construction contains $\frac{N}{2}$ vertices in each layer and furthermore, for each pair of layers $i$ and $j$, there is a perfect matching between vertices of layer $i$ and vertices of layer $j$ among the edges connecting layers $i$ and $j$. Let $M_{i,j}$ be the subset of edges between $i$ and $j$ that is perfect matching.

For a given pebble $u$ in layer $j$, let $v_i$ be the vertex in layer $i$ matched to $u$ by $M_{i,j}$. To pebble a vertex $u$ in layer $j$, all of its parents must contain pebbles in the previous round. Namely, there must be a pebble on $v_i$ for all $1 \leq i < j$ in the previous round. Since each $M_{i,j}$ is a perfect matching, there must be $j-1$ pebbles on the graph solely for the purpose of pebbling node $u$ in layer $j$. Thus pebbling each node in layer $j$ induces a pebbling cost of at least $j-1$. Since there are $\frac{N}{2}$ pebbles in each layer and $L$ layers, then the total pebbling cost is at least $\frac{N}{2} \sum_{j=1}^{L} (j-1) = \frac{N(L+1)}{2}$, which lower bounds $cc(G_{IDR})$.

On the other hand, consider the natural pebbling where all the pebbles in layer $j$ are pebbled in round $j$, and no pebble is ever removed. Then the graph is completely pebbled in $L$ rounds, since layer $L$ is pebbled in round $L$. Moreover, the cost of pebbling round $j$ is $\frac{N}{2} (j-1)$. Hence, the pebbling cost is $\frac{N}{2} \sum_{j=1}^{L} (j-1) = \frac{N(L+1)}{2}$, which upper bounds $cc(G_{IDR})$.

Finally, we give a formal description of the procedure IDR$(G, \gamma)$. Recall that IDR$(G, \gamma)$ for a graph $G = (V,E)$ replaces each vertex $v \in V$ with a path $P_v = v_1, \ldots, v_{\delta+\gamma}$, where $\delta$ is the indegree of $G$. For each edge $(u,v) \in E$, we add the edge $(u_{\delta+\gamma}, v_1)$ whenever $(u,v)$ is the $i^{th}$ incoming edge of $v$, according to some fixed ordering. [5] give parameters $e_1$ and $d_1$ so that IDR$(G, \gamma)$ is $(e_2, d_2)$-depth robust if $G$ is $(e, d)$-depth robust. We complete the reduction by giving parameters $e_1$ and $d_1$ so that IDR$(G, \gamma)$ is $(e_1, d_1)$-reducible if $G$ is $(e, d)$-reducible.

<table>
<thead>
<tr>
<th>Transformation IDR$(G, \gamma)$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> An DAG $G = (V,E)$ with indegree $\delta$, parameter $\gamma$.</td>
</tr>
<tr>
<td>1. Let the vertices of $G$ be $</td>
</tr>
<tr>
<td>2. Initialize $G'$ to be a graph with $(\delta+\gamma)</td>
</tr>
<tr>
<td>3. If $(\delta+\gamma)u + 1 \leq u &lt; (\delta+\gamma)u + 1$ for some integer $n$, add edge $(u, u+1)$ to $G'$.</td>
</tr>
<tr>
<td>4. If $(u,v)$ is the $i^{th}$ incoming edge of $v$ by some fixed predetermined ordering, then add $(u_{\delta+\gamma}, v_1)$ to $G'$.</td>
</tr>
<tr>
<td><strong>Output:</strong> $G'$</td>
</tr>
</tbody>
</table>

We given an illustration of the IDR transformation in Figure 5.

![Figure 5](image.png) An example of the transformation IDR$(G, \gamma)$. We remark that if the red edge $(u, v)$ is the $2^{nd}$ incoming edge of $v$, then in IDR$(G, \gamma)$ we should add $(u_{\delta+\gamma}, v_2)$ to $G'$. 
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C Useful Theorems

We rely on the following results in our constructions and proofs.

► Theorem 18 ([2]). Let G be a DAG with N vertices and indegree δ. If G is (e,d)-reducible, then cc(G) ≤ min\(g ≥ d\) \(\{eN + δgN + \frac{N^2d}{g}\}\).

► Theorem 19 ([5]). Let G be a DAG with N vertices and indegree δ. If G is (e,d)-depth robust, then cc(G) ≥ ed.

While Theorem 18 and Theorem 19 are nice results that relate the pebbling complexities of (\(e_1,d_1\))-reducible and (\(e_2,d_2\))-depth robust graphs, these statements are ultimately misleading in that \(d ≥ N\) and thus there will never be a gap between the pebbling complexities of the graphs.

► Theorem 20 ([45]). For any integer \(k ≥ 2\) and constant \(ε > 0\), given a DAG G with N vertices, it is Unique Games hard to distinguish between the following cases:

1. (Completeness): G is \((\frac{1−ε}{k}N,k)\)-reducible.
2. (Soundness): G is \((1−ε)N,N^{1−ε}\)-depth robust.

► Definition 21. Given a parameter 0 < γ < 1, a DAG G = (V,E) is γ-extreme depth-robust if G is (e,d)-depth robust for any e,d such that e + d ≤ (1−γ)N.

► Theorem 22 ([6]). For any fixed 0 < γ < 1, there exists a constant \(c_1 ≥ 0\) such that for all integers \(N > 0\), there exists an γ-extreme depth robust graph G with N vertices and indeg(G), outdeg(G) ≤ \(c_1\) log N.

► Lemma 23 ([11]). Let G be an (e,d)-depth robust graph with N vertices. Then

\[\text{cc(superconc}(G)) ≥ \min \left( \frac{eN}{8} \cdot \frac{dN}{8} \right).\]

D Missing Proofs

► Reminder of Lemma 7. There exists a polynomial time procedure IDR(G,γ) that takes as input a DAG G with N vertices and indeg(G) = δ and outputs a graph G′ = IDR(G,γ) with (δ + γ)N vertices and indeg(G′) = 2. Moreover, the following properties hold: (1) If G is (e,d)-reducible, then IDR(G,γ) is (e,(δ + γ) · d)-reducible, and (2) If G is (e,d)-depth robust, then IDR(G,γ) is (e,γ · d)-depth robust.

Proof of Lemma 7. Alwen et al. [5] show that IDR(G,γ) is (e,γ · d)-depth robust if G is (e,d)-depth robust. It remains to show that IDR(G,γ) is (e,(δ + γ) · d)-reducible if G is (e,d)-reducible.

Given an (e,d)-reducible graph G = (V,E) of N vertices, we use [N] to represent the vertices of G and let G′ = IDR(G,γ) so that the vertices of G′ can be associated with [(δ + γ)N]. Let S be a set of e vertices in G such that depth(V − S) < d. Let S′ be a set of e vertices in G′ so that (δ + γ)v ∈ S′ for each vertex v ∈ S.

Suppose, by way of contradiction, that there exists a path P′ of length (δ + γ) · d in G′ − S′. Observe that if y, z ∈ G′ such that (δ + γ)a + 1 ≤ y ≤ (δ + γ)(a + 1) and (δ + γ)b + 1 ≤ z ≤ (δ + γ)(b + 1) for integers a < b, then y cannot be connected to z unless y = (δ + γ)(a + 1). Hence that if P′ contains vertex u ∈ G′ such that (δ + γ)c + 1 ≤ u ≤ (δ + γ)(e + 1) and u
is not one of the final $\delta + \gamma - 1$ vertices of $P'$, then $(\delta + \gamma)(c + 1) \in P'$. Thus by a simple Pigeonhole argument, there exists at least $d$ integers $j_1,j_2,\ldots,j_d$ such that $(\delta + \gamma)j_n \in P'$ for $1 \leq n \leq d$ and moreover there exists an edge in $P'$ from each vertex $(\delta + \gamma)j_n$ to some vertex $w$ such that $(\delta + \gamma)(j_n+1) \leq w \leq (\delta + \gamma)j_{n+1}$ for $1 \leq n \leq d-1$. However, this implies that $j_1,\ldots,j_d$ is a path in $G$ by construction of IDR($G,\gamma$). Moreover, since $(\delta + \gamma)v \in S'$ for each vertex $v \in S$, this implies that $j_1,\ldots,j_d$ is a path of length $d$ in $G-S$, which contradicts the assumption that $\text{depth}(G-S) < d$.  

**Reminder of Corollary 8.** For any integer $k \geq 2$ and constant $\varepsilon > 0$, given a DAG $G$ with $N$ vertices and maximum indegree $\text{indeg}(G) = 2$, it is Unique Games hard to decide whether $G$ is $(e_1,d_1)$-reducible or $(e_2,d_2)$-depth robust for (Completeness): $e_1 = \frac{1}{k}N^{\frac{1}{1+2\varepsilon}}$ and $d_1 = kN^{\frac{1}{1+2\varepsilon}}$, and (Soundness): $e_2 = (1 - \varepsilon)N^{\frac{1}{1+2\varepsilon}}$ and $d_2 = 0.9N^{\frac{1}{1+2\varepsilon}}$.

**Proof of Corollary 8.** Suppose $G'$ is a graph with $M$ vertices. By applying Lemma 7 to Theorem 6 and setting $k = M^{2\varepsilon}$ and $\gamma = M^{2\varepsilon} - \delta$, then we start from a graph with $M$ vertices and end with a graph $G$ with $N = M^{1+2\varepsilon}$ vertices or equivalently, $M = N^{1/(1+2\varepsilon)}$. Thus, $G = \text{IDR}(G',\gamma)$ is $(e,d)$-reducible for $e = \frac{(1-\varepsilon)N^{1/(1+2\varepsilon)}}{k} = \frac{1}{k}N^{1/(1+2\varepsilon)}$ and $d = kM^{2\varepsilon} = kN^{2\varepsilon/(1+2\varepsilon)}$, where $e < \frac{d}{k}$, it is clearly the case that $G = \text{IDR}(G',\gamma)$ is $(e_1,d_1)$-reducible for $e_1 = \frac{e}{d} > e$ and $d_1 = d = kN^{2\varepsilon/(1+2\varepsilon)}$. By Theorem 6, $\delta = \mathcal{O}(M^2 \log^2 M)$ so that for sufficiently large $M$, $d_2 = 0.9M^{1+\varepsilon} = 0.9N^{1/(1+2\varepsilon)}$.

**Lemma 24.** If $G$ is $(e,d)$-reducible, then $\text{superconc}(G)$ is $(e + \frac{N}{d}, 2d + \log(42N))$-reducible, where $N$ is the number of vertices in $\text{superconc}(G)$.

**Proof.** Let $G = (V,E)$ be a $(e,d)$-reducible DAG with $N$ vertices. Let $G' = \text{superconc}(G)$ and suppose $G'$ has $M$ vertices, which we designate $[M]$. Thus, there exists a set $S \subseteq V$ such that $|S| \leq e$ and $\text{depth}(G-S) < d$. Let $T$ be the set of $\frac{N}{d}$ vertices $\{M-M, M-2d, \ldots, M-N+d\}$, so that $T \subseteq \text{output}(G')$. We claim $\text{depth}(G'-S-T) < 2d + \log(42N)$. Suppose by way of contradiction that there exists a path $P$ in $G' - S - T$ of length at least $2d + \log(42N)$. By Lemma 10, the depth of any path from an input node to an output vertex is at most $\log(42N)$. Moreover, all edges added in the superconcentrator overlay are either between input vertices or two output vertices. Hence, then at least $2d$ vertices of $P$ have to lie in either the first $N$ vertices or the last $N$ vertices of $G'$. Because $P$ does not contain vertices of $T$, there is no path of length $d$ in the last $N$ vertices of $G'$, so there must be a path of length $d$ in the first $N$ vertices of $G'$, which contradicts $\text{depth}(G-S) < d$.

Therefore, $G'$ is $(e + \frac{N}{d}, 2d + \log(42N))$-reducible.

From Lemma 24 we immediately obtain an upper bound on the pebling complexity of $\text{superconc}(G)$ by applying Theorem 18 to Lemma 24. However, the upper bound is not as strong as we would like.

**Corollary 25.** Let $G$ be an $(e,d)$-reducible graph with $N$ vertices. Then

\[
\text{cc}(\text{superconc}(G)) \leq \min_{g \geq d} \left( e + \frac{N}{d} \right) 42N + 2g(42N) + \frac{42N}{g} (2d + \log(42N)) 42N.
\]
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Abstract
In many traditional job scheduling settings, it is assumed that one knows the time it will take for a job to complete service. In such cases, strategies such as shortest job first can be used to improve performance in terms of measures such as the average time a job waits in the system. We consider the setting where the service time is not known, but is predicted by for example a machine learning algorithm. Our main result is the derivation, under natural assumptions, of formulae for the performance of several strategies for queueing systems that use predictions for service times in order to schedule jobs. As part of our analysis, we suggest the framework of the “price of misprediction,” which offers a measure of the cost of using predicted information.

1 Introduction
While machine learning research seems to be growing at an exponential rate, there seems to be surprisingly little overlap with “traditional” algorithms and data structures and their analysis. Here we attempt to bridge this gap for the area of job scheduling, providing a general framework that may prove useful for additional problems.

1 We use the terms job time, service time, and processing time interchangeably; historically these different terms have all been used.
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no preemption; shortest remaining processing time allows preemption.) In the setting where
job times are predicted, we refer to the corresponding natural strategies as shortest predicted
job first (SPJF) and shortest predicted remaining processing time (SPRPT). Our main
result is to derive formulae for the expected time a job spends in the system for such
strategies; the formulae can be computed in terms of the density function \( g(x, y) \). We further
provide some empirical evidence from simulations that even weak predictions can yield very
good performance.

More generally, we consider the cost of using predictions in place of accurate job service
times, and introduce the concept of the price of misprediction to describe this cost. Our
results provide the price of misprediction for these basic strategies.

We emphasize that our goal here is not to develop specific prediction methods, and we do
not do so in this work. Rather, our goal is to show that given a real or hypothetical prediction
system matching our assumptions, we can develop equations for its performance. This general
framework may apply to a variety of machine learning methods. In this way, we aim to
extend traditional queueing theoretic formulations to the general setting where machine
learning prediction systems are available. Just as queueing theoretic models and results
have historically guided many real-world systems (see, e.g., [12, 16, 17] for background),
our motivation stems from the idea that extending such models and results to setting with
predictions will enhance the use of machine learning prediction in real-world systems that
use queues. Indeed, we further hope that our approach may prove useful for the analysis of
other traditional algorithms and data structures.

2 Related Work

While traditional algorithmic analysis focuses on worst-case algorithm behavior, there is a
growing movement to develop frameworks that go beyond worst-case analysis [27]. While
such frameworks have existed in the past, most notably via probabilistic analysis (e.g., [24]),
semi-random models (e.g., [7, 9]), and smoothed analysis [31], one natural approach that has
received little attention is the use of machine-learning-based approaches to provide predictions
to algorithms, with the goal of realizing provable performance guarantees. (The idea of using
machine learning to give hints as to which heuristic algorithm to employ has been considered
in meta-heuristics for several large-scale problems, most notably for satisfiability [33]; this is
a distinct line of work.)

Notable recent work with this theme is that of Lykouris and Vassilvitskii [20], who show
how to use prediction advice from machine learning algorithms to improve online algorithms
for caching in a way that provides provable performance guarantees, using the framework of
competitive analysis. A series of recent papers consider the setting of optimization with noise,
such as in settings when sampling data in order to obtain values used in an optimization
algorithm for submodular functions [2, 14, 3, 4, 5, 26]. Other recent works analyze the
performance of learned Bloom filter structures [19, 23], a variation on Bloom filters [6] that
make use of machine learning algorithms that predict whether an element is in a given fixed
set as a subfilter structure, and heavy hitter algorithms that use predictions [15]. One prior
work in this vein has specifically looked at scheduling with predictions in the setting of a
fixed collection of jobs, and considered variants of shortest predicted processing time that
yield good performance in terms of the competitive ratio, with the performance depending
on the accuracy of the predictions [25].

In scheduling for queues, some works have looked at the effects of using imprecise
information, usually for load balancing in multiple queue settings. For example, Mitzenmacher
considers using old load information to place jobs (in the context of the power of two
choices) [21]. A strategy called TAGS studies an approach to utilizing multiple queues when no information exists about the service time; jobs that run more than some threshold in the first queue are cancelled and passed to the second queue, and so on [11].

For single queues, the setting examined in this paper, Wierman and Nuyens look at variations of SRPT and SJF with inexact job sizes, bounding the performance gap based on bounds on how inexact the estimates can be [32]. Dell’Amico, Carra, and Michardi note that such bounds may be impractical, as outliers in estimating job sizes occur frequently; they empirically study scheduling policies for queueing systems with estimated sizes [8]. We note [8] points out there are natural methods to estimate job size, such as by running a small portion of the code in a coding job; we expect this or other inputs would be features in a machine learning formulation. Recent work by Scully and Harchol-Balter have considered scheduling policies that are based on the amount of service received, where the scheduler only knows the service received approximately, subject to adversarial noise, and the goal is to develop robust policies [29]. Our work differs from these past works in providing a model specifically geared toward studying performance with machine-learning based predictions, along with corresponding analyses. Finally, we note that our policies appear to fit within the more general framework of SOAP policies presented by Scully et al. [30] This provides an alternative approach to analyzing the policies studied here. We present derivations here based on the original analyses of SJF and SRPT, as we feel they are more instructive and straightforward.

3 Price of Misprediction

3.1 A Simple Example

To demonstrate our framework, we start with a simple example. Consider a collection of $n$ jobs $j_1, \ldots, j_n$, each of one of two types, short or long. Short jobs require time $s$ to process and long jobs require time $\ell$ to process, with $s < \ell$. Jobs are to be ordered and then processed sequentially. When the job times are known, shortest job first is known to minimize the average waiting time over all jobs. (Here and throughout waiting time is the time spent in the system before starting being served.) If there are $n_s$ short jobs and $n_\ell$ long jobs the average waiting time is

$$\frac{1}{n} \left( n_s \frac{n_s - 1}{2} s + n_\ell \frac{n_\ell - 1}{2} \ell + n_\ell n_s s \right).$$

That is, on average each of the $n_s$ jobs waits for half of the remaining $n_s - 1$ short jobs, and similarly for the long jobs, and the long jobs further have to wait for all of the short jobs.

We note that asymptotically if we drop lower order terms this is approximately

$$\frac{n_s^2 s + n_\ell^2 \ell + 2n_s n_\ell s}{2n}.$$

For simplicity, we will generally work with asymptotic expressions throughout.

If one has no information about the type of all of the jobs, the optimal policy (under the assumption that an adversary can present the jobs in a worst-case order) is to randomize the order of the jobs. In this case, using linearity of expectations, we can find the overall expected waiting time by finding the expected waiting time of each job. A simple calculation shows that if there are $n_s$ short jobs and $n_\ell$ long jobs the expected waiting time is

$$\frac{1}{n} \left( n_s \left( \frac{n_s - 1}{2} s + \frac{n_\ell}{2} \right) \right) + n_\ell \left( \frac{n_s}{2} s + \frac{n_\ell - 1}{2} \ell \right).$$
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Asymptotically, this is approximately

$$\frac{n^2 s + n^2 \ell + n s n_\ell (s + \ell)}{2n}.$$

Finally, in the prediction setting, when a job’s type is predicted we assume short jobs are misclassified as long jobs with some probability $p$ and long jobs are misclassified as short jobs with some probability $q$. We consider the policy of shortest-predicted-job-first; that is, we apply shortest-job-first based on the predictions. Our analysis requires multiple cases, as we must consider the expected waiting time for a job conditioned on whether it was classified correctly or incorrectly. Considering all of these four cases leads to the following expression for the expected waiting time when mispredictions occur:

$$\frac{1}{n} \left( (1 - p)n_s \left( \frac{(1 - p)(n_s - 1)}{2} s + q n_\ell \right) \right.
+ pn_s \left( (1 - p)(n_s - 1)s + \frac{p(n_s - 1)}{2} s + \frac{(1 - q)n_\ell}{2} + q n_\ell \right) + (1 - q)n_\ell \left( \frac{(1 - q)(n_\ell - 1)}{2} \ell + q(n_\ell - 1)\ell + \frac{p n_\ell}{2} s + (1 - p)n_s \ell \right) + q n_\ell \left( \frac{q(n_\ell - 1)}{2} \ell + (1 - p)n_s \ell \right).$$

Asymptotically, this is approximately

$$\frac{n^2 s + n^2 \ell + n s n_\ell ((2 - (p + q))s + (p + q)\ell)}{2n}.$$  

This differs from the optimal (asymptotic) expression additively by $n s n_\ell \frac{(p + q)(\ell - s)}{2n}$; it depends specifically on the “total error” $p + q$.

Following the standard terminology\(^\text{2}\), we might refer to the ratio between the expected waiting time with imperfect information and the expected waiting time with perfect information as the price of misprediction. We propose the following definition:

**Definition 1.** Let $M_A(Q; I)$ be the value of some measure (such as the expected waiting time) for a system $Q$ given information $I$ about the system using algorithm $A$, and let $M_A(Q; P)$ be the value of that metric using predicted information $P$ in place of $I$ when using algorithm $A$. Then the price of misprediction is defined as $M_A(Q; I)/M_A(Q; P)$.

We note that often the “price of” terminology is used to compare to an optimal algorithm, while here we are suggesting comparing to a (perhaps non-optimal) algorithm with perfect information. Of course one could also compare against optimal algorithms, as one does for online algorithms; see [20], for example.

In the example of short and long jobs above, the asymptotic price of misprediction for the waiting time is the ratio $R$ given by:

$$R = \frac{n^2 s + n^2 \ell + n s n_\ell ((2 - (p + q))s + (p + q)\ell)}{n^2 s + n^2 \ell + n s n_\ell (s + \ell)}$$

\(^2\)The terms “price of anarchy” [18] and “price of stability” [1] are commonly used in game theoretic situations, and in particular in job scheduling, when multiple players act in their own self interest instead of cooperating. One could also view this as a multiplicative form of regret, but we think this terminology is more general and potentially helpful.
We can find where the ratio is maximized by considering \( n_s = \gamma n \) for a constant \( \gamma \). Some algebraic work yields that:

\[
R \leq 1 + \frac{(p + q)(\sqrt{l/s} - 1)}{2},
\]
giving a bound on the price of misprediction. Note that the setting with no information, or a random ordering, is equivalent to the case \( p = q = 1/2 \), in which case \( R \) is bounded by \( 1 + (\sqrt{l/s} - 1)/2 \).

### 3.2 General Predictions

More generally, we can consider a setting where each job can be described as an independent random variable, where the random variable for a job is given by a density distribution \( g(x, y) \); that is, \( g(x, y) \) is the density function for a job, where a job has service time \( x \) and predicted service time \( y \). We assume that \( g(x, y) \) is “well-behaved” throughout this work, so that it is continuous and all necessary derivatives exist. (The analysis can be readily modified to handle point masses or other discontinuities in the distribution.)

It is convenient to let \( f_s(x) = \int_{y=0}^{\infty} g(x, y) \, dy \) be the density function for the service time, and \( f_p(y) = \int_{x=0}^{\infty} g(x, y) \, dx \) be the density function for the predicted service time. If there are \( n \) total jobs, the expected waiting time for a job using shortest job first given full information is given by

\[
(n - 1) \int_{x=0}^{\infty} f_s(x) \left( \int_{z=0}^{x} z f_s(z) \, dz \right) \, dx,
\]

while the expected waiting time for a job using predicted information using shortest predicted job first is given by

\[
(n - 1) \int_{y=0}^{\infty} f_p(y) \left( \int_{x=0}^{\infty} \int_{z=0}^{y} x g(x, z) \, dz \, dx \right) \, dy.
\]

In words, in the full information case, to compute the expected waiting time for a job, given its service time, we can determine the probability each other job has a smaller service time and the conditional value of that smaller service time to compute the waiting time. In the predicted information case, to compute the expected waiting time for a job given its predicted service time, we must determine the probability each other job has a smaller predicted service time and the conditional value of the actual service time of a job given that it has a smaller predicted service time to compute the waiting time.

Note that the factors of \( n - 1 \) are cancelled in the ratio of the expected waiting times, and the function \( g \) suffices to determine to price of misprediction. As an example motivated by the prevalence of exponential distributions in queueing theory, suppose that service times are exponentially distributed with mean 1, and a job with service time \( x \) has a prediction that is distributed according to an exponential distribution with mean \( x \). Then \( g(x, y) = e^{-x-y/x}/x \), \( f_s(x) = e^{-x} \), and \( f_p(y) = \int_{x=0}^{\infty} e^{-x-y/x} \, dx \). We note \( f_p(y) \) does not appear to have a simple closed form, though it is expressible in terms of Bessel functions. In fact the price of misprediction can be shown to be exactly 4/3 using the integration features of Mathematica, and we can directly and formally prove it is exactly equal to 4/3 through a subtle argument allowing us to evaluate the corresponding integrals; this argument is given in the appendix.

---

3 This was determined using the integration features of Mathematica 11.3.
In comparison, using no information and just scheduling in sequential order the expected waiting time is a factor of 2 worse than when using full information. This example, while not meant to match a real-world example, provides the right high-level intuition, in that it shows that even a weak predictor can yield significant improvements. Indeed, this is natural; for a predictor to work well in this setting, it simply has to order most of the jobs correctly in the queue.

The key here is that the price of misprediction can be computed (at least numerically) given the density distribution \( g \). In practice, one might use this framework to determine the benefit of using a predictor; for example, one might seek to trade off the reduction in total waiting time with the cost of developing or using better prediction methods. While \( g \) may not be known exactly, we expect in practice good approximations for \( g \) can be determined empirically, which in turn will allow a good approximation for the price of misprediction or related quantities.

We note that, for suitably good prediction schemes, ordering by predicted service time should naturally correspond to ordering by the expected service time. That is, denote a job by \((X,Y)\), where \(X\) is a random variable representing the true service time and \(Y\) is a random variable representing the predicted service time. Then suppose the density distribution \( g \) satisfies for any \(y_1, y_2\) with \(y_1 < y_2\) the natural inequality

\[
E[X \mid Y = y_1] < E[X \mid Y = y_2].
\]

In this case ordering by predicted service times yields an ordering according to expected service times.

We now extend these ideas to queueing theoretical models.

## 4 Single Queue Models

In this section, we present results providing formulae for prediction-based variants of shortest job first and shortest remaining processing time for single queue systems, which yield expressions for the price of misprediction. We briefly review the appropriate analysis methods for standard queues, starting with jobs with priorities, and then extend them prediction setting.

### 4.1 Priority-based Systems

Consider a queueing system with \(k\) types of jobs, \(t_1, \ldots, t_k\). We assume Poisson arrivals, and that the arrival rate for type \(t_i\) is \(\lambda_i\), with \(\sum_{i=1}^{k} \lambda_i = \lambda\). A natural setting is that the \(i\)th type of job has service time \(q_i\), with \(q_1 < q_2 < \ldots < q_k\). In this case, with complete information about the service times, the shortest job first (SJF) strategy (without preemption) corresponds to a priority-based strategy, with the types corresponding to priorities; \(t_1\) has the highest priority, and so on. More generally, the \(i\)th type of job may have a service time distribution, rather than a fixed service time. We describe this more general case, where job \(t_i\) has service distribution \(S_i\); here the natural setting is \(E[S_1] < E[S_2] < \ldots < E[S_k]\), and if the types are prioritized by expected service time, the strategy is expected shortest job first (ESJF).

We describe some standard formula for priority systems, following the framework of [12]. Let \(\rho_i = \lambda_i E[S_i]\); this represents the load on the system from jobs of type \(i\). Further, let \(\rho = \sum_{i=1}^{k} \rho_i\), and \(W(i)\) be the distribution of the waiting time in the queue for jobs
of type $i$ in equilibrium. Also, let $S$ be service time distribution of an incoming job, so $E[S] = \sum_{i=1}^{k} \lambda_i E[S_i] / \lambda$, and $\rho = \lambda E[S]$. Then the following is known (see Equation (31.1) of [12]):

$$E[W(i)] = \frac{\rho E[S^2]}{2E[S] \left(1 - \sum_{j=1}^{i} \rho_j\right) \left(1 - \sum_{j=1}^{i-1} \rho_j\right)}.$$ 

We now consider a system where types are not known but are predicted, for example according to a machine learning algorithm. For convenience, going forward, we refer to the true type of a job for its type, and refer to the machine prediction for a job as the predicted type where appropriate. We may represent the machine learning algorithm by a matrix $M$ where $m_{ij}$ is the probability that a job of true type $i$ has predicted type $j$; here we are assuming that each job labelling can be treated as independent. In this case, let $\lambda'_i$ be the arrival rate of jobs with predicted type $i$. Then

$$\lambda'_i = \sum_{j=1}^{k} \lambda_j m_{ji}.$$ 

Correspondingly, the distribution of service times for jobs having predicted type $i$ is that the job has service time given by $S_i$ with probability

$$\lambda_i m_{ii} / \sum_{j=1}^{k} \lambda_j m_{ji}.$$ 

If we use $S'_i$ to represent the distribution of service times for jobs having predicted type $i$, then

$$E[S'_i] = \frac{\sum_{j=1}^{k} \lambda_j E[S_j] m_{ji}}{\sum_{j=1}^{k} \lambda_j m_{ji}}.$$ 

Of course the expected service time $S'$ over all jobs is

$$E[S'] = \sum_{i=1}^{k} \lambda_i E[S_i] = E[S].$$ 

Assuming we prioritize jobs now according to their predicted type, we may again use the standard formula for priority systems. We derive the corresponding result. First, let

$$\rho'_i = \lambda'_i E[S] = \sum_{j=1}^{k} \lambda_j E[S_j] m_{ji}.$$ 

Also let $W'(i)$ be the distribution of the waiting time in the queue for jobs of predicted type $i$ in equilibrium. Then

$$E[W'(i)] = \frac{\rho'E[(S')^2]}{2E[(S')] \left(1 - \sum_{j=1}^{i} \rho'_j\right) \left(1 - \sum_{j=1}^{i-1} \rho'_j\right)}$$

$$= \frac{\rho E[S^2]}{2E[S] \left(1 - \sum_{j=1}^{i} \rho'_j\right) \left(1 - \sum_{j=1}^{i-1} \rho'_j\right)}.$$
Hence, by summing over all possible types, we can see that the price of misprediction for the expected waiting time corresponds to the following expression:

\[
\sum_{i=1}^{k} \lambda_i \left( \left( 1 - \sum_{j=1}^{i} \rho'_j \right) \left( 1 - \sum_{j=1}^{i-1} \rho'_j \right) \right)^{-1} \frac{\sum_{i=1}^{k} \lambda_i \left( \left( 1 - \sum_{j=1}^{i} \rho_j \right) \left( 1 - \sum_{j=1}^{i-1} \rho_j \right) \right)^{-1}}{\sum_{i=1}^{k} \lambda_i \left( \left( 1 - \sum_{j=1}^{i} \rho'_j \right) \left( 1 - \sum_{j=1}^{i-1} \rho'_j \right) \right)^{-1}}.
\]

### 4.2 Shortest Job First

We now show that the performance of shortest predicted job first, which we denote as SPJF, can be readily expressed as a limiting case of the priority analysis, similarly to how shortest job first is the limiting case of a priority queue based on service time. (Here we roughly follow the methodology of Section 31.3 of [12].) To start, we recall the formula for shortest job first; this is easily obtained as the limit of the priority system setting, where there are an infinitely many possible “priorities”, and the priority corresponds to the service time. Here again let \( S \) be the service distribution of an incoming job. Further, let \( f_s(x) \) be the corresponding density function, \( \rho_x = \lambda \int_0^x t f_s(t) dt \), and \( \rho = \lambda \int_0^\infty t f_s(t) dt \). We consider \( W(x) \), the time spent waiting in the queue (not being served) for jobs with service time \( x \) in equilibrium. Then for standard shortest job first without preemption, where we know the exact service times without prediction, it is known that

\[
E[W(x)] = \frac{\rho E[S^2]}{2E[S] (1 - \rho_x)^2}.
\]

The overall expected time waiting in a queue, which we denote by \( E[W] \) where \( W \) is the waiting time in queue of an incoming job, is then simply

\[
E[W] = \int_0^\infty f(x)E[W(x)] \, dx.
\]

We now generalize this to SPJF. For a non-preemptive queue that uses a service time estimate, if \( g(x, y) \) is the joint distribution that a job has service time \( x \) and predicted service time \( y \), we again let \( f_s(x) = \int_0^\infty g(x, y) \, dy \) be the density function for the service time, and \( f_p(y) = \int_0^\infty g(x, y) \, dx \) be the density function for the predicted service time. We also let \( \rho'_y = \lambda \int_0^y \int_0^\infty xg(x, t) \, dx \, dt \) to be the load on the system associated with jobs of predicted service time up to \( y \). With the assumption that each job’s service time characteristics are independently determined according to \( g(x, y) \), if we let \( W'(y) \) be the distribution of time spent waiting in the queue for a job with predicted service time \( y \) in equilibrium, then

\[
E[W'(y)] = \frac{\rho E[S^2]}{2E[S] (1 - \rho'_y)^2},
\]

where \( W'(y) \) is the distribution of time in the queue for jobs with predicted service time \( y \). Integrating over service time or predicted services time gives us that the price of misprediction is given by:

\[
\frac{\int_0^\infty \int_{1-\rho'_y}^y f_p(y) \, dy}{\int_0^\infty \int_{1-\rho'_y}^y f_s(x) \, dx}.
\]
Let us again consider the example of service times that are exponentially distributed with mean 1, where a job with service time \( x \) has a prediction that is distributed according to an exponential distribution with mean \( x \). Then the price of misprediction can be expressed as

\[
\int_0^\infty \frac{ze^{-y/z}}{(1-\lambda \int_0^\infty e^{-x/y} dx)z^2} \, dy
\]

\[
\int_0^\infty \frac{e^{-y/z}}{(1-\lambda (1-(x+1)e^{-x}))z} \, dx.
\]

While there does not appear to be a simple closed form for this expression, it can be readily evaluated numerically for a given \( \lambda \).

We note that a similar analysis can be used for preemptive shortest predicted job first (PSPJF), where a job may be preempted by another job that has an originally shorter predicted time (note that the time a job has been serviced is not considered). This is because preemptive shortest job first (PSJF) can be represented as the limit of a preemptive priority-based system (as in Section 32.3 of [12]), leading to a similar analysis. (We provide the analysis in the appendix.)

### 4.3 Shortest Remaining Processing Time

A more challenging variation involves extending the shortest remaining processing time (SRPT) policy to predictions. With complete information, SRPT maintains the remaining processing time for each job, and the job being processed can be preempted by an incoming job with service time smaller than the remaining processing time. To generalize to the prediction setting, we follow the framework of Schrage and Miller [28], who presented an analysis of SRPT. (See also [10] for a similar derivation, or [12] for an alternative.) Because the system is preemptive, it makes sense to consider the total time in the system, rather than the waiting time (as jobs may have further waits after they start being served). Because of the complexity of the expressions, we do not have a clean form for the price of misprediction, but they can be found from the derived formulae.

Before starting, we note a key issue in using SPRPT and how we describe the predicted remaining service time. Suppose that the original predicted service time for a job is \( y \), but the actual service time is \( x > y \). If the amount of service received by the job has been \( t \), then the remaining service time is \( x - t \), and it is natural to use \( y - t \) as the predicted remaining service time. Of course, at some point we will have \( t > y \), and the predicted remaining service time will be negative, which seems unsuitable.

Here we simply use \((y - t)^+ = \max(y - t, 0)\) as the predicted remaining service time. We recognize that this remains problematic; clearly the predicted remaining service time should be positive, and ideally would be a function \( f(y, t) \). However, determining the appropriate function would appear to require some knowledge of the joint distribution \( g(x, y) \); our aim here is to explore simple, general approaches that are agnostic to the underlying distribution \( g \), such as SPRPT. We therefore leave the question of how to optimize the estimate of the predicted remaining time to achieve the best performance in this context as future work. It is worth noting, though, that [8] finds empirically that with sufficiently heavy-tailed service distributions and inaccurate predictions, large jobs whose service times are significantly underestimated can delay many short jobs, leading to very poor performance. They correspondingly suggest policies to deal with these situations, either sharing the processor among jobs in some cases, or suggesting PSJF over SPRPT.

We again use \( g(x, y) \) for the joint distribution that a job has service time \( x \) and predicted service time \( y \), and let \( f_x(x) = \int_0^\infty g(x, y) \, dy \), \( f_y(y) = \int_0^\infty g(x, y) \, dx \), \( \rho_x = \lambda \int_0^x f_x(t) \, dt \), and \( \rho_y' = \lambda \int_0^y \int_0^\infty g(x, t)x \, dx \, dt \). The expected time in the system in equilibrium for a job
can be expressed as the sum of its residence time (time in the system once it has started receiving service) and it waiting time (time spent waiting before being served). For SRPT, a job with service time $x$ has mean residence time
\[ \int_{t=0}^{x} \frac{dt}{1 - \rho_t}; \]
one can think of this as the remaining service times drop from $t$ to 0, at any instant there is a possible addition (given by the $1/(1 - \rho_t)$ factor) due to preemptions.

The corresponding mean residence time for a job of service time $x$ and predicted service time $y$ under SPRPT is
\[ \int_{t=0}^{x} \frac{dt}{1 - \rho'_+(y-t)}; \]
That is, here the predicted remaining processing time drops from $y$ to $(y-t)^+ = \max(y-t, 0)$; it is possible the predicted remaining processing time is 0, but the job continues to require service, in which case we leave its predicted remaining processing time at 0, and it cannot be preempted. It follows that the mean residence time $E[R(y)]$ for a job of predicted service time $y$ is
\[ E[R(y)] = \int_{x=0}^{\infty} \frac{g(x,y)}{\int_{t=0}^{x} \frac{dt}{1 - \rho'_+(y-t)} + \int_{t=q}^{\infty} g(x,t)(x-(t-q))^+ dx dt}. \]

We now compute the waiting time, which is more difficult. The steady-state probability that an arriving job finds the server working on a job whose remaining predicted processing time is less than $q$ is given by
\[ b(q) = \rho_q + \lambda \int_{t=q}^{\infty} \int_{x=0}^{\infty} g(x,t)(x-(t-q))^+ dx dt. \]
The first term comes from arrivals with predicted service time less than $q$; the second term comes from jobs that start with predicted service time greater than $q$, but later their remaining predicted service time falls below $q$.

If $Y(q)$ is the length of a busy period where all jobs processed have predicted remaining processing times less than $q$, then the waiting time $W(q)$ for a job of predicted service time $q$ is given by:
\[ E[W(q)] = b(q) \frac{E[Y(q)^2]}{2E[Y(q)]}. \]

To find the first two moments of $Y(q)$, we use the fact that the length of the busy period $Y(q)$ has the same distribution as the busy period for a first-come, first-served server where the job that initiates the busy period has processing time according to some distribution $Z(q)$, where additional jobs have a processing time distribution $X(q)$, and the arrivals are Poisson with rate $\lambda F_p(q)$, for $F_p(q) = \int_{x=0}^{q} f_p(x) dx$. We require the first two moments of $Z(q)$ and $X(q)$.

The moments for $X(q)$ are fairly straightforward, as $X(q)$ corresponds to the processing time of a job with predicted processing time at most $q$:
\[ E[X(q)] = \frac{1}{F_p(q)} \int_{t=0}^{q} \int_{x=0}^{\infty} g(x,t) x \, dx \, dt, \]
and
\[ E[X(q)^2] = \frac{1}{F_p(q)} \int_{t=0}^{q} \int_{x=0}^{\infty} g(x,t) x^2 \, dx \, dt. \]
To determine the first two moments of $Z(q)$, we note that there are two ways a job can start the corresponding busy period. It either arrives when a busy period is not in progress and has predicted processing time at most $q$, or it is a job with predicted processing time greater than $q$ (which starts a busy period when the predicted processing time reaches $q$). Note that in the second case, if the predicted processing time $t$ is greater than $q$, but the actual processing time $x$ is such that $x < t - q$, then the job cannot start a busy period, as the job will finish before the remaining predicted processing time reaches $q$. (Ideally, such situations should not occur with a suitably good predictor, but it must be taken into account.) Hence the probability a job initiates a corresponding busy period is

$$d(q) = (1 - b(q)) F_p(q) + \int_{t=q}^{\infty} \int_{x=t-q}^{\infty} g(x, t) \, dx \, dt.$$  

If we let (for typesetting reasons)

$$a_1(q) = (1 - b(q)) \int_{t=0}^{q} \int_{x=0}^{\infty} g(x, t) x \, dx \, dt$$
$$+ \int_{t=q}^{\infty} \int_{x=t-q}^{\infty} g(x, t) (x - (t - q)) \, dx \, dt$$

and

$$a_2(q) = (1 - b(q)) \int_{t=0}^{q} \int_{x=0}^{\infty} g(x, t) x^2 \, dx \, dt$$
$$+ \int_{t=q}^{\infty} \int_{x=t-q}^{\infty} g(x, t) (x - (t - q))^2 \, dx \, dt$$

then

$$E[Z(q)] = a_1(q)/d(q),$$

and

$$E[Z(q)^2] = a_2(q)/d(q).$$

We now use the facts (see, e.g., Problem 49 of [10])

$$E[Y(q)] = \frac{E[Z(q)]}{1 - \rho'_q}$$

and

$$E[Y(q)^2] = \frac{E[Z(q)^2]}{(1 - \rho'_q)^2} + \lambda E[Z(q)] F_p(q) \frac{E[X(q)^2]}{(1 - \rho'_q)^3}.$$ 

This yields

$$E[W(q)] = b(q) \left( \frac{a_2(q)}{2a_1(q)(1 - \rho'_q)} + \lambda F_p(q) \frac{E[X(q)^2]}{2(1 - \rho'_q)^2} \right).$$

The expected time in the system for a job is simply $\int_{y=0}^{\infty} f_p(y) E[W(y) + R(y)] \, dy$. From this value (and the corresponding equations for standard SRPT) one can compute the price of misprediction for the total expected time in the system. (Of course, the expected service time can be subtracted if desired.)
Scheduling with Predictions

Table 1 Results from simulations and equations for Shortest Job First (SJF) and Shortest Predicted Job First (SPJF).

<table>
<thead>
<tr>
<th>λ</th>
<th>SJF Eqns</th>
<th>SJF Sims</th>
<th>SPJF Eqns</th>
<th>SPJF Sims</th>
<th>FIFO Eqns</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>1.7127</td>
<td>1.7128</td>
<td>1.7948</td>
<td>1.7949</td>
<td>2.00</td>
</tr>
<tr>
<td>0.6</td>
<td>1.9625</td>
<td>1.9625</td>
<td>2.1086</td>
<td>2.1087</td>
<td>2.50</td>
</tr>
<tr>
<td>0.7</td>
<td>2.3122</td>
<td>2.3121</td>
<td>2.5726</td>
<td>2.5730</td>
<td>3.33</td>
</tr>
<tr>
<td>0.8</td>
<td>2.8822</td>
<td>2.8828</td>
<td>3.3758</td>
<td>3.3760</td>
<td>5.00</td>
</tr>
<tr>
<td>0.9</td>
<td>4.1969</td>
<td>4.1987</td>
<td>5.3610</td>
<td>5.3609</td>
<td>10.00</td>
</tr>
<tr>
<td>0.95</td>
<td>6.2640</td>
<td>6.2701</td>
<td>8.6537</td>
<td>8.6541</td>
<td>20.00</td>
</tr>
<tr>
<td>0.98</td>
<td>11.2849</td>
<td>11.2734</td>
<td>16.9502</td>
<td>16.9782</td>
<td>50.00</td>
</tr>
<tr>
<td>0.99</td>
<td>18.4507</td>
<td>18.4237</td>
<td>29.0536</td>
<td>29.1162</td>
<td>100.00</td>
</tr>
</tbody>
</table>

5 Simulation Results

We present a small number of simulation results to demonstrate that our equations are accurate and, at least in the cases we have examined, the price of misprediction is generally reasonably small. Correspondingly, this implies that even a small amount of predictive power yields significantly better performance than standard First-In First-Out (FIFO) queueing. We focus on high load settings, as under low load all systems perform well. We also note that additional simulations we have performed further substantiate our high-level conclusions. (Our simulation was written in C and runs on a standard laptop.)

We first compare simulation results against the results from our equations; we also provide results for schemes with full information for comparison. Our results are for the setting with Poisson arrivals, service times are exponential with mean 1, and predicted service times are exponential with mean $x$ when the actual service time is $x$. For consistency, we provide the total expected time in the system (waiting and service). The results of the equations were computed using Mathematica 11.3 and numerical integration. The calculations for SPRPT and PSPJF are somewhat lengthy and can lead to numerical stability issues; we found integrating up to predicted times of at most 50 gives accurate answers while being computable in reasonable time, approximately half an hour on a modern laptop. (Predicted service times greater than 50 are very rare; they occur with probability less than $5 \cdot 10^{-7}$.) We did not optimize the calculations and expect this could be improved. The results of simulations were from our own implementation of a queue simulator. The simulations are the results of averaging the average time over 1000 trials, where in each trial we recorded the time in system of each completed job. The trials were each run for 1 000 000 time units, with jobs completing in the first 100 000 time units discarded from the calculations of the averages to remove bias from starting with an empty system.

Table 1 shows both that the results from equations for SPJF match very closely to the simulation results, and that the performance is not too much worse than when the service times are known. With regards to accuracy, the difference is less than 1%, which appears due to simulation variance. With regard to performance, using predicted times naturally becomes increasingly worse as load grows, but the difference still shows the benefits of using imperfect information. Recall that, with no information, for standard queueing schemes such as FIFO the expected time in the system is $1/(1 − \lambda)$; for example, $\lambda = 0.99$ leads to an expected time in the system of 100. We see that under high loads, the gains from prediction remain substantial.
Table 2 shows results for the same simulation setting using PSJF and PSPJF, with similar conclusions; indeed, in this case, the numerical results are very similar.

Table 3 shows similar results for the same simulation setting using SRPT and SPRPT. For SPRPT, the results from equations align a little less closely to the simulation results, but the difference remains than 1%. Given the complexity of the equations, and the higher variability in the time in system for SPRPT, this is unsurprising.

Figure 1 provides another example of prediction performance. Here we fix $\lambda = 0.95$, and consider two types of service distributions: exponential with mean 1, and a Weibull distribution with cumulative distribution $1 - e^{-\sqrt{2}x}$. (The Weibull distribution is more heavy-tailed, but also has mean 1.) The simulations are again the average of the measured time in system, averaged from results of 1000 trials, in the same manner as previously. Here the predictions depend on a scale parameter $\alpha$; a job with service time $x$ has a predicted service time that is uniform over $[(1-\alpha)x,(1+\alpha)x]$. By varying $\alpha$, we can see the impact on performance as prediction accuracy diminishes. Note that when $\alpha = 0$ the predicted service time equals the true service time. In these examples, we observe that performance degrades gracefully with $\alpha$, a feature we see across values of $\lambda$ in other experiments not presented.

The main point here is that even weak predictors may perform well under SPJF, PSPJF, and SPRPT; as long as they generally lead jobs to be processed in the right order, they can yield substantial benefits. (We note the standard deviation over trials ranges from 2-4%, with higher variance for simulations with the Weibull distribution.)

We do point out some specific features of note. First, SPJF and PSPJF obtain essentially the same performance with exponential service times, but are notably different with Weibull distributed service times. Second, for the Weibull distribution, PSPJF is much better than

<table>
<thead>
<tr>
<th>$\lambda$, $\lambda$</th>
<th>PSJF Eqns</th>
<th>PSJF Sim</th>
<th>PSJF Eqns</th>
<th>PSJF Sim</th>
<th>PSJF Eqns</th>
<th>PSJF Sim</th>
<th>FIFO Eqns</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>1.5314</td>
<td>1.5312</td>
<td>1.6636</td>
<td>1.6634</td>
<td>2.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>1.7526</td>
<td>1.7524</td>
<td>1.9527</td>
<td>1.9521</td>
<td>2.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>2.0839</td>
<td>2.0841</td>
<td>2.3970</td>
<td>2.3963</td>
<td>3.33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>2.6589</td>
<td>2.6594</td>
<td>3.1943</td>
<td>3.1940</td>
<td>5.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>4.0518</td>
<td>4.0521</td>
<td>5.2232</td>
<td>5.2235</td>
<td>10.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.95</td>
<td>6.2648</td>
<td>6.2688</td>
<td>8.6166</td>
<td>8.6118</td>
<td>20.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.98</td>
<td>11.5513</td>
<td>11.5212</td>
<td>17.1090</td>
<td>17.1211</td>
<td>50.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.99</td>
<td>18.9556</td>
<td>18.8717</td>
<td>29.3783</td>
<td>29.2907</td>
<td>100.00</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\lambda$, $\lambda$</th>
<th>SRPT Eqns</th>
<th>SRPT Sim</th>
<th>SPRPT Eqns</th>
<th>SPRPT Sim</th>
<th>FIFO Eqns</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>1.4254</td>
<td>1.4251</td>
<td>1.6531</td>
<td>1.6588</td>
<td>2.00</td>
</tr>
<tr>
<td>0.6</td>
<td>1.6041</td>
<td>1.6039</td>
<td>1.9305</td>
<td>1.9397</td>
<td>2.50</td>
</tr>
<tr>
<td>0.7</td>
<td>1.8746</td>
<td>1.8757</td>
<td>2.3539</td>
<td>2.3684</td>
<td>3.33</td>
</tr>
<tr>
<td>0.8</td>
<td>2.3528</td>
<td>2.3519</td>
<td>3.1168</td>
<td>3.1376</td>
<td>5.00</td>
</tr>
<tr>
<td>0.9</td>
<td>3.5521</td>
<td>3.5486</td>
<td>5.04808</td>
<td>5.0973</td>
<td>10.00</td>
</tr>
<tr>
<td>0.95</td>
<td>5.5410</td>
<td>5.5466</td>
<td>8.3221</td>
<td>8.4075</td>
<td>20.00</td>
</tr>
<tr>
<td>0.98</td>
<td>10.4947</td>
<td>10.5003</td>
<td>16.6239</td>
<td>16.7852</td>
<td>50.00</td>
</tr>
<tr>
<td>0.99</td>
<td>17.6269</td>
<td>17.6130</td>
<td>28.7302</td>
<td>28.7847</td>
<td>100.00</td>
</tr>
</tbody>
</table>
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Figure 1 Results from simulations at $\lambda = 0.95$ for exponential and Weibull distributions. A job with service time $x$ has predicted service time uniform over $[(1-\alpha)x, (1+\alpha)x]$. Performance degrades gracefully with $\alpha$. Note $\alpha = 0$ corresponds to the full information case, as then the predicted service time equals the true service time.

SPJF, and even becomes slightly better than SPRPT with large prediction errors. Both of these features are explained in large part by noting that the preemption of PSPJF is particularly helpful when large jobs are significantly underestimated, as in those settings without the preemption a large job can hold service for a long time, blocking shorter jobs; this has also been noted previously in [8]. Under the Weibull distribution for service, there are many much larger jobs than when the service times are exponentially distributed. We expect our equations for the expected time in system for SPJF, PSPJF, and PSRPT may allow us to gain more insight into these kinds of behaviors, with provable results instead of simulation-based results.

6 Conclusion

We have demonstrated that the analyses of various single-queue job scheduling approaches can be generalized to the setting where predicted service times are used in place of true values, under the assumption that the predictions can be modeled as joint distribution with a corresponding density function. Such analyses can be used to determine the price of misprediction, or the potential benefits of better prediction, for such systems.

In future work, we plan to provide analyses of multiple queue systems using predicted service times. Multiple queue systems are quite common in practice, but can have more highly variable performance depending on how the workload is divided among queues. Natural strategies to consider include the power of two choices [22] and size interval task assignment (SITA) [13]. We expect analysis of such systems may require additional techniques, but will show that in this setting also even mildly accurate predictions can provide significant value.

In the problems considered here, we were able to determine exact formulae for performance, based on our probabilistic assumptions. It would be interesting to consider more general job scheduling scenarios with fewer assumptions, perhaps using methods more akin to online analysis, as in [20].

We believe this work suggests there is great potential in analyzing the large variety of job scheduling problems, as well as other similar traditional algorithmic problems, in the context of prediction.
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A Proof of 4/3 price of misprediction for the finite case

We recall the setting where there are $n$ jobs, service times are exponential with mean 1, the predicted service times are exponential with mean $x$ when the actual service time is $x$, and we seek to determine the expected waiting time. Since we care only about the expectation, we may consider the expected waiting time with just a pair of jobs; linearity yields the price of misinformation is the same.

When using the correct service times, the expected waiting time of a job with the shortest job first is

$$
\int_{x=0}^{\infty} e^{-x} \left( \int_{z=0}^{x} ze^{-z} \, dz \right) \, dx,
$$

which is easily found to evaluate to $1/4$. When using predicted service times, the expected waiting time is

$$
\int_{y=0}^{\infty} f_p(y) \left( \int_{x=0}^{\infty} \int_{z=0}^{y} e^{-x-z/x} \, dz \, dx \right) \, dy,
$$

where $f_p(y) = \int_{z=0}^{\infty} \frac{e^{-z-y/z}}{x} \, dz$. This does not appear to evaluate to a closed form of simple functions. However, suppose we use as our prediction an exponentially distributed service time with mean $1/x$ instead of $x$. This effectively reverses the predicted order, but leads to an easier integral calculation. Since the expected waiting time for a job over both orderings is trivially 1, finding the expected waiting time for the reverse order suffices.

For the reversed order,

$$
f_p(y) = \int_{x=0}^{\infty} xe^{-x-xy} \, dx = \frac{1}{(y+1)^2},
$$
and the integral becomes
\[
\int_{y=0}^{\infty} \frac{1}{(y+1)^2} \left( \int_{x=0}^{y} x^2 e^{-x} - x e^{-x} dx \right) dy
\]
\[
= \int_{y=0}^{\infty} \frac{1}{(y+1)^2} \left( \int_{x=0}^{\infty} x e^{-x} - x e^{-x} dx \right) dy
\]
\[
= \int_{y=0}^{\infty} \frac{1}{(y+1)^2} \left( \int_{x=0}^{\infty} x e^{-x} - x e^{-x} dx \right) dy
\]
\[
= \int_{y=0}^{\infty} \left( \frac{1}{(y+1)^2} - \frac{1}{(y+1)^4} \right) dy
\]
\[
= \frac{2}{3}.
\]

The expected waiting time where predictions are exponential with mean \(x\) is therefore \(1/3\), and the price of misprediction is \(4/3\) as claimed.

## B. Derivation for PSPJF

We consider the expected time a job spends in the system in equilibrium for preemptive shortest predicted job first (PSPJF), where a job may be preempted by another job that has an originally shorter predicted time (note that the time a job has been serviced is not considered). The analysis is similar to both SPJF and SPRPT.

Here we consider the expected waiting time and the expected residence time in steady-state. We again use \(g(x, y)\) for the joint distribution that a job has service time \(x\) and predicted service time \(y\), and let \(f_s(x) = \int_{y=0}^{\infty} g(x, y) dy\), \(f_p(y) = \int_{x=0}^{\infty} g(x, y) dx\), \(F_p(y) = \int_{t=0}^{y} f_p(y) dt\), and \(\rho'_y = \lambda \int_{t=0}^{y} \int_{x=0}^{\infty} g(x, t) x dx dt\). As a job will be preempted by another job with smaller predicted service time, the mean residence time for a job of service time \(x\) and predicted service time \(y\) is
\[
\frac{x}{1 - \rho'_y}.
\]

This is because the residence time with preemptions is the same as the busy period started by a job of length \(x\) and predicted length \(y\), where the only jobs that need to be considered in the busy period have predicted length at most \(y\). This leads to the additional \(1/(1 - \rho'_y)\) factor.

It follows that the mean residence time \(E[R(y)]\) for a job of predicted service time \(y\) is
\[
E[R(y)] = \int_{x=0}^{\infty} \frac{x g(x, y)}{f_p(y)(1 - \rho'_y)} dx.
\]

The expected waiting time for a job with predicted service time \(y\) is the same as for a shortest job first system, except that the job only waits for jobs of predicted service times as most \(y\). It follows that
\[
E[W(y)] = \frac{\lambda \int_{t=0}^{y} \int_{x=0}^{\infty} x^2 g(x, t) dx dt}{2 (1 - \rho'_y)^2}.
\]

Note that here we have simplified the expression, which would originally have had a factor
\[
\frac{\rho'_y \left( \int_{t=0}^{y} \int_{x=0}^{\infty} x^2 g(x, t) dx dt \right) / F_p(y)}{\left( \int_{t=0}^{y} \int_{x=0}^{\infty} x g(x, t) dx dt \right) / F_p(y)}.
\]
The integral expressions are the second and first moments of the expected service time for a job with predicted service time at most $y$. As $\rho_y' = \lambda \int_{t=0}^y \int_{x=0}^\infty g(x, t) x \, dx \, dt$, the expression for $E[W(y)]$ follows.

The expected time in the system for a job is then again simply $\int_{y=0}^\infty f_P(y) E[W(y) + R(y)] \, dy$. 
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Abstract

We study auctions for carbon licenses, a policy tool used to control the social cost of pollution. Each identical license grants the right to produce a unit of pollution. Each buyer (i.e., firm that pollutes during the manufacturing process) enjoys a decreasing marginal value for licenses, but society suffers an increasing marginal cost for each license distributed. The seller (i.e., the government) can choose a number of licenses to put up for auction, and wishes to maximize the societal welfare: the total economic value of the buyers minus the social cost. Motivated by emission license markets deployed in practice, we focus on uniform price auctions with a price floor and/or price ceiling. The seller has distributional information about the market, and their goal is to tune the auction parameters to maximize expected welfare. The target benchmark is the maximum expected welfare achievable by any such auction under truth-telling behavior. Unfortunately, the uniform price auction is not truthful, and strategic behavior can significantly reduce (even below zero) the welfare of a given auction configuration.

We describe a subclass of “safe-price” auctions for which the welfare at any Bayes-Nash equilibrium will approximate the welfare under truth-telling behavior. We then show that the better of a safe-price auction, or a truthful auction that allocates licenses to only a single buyer, will approximate the target benchmark. In particular, we show how to choose a number of licenses and a price floor so that the worst-case welfare, at any equilibrium, is a constant approximation to the best achievable welfare under truth-telling after excluding the welfare contribution of a single buyer.
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1 Introduction

Licenses for carbon and other emissions are a market-based policy tool for reducing pollution and mitigating the effects of climate change. Roughly speaking, a government agency distributes pollution licenses to firms according to some mechanism. At the end of a period of time (e.g., a year), firms must submit licenses to cover their pollution or else face severe penalties. Different ways of distributing licenses are possible. For example, if licenses are simply sold at a fixed price to anyone who wishes to pay, then this is equivalent to a carbon tax where polluters must pay a linear fee to offset their emissions. Alternatively, in a cap-and-trade mechanism, the agency releases a fixed number $C$ of pollution licenses, either via a pre-determined allocation at no price (e.g., based on prior pollution or industry averages) or via auction, and then polluters can trade these licenses on the open market. Many emission trading systems take features of both schemes, combining a cap-and-trade market with a price floor $p$, where each license must be sold above the reserve price of $p$, and/or a price ceiling $\bar{p}$, where an extra license beyond the cap can always be purchased at a price of $\bar{p}$. In general, such a pollution license market is referred to as an Emission Trading System (ETS).

There are many important ETS in effect today. The EU ETS has thousands of participating firms and has raised billions of dollars in auction revenue over the past 10 years [2]. The Western Climate Initiative runs a license auction that is linked between California and Quebec [4, 1], and the Regional Greenhouse Gas Initiative (RGGI, pronounced “Reggie”) serves New England and the New York region [3]. These markets differ in the details of their implementations, but in each case, licenses are distributed on a regular schedule, with a significant quantity of those licenses sold at auction.

One can model such a license auction as a multi-unit auction; that is, an auction for multiple identical goods. There is no bound on the supply of goods, but there is a cost of production corresponding to the social cost of more pollution. The social cost is typically assumed to be increasing and convex, and the value for licenses for each buyer is commonly assumed to be increasing and concave [27]. Each of the ETS described above uses a uniform-price auction rule to resolve this multi-unit auction. Such auctions proceed roughly as follows. Participating firms declare bids, which take the form of a non-decreasing concave function that describes their willingness-to-pay for varying quantities of licenses. This can alternatively be viewed as a list of non-increasing marginal bids for each successive license. Any marginal bids below the reserve price $p$ are removed, and licenses are then distributed to the highest remaining marginal bids while supplies last. Each firm then pays a fixed price $p$ per license, where $p$ is set to some value between the lowest marginal winning bid and the highest marginal losing bid. Such auctions are not truthful, but are common in practice due to their many advantageous properties; see, e.g., Chapter 7 of [22].

Implementing a uniform-price auction for carbon licenses presents an optimization challenge: good outcomes require that the system designer correctly sets the quantity of licenses to distribute and/or the price (either direct price or auction reserve) at which they will be sold. The goal is to maximize social welfare: the aggregate value that firms receive for their licenses (i.e., by producing goods) minus the externality on society caused by polluting the corresponding amount during production. This optimization problem is complicated by uncertainty. Even if the social cost of pollution is fully known, the designer may not know what the demand for licenses will be, which makes it hard to predict the optimal level of pollution to allow. The goal of the designer, then, is to set the parameters of the uniform price auction to maximize the expected outcome over uncertainty in the market. Notably, the presence of social costs significantly increases the complexity of multi-unit auctions,
since efficiency becomes a mixed-sign objective. Even a slight misallocation of the licenses, resulting in a small reduction of received value, might have a disproportionately large effect on net welfare. In practice, inefficient allocations may be partially resolved in the trade phase of cap-and-trade systems. However, there are significant trading frictions, so it is imperative to choose an initial allocation, via the auction, that is as efficient as possible.

Since uniform price auctions are not truthful, one must account for strategic behavior of participating firms. A notable feature of ETS markets in practice is that, despite their size, they commonly have a small number of participants with significant market power.\footnote{For example, in the EU ETS, the top 10 firms together control approximately 30 percent of all licenses allocated and traded; see \cite{9}, page 127.}

The presence of dominant players suggests imperfect competition and raises the issue of strategic manipulation, in which large individual firms try to influence the market in their favor. One particular concern is demand reduction, where firms reduce their bids to suppress the price determined by the auction. We ask: how should one set auction parameters to (approximately) maximize welfare, in the face of strategic bidding?

### 1.1 Our Results

In this paper we apply ideas from theoretical computer science to approach the design of carbon license auctions with strategic firms. In this new domain, we use facts regarding uniform price auctions to understand what is happening in these markets and probabilistic analysis to handle the uncertainty of valuation realizations. We then apply a Price of Anarchy analysis to give strategic guarantees. As a result, we provide a concrete recommendation for how to set the parameters of the mechanism used in practice—a recommendation with provable approximation guarantees.

A market instance is described by a convex social cost curve and, for each participating firm, an independent distribution over concave valuations. To capture the relevant space of auctions, we formalize a class of allocation rules that we call cap-and-price auctions.\footnote{Note, we are focused on the auction phase in this paper and do not model the trade phase of these systems.}

These auctions are parameterized by a maximum number of licenses to allocate, a price floor, and a price ceiling. They proceed by running a uniform-price auction for the given number of licenses, subject to the price floor and ceiling. Given a market instance, there is some choice of cap-and-price auction that maximizes the expected welfare generated under non-strategic (truth-telling) behavior. This optimal non-strategic solution will serve as a benchmark, which we denote $\text{opt}$. Our main result is an auction that approximates $\text{opt}$ at any equilibrium of strategic behavior.

We show that, in general, the welfare obtained at an equilibrium of a cap-and-price auction can be negative, even for the auction that optimizes welfare under non-strategic bidding. This motivates our main question: given a cap-and-price mechanism that achieves a certain expected welfare $W$ under truth-telling behavior, can one modify the auction parameters so that the expected welfare is an $O(1)$ approximation to $W$ at any Bayes-Nash equilibrium? To answer this question, we describe a subclass of cap-and-price auctions that use safe prices. A safe-price auction is a cap-and-price auction in which the price floor is at least the average social cost, per license, of selling all of that auction’s licenses. We show that for any such auction the worst-case welfare at any Bayes-Nash equilibrium is within a constant factor of the welfare under truth-telling. This result proceeds by transforming the market instance into a corresponding instance without social costs, and makes use of bounds on the Bayes-Nash price of anarchy for uniform-price auctions \cite{20, 13}.
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To construct an auction that approximates $\text{OPT}$ at equilibrium, it therefore suffices to find a safe-price auction whose non-strategic welfare approximates that of the best unconstrained cap-and-price auction. However, as it turns out, there are market instances for which no constant approximation by a safe-price auction is possible. Such a situation can occur if there is a single firm that drives most of the demand for licenses, and this demand has very high variance. We show that this is essentially the only barrier to our desired price of anarchy result: one can always construct an auction that achieves a constant approximation to $\text{OPT}$ minus the welfare obtainable by allocating licenses to any one single auction participant. In other words, as long as no single firm accounts for most of the expected welfare of the carbon license market, one can find a cap and price floor so that the welfare at any equilibrium is within a constant of the optimal outcome achievable without strategic behavior. We argue that this assumption is reasonable, since presumably the motivation for running a carbon license market in the first place is that the demand for emission licenses is distributed across multiple firms. An alternative way to view this result is that one can always achieve a constant approximation to our benchmark by either running a safe-price auction, or by selling to only a single firm.

Along the way, we also show that for any cap-and-price auction that sells all of its licenses with probability $q > 0$, there is a safe-price auction whose welfare (under truth-telling) is within a factor $O(1/q)$ of the original auction’s welfare. In particular, if our benchmark is implemented by a cap-and-price auction that distributes all of its licenses with constant probability, then we can construct a safe-price auction whose welfare at any Bayes-Nash equilibrium is a constant approximation to the benchmark.

Note that our results are applicable for any setting with imperfect competition where a uniform price auction is used to allocate goods with a production or social cost. For instance, they may apply to allocating queries to a database, where the social cost is privacy. Another example might be allocating medallions to taxi and rideshare drivers in New York City, where the social cost is congestion.

1.2 Related Work

Our work is related to rich line of literature in economics comparing emission licence auction formats and flat “carbon tax” pricing methods to control the externalities of pollution. Weitzman [27] proposed a model of demand uncertainty and initiated a study comparing price-based vs quantity-based screening in the context of pollution externalities. Kerr and Cramton [10] noted that auctions tend to generate more efficient outcomes than grandfathered contracts (i.e., pre-determined allocations based on prior usage), which distort incentives to reduce pollution and efficiently redistribute licenses. Cramton, McKay, Ockenfels and Stoß [11] subsequently lay out arguments in favor of tax-based approaches. Murray, Newell, and Pizer [23] analyze the use of price ceilings in emission license auctions, and argue that they provide benefits of both auction-based and tax-based systems, improving efficiency in dynamic markets with intertemporal arbitrage. For a recent overview of auction-based systems used in practice, from both the economic and legal perspectives, we recommend [9].

A similar line of literature studied alternative approaches to the related electricity markets, where individual providers sell electricity into a central grid. Whereas the main issue in emission license sales is the social externality of production, the main focus in electricity markets was incentivizing participation of small firms. The primary discussion focused on using uniform pricing versus discriminatory pricing in the resulting procurement auction [12, 24].
Within the theoretical computer science community, there have been numerous studies of the efficiency of auction formats at equilibrium. For multi-unit auctions without production costs (or, equivalently, no social cost of pollution), the price of anarchy of the uniform-price auction was shown to be constant for full-information settings, and this was subsequently extended to Bayes-Nash equilibria [20, 13]. Our work can be seen as an extension of that work to the setting with a convex cost of allocation. Auctions with production costs have also been studied [6, 15], but primarily from the perspective of mechanism design, where the goal is to develop allocation and payment rules to achieve efficient outcomes. In the present work we do not take a mechanism design approach; we instead restrict our attention to (non-truthful) uniform price auctions, as these are used in practice, and study bounds on the worst-case welfare at equilibrium under different choices of the auction parameters.

Uniform-price auctions with costs can be viewed as games for which the designer has a mixed-sign objective (i.e., total value generated minus the social cost of production). Prior work on the price of anarchy under mixed-sign objectives has focused primarily on routing games [25, 7, 8]. Results in this space tend to be negative, motivating alternative measures of performance (such as minimizing a transformed measure of total cost) that avoid the pitfalls of mixed-sign optimization. Our work shows that in an auction setting, use of an appropriately-chosen thresholding rule (in the form of a reserve price) can enable a constant approximation to our mixed-sign objective of total value minus a convex social cost.

There is a vast amount of work on auctions with externalities, such as the seminal work of [16], and other work including externalities in advertising auctions [14], characterizations of equilibria in auctions with externalities [19], and more. However, these externalities are private and held by the buyers, as opposed to public and suffered by the seller as in this paper. In this case, the externality functions more like a production cost, as described above.

Kesselheim, Kleinberg and Tardos [17] study the price of anarchy of an energy market auction, which is a similar application to the carbon license auction that we study. Their focus is on the uncertainty of the supply and temporal nature of the auction, and not on externalities of production, and hence their technical model is quite different.

The theory of bidding in uniform-price auctions with imperfect competition is well-developed in the economic theory literature. Much of this work focuses specifically on the efficiency and revenue impact of demand reduction, and how modifications to the auction format or context might impact it. Demand reduction occurs at equilibrium even in very simple settings of full information, can dramatically reduce welfare, and is a concern in practice [28, 26, 5]. One way to reduce the inefficiency of demand reduction is to perturb the supply, either by allowing the seller to adjust the supply after bids are received [21], or by randomizing the total quantity of goods for sale (or otherwise smoothing out the allocation function) [18]. Such results are typically restricted to full-information settings. Moreover, these approaches are not necessarily appropriate in the sale of government-issued licenses, where one typically expects commitment and certainty about the quantity being sold. In contrast, we forego a precise equilibrium analysis and instead argue that setting a sufficiently high price floor can likewise mitigate the impact of demand reduction.

1.3 Roadmap

Our main result is a cap-and-price auction whose welfare in equilibrium approximates the maximum welfare of a cap-and-price auction with non-strategic reporting in markets without a single dominant bidder. In Section 2, we introduce our model and formally define cap-and-price auctions. In Section 3, we first show that we can restrict attention to cap-and-price auctions with an infinite price ceiling (i.e., ones who never sell more licenses than the cap).
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We then derive a class of such cap-and-price auctions, which we call safe-price auctions, whose performance in equilibrium approximates the performance in a non-strategic setting. Thus it suffices to show that the best safe-price auction approximates the best cap-and-price auction in a non-strategic setting. However, this is not true: we give an example where it can be unboundedly worse. In Section 4, we demonstrate that the only barrier to this is the existence of a dominant bidder, yielding our main result.

2 Preliminaries

There are $n$ firms seeking to purchase carbon licenses. Licenses are identical, and each permits one pollution unit. Each firm $i$ has a monotone non-decreasing concave valuation curve $V_i(\cdot)$ that maps a number of pollution units $x \in \mathbb{Z}_{\geq 0}$ to a value $\mathbb{R}_{\geq 0}$; this is the value they enjoy for polluting this amount. The profile of valuation curves $\tilde{V} = (V_1, \ldots, V_n)$ is drawn from a publicly-known distribution $F$ over profiles, where the draw of $V_i(\cdot)$ is the private information of firm $i$. Valuations are drawn independently across firms, so $F = F_1 \times \ldots \times F_n$ is a product distribution and $V_i \sim F_i$.

There is a publicly known monotone non-decreasing convex cost function $Q(\cdot)$ that maps a number of pollution units $x \in \mathbb{Z}_{\geq 0}$ to the value of externality that society faces for having this much pollution. Given a valuation profile $(V_1, \ldots, V_n)$, the welfare of a given allocation rule $x = (x_1, \ldots, x_n)$ is $\sum_i V_i(x_i) - Q(\sum_{i=1}^n x_i)$. Our objective is to maximize expected welfare.

Given some integer $x \geq 0$, we write $V(x)$ for the maximum aggregate value that could be obtained by optimally dividing $x$ licenses among the firms. That is,

$$V(x) = \max_{y \in \mathbb{Z}^n_{\geq 0} : \|y\|_1 = x} \sum_i V_i(y_i).$$

We refer to $V$ as the combined valuation curve. As each $V_i(\cdot)$ is weakly concave, so is $V(\cdot)$. We will sometimes abuse notation and write $V \sim F$ to mean that $V$ is distributed as the aggregate value when $(V_1, \ldots, V_n) \sim F$. We’ll write $W(V, x) = V(x) - Q(x)$ for the welfare generated by allocating $x$ licenses optimally among the firms.

We’ll write $v_i(j) = V_i(j) - V_i(j - 1)$ for firm $i$’s marginal value for acquiring license $j$, for each $j \geq 1$. By the monotonicity and concavity of $V_i(\cdot)$, $v_i(\cdot)$ is non-increasing. We’ll also write $V_i(j | k) = V_i(j + k) - V_i(k)$ for the marginal value of $j$ additional items given $k$ already allocated. We’ll write $d_i(p) = \max\{j : v_i(j) \geq p\}$ for the number of units demanded by bidder $i$ at price $p$.

We will study equilibria and outcomes of license allocation auctions. An auction takes as input a reported valuation $V_i$ from each firm $i$. The auction then determines an allocation $x = (x_1, \ldots, x_n)$ and a price $p_i \geq 0$ that each firm must pay. The auctions we consider will be price auctions, where the auction determines a per-license price $p$ and each firm $i$ pays $p_i = p \cdot x_i$. Given an implicit uniform-price auction, we will tend to write $x_i(\tilde{V})$ (resp., $p(\tilde{V})$) for the allocation to agent $i$ (resp., per-unit price) when agents report according to $\tilde{V}$. For a given valuation profile $V$, we’ll also write $U_i(\tilde{V})$ for the utility enjoyed by firm $i$ when agents bid according to $\tilde{V}$:

$$U_i(\tilde{V}) = V_i(x_i(\tilde{V})) - p(\tilde{V}) \cdot x_i(\tilde{V}).$$

Finally, given an auction $M$ and a distribution $F$ over input profiles, we will write $W(M, F)$ for the expected welfare of $M$ on input distribution $F$. We will sometimes drop the dependence of $F$ and simply write $W(M)$ when $F$ is clear from context. We emphasize that $W(M)$ is a
We will derive a class of cap-and-price auctions, which we will call safe-price auctions, whose performance in equilibrium approximates their non-strategic welfare. The hope is that the non-strategic welfare of this class then approximates the non-strategic welfare of the larger class of cap-and-price auctions.

---

3 Note the cap is not a hard constraint, but rather governs which prices bind.
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Definition 2. A safe-price auction is a cap-and-price auction \( M(C, p, \overline{p}) \) parameterized by a license quantity \( C \), a price floor \( p = Q(C)/C \), and price ceiling \( \overline{p} = \infty \). We will write \( M(C) \) for the safe-price auction with license quantity \( C \), and \( P(C) = Q(C)/C \) for the associated safe price.

This definition restricts cap-and-price auctions in two ways. The first is that the price ceiling is now infinite. The second is that we have imposed a lower bound on the price floor.\(^4\) The first restriction is for convenience; the following lemma shows that it does not cause much loss in welfare. Motivated by this lemma, we will restrict our attention from now on to auctions with no price ceiling, that is, \( \overline{p} = \infty \). We notate such mechanisms \( M = (C, p) \).

Note that, in the language of definition 1, case (1) can no longer occur. That is, when is there is no price ceiling, only exactly \( C \) or less than \( C \) licenses will be allocated.

Lemma 3. For any distribution \( F \) and any cap-and-price auction \( M(C, p, \overline{p}) \), there exist a cap \( C' \) and price floor \( p' \) such that \( W(M(C', p', \infty)) \geq \frac{1}{2} W(M(C, p, \overline{p})) \).

The proof of Lemma 3 appears in Appendix A.1. The main idea is to decompose the expected welfare of a cap-and-price auction \( M(C, p, \overline{p}) \) into the welfare attained from the first (at most) \( C \) licenses sold plus the incremental welfare attained from any licenses sold after the first \( C \). The first can be approximated by \( M(C, p, \infty) \); the latter, if non-negative, can be approximated by \( M(\infty, p, \infty) \).

The second way safe-price auctions restrict price-and-cap auctions is with a lower bound on the price floor. As the following example shows, the equilibrium welfare of cap-and-price auctions, even those with an infinite price ceiling, suffer from a problem known as demand reduction in which a bidder improves her price, and hence utility, by asking for fewer units. This can have drastic consequences on welfare, causing it to become negative, due to the existence of the social cost. In particular, this means the approximation of such auctions, relative to the best welfare attainable in non-strategic settings, is unbounded.

Example 4. Consider two agents, 1 and 2. Their distributions over valuations will be point-masses, so that the valuations are actually deterministic. These valuation functions are given by the following marginals: \( v_1(1) = 10, v_2(2) = 10, v_2(1) = 6, v_2(2) = 1 \), and all other marginals are 0. We will have \( C = 2, p = 0, \overline{p} = \infty \), and the social cost function is given by \( Q(x) = 9x \). Under truthful reporting, the auction \( M(C, p) \) allocates 2 licenses to agent 1 at a price of 6 each, resulting in a welfare of \( V_1(2) - Q(2) = 20 - 18 = 2 \). However, we note that firm 1 could improve their utility from 8 to 9 by instead reporting a modified valuation \( \tilde{V} \) given by \( \tilde{v}_1(1) = 10 \) and \( \tilde{v}_2(2) = 1 \). If agent 2 continues to report truthfully, \( M(C, p) \) will allocate 1 license to each agent at a price of 1 each, resulting in a welfare of \( V_1(1) + V_2(1) - Q(2) = 16 - 18 = -2 \). One can verify that this is indeed a pure Nash equilibrium of the auction, and hence a Bayes-Nash equilibrium as well.

The issue illustrated in Example 4 is that strategic behavior can cause licenses to be allocated to agents whose marginal values for these licenses are below \( Q(C)/C \), causing the aggregate value derived from allocating \( C \) licenses to fall below \( Q(C) \). Safe-price auctions seek to prevent this by imposing a sufficiently high price floor.

Indeed, the following lemma shows that price floors do indeed circumvent the issue in the above example. Namely, we show safe-price auctions have good equilibria, compared to their own non-strategic welfare. This is the main result of this section, and motivates us to focus on analyzing the non-strategic welfare of safe-price auctions.

\(^4\) In fact we set \( \underline{p} \) to be equal to \( P(C) \), but our results still hold if this is relaxed to \( \underline{p} \geq P(C) \).
Lemma 5. For any safe-price auction $M(C)$, the expected welfare at any Bayes-Nash equilibrium is at least $\left(\frac{1}{15}\right) \cdot W(M(C))$.

Proof. Fix a license cap $C$ and write $p = Q(C)/C$ for the corresponding safe price, and recall that $M(C) = M(C, p)$. We claim that this auction is strategically equivalent to a modified auction, as follows. First, since each agent pays at least $p$ per license, we can define $\hat{v}_i(j) = v_i(j) - p$ for the residual marginal utility of agent $i$ for their $j$th license, after taking into account that they must pay at least $p$. Then from each agent’s perspective, playing in $M(C, p)$ with marginal values $v_i(j)$ gives the same utility as playing in $M(C, 0)$ with marginal values $\hat{v}_i(j)$. The welfare generated by the original auction is $\hat{V}(x) = Q(x) - \frac{x}{p}$, which is equal to $\hat{V}(x) = (Q(x) - \frac{x}{p})$. So the welfare generated by $M$ is equivalent to the welfare generated with modified valuations $\hat{V}$, where the marginal social cost of each unit of pollution is reduced by $p$. But now note that from the definition of $p$, $Q(x) - \frac{x}{p} \leq 0$ for all $x \leq C$. So in an auction with a cap of $C$, the welfare is at least the welfare obtained with a social cost of 0; it is always non-negative.

We conclude that the welfare generated by $M(C, p)$, at any equilibrium, is equal to the welfare generated at an equilibrium of the standard uniform price auction with modified valuations $\hat{V}$. Theorem 3 of [13] (which bounds the welfare in Bayes-Nash equilibria of uniform auctions without costs) therefore applies, and the welfare at any equilibrium is at least $\frac{1}{15}$ times the optimum achievable under the modified valuations, which is at most $W(M(C))$.

4 Welfare Approximation

Motivated by Lemma 5, we would like to show that the non-strategic welfare of safe-price auctions approximates that of cap-and-price auctions. Unfortunately, there are cases where this does not hold, as demonstrated by Example 6. The example consists of just a single firm that dominates the market and whose demand for licenses has high variance. The firm’s value is always large enough that even at a low price and high license cap, the resulting allocation has high net welfare. However, safe-price auctions will generate much lower welfare. Roughly speaking, for any number of licenses $C$ that the auction designer selects as the cap for a safe-price auction, significant welfare will be lost from realizations where the firm’s demand is much higher than $C$, and the corresponding safe price will exclude welfare gains from realizations where the firm’s demand is much lower than $C$. If the variance is high enough, this will cause overall welfare to be low regardless of the choice of $C$.

Example 6. We will present an example for which the expected welfare of any safe-price auction $M(C)$ is at most an $O(1/n)$-approximation to $\text{opt}$. Let $Q(x) = x^2$. There is a single firm participating in the auction. That firm’s valuation curve is drawn according to a distribution $F$ over $n$ different valuation curves, which we’ll denote $V^{(1)}, \ldots, V^{(n)}$. For all $i$, valuation $V^{(i)}$ is defined by $V^{(i)}(x) = \max\{2^{i+1} \cdot x, 2^{2i+1}\}$. The probability that $V^{(i)}(\cdot)$ is drawn from $F$ is proportional to $\frac{1}{2^{2i}}$. That is, the firm has valuation $V^{(i)}$ with probability $\frac{1}{2^{2i}}$, where $\beta = \sum_{i=1}^{n} 2^{-2i} = \frac{1}{4}(1 - 2^{-2n})$ is the normalization constant. Note that a cap-and-price auction with cap $C = \infty$ and price floor $p = 1$ achieves welfare $\sum_{i=1}^{n} 2^{i} \frac{1}{2^{2i}} = \frac{1}{\beta} \cdot n$, so $\text{opt}$ is at least this large.$^6$

5 The proof of the 3.15 bound in [13] is actually for a uniform-second-price auction that charges the highest losing bid, or $V(C + 1) - V(C)$; however, the proof is also correct for charging a price of the lowest winning bid $V(C) - V(C - 1)$.

6 In fact, this is the “first-best” welfare obtainable at every possible realization, so this is actually the best possible cap-and-price auction and hence the exact value of $\text{opt}$. 
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Consider a safe-price auction with cap \( C' \). Suppose that \( C' \in (2^k, 2^{k+1}] \) for some \( k \geq 1 \). Then the safe price is \( P(C') = Q(C')/C' = (C')^2/C' = C' > 2^k \). If the firm has valuation \( V(i) \) with \( i \leq k - 1 \), then all marginal values are strictly below \( P(C') \), then no licenses are allocated and the welfare generated is 0. On the other hand, if the firm has valuation \( V(i) \) for any \( i \geq k \), then since at most \( C' \leq 2^{k+1} \) licenses can be purchased, the auction generates welfare at most \( 2^{i+1}(2^{k+1}) - (2^{k+1})^2 = 2^{2k+2}(2^{-k} - 1) \).

The total expected welfare of \( M(C') \) is therefore at most
\[
\sum_{i=k}^{n} 2^{2k+2}(2^{i-k} - 1) \cdot \frac{1}{\beta 2^n} = \frac{4}{\beta} \sum_{i=k}^{n} 2^{-2(i-k)}(2^{i-k} - 1) \leq \frac{4}{\beta} = O(1).
\]

Since \( \text{OPT} \geq \frac{1}{\beta} \cdot n \) but \( W(M(C')) = O(1) \) for all \( C' \), we conclude that no auction with a safe price achieves an \( o(n) \)-approximation to \( \text{OPT} \). This concludes the example.

Example 6 is driven by a single firm that dominates the market and has high variance in their demand. We next show that this is the only barrier to a good approximation: either a safe-price auction is constant-approximate, or else one can approximate the optimal welfare by selling to just a single firm. To this end, we will be interested in the expected maximum welfare attainable by allocating licenses to just one firm, which we will denote \( W^{(1)} \). That is,
\[
W^{(1)} = \mathbb{E}_{V \sim F} \left[ \max_{i, x \geq 0} \{ V_i(x) - Q(x) \} \right].
\]

The following theorem is our main result.

**Theorem 7.** There exists a constant \( c \) such that, for any cap \( C \) and price floor \( p \), there exists \( C' \) such that \( c \cdot W(M(C')) + W^{(1)} \geq W(M(C, p)) \).

Note that a corollary of Theorem 7 (combined with Lemmas 3 and 5) is that for any cap-and-price auction \( M(C, p, \overline{p}) \), there exists some \( C' \) such that the expected welfare of any Bayes-Nash equilibrium of \( M(C') \) is at least a constant factor of \( W(M(C, p, \overline{p})) - W^{(1)} \). That is, the worst-case equilibrium welfare is a constant-factor approximation to the best welfare achievable by any cap-and-price auction under truth-telling, excluding the welfare contribution of a single firm.

Also, \( W^{(1)} \) is the expected welfare of a truthful mechanism that we will call \( M^{(1)} \). In \( M^{(1)} \), the firms first participate in a second-price auction for the right to buy licenses. The firm with the highest bid wins, and they pay the second-highest bid. The winning firm can then purchase any number of licenses \( x \geq 0 \), for which they pay \( Q(x) \) (in addition to their payment from the initial second-price auction). Since the utility obtained by firm \( i \) if they win the initial auction is precisely \( \max_{x} \{ V_i(x) - Q(x) \} \), and since a second-price auction is truthful and maximizes welfare, we can conclude that \( W(M^{(1)}) = W^{(1)} \). Then another corollary of Theorem 7 is that one can approximate the non-strategic welfare of any cap-and-price auction using either a safe-price auction (in which case the approximation holds at any Bayes-Nash equilibrium), or using the (truthful) mechanism \( M^{(1)} \) that allocates licenses to at most one firm.

We are now ready to prove Theorem 7. Fix a cost function \( Q \) and distribution \( F \), and choose the optimal cap \( C \) and price floor \( p \) such that \( W(M(C, p)) \) is maximized. Let \( d(\cdot) \) and \( x(\cdot) \) be the demand and allocation functions for \( M(C, p) \). For any given realization of preferences \( V \), there is a total demand \( d(V) = \sum_i d_i(p) \), where again, \( d_i(p) = \arg \max_x V_i(x) - px \). Recall also that \( W(x, V) = V(x) - Q(x) \) is the welfare generated by allocation \( x \) given aggregate valuation \( V \).
Figure 1 A visualization of the proofs of Theorem 8 (a) and Theorem 7 (b). The x-axis represents quantity of licenses; the y-axis represents value. The expected welfare of benchmark $W(M(C, p))$ is divided into separate contributions, based on the location of allocation outcome $(x, V(x))$; these are depicted as shaded regions. Each of these contributions is bounded by either the welfare of a safe-price auction or the welfare obtained from a single buyer. Figure (a) is the (simpler) partition used in Theorem 8, and (b) is the partition used in Theorem 7.

We will begin by proving a simpler version of Theorem 7, which is parameterized by $q := \Pr[d(V) \geq C]$, the probability that the auction sells $C$ licenses. When $q$ is bounded away from 0, we show that there is a safe-price auction that achieves an $O(1/q)$-approximation to $W(M(C, p))$. We note that this result does not require firm valuations to be independent, and holds even if the valuations are drawn from an arbitrarily correlated distribution $F$. We will explain in Section 4.1 how to extend the argument to the general case of Theorem 7, with details deferred to the appendix.

\textbf{Theorem 8.} For the welfare-optimal cap $C$ and price floor $p$, there exists a cap $C'$ such that $(1 + 2/q) \cdot W(M(C')) \geq W(M(C, p))$.

\textbf{Proof.} The welfare generated by $M(C, p)$ can be broken down as follows:

$$W(M(C, p)) = \Pr_{V \sim F}[d(V) \geq C] \cdot E[W(x(V), V) \mid d(V) \geq C] + \Pr_{V \sim F}[d(V) < C] \cdot E[W(x(V), V) \mid d(V) < C].$$

The first term is the contribution to the welfare from events where $C$ licenses are sold (or, equivalently, at least $C$ licenses are demanded). The second term is the contribution from events where the total demand for licenses is less than $C$.

Consider price $P(C)$, the safe price for quantity $C$. We wish to decompose the second term in the expression above into marginal values above $P(C)$ and those below $P(C)$. For this, we need to introduce some notation. Write $\theta_i$ for the largest $j \geq 1$ such that $d(V_i(j)) \geq P(C)$, or $\theta_i = 0$ if $d(V_i(1)) < P(C)$. Write $x_i^\geq = \min\{x_i, \theta_i\}$, and write $x_i^\leq = x_i - x_i^\geq$. Then $x_i^\geq$ is the part of allocation $x_i$ for which firm $i$ has marginal value at least $P(C)$ per unit, and $x_i^\leq$ is the part of $x_i$ for which firm $i$ has a marginal value less than $P(C)$ per unit. We’ll also define $V_i^\leq(x_i^\leq) = V_i^\leq(x_i | \theta_i)$; this is the marginal value of $i$ for receiving $x$ additional licenses after already having received $\theta_i$ licenses. Note then that $V_i(x_i) = V_i(x_i^\geq) + V_i^\leq(x_i^\leq)$, for all $i$. We then have
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\[
\begin{align*}
\Pr_{V \sim F}[d(V) < C] \cdot \mathbb{E}[W(x(V), V) \mid d(V) < C] &= \int_{V : d(V) < C} \left( \sum_i V_i(x_i(V)) - Q(x(V)) \right) dFV \\
&\leq \int_{V : d(V) < C} \left( \sum_i V_i(x_i^>(V)) - Q(x^>(V)) \right) dFV \\
&\quad + \int_{V : d(V) < C} \left( \sum_i V_i^<(x_i^>(V)) - Q(x^>(V)) \right) dFV
\end{align*}
\]

where the final inequality used the fact that \( Q(x) \geq Q(x^<) + Q(x^>) \), due to the convexity of \( Q \). We conclude that

\[
W(M(C, p)) \leq \Pr_{V \sim F}[d(V) \geq C] \cdot \mathbb{E}[W(x(V), V) \mid d(V) \geq C] + \int_{V : d(V) < C} \left( \sum_i V_i(x_i^>(V)) - Q(x^>(V)) \right) dFV + \int_{V : d(V) < C} \left( \sum_i V_i^<(x_i^>(V)) - Q(x^>(V)) \right) dFV
\]

so that \( W(M(C, p)) \leq (1A) + (1B) + (1C) \). See Figure 1(a) for an illustration.

We claim that the welfare obtained from the first two terms, (1A) and (1B), are covered by the safe-price auction with cap \( C \). The intuition is that a price floor of \( P(C) \) does not interfere with the welfare contribution due to licenses with marginal values greater than \( P(C) \). One subtlety is that some of the licenses in the summation (1A) might have marginal values less than \( P(C) \), but it turns out that it can only improve welfare to exclude such licenses from the allocation.

\[ \text{Claim 9.} \quad W(M(C)) \geq (1A) + (1B). \]

\[ \text{Proof.} \quad \text{Write} \ d' \text{ and } x' \text{ for the demand and allocation under auction } M(C), \text{ respectively. We have} \]

\[
W(M(C)) = \Pr_{V \sim F}[d(V) \geq C] \cdot \mathbb{E}[W(x'(V), V) \mid d(V) \geq C] + \Pr_{V \sim F}[d(V) < C] \cdot \mathbb{E}[W(x'(V), V) \mid d(V) < C].
\]

Note that we intentionally use \( d(V) \), the demand for \( M(C, p) \), rather than \( d'(V) \) in the expressions above. The second term is precisely (1B), since \( x'_i = x^>_i \) from the definition of \( x^> \). We claim that the first term is at least (1A). To see why, fix any \( V \) with \( d(V) \geq C \) and corresponding allocation \( x = x(V) \) where necessarily \( |x| = C \), and note that \( x'_i \leq x_i \) for all \( i \). Furthermore, \( V_i(x'_i) \geq V_i(x_i) - (x_i - x'_i)P(C) \), since \( x'_i \) is simply \( x_i \) after possibly excluding some items with marginal value less than \( P(C) \). Thus, since \( |x| = C \),

\[ V(x') - |x'| \cdot P(C) \geq V(x) - |x| \cdot P(C) = V(x) - Q(|x|). \]

Also, by convexity, we have \( Q(y) \leq y \cdot P(C) \) for all \( y \in [0, |x|] \). In particular, we have \( V(x') - Q(|x'|) \geq V(x') - |x'| \cdot P(C) \geq V(x) - Q(|x|) \), and hence

\[
\Pr_{V \sim F}[d(V) \geq C] \cdot \mathbb{E}[W(x'(V), V) \mid d(V) \geq C] \geq \Pr_{V \sim F}[d(V) \geq C] \cdot \mathbb{E}[W(x(V), V) \mid d(V) \geq C]
\]

as claimed. \( \Box \)
The more difficult part of the proof of Theorem 8 is to account for term (1C). This represents the contribution of licenses whose marginal values lie below \( P(C) \), and are therefore excluded when the price floor is set to \( p = P(C) \). What we show is that the welfare contribution from all such licenses is approximated by \( W(M(C/2)) \), the welfare obtained by the safe auction with cap \( C/2 \).\(^7\) We do this in three steps. First, we show that any optimal cap-and-price auction \( M(C, p) \) must generate non-negative expected welfare conditional on selling \( C \) licenses. The intuition is that if the expected welfare from selling \( C \) licenses is negative, then it must be strictly preferable to reduce the quantity of licenses.

\[ \text{Lemma 10.} \quad \text{If cap } C \text{ and price floor } p \text{ are chosen to maximize } W(M(C, p)), \text{ then} \]
\[ \mathbb{E}_{V \sim P}[W(M(C, p)) \mid d(V) \geq C] \geq 0, \]
where \( d(V) \) is the total quantity of licenses demanded at price \( p \).

The proof of Lemma 10 appears in Appendix B.1. Next, for any cap-and-price auction \( M \), we provide an upper bound on the total welfare contribution that comes from events where \( x < C \) licenses are sold, and the average marginal value of the sold licenses, \( V(x)/x \), is less than \( P(C) \). In fact, it will be useful to state the lemma more generally: we provide a more general bound that applies to any cap \( \tilde{C} \leq C \) and any valuation that is at most \( P(\tilde{C}) \cdot x \) (not necessarily \( V(x) \)). The lemma bounds the total welfare contribution, \( P(\tilde{C}) \cdot x - Q(x) \), by the difference in price between (a) \( \tilde{C} \) licenses sold at the safe price for \( \tilde{C} \), and (b) the same \( \tilde{C} \) licenses sold at the safe price for \( C/2 \).

\[ \text{Lemma 11.} \quad \text{Choose some quantity } \tilde{C} \text{ and a number of licenses } x \leq \tilde{C}. \text{ Then } P(\tilde{C}) \cdot x - Q(x) \leq \tilde{C} \cdot (P(\tilde{C}) - P(C/2)). \]

The proof of Lemma 11 appears in Appendix B.2. We are now ready to bound the contribution of (1C). The intuition is as follows. By Lemma 11, the contribution from (1C) is at most (a constant times) the gap between the line \( y = P(C) \cdot x \) and the curve \( Q(x) \) at point \( x = C/2 \). But recall that \( \Pr[d(V) \geq C] = q \), and Lemma 10 implies that, on average, the expected marginal value of licenses allocated subject to this event is at least \( P(C) \). Therefore, if we set a license cap of \( C/2 \), then with probability at least \( q \) all \( C/2 \) licenses will be sold at an average expected marginal value of at least \( P(C) \). The welfare generated in this case covers the “gap” at \( C/2 \), and hence covers the loss due to excluding licenses with marginal values at most \( P(C) \).

\[ \text{Claim 12.} \quad W(M(C/2)) \geq \frac{1}{2} q \cdot (1C). \]

Proof. Write \( d' \) and \( x' \) for the demand and allocation under mechanism \( M(C/2) \), respectively. Choose any \( V \) such that \( d(V) \geq C \). For any such \( V \), \( d'(V) \leq d(V) \), and is formed by removing items with marginal value at most \( P(C/2) \). In particular, since \( x'(V) \leq d'(V) \), we have \( V(x'(V)) \geq V(C) - (C - x'(V)) \cdot P(C/2) \). Noting that \( Q(|x'(V)|) \leq |x'(V)| \cdot P(C) \) since \( x'(V) \leq x(V) \), we have
\[
V(x'(V)) - Q(|x'(V)|) \geq V(x'(V)) - |x'(V)| \cdot P(C) \\
\geq V(C) - (C - |x'(V)|) \cdot P(C/2) - |x'(V)| \cdot P(C).
\]

\(^7\) For convenience we will assume \( C \) is even for the remainder of this section. When \( C \) is odd, the result holds for at least one of the floor or the ceiling of \( C/2 \). Details appear in the full version.
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Taking an expectation over all \( V \) such that \( d(V) \geq C \), we note that Lemma 10 implies \( \mathbb{E}[V(C)] \geq C \cdot P(C) \). We therefore have

\[
\mathbb{E}[V(x'(V)) - Q(|x'(V)|)] \geq C \cdot P(C) - (C - \mathbb{E}[|x'(V)|]) \cdot P(C) - \mathbb{E}[|x'(V)|] \cdot P(C)
\]

\[
= (C - \mathbb{E}[|x'(V)|])(P(C) - P(C/2)) \geq (C/2) \cdot (P(C) - P(C/2))
\]

where in the last inequality we used that \(|x'(V)| \leq C/2\) by definition. Since \( \Pr[d(V) \geq C] = q \), we therefore have that

\[
W(M(C/2)) \geq \Pr[d(V) \geq C] \cdot \mathbb{E}[V(x'(V)) - Q(|x'(V)|) \mid d(V)] \geq q(C/2) \cdot (P(C) - P(C/2)).
\]

We now claim that \((C/2) \cdot (P(C) - P(C/2)) \geq (1C)/2\), completing the proof. To see why, note that for any \( x^* < C \) and any \( V, V^<(x^*) - Q(|x^*|) \leq |x^*| \cdot P(C) - Q(|x^*|) \). Thus \((1C) \leq \max_{x^*} \{ |x^*| \cdot P(C) - Q(|x^*|) \}. But note that for any \( x^* > C/2 \), we have \( Q(x^*) \geq |x^*| P(C/2) \), and hence \( |x^*| \cdot P(C) - Q(|x^*|) \leq |x^*| \cdot (P(C) - P(C/2)) \leq (C) \cdot (P(C) - P(C/2)). Also, for any \( x^* < C/2, Q(|x^*|) \) lies above the line joining \((C/2, Q(C/2))\) and \((C, Q(C))\), and hence \( |x^*| \cdot P(C) - Q(|x^*|) \) is at most the distance between \( |x^*| \cdot P(C) \) and this line, which is at most \( (C) \cdot (P(C) - P(C/2)) \). So in either case we have \( \max_{x^*} \{ |x^*| \cdot P(C) - Q(|x^*|) \} \leq C \cdot (P(C) - P(C/2)) \) as required.

Combining Claim 9 and Claim 12 we have that \( W(M(C)) + (2/q) W(M(C/2)) \geq W(M(C, p)) \), which completes the proof of Theorem 8.

As a corollary, Theorem 8 combined with Lemma 5 and Lemma 3 implies that for any cap and price auction \( M(C, p, \overline{p}) \), there exists a safe-price auction \( M(C') \) such that, at any Bayes-Nash equilibrium of \( M(C') \), the expected welfare generated is at least \( \frac{1}{2} \cdot \frac{1}{1+2/\overline{q}} \cdot W(M(C, p, \overline{p})) \). In particular, if \( q \) is a constant bounded away from 0, then \( M(C') \) obtains a constant fraction of \( W(M(C, p, \overline{p})) \) at any Bayes-Nash equilibrium.

### 4.1 The General Case

We complete the proof of Theorem 7 in Appendix B.3. Here we describe at a high level what steps are needed to complete the argument. We will focus on the case where \( \Pr[d(V) \geq C] < 1 - 1/e \), since if \( \Pr[d(V) \geq C] \geq 1 - 1/e \) then Theorem 7 follows from Theorem 8.

Recall that in Claim 12, we used the assumption that \( \Pr[d(V) \geq C] = q \) to argue that the welfare gained in \( M(C/2) \) in the event that \( d(V) \geq C \) covers the welfare lost from marginals lying below \( P(C) \), up to a constant factor. If the probability that \( d(V) \geq C \) is small, then this may no longer be true. To handle this, we consider a reduced cap \( C_{med} < C \) set to be the largest integer such that \( \Pr[d(V) \geq C_{med}] \geq 1 - 1/e \). Our hope is to reproduce the argument from Claim 12, but substituting \( C_{med} \) for \( C \). To this end, we divide the welfare of \( M(C, p, \overline{p}) \) into four parts: all welfare under the event that \( d(V) > C \); all welfare from individual agents whose demand is at least \( C_{med} \); the contribution of marginal values greater than \( P(C_{med}) \) (but with individual firms demanding at most \( C_{med} \)) when \( d(V) < C \), and the contribution of marginal values less than \( P(C_{med}) \) when \( d(V) < C \). See Figure 1(b) for an illustration.

As in the proof of Theorem 8, the contribution due to events where \( d(V) > C \) can be covered by the welfare of \( M(C, P(C)) \).

The contribution from agents who individually demand at least \( C_{med} \) licenses is a new case that we didn’t have to handle in Theorem 8. It is here that we use \( M^{(1)} \), allocating to any single agent. Because the total demand is at most than \( C_{med} \) with probability at least
1/e, independence implies that the expected number of agents who demand more than \( C_{\text{med}} \) licenses is at most 1, given that the probability that none have demand more \( C_{\text{med}} \) must be at least \( 1/e \). So the total contribution to welfare of all such events is at most \( W(M^{(1)}) \).

If \( d(V) \leq C_{\text{med}} \), then the contribution from marginal values that are at least \( P(C_{\text{med}}) \) can be covered by the welfare of \( M(C_{\text{med}}, P(C_{\text{med}})) \), precisely as in Claim 9. We must also handle the case that \( d(V) \in [C_{\text{med}}, C] \), and consider the welfare contribution of agents that do not (individually) demand more than \( C_{\text{med}} \) licenses. Here we use independence: the total quantity demanded by such “small” agents is likely to concentrate, so it is unlikely that the total demand will be larger than \( 2C_{\text{med}} \). Thus, by imposing a cap of \( C_{\text{med}} \), we lose at most a constant factor of the welfare from marginal values greater than \( P(C_{\text{med}}) \).

The final step is to show that \( W(M(C_{\text{med}}/2)) \) obtains at least a constant fraction of the welfare generated by marginal values less than \( P(C_{\text{med}}) \), similarly to Claim 12. When proving Claim 12, we used Lemma 10 to argue about the welfare generated by events where \( d(V) > C \). Unfortunately, Lemma 10 does not extend to \( C_{\text{med}} \): it could be that the expected welfare generated by \( M(C_{\text{med}}, P(C_{\text{med}})) \), conditional on selling \( C_{\text{med}} \) licenses, is negative. However, we can prove an upper bound on how negative this expected welfare can be. After all, if the expected welfare is sufficiently negative sufficiently often, it would be welfare-improving to increase the price floor of \( M(C, p) \) from \( p \) to \( P(C_{\text{med}}) \), contradicting the supposed optimality of \( M(C, p) \). This turns out to be enough to prove a bound similar to Claim 12.

Combining these bounds, we can conclude that each of the four parts of the welfare of \( M(C, p) \) can be covered by either a safe-price auction or by \( M^{(1)} \), which completes the proof of the theorem.
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A Omitted Proofs from Section 3

A.1 Proof of Lemma 3

Recall the statement of Lemma 3: for any distribution $F$ and any cap-and-price auction $M(C, \underline{p}, \overline{p})$, there exist a cap $C'$ and price floor $\underline{p}'$ such that $W(M(C', \underline{p}', \infty)) \geq \frac{1}{2}W(M(C, \underline{p}, \overline{p}))$.

Proof. We show that given any mechanism $M = (C, \underline{p}, \overline{p})$, we can construct a mechanism $M'$ with price ceiling $\infty$ such that $W(M') \geq \frac{1}{2}W(M)$.

We can decompose the expected welfare of $M$ into (a) the welfare attained from the first (at most) $C_1$ licenses sold, and (b) the incremental welfare attained from any licenses sold after the first $C_1$.

Note that the auction $M' = (C_1, \underline{p}, \overline{p})$, which is $M$ but with price ceiling set to $\infty$, achieves welfare precisely equal to the former of these two parts. This is because $M'$ always allocates at most $C_1$ licenses, and will allocate them efficiently subject to all marginal values being at least $\underline{p}$.

Next consider the second of these two parts of the welfare of $M$. If the expected welfare in the second part is negative, then we are already done, so suppose not. Whenever more than $C_1$ licenses are sold, all licenses are sold at price $\overline{p}$, and therefore have marginal value at least $\underline{p}$. Auction $M^2 = (\infty, \underline{p}, \infty)$, with no license cap and with a price floor of $\underline{p}$, will also sell all such licenses that have marginal value at least $\underline{p}$. We note, however, that $M^2$ additionally also includes the marginal contribution of the first $C_1$ licenses. But we claim that this contribution is non-negative: when the event occurs that more than $C_1$ licenses are sold, the marginal contribution of the first $C_1$ licenses to the welfare can only be greater than that of those beyond the first $C_1$. Thus, since the expected welfare in the second part is non-negative, the welfare is only higher if we also include the contribution of the first $C_1$ licenses whenever more than $C_1$ licenses are sold. This is precisely the welfare of auction $M^2 = (\infty, \underline{p}, \infty)$, so the welfare of $M^2$ is therefore at least that of the second of the two parts of the welfare of $M$.

We conclude that $W(M') + W(M^2) \geq W(M)$, and hence either $W(M')$ or $W(M^2)$ is at least $\frac{1}{2}W(M)$.

B Omitted Proofs from Section 4

B.1 Proof of Lemma 10

First recall the statement of the lemma. If $C$ and $p$ are chosen to maximize $W(M(C, p))$, then $\mathbb{E}[W(V, x(V)) \mid d(V) \geq C] \geq 0$.

Proof. Suppose not. Then it must be that $\mathbb{E}[W(V, x(V)) \mid d(V) \geq C] < 0$. We will show this implies $W(M(C - 1, p)) > W(M(C, p))$, contradicting the optimality of $C$. To see why, note that when $d(p) < C$, the welfare of the two auctions is identical. Write $x$ and $x'$ for the allocation functions from $M(C, p)$ and $M(C - 1, p)$, respectively. When $x \geq C$, we have $x' = C - 1$, and $V(x') \geq \frac{C-1}{C} \cdot V(x)$ by concavity. Similarly, $Q(x') \leq \frac{C-1}{C} \cdot Q(x)$ by convexity. Thus, for any $V$ such that $d(V) \geq C$ and hence $x(V) = C$, we have

$$V(x'(V)) - Q(x'(V)) \geq \frac{C - 1}{x(V)} (V(x(V)) - Q(x(V))) = \frac{C - 1}{C} (V(x(V)) - Q(x(V))).$$
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Taking expectations, we therefore have

\[ \mathbb{E}[V(x'(V)) - Q(x'(V)) \mid d(V) \geq C] \geq \frac{C-1}{C} \mathbb{E}[V(x(V)) - Q(x(V)) \mid d(V) \geq C] \]

\[ > \mathbb{E}[V(x(V)) - Q(x(V)) \mid d(V) \geq C] \]

where the last inequality follows because \( \mathbb{E}[V(x(V)) - Q(x(V)) \mid d(V) \geq C] < 0 \) by assumption. This implies \( W(M(C - 1, p)) > W(M(C, p)) \), which is the desired contradiction. ▶

### B.2 Proof of Lemma 11

First recall the statement of the lemma. Choose some quantity \( \tilde{C} \) and a number of licenses \( x \leq \tilde{C} \). Then \( P(\tilde{C}) \cdot x - Q(x) \leq \tilde{C} \cdot (P(\tilde{C}) - P(\tilde{C}/2)) \).

**Proof.** Suppose \( x \geq \tilde{C}/2 \). Then \( Q(x) \geq \frac{x}{\tilde{C}/2} \cdot Q(\tilde{C}/2) \) by convexity. So \( P(\tilde{C}) \cdot x - Q(x) \leq x \cdot (P(\tilde{C}) - Q(\tilde{C}/2)/(\tilde{C}/2)) \leq \tilde{C} \cdot (P(\tilde{C}) - P(\tilde{C}/2)) \) as claimed.

Next suppose \( x < \tilde{C}/2 \). Then \( x, P(\tilde{C}) \cdot x \) and \( (x, Q(x)) \) both lie between the line through the origin with slope \( P(\tilde{C}) \), and the line between \( (\tilde{C}, Q(\tilde{C})) \) and \( (\tilde{C}/2, Q(\tilde{C}/2)) \). Their difference is therefore at most twice the difference between those two lines at x-coordinate \( \tilde{C}/2 \), which is \( (\tilde{C}/2) \cdot (P(\tilde{C}) - P(\tilde{C}/2)) \). ▶

### B.3 Omitted Details from the Proof of Theorem 7

Recall the statement of Theorem 7: for any cap \( C \) and price floor \( p \), there exists \( C' \) and a constant \( c \) such that \( c \cdot W(M(C')) + W(M^{(1)}) \geq W(M(C, p)) \).

As in the proof of Theorem 8, the welfare generated by \( M(C, p) \) can be broken down as follows:

\[
W(M(C, p)) = \Pr_{V \sim F}[d(V) \geq C] \cdot \mathbb{E}[W(x(V), V) \mid d(V) \geq C] + \Pr_{V \sim F}[d(V) < C] \cdot \mathbb{E}[W(x(V), V) \mid d(V) < C]
\]

We will break down the second term into three sub-terms. Recall that we can assume \( \Pr[d(V) \geq C] \leq 1 - 1/e \). Choose \( C_{\text{med}} < C \) so that \( \Pr[d(V) \geq C_{\text{med}}] = 1 - 1/e \). We will write \( x_i = x_i^+ + x_i^- + x_i^\land \). If \( x_i \geq C_{\text{med}} \) then we set \( x_i^+ = x_i \) and \( x_i^- = x_i^\land = 0 \), otherwise we set \( x_i^+ = 0 \). In this latter case, we set \( x_i^- \) similarly as in case 1, except that we consider marginal values above and below \( P(C_{\text{med}}) \) rather than \( P(C) \). That is, if \( \theta_i \) is the largest \( j \geq 1 \) such that \( \nu_i(j) \geq P(C_{\text{med}}) \) (or \( \theta_i = 0 \) if \( \nu_i(1) < P(C_{\text{med}}) \)), we have \( x_i^- = \min\{x_i, \theta_i\} \) and \( x_i^\land = x_i - x_i^- \). And as before, we will define \( V_i^\land \) as \( V_i^\land(x) = V_i^\land(x|\theta_i) \), the valuation of \( i \) counting only those marginal values less than \( P(C_{\text{med}}) \).

Using convexity of \( Q \) as in case 1, we then have

\[
W(M(C, p)) \leq \Pr_{V \sim F}[d(V) \geq C] \cdot \mathbb{E}[W(x(V), V) \mid d(V) \geq C] + \int_{V: d(V) < C} \left( \sum_i V_i(x_i^+ + x_i^-)(V) \right) dFV
\]

\[
+ \int_{V: d(V) < C} \left( \sum_i V_i(x_i^-)(V) - Q(x_i^-)(V) \right) dFV \tag{2A}
\]

\[
+ \int_{V: d(V) < C} \left( \sum_i V_i^\land(x_i^\land)(V) - Q(x_i^\land)(V) \right) dFV \tag{2B}
\]

so that \( W(M(C, p)) \leq (2A) + (2B) + (2C) + (2D) \).
As in Theorem 8, we have that \( W(M(C)) \geq (2A) \). For \((2B)\), note that the probability that every bidder \( i \) has \( x_i < C_{\text{med}} \) is at least \( 1/e \), from the definition of \( C_{\text{med}} \). If we write \( p_i \) for the probability that \( x_i < C_{\text{med}} \), then we have \( \prod_i p_i \geq 1/e \). Subject to this condition, the value of \( \sum_i (1 - p_i) \) is maximized by setting all \( p_i \) equal, in which case we have \( \sum_i (1 - p_i) \leq n(1 - e^{-1/n}) \leq 1 \). But this means that the expected number of agents with \( x_i \geq C_{\text{med}} \) is at most \( 1 \). Thus, \((2B)\) is at most the value of allocating to just a single bidder with \( x_i > C_{\text{med}} \), which is at most the maximum possible welfare attainable from allocating to any one bidder. We therefore have that \( W(M^{(1)}) \geq (2B) \).

We next claim that \( W(M(C_{\text{med}})) \geq (2C)/4 \). To see why, note that

\[
\int_{V : d(V) < C} \left( \sum_i V_i(x^*_i(V)) - Q(x^*(V)) \right) dFV \\
\leq 2 \int_{V : d(V) < C} 1[x(V) < 2C_{\text{med}}] \cdot \left( \sum_i \left( V_i(x^*_i(V)) - x^*_i \cdot \frac{Q(x^*(V))}{x^*(V)} \right) \right) dFV \\
\leq 4 \int_{V : d(V) < C} 1[x(V) < 2C_{\text{med}}] \cdot \left( \sum_i \left( \sum_{j \leq x^*_i} v_i(j)/2 \right) - x^*_i \cdot \frac{Q(\min(C_{\text{med}}, x^*(V)))}{\min(C_{\text{med}}, x^*(V))} \right) dFV \\
\leq 4W(M(C_{\text{med}}))
\]

where the last inequality follows because, when imposing a cap of \( C_{\text{med}} \) on an allocation of total size at most \( 2C_{\text{med}} \), the value obtained is at least the top half of all marginal values, which is more than half of all marginal values.

Finally, we claim that \( W(M(C_{\text{med}}/2)) \geq (2D)/21 \). Define \( \Psi := (C_{\text{med}}/2) \cdot (P(C_{\text{med}}) - P(C_{\text{med}}/2)) \). Then Lemma 11, combined with the fact that the total demand is at most \( C_{\text{med}} \) with probability \( 1/e \), implies that \((2D) = (2e) \cdot \Psi \).

We claim that for \( \beta = \frac{8}{3(3e-1)} \approx 1.55 \), we must have \( \Pr[V(C_{\text{med}}) < Q(C_{\text{med}}) - \beta \cdot \Psi \mid d(V) > C_{\text{med}}] \leq 1/4 \). That is, conditional on having total demand at least \( C_{\text{med}} \), the probability that the welfare generated at \( C_{\text{med}} \) is more negative than \( -\beta \cdot \Psi \) is at most \( 1/4 \). Suppose not: then consider the difference in welfare between \( M(C, p) \) and \( M(C_{\text{med}}, p) \). The difference is that \((2D) \) would be removed, as would any (negative) contribution with \( V(C_{\text{med}}) < Q(C_{\text{med}}) \) and \( d(V) > C_{\text{med}} \). As we noted above, the total contribution of \((2D) \) to the welfare is at most \( 2\Psi/e \). But the contribution due to the event \( V(C_{\text{med}}) < Q(C_{\text{med}}) - \Psi \) and \( d(V) > C_{\text{med}} \) is at most \(-\beta \psi(1 - 1/e)/3(4) \). So as long as \( \beta \geq (8/3(e - 1)) \approx 1.55 \), we would have \( W(M(C, P(C_{\text{med}}))) > W(M(C, p)) \). This contradicts the optimality of \( M(C, p) \).

We can therefore assume \( \Pr[V(C_{\text{med}}) \geq Q(C_{\text{med}}) - \beta \Psi \mid d(V) > C_{\text{med}}] \geq 1/4 \). By concavity of \( V \) and convexity of \( Q \), this means \( \Pr[V(C_{\text{med}}/2) \geq Q(C_{\text{med}}/2) + (2 - \beta)\Psi/2 \mid d(V) > C_{\text{med}}] \geq 1/4 \). Since \( d(V) \geq C_{\text{med}} \) with probability at least \( 1 - 1/e \), the total welfare generated by \( M(C_{\text{med}}/2) \) from the events \( d(V) \geq C_{\text{med}} \) is at least \((2 - \beta)(1 - 1/e)\psi/8 \), and hence \( W(M(C_{\text{med}}/2)) \geq (2 - \beta)(1 - 1/e)\psi/8 \). Since \((2 - \beta)(1 - 1/e)\psi/16 \geq 1/21 \), the result follows.

We conclude that

\[
W(M(C)) + W(M^{(1)}) + 4W(M(C_{\text{med}})) + 21W(M(C_{\text{med}}/2)) \geq W(M(C, p)).
\]

This implies Theorem 7, with \( c = 26 \).

## C Cap-and-Price Auction Outcomes are not Fully Efficient

We note that cap-and-price auctions cannot always implement the fully optimal allocation rule for every distribution \( F \). For an allocation rule to be implementable by some \( M(C, p, \overline{F}) \), it must be that on every input \( V \), either the total allocation is \( C \), or the total allocation is
at most \( C \) and each agent wins precisely their marginal bids above \( p \), or the total allocation is at least \( C \) and each agent wins precisely their marginal bids above \( p \). When there is uncertainty about \( V \), such a restricted allocation rule might return suboptimal allocations on some realizations.

In fact, we note that there are cases where, even under truthful reporting, no cap-and-price auction can achieve a non-vanishing approximation of the unrestricted welfare-optimal allocation.

▶ Example 13. We present an example for which the expected welfare of any cap-and-price auction \( M(C, p) \) is at most an \( O(1/n) \)-approximation to the unrestricted allocation that can optimize individually for each realization of the valuation curves, the welfare of which we call the “first-best welfare” in line with economics terminology.

Let \( Q(x) = x^2 \). There is a single firm participating in the auction. That firm’s valuation curve is drawn according to a distribution \( F \) over \( n \) different valuation curves, which we’ll denote \( V^{(1)}, \ldots, V^{(n)} \). For all \( i \), valuation \( V^{(i)} \) is defined by \( V^{(i)}(x) = 2^{i+1} \cdot x \). These curves are depicted in Figure 2. The probability that \( V^{(i)}(\cdot) \) is drawn from \( F \) is proportional to \( \frac{1}{2^i} \). That is, the firm has valuation \( V^{(i)} \) with probability \( \frac{1}{2^i} = \frac{1}{\sum_{i=1}^{n} 2^{-2i}} = \frac{1}{2} (1 - 2^{-2n}) \) is the normalization constant.

Then in expectation over the realizations of \( V(\cdot) \), the first-best welfare is

\[
\sum_{i=1}^{n} 2^{2i} \frac{1}{\beta 2^{2i}} = \frac{1}{\beta} \cdot n.
\]

Consider a cap-and-price auction \( M(C, p) \). For any cap \( C \), the optimal price floor is to set \( p = 2C \). This eliminates all possible negative welfare contributions at \( C \). As a sanity check, any smaller price floor allows negative contributions, yet any larger price floor excludes positive contributions. For \( C' \in (2^k, 2^{k+1}] \), if the firm has valuation \( V^{(i)} \) with \( i \leq k \), then all marginal values are strictly below \( p \), so no licenses are allocated and the welfare generate is 0. On the other hand, if the firm has valuation \( V^{(i)} \) for any \( i \geq k + 1 \), then since at most \( C < 2^{k+1} \) licenses can be purchased, the auction generates welfare at most \( 2^{i+1}(2^{k+1}) - (2^{k+1})^2 = 2^{2k+2}(2^{i-k} - 1) \). This yields expected welfare

\[
\sum_{i=k+1}^{n} 2^{2i+2}(2^{i-k} - 1) \cdot \frac{1}{\beta 2^{2i}} = \frac{1}{\beta} \sum_{i=k+1}^{n} 2^{-2(i-k-1)}(2^{i-k} - 1) \\
= \frac{1}{\beta} \sum_{j=1}^{n-k} 2^{-2(j-1)}(2^j - 1) \\
\leq \frac{1}{\beta} \sum_{j=1}^{n-k} 2^{-2(j-1)}(2^j) \\
= \frac{1}{\beta} (2 - 2^{-n-k}) \\
\leq \frac{2}{\beta} = o(n).
\]

In comparison to \( \text{opt} \), any cap-and-price policy is off by an order of \( n \), so no \( o(1/n) \)-approximation to the first-best welfare is possible. This concludes the example.
**Figure 2** A depiction of Example 13, with the welfare achieved by the vertical cap and dashed price floor denoted by the checks and x’s.
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Abstract

In this work, we study notions of fairness in decision-making systems when individuals have diverse preferences over the possible outcomes of the decisions. Our starting point is the seminal work of Dwork et al. [ITCS 2012] which introduced a notion of individual fairness (IF): given a task-specific similarity metric, every pair of individuals who are similarly qualified according to the metric should receive similar outcomes. We show that when individuals have diverse preferences over outcomes, requiring IF may unintentionally lead to less-preferred outcomes for the very individuals that IF aims to protect (e.g. a protected minority group). A natural alternative to IF is the classic notion of fair division, envy-freeness (EF): no individual should prefer another individual's outcome over their own. Although EF allows for solutions where all individuals receive a highly-preferred outcome, EF may also be overly-restrictive for the decision-maker. For instance, if many individuals agree on the best outcome, then if any individual receives this outcome, they all must receive it, regardless of each individual's underlying qualifications for the outcome.

We introduce and study a new notion of preference-informed individual fairness (PIIF) that is a relaxation of both individual fairness and envy-freeness. At a high-level, PIIF requires that outcomes satisfy IF-style constraints, but allows for deviations provided they are in line with individuals' preferences. We show that PIIF can permit outcomes that are more favorable to individuals than any IF solution, while providing considerably more flexibility to the decision-maker than EF. In addition, we show how to efficiently optimize any convex objective over the outcomes subject to PIIF for a rich class of individual preferences. Finally, we demonstrate the broad applicability of the PIIF framework by extending our definitions and algorithms to the multiple-task targeted advertising setting introduced by Dwork and Ilvento [ITCS 2019].
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1 Introduction

Increasingly, algorithms are used to make consequential decisions about individuals. Examples range from determining which content users see online to deciding which applicants are considered in lending and hiring decisions. Automated decision-making comes with benefits, but it also raises substantial societal concerns (cf. [26] for a recent perspective). One prominent concern is that these algorithms might discriminate against individuals or groups in a way that violates laws or social and ethical norms [1, 29, 10, 7]. Thus there is an urgent need for frameworks and tools to mitigate the risks of algorithmic discrimination. A growing literature attempts to tackle these challenges by exploring different fairness criteria and ways to achieve them.

One prominent framework for establishing fairness in algorithmic decision-making systems comes from the seminal work of Dwork et al. [12], which introduced the notion of individual fairness (IF). IF relies on a task-specific similarity metric that specifies, for every pair of individuals, how similar they are with respect to the task at hand. Given such a metric, individual fairness requires that similar individuals (according to the metric) be treated similarly, i.e., assigned similar outcome distributions. This is formalized via a Lipschitz condition, requiring that for any two individuals \(i\) and \(j\), the distance between their outcome distributions is bounded by their distance according to the metric. Although coming up with a good metric can be challenging, metrics arise naturally in prominent existing examples (e.g. credit or insurance risk scores), and in natural scenarios (e.g. a metric specified by an external regulator). Given an appropriate metric, individual fairness provides powerful protections from discrimination.

Accounting for individuals’ preferences

Our work is motivated by settings in which individuals may hold diverse preferences over the possible outcomes. Natural examples of such settings include recommendation systems on professional employment websites where job-searchers have diverse considerations (geography, work-life balance, company culture, etc.) that affect their interest in potential employers, and targeted advertising systems where different users have a wide variety of preferences over the subset of ads they’d like to see out of an enormous set of possibilities. While the metric-based IF constraints prevent myriad forms of discrimination that can arise in automated decision-making systems, we argue that when individuals have different preferences over outcomes, IF can be too restrictive. Specifically, we show that in such settings, ignoring individuals’ preferences (as IF does) can come at a high cost to the very individuals that IF aims to protect.

We illustrate this observation using a simple example. Consider a university organizing a career expo focused on software developer positions. The university would like to assign each graduating student to (at most) a single interview slot with a prospective employer. To prevent discrimination, the university would like to enforce individual fairness. For simplicity, we assume that there is an unbiased metric for judging qualifications for software development roles across employers based on GPA in the CS major. Consider candidates \(i\), \(j\), and \(k\), who are all similarly qualified, and suppose there are three employers \(X\), \(Y\), and
Z. When the candidates are polled for their preferences, $i$ prefers $X \succ Y \succ Z$, $j$ prefers $Y \succ Z \succ X$, and $k$ prefers $Z \succ X \succ Y$ (possibly due to geographic and work-life balance considerations). Despite the diversity of their preferences, since $i$, $j$, and $k$ are all similarly qualified, IF requires that the candidates receive similar distributions over interviews with the employers $X$, $Y$, and $Z$. Thus, IF rules out the allocation where each candidate gets their most-preferred interview.

This toy example demonstrates that IF can be overly-restrictive, preventing some solutions where every individual is very happy with their outcome. Moreover, under IF, even the most socially-conscious decision-maker may be forced to disregard the preferences of some groups of individuals in order to satisfy the constraints. For example, if a decision-maker is required by IF to give similar members of majority and minority populations similar outcomes, then the decision-maker may choose the IF solution that gives everyone the outcome preferred by the majority, running the risk of ignoring the preferences of historically-marginalized groups of individuals.

Faced with this shortcoming of IF, we consider alternative notions of fairness that may be better suited to handle settings where individuals hold rich preferences over outcomes. The most natural alternative notion is envy-freeness (EF) [32, 14], a classic game-theoretic concept of fair division. A set of outcomes is said to be envy-free if no individual prefers the outcome given to any other individual over their own. At first glance, EF seems like a promising solution concept that addresses the concerns raised about IF: the decision where every individual receives their most-preferred outcome is EF. Indeed, Balcan et al. [4] recently presented EF as an alternative to IF in the context of fair classification.

However, we argue that EF may also be overly-restrictive, constraining the decision-maker in unreasonable ways. Returning to the example of the career expo, suppose another individual $\ell$ has similar preferences to $i$, $(X \succ Y \succ Z)$, but $\ell$ has a significantly lower GPA than $i$. Consider an allocation where $i$ receives their most-preferred interview $X$, but $\ell$ does not receive any interview. In this case, $\ell$ envies $i$ so this solution does not satisfy EF; nevertheless, the solution is reasonable from a fairness perspective. Since $i$ has a much better GPA than $\ell$, it doesn’t seem unfair to give $i$ the interview with $X$ over $\ell$, especially if the interview spots are limited.

This expanded example highlights the need for distinguishing between outcome distributions that might make some (or even all) individuals unhappy, from distributions that are unfairly discriminatory; articulating this distinction was an important conceptual contribution of the definition of individual fairness [12]. Indeed, the unqualified individual $\ell$ might be unhappy that they do not receive an interview; further, they might be even less happy when they see that the qualified individual $i$ received an interview with their top choice $X$. In the eyes of the task-specific similarity metric, however, these two individuals are different – according to their GPAs, one is qualified, the other – unqualified. Thus, IF does not consider such an outcome discriminatory. Furthermore, deciding to assign no one to interviews (qualified and unqualified alike) might make no one happy, but it is not unfairly discriminatory, since all individuals are treated similarly.

In this work, we adopt the perspective that given a suitable metric, solutions that are individually fair provide strong protections from discrimination, even though they might not be envy-free. Armed with this perspective, we seek to relax the IF requirements to allow for a richer set of solutions, while still providing meaningful protections against discrimination.
1.1 This Work: Preference-Informed Fairness

Building on the perspective from [12], we propose and study the notion of preference-informed individual fairness (PIIF). Our guiding principle is:

*Allocations that deviate from individual fairness may be considered fair, provided the deviations are in line with individuals’ preferences.*

Before describing PIIF, we establish some notation. We model a decision-maker’s policy \( \pi \) as a mapping from individuals to allocations, i.e., distributions over outcomes. We assume that each individual \( i \) has preferences over the possible allocations, where \( p \succeq_i q \) denotes that \( i \) (weakly) prefers allocation \( p \) to allocation \( q \). To discuss notions of individual fairness, we assume that \( D \) is a divergence where \( D(p, q) \) measures some distance between two allocations \( p, q \) (e.g., the total-variation distance), and \( d \) is the task-specific metric where \( d(i, j) \) specifies the similarity between individuals \( i \) and \( j \).

Using this notation, we can restate the notions of IF and EF as follows. A policy \( \pi \) is individually-fair (IF) if for all pairs of individuals \( i, j \), the Lipschitz condition \( D(\pi(i), \pi(j)) \leq d(i, j) \) is satisfied.\(^1\) A policy \( \pi \) is envy-free (EF) if for all individuals \( i \), for all other individuals \( j \), \( \pi(i) \succeq_i \pi(j) \).

Preference-informed individual fairness

As in both IF and EF, PIIF establishes fairness by comparing the allocation of each individual \( i \) to the allocation of every other individual \( j \). For each such comparison, PIIF requires that either \( \pi(i) \) satisfies individual fairness with respect to \( \pi(j) \) or \( i \) prefers their allocation \( \pi(i) \) over some alternative allocation that would have satisfied individual fairness with respect to \( \pi(j) \). More technically, for \( \pi \) to be considered PIIF for each individual \( i \), we require that for every other individual \( j \) there exists some alternative allocation \( p^{i,j} \) that \( i \) could have received that satisfies the IF Lipschitz condition with respect to \( \pi(j) \) and where \( i \) (weakly) prefers their actual allocation \( \pi(i) \) to the IF alternative \( p^{i,j} \).

- **Definition 1 (PIIF).** A policy \( \pi \) that maps individuals to allocations satisfies Preference-Informed Individual Fairness with respect to a divergence \( D \), a similarity metric \( d \), and individual preferences \( \succeq_i \), if for every individual \( i \), for every other individual \( j \), there exists an alternative allocation \( p^{i,j} \) such that:
  - \( p^{i,j} \) is individually fair w.r.t \( \pi(j) \): \( D(p^{i,j}, \pi(j)) \leq d(i, j) \).
  - \( i \) (weakly) prefers \( \pi(i) \) over \( p^{i,j} \): \( \pi(i) \succeq_i p^{i,j} \).

We emphasize that, in general, \( p^{i,j} \neq p^{i,j} \); that is, the alternative chosen for \( i \) with respect to \( j \)’s allocation need not be the same as that chosen for \( j \) with respect to \( i \). Figure 1 provides a succinct summary of the definitions of IF, EF, and PIIF.

PIIF preserves the spirit of the core interpersonal fairness guarantee of IF: for each individual \( i \), for every individual \( j \) who is similar to \( i \), either \( i \)'s outcome distribution is similar to \( j \)'s, or \( i \) receives an even better (more-preferred) outcome distribution. The main advantage of PIIF over IF is that it allows for a much richer solution space, which can lead to preferable outcomes for individuals. Further, PIIF does not restrict the allocations unnecessarily: as in IF, the constraints only bind when a pairs of individuals are sufficiently similar according to the metric. In other words, PIIF – unlike EF – permits solutions that may be disappointing to some individuals (i.e. where \( i \) envies \( j \)) but should not be considered discriminatory (because \( i \) and \( j \) are substantially different according to the task at hand).

---

\(^1\) Throughout, we assume that \( d \) and \( D \) are scaled appropriately to be in the same “units.” That is, without loss of generality, we assume the relevant Lipschitz constant in the IF-style constraints is 1.
Figure 1 Summary of individual fairness notions.

Referring back to the career expo example, we note that the allocation where the three qualified candidates $i, j,$ and $k$ (deterministically) interview with their preferred employer is PIIF. To see this, consider $i$ comparing their outcome to those of $j$ and $k$ under such an interview assignment. Comparing with $j$, $i$ prefers outcome $X$ to receiving outcome $Y$, which would satisfy the IF constraint with respect to $j$. Similarly, she prefers $X$ to $Z$, which would satisfy the IF constraint with respect to $k$. Indeed, since $i$ receives her preferred outcome, one can argue that there is no discrimination against $i$ in the allocation. Similar reasoning applies to $j$ and to $k$. In fact, the allocation where each individual deterministically receives their preferred outcome is always PIIF, a property we find desirable for a fairness definition. Further, consider the allocation where each individual deterministically receives their preferred outcome is always PIIF, a property we find desirable for a fairness definition. We view this as an important conceptual contribution in its own right.

To introduce PIIF, we have argued qualitatively that relaxing IF to PIIF allows for more preferable outcomes for individuals. We quantify these claims by comparing the social welfare of a decision-maker’s policy achievable under PIIF and under IF. In Section 3, we show optimal bounds on the ratio of the best social welfare under PIIF to that under IF; the ratio can grow linearly in the number of individuals classified or in the number of possible outcomes grows.

1.2 Our Contributions

Our running example illustrates that in many reasonable situations (involving rich and diverse individual preferences over outcomes), the existing notions of individual fairness and envy-freeness may not capture an appropriate notion of fairness or may unnecessarily constrain the decision-maker. In high-stakes domains, such as employment and personalized content selection, both limitations are significant and may hinder adoption of fairness-conscious decision-making. We propose PIIF as a relaxation of IF that addresses the identified shortcomings of existing notions while still providing meaningful protections against discrimination. We view this as an important conceptual contribution in its own right.

With the motivation and definition for PIIF in place, we provide a comprehensive characterization of the relationship between PIIF and other individual notions of fairness. In Section 2, we show formally that PIIF can be viewed as a relaxation of both IF and EF; that is, any solution that satisfies either IF or EF also satisfies PIIF. Further, we demonstrate that PIIF is a non-trivial relaxation of both notions, by proving that there exist settings in which PIIF solutions cannot be captured by IF or EF constraints alone, for any choice of metrics $d, D$ and preferences.

To introduce PIIF, we have argued qualitatively that relaxing IF to PIIF allows for more preferable outcomes for individuals. We quantify these claims by comparing the social welfare of a decision-maker’s policy achievable under PIIF and under IF. In Section 3, we show optimal bounds on the ratio of the best social welfare under PIIF to that under IF; the ratio can grow linearly in the number of individuals classified or in the number of possible outcomes grows.
With the definition and properties of PIIF in place, we turn our attention to the algorithmic question of how to achieve PIIF. In Section 4, we show that for a rich family of individual preferences, there is an efficient algorithm to minimize a convex objective subject to PIIF. The result follows by observing that for structured classes of preferences, the set of PIIF constraints is convex. In particular, to optimize over PIIF, we can augment the convex program defined for IF in [12] to capture the additional preference constraints. As such, optimization subject to PIIF is only slightly more complex than optimization subject to IF.

Finally, we demonstrate the versatility of the PIIF framework, by applying preference-informed fairness in the context of targeted advertising (as studied by [13]). Recent empirical findings demonstrate that the ad allocation algorithms run by online advertising platforms may result in discrimination [11, 24, 1] and are thus facing legal scrutiny [31, 29, 6]. As such, developing formal frameworks for understanding fairness in such advertising systems is of great importance. In Section 5, we extend our definition of PIIF and our results to the multiple-task setting defined [13] to model fairness desiderata for the domain of large-scale targeted advertising. We show that in this practically-motivated setting, IF still may restrict the social welfare considerably compared to PIIF even when the individuals’ similarity and preferences are perfectly aligned! The ratio of the best social welfare under PIIF to that of IF grows linearly in the number of tasks.

Organization

Sections 2-5 contain the technical details and proofs of our major contributions with some results deferred to the appendix. We conclude in Section 6 with comparisons to other related works and a discussion of the strengths and limitations of the current approach of preference-informed fairness as well as directions for future investigations.

2 Preference-Informed Individual Fairness

Preliminaries

Given a set of individuals $X$, we consider policies that assign every individual to an outcome in the set $C$. We allow randomized allocation rules $\pi : X \to \Delta(C)$, where for each individual $i \in X$, their allocation $\pi(i) \in \Delta(C)$ represents a distribution over outcomes $c \in C$. We model individuals’ preferences by assuming that every individual $i \in X$ has a reflexive and transitive binary relation $\geq_i$ that encodes their preferences over allocations in $\Delta(C)$; for $p, q \in \Delta(C)$, we use $p \geq_i q$ to denote that $i$ (weakly) prefers $p$ to $q$.\footnote{$\geq_i$ need not be total nor antisymmetric over $\Delta(C)$.} We use $\geq$ to denote the set of individuals’ preference relations, $\geq = \{\geq_i\}_{i \in X}$.

One important structured class of preference relations are those that admit a utility function. Here, we assume each individual $i \in X$ has a real-valued function over allocations $u_i : \Delta(C) \to \mathbb{R}$, where $u_i(\pi(i))$ represents the utility to individual $i$ from the allocation given by $\pi$. Given such a utility function, $p \geq_i q$ if and only if $u_i(p) \geq u_i(q)$.

With this technical notation in place, for completeness, we restate the three definitions of fairness.

▶ Definition 2 (Individual Fairness). Given a divergence $D : \Delta(C) \times \Delta(C) \to [0, 1]$ and a similarity metric $d : X \times X \to [0, 1]$, a policy $\pi : X \to \Delta(C)$ is $(D, d)$-individually fair if for every two individuals $i, j \in X$, the following Lipschitz condition holds.

$$D(\pi(i), \pi(j)) \leq d(i, j) \tag{1}$$
Definition 3 (Envy Freeness). Given a set of preferences $\succeq$, a policy $\pi : \mathcal{X} \to \Delta(C)$ is $\succeq$-envy-free if for all individuals $i \in \mathcal{X}$, and for all other individuals $j \in \mathcal{X}$,

$$\pi(i) \succeq_j \pi(i)$$

(2)

Definition 4 (Preference-Informed Individual Fairness). Given a divergence $D : \Delta(C) \times \Delta(C) \to [0, 1]$, a similarity metric $d : \mathcal{X} \times \mathcal{X} \to [0, 1]$, and a set of preferences $\succeq$, a policy $\pi : \mathcal{X} \to \Delta(C)$ is $(D, d, \succeq)$-PIIF if for all individuals $i \in \mathcal{X}$, for all other individuals $j \in \mathcal{X}$, there exists an allocation $p^{i,j} \in \Delta(C)$ such that:

$$D(p^{i,j}, \pi(j)) \leq d(i, j)$$

(3)

$$\pi(i) \succeq_i p^{i,j}$$

(4)

Often, the divergence $D$, metric $d$, and preferences $\succeq$ will be fixed. In these contexts, we use $\Pi^\text{IF}, \Pi^\text{EF}, \Pi^\text{PIIF}$ to denote the set of IF, EF, and PIIF solutions, respectively.

2.1 PIIF relaxes IF and EF

We have argued informally that PIIF captures the appealing aspects of both IF (strong discrimination protections) and EF (respecting the preferences of individuals) without being overly prescriptive in a way that might hurt individuals or the decision-maker. Our first result formalizes these claims, by characterizing PIIF as a relaxation of both IF and EF. We show that any policy that is either IF or EF is also PIIF.

Proposition 5. Fixing a divergence, the metric, and preferences, $\Pi^\text{IF} \subseteq \Pi^\text{PIIF}$ and $\Pi^\text{EF} \subseteq \Pi^\text{PIIF}$.

As solution concepts, both IF and EF are always feasible, but for very different reasons: for IF, any allocation that treats all individuals identically is feasible; for EF, the allocation that gives everyone their most-preferred outcome is envy-free. Thus, both of these extreme solutions will also be feasible for PIIF. In general, PIIF will be a strict relaxation of these concepts that allows for interpolation between the notions. Intuitively, more diverse preferences of individuals tend to give rise to richer sets of PIIF solutions compared to IF, and nontrivial metrics $d$ (i.e., further from the all-zeros “metric”) give rise to richer sets of PIIF solutions compared to EF. Given the right framing, the proof of this result is almost immediate.

Proof. To see that an IF policy $\pi$ satisfies PIIF, for each $i$, we take $p^{i,j} = \pi(i)$ for all $j$. Consider an allocation $\pi \in \Pi^\text{IF}$. From the perspective of any individual $i \in \mathcal{X}$, when comparing to individual $j \in \mathcal{X}$, if $p^{i,j} = \pi(i)$, then, by the fact that $\pi$ satisfies IF, condition (3) is satisfied. By reflexivity of $\succeq_i$, (4) is also satisfied, so $\pi \in \Pi^\text{PIIF}$.

To see that an EF policy $\pi$ satisfies PIIF, for each $i$, we take $p^{i,j} = \pi(j)$ for all $j$. Consider an allocation $\pi \in \Pi^\text{EF}$. From the perspective of any $i \in \mathcal{X}$, when comparing to $j \in \mathcal{X}$, if $p^{i,j} = \pi(j)$, then, condition (3) is satisfied trivially because $D(\pi(j), \pi(j)) = 0$. Since $\pi$ satisfies EF, we know that $\pi(j) \succeq_i \pi(i)$, so condition (4) also holds; thus $\pi \in \Pi^\text{PIIF}$. □

PIIF generalizes IF and EF

We remark that this intuition also shows that PIIF is a generalization of both IF and EF; that is, both notions can be “implemented” as special cases of PIIF. To implement IF, we can set all individual’s preference relation $\succeq_i$ to be the trivial reflexive relation, where for all allocations $p, p \succeq_i p$, and for all nontrivial pairs $p \neq q$, $p$ and $q$ are incomparable. To
implement EF, we simply take \( d(i, j) = 0 \) for all \( i, j \) pairs. In other words, we can think of the set of IF solutions as those where we require the alternative allocation for \( i \) compared to \( j \) to be \( i \)'s actual allocation \( p^{i,j} = \pi(i) \), and we can think of the set of EF solutions as those where we require the alternative allocation for \( i \) compared to \( j \) to be \( j \)'s allocation \( p^{i,j} = \pi(j) \).

**PIIF is a meaningful relaxation of IF and EF**

A natural question to ask is whether we need to introduce a new definition of individual fairness. In particular, we might hope that we could “implement” PIIF using IF with a metric that incorporates preferences or with EF with preferences that incorporate distances. We argue that when there is a rich set of possible outcomes and a correspondingly-rich set of possible preferences, such an approach is infeasible. In particular, PIIF captures constraints that could not be cast within the language of IF or EF alone.

To build intuition, we revisit the career expo example: suppose that two similarly qualified individuals \( i \) and \( j \) have a similar top choice (say, \( X \)), but disagree on their second choice (\( i \) prefers \( Y \), whereas \( j \) prefers \( Z \)). Do these individuals have similar preferences or divergent ones? Intuitively, a fair assignment could give them similar probabilities of seeing \( X \), but different probabilities of seeing \( Y \) and \( Z \). Individual fairness treats all outcomes symmetrically for all individuals, and does not let us make such distinctions. The following proposition strengthens this intuition, demonstrating that there are in fact settings in which EF preferences cannot be encoded using any IF metric, and vice versa. Note that this implies that PIIF – a relaxation of both notions – captures constraints that cannot be cast within the language of IF or EF alone.

**Proposition 6.** There exists a set of preferences \( \succeq \) such that for any choice of divergence \( D \) and metric \( d \)

\[
\Pi^{\succeq,EF} \neq \Pi^{(D,d),IF}.
\]

There exists a divergence-metric pair \( D, d \) such that for any choice of preferences \( \succeq \),

\[
\Pi^{(D,d),IF} \neq \Pi^{\succeq,EF}.
\]

**Proof.** In both constructions, we will assume there are two disjoint groups of individuals \( S, T \subseteq X \). Consider two outcomes \( p, q \in C \). Suppose \( \succeq \) is such that for some \( i \in S \) and \( j \in T \), \( p \succ_i q \) and \( q \succ_j p \). Consider any \( D \) and \( d \): if \( D(p,q) \leq d(j,i) \), then assigning \( p \) to \( j \) and \( q \) to \( i \) will be \((D,d),IF\), but it is not \( \succeq\)-EF; otherwise, if \( D(p,q) > d(i,j) \), then assigning \( p \) to \( S \) and \( q \) to \( T \) will not be \((D,d),IF\), even though it is \( \succeq\)-EF. Thus, no \( D, d \) can capture \( \succeq\)-EF.

Now take \( D \) to be total variation distance and consider a metric \( d \) where \( d(i,j) = 0 \) for \( i, j \in S \times S \) and \( T \times T \), and \( d(i,j) = 1 \) for \( i, j \in S \times T \). Under this metric, assigning any fixed allocation to everyone in \( S \) and any (potentially-different) fixed allocation to everyone in \( T \) is \((D,d),IF\). Consider some \( \succeq \). If there is some \( i \in S \) such that \( p \succ_i q \) or if there is some \( j \in T \) such that \( q \succ_j p \), then the \((D,d),IF\) allocation that assigns \( q \) to every \( i \in S \) and \( p \) to every \( j \in T \) is not \( \succeq\)-EF.

Thus, for all individuals in \( i \in S \cup T \), \( \succeq \), must be either the relation, where \( p \equiv q \) or the trivial reflexive relation where \( p \) and \( q \) are incomparable. Suppose \( i, j \in S \times S \) both have \( i, j \). Then, the solution that assigns \( p \) to \( i \) and \( q \) to \( j \) is \( \succeq\)-EF, but violates the Lipschitz condition of \((D,d),IF\). On the other hand, if there is some \( i \in S \) that holds the trivial reflexive relation, then the \((D,d),IF\) solution that assigns \( p \) to all of \( S \) and \( q \) to all of \( T \) will not satisfy \( \succeq\)-EF, because \( p \not\succeq q \).
2.2 Metric Envy-Freeness

We arrived at PIIF by starting with the metric-based IF as a strong notion of non-discrimination and relaxing the notion to incorporate individuals’ preferences and allow for a richer set of solutions while providing a meaningful protection against discrimination. A conceptually different approach towards these goals would start with preference-based EF, but allow the decision-maker some freedom by incorporating distances between individuals.

In particular, consider the following relaxation of EF, which we call Metric Envy-Freeness (MEF), that intuitively captures the idea that no individual should envy the allocation of any other similar individual.

\[ u_i(\pi(i)) \geq u_i(\pi(j)) - d(i,j) \]

This definition starts with the envy-freeness constraint for utility-based preferences, but then relaxes the constraint between \(i\) and \(j\) by their distance according to the metric. For the metric-utility comparison of MEF to be meaningful, we assume that utilities and metric distances are normalized to one another; without loss of generality, assume that each utility and metric distance is bounded in \([0,1]\). For each pair \(i,j\), the notion interpolates between two extremes based on the value of \(d(i,j)\): if \(d(i,j) = 0\), then envy-freeness binds; when \(d(i,j) = 1\), the allocation \(i\) receives is not constrained by the allocation \(j\) receives.

As \(d(i,j) \geq 0\) for all pairs of individuals, MEF is clearly a relaxation of EF. That said, it’s not immediately obvious how MEF relates to IF or PIIF. While conceptually different, we show that MEF captures a closely-related notion of fairness to PIIF, in the special case where preferences are given by structured utility functions. To relate MEF to PIIF, we need to assume the following Lipschitz conditions.

\[ |u(p) - u(q)| \leq \ell \cdot D(p,q) \]

Lipschitz utility functions are quite natural. For instance, taking \(D\) to be the total variation distance, if individuals’ preferences admit an expected utility function, where each outcome has utility in \([0,1]\), then individuals’ utilities will be 1-Lipschitz. In other words, individuals’ utilities are not highly sensitive to very small changes in the allocation they receive.

\[ |u(p) - u(q)| \leq \frac{1}{2} \cdot D(p,q) \leq |u(p) - u(q)| \]

Reverse-Lipschitz utility functions are less natural. This assumption implies that no pair of outcomes is valued very similarly. One natural setting where the reverse-Lipschitz condition holds nontrivially is in the case of binary outcomes, where each individual prefers one outcome over the other. Under these assumptions, we can show the following relationship between MEF and PIIF.

\[ \text{Theorem 10. Suppose } D : \Delta(C) \times \Delta(C) \rightarrow \mathbb{R}^+ \text{ is a divergence, } d : X \times X \rightarrow \mathbb{R}^+ \text{ is a similarity metric, and } \mathcal{U} = \{u_i\} \text{ is a family of utility functions. Let } \geq \mathcal{U} \text{ denote the family of preferences induced by } \mathcal{U}. \text{ Consider a policy } \pi : X \rightarrow \Delta(C). \text{ For some constant } \ell \geq 1: \]
Suppose for all $i \in X$, $u_i$ is $\ell$-Lipschitz with respect to $D$. Then,
\[ \Pi^{(D, d \geq d_i)} \cdot \text{PIIF} \subseteq \Pi^{(\ell \cdot d, \mathcal{U})} \cdot \text{MEF}. \]

Suppose for all $i \in X$, $u_i$ is $\ell$-reverse-Lipschitz with respect to $D$. Then,
\[ \Pi^{(d, \mathcal{U})} \cdot \text{MEF} \subseteq \Pi^{(D, \ell \cdot d, \geq d_i)} \cdot \text{PIIF}. \]

**Proof.** To see that PIIF implies MEF, we start with a policy $\pi$ that satisfies $(D, d \geq d_i)$-PIIF. To establish MEF, we compare the utility of individual $i$ on their allocation $\pi(i)$ to that of another individual $\pi(j)$; we denote by $p^{i,j}$ the alternative allocation for $i$ that satisfies the PIIF constraints.

\[
\begin{align*}
\pi(i) &\succeq u_i(p^{i,j}) \\
&\geq u_i(\pi(j)) - [u_i(\pi(j)) - u_i(p^{i,j})] \\
&\geq u_i(\pi(j)) - \ell \cdot D(\pi(j), p^{i,j}) \\
&\geq u_i(\pi(j)) - \ell \cdot d(i, j)
\end{align*}
\]

where (5) follows by the fact that $\pi$ satisfies PIIF; (6) follows by the Lipschitz condition; and (7) follows again from the fact that $\pi$ satisfies PIIF. Thus, $u_i(\pi(i)) \geq u_i(\pi(j)) - \ell \cdot d(i, j)$, so $\pi$ is $(\ell \cdot d, \mathcal{U})$-MEF.

To see that MEF implies PIIF, we start with a policy $\pi$ that satisfies $(d, \mathcal{U})$-MEF. To establish PIIF, we consider an arbitrary pair of individuals $i$ and $j$, and exhibit an allocation $p^{i,j}$ that satisfies the PIIF conditions with respect to $\pi(i)$ and $\pi(j)$. Comparing individual $i$ to individual $j$, we consider two cases.

First, suppose $u_i(\pi(i)) \geq u_i(\pi(j))$ and take $p^{i,j} = \pi(j)$. In this case, the Lipschitz constraint is trivially satisfied,

\[ D(p^{i,j}, \pi(j)) = D(\pi(j), \pi(j)) = 0 \leq \ell \cdot d(i, j) \]

and the assumption that $u_i(\pi(i)) \geq u_i(\pi(j))$ implies that

\[ \pi(i) \succeq \pi(j) = p^{i,j}, \]

so the PIIF constraints are satisfied.

Next, suppose $u_i(\pi(i)) < u_i(\pi(j))$ and take $p^{i,j} = \pi(i)$. In this case, the preference condition is trivially satisfied,

\[ \pi(i) \succeq \pi(i) = p^{i,j} \]

and the Lipschitz condition follows as

\[
\begin{align*}
D(p^{i,j}, \pi(j)) &= D(\pi(i), \pi(j)) \\
&\leq \ell \cdot (u_i(\pi(j)) - u_i(\pi(i))) \quad \text{(8)} \\
&\leq \ell \cdot d(i, j) \quad \text{(9)}
\end{align*}
\]

where (8) follows by the reverse-Lipschitz condition and (9) follows by the fact that $\pi$ satisfies MEF. Thus, $\pi$ is $(D, \ell \cdot d, \geq d_i)$-PIIF. ☐
Relating PIIF and MEF

Theorem 10 shows that under appropriate assumptions, we can relate the notions of PIIF and MEF. We interpret the theorem to say that, in most settings we would apply preference-informed fairness, MEF is a strictly more relaxed notion than PIIF; that is, every PIIF solution will be MEF, but there will be MEF solutions that do not satisfy PIIF.

Specifically, as we remarked earlier, it is reasonable to assume that individuals’ utility functions are $1$-Lipschitz with respect to $D$. In this case, small changes in the allocation according to $D$ cannot result in dramatically different utilities, and Theorem 10 says that $(D,d,U)$-PIIF implies $(d,U)$-MEF.

In general, with a rich set of outcomes, we do not expect that individuals’ utility functions will be reverse-Lipschitz with respect to $D$. As such, there are cases when $(d,U)$-MEF will be considerably more relaxed than $(D,d,U)$-PIIF, allowing for deviations from $(D,d)$-IF that do not give utility improvements for all individuals. To see this point, consider the following example with two individuals $i,j$, where $d(i,j) = 0.5$ and two outcomes $p,q$, with the utility functions of $i$ and $j$ defined as follows.

<table>
<thead>
<tr>
<th></th>
<th>$p$</th>
<th>$q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_i$</td>
<td>1.0</td>
<td>0.5</td>
</tr>
<tr>
<td>$u_j$</td>
<td>0.5</td>
<td>1.0</td>
</tr>
</tbody>
</table>

We take $D$ to be the total variation distance between allocations. It’s easy to verify that all allocations that treat the individuals identically and the welfare-maximizing solution where $i$ receives $p$ and $j$ receives $q$ will be MEF; this can be seen by noting that each of these solutions satisfies EF, thus, also MEF. In fact, in this example, the utility functions are sufficiently Lipschitz to guarantee that all PIIF solutions will be MEF.

On the other hand, consider the allocation where $i$ receives $q$ and $j$ receives $p$, deterministically. This solution is not IF, because $1 = D(q,p) > d(i,j) = 0.5$, nor EF, because both individuals envy the others’ solution. Further, the solution is not PIIF. To see this, note that because each individual receives their least favorite outcome, the only surrogate $p^{i,j}$ that can be chosen for individual $i$ such that $q \succeq p^{i,j}$ is $p^{i,j} = q$ (similarly, $p^{j,i} = p$ for individual $j$). As the actual allocation is not IF, one of the PIIF constraints will be violated.

Still, this allocation does satisfy MEF. Specifically, $0.5 = u_i(q) \geq u_i(p) - d(i,j) = 1.0 - 0.5$ and $0.5 = u_j(p) \geq u_j(q) - d(j,i) = 1.0 - 0.5$. In other words, in this instance, MEF allows for a solution that is not permitted by any of the other notions of individual fairness we consider. In particular, the allocation deviates from individual fairness in a way that does not help either individual. This example suggests that in reasonable settings, MEF is a strictly weaker concept than PIIF and may be too permissive.

3 Welfare under IF, EF, and PIIF

In order to motivate PIIF, we argued that IF may be overly-restrictive and limit the “quality” of solutions from the perspective of individuals. In this section, we formalize this claim, showing that PIIF admits solutions that can be significantly more preferable to individuals. We quantify the idea of individual quality using the game-theoretic notion of social welfare.

We restrict our attention to the common setting where individuals hold preference relations that admit a utility function. In this setting, given a policy $\pi$, we can track the social welfare of the policy, defined to be the overall utility experienced by individuals.
Definition 11. Given a policy $\pi : X \rightarrow \Delta(C)$, social welfare $W(\pi)$ is the sum of the individuals’ utilities under $\pi$.

$$W(\pi) = \sum_{i \in X} u_i(\pi(i))$$  \hspace{1cm} (10)

For a collection of allocations $\Pi$, we let $W^*(\Pi) = \max_{\pi \in \Pi} W(\pi)$ denote the optimal social welfare achievable by any allocation in $\Pi$, and let $W^* = W^*(\Delta(C)^X)$ denote the optimal (unconstrained) social welfare.

An important special case of preferences that admit a utility function are those that admit an expected utility function. Using such preferences is a standard approach in economics for modeling decision-making in the presence of uncertainty.\footnote{Although not all preference relations admit this form, a rich class of preferences do. For example, different levels of tolerance towards risk can be captured within this framework (e.g., a risk-averse individual would have a utility function $u$ which is concave). Von Neumann and Morgenstern \cite{vnm} provide a complete characterization of this class of preference relations.}

Definition 12 (Expected utility representation). A preference relation $\succeq$ admits an expected utility representation if and only if there exists a function $u : C \rightarrow \mathbb{R}^+$, such that for any two allocations $p, q \in \Delta(C)$,

$$p \succeq q \iff \sum_{c \in C} p_c \cdot u(c) \geq \sum_{c \in C} q_c \cdot u(c)$$  \hspace{1cm} (11)

Individual fairness may restrict social welfare

Using the notation introduced above, note that $W^*(\Pi_{PIIF}) = W^*$ because the welfare-maximizing allocation is feasible for PIIF. Here, we aim to understand how much IF may restrict the best social welfare compared to PIIF, by relating $W^*(\Pi_{IF})$ to $W^*$.

Intuitively, social welfare can be hurt significantly by requiring IF compared to PIIF when many individuals are considered similar, but there is a diversity of preferences over outcomes. Formalizing this intuition, we argue that without any assumptions about the class of utility functions of individuals, the ratio between the best social welfare under IF and PIIF can grow with the number of individuals. Further, even under the stronger assumption that individuals’ preferences admit an expected utility representation, the ratio can grow with the number of outcomes.

Theorem 13. There exists a family of instances such that

$$\frac{W^*}{W^*(\Pi_{PIIF})} \geq |X|.$$  

Additionally, there exists a family of instances where individuals’ preferences admit an expected utility representation and

$$\frac{W^*}{W^*(\Pi_{PIIF})} \geq |C|.$$  

Proof. The two claims of the theorem follow by similar constructions. Suppose every individual is considered similar according to $d$; that is, for all $i,j \in X \times X$, $d(i,j) = 0$. This means that any IF solution must assign every individual the same distribution over outcomes.

To show the gaps, we will compare the best IF solution (i.e. constant allocation) to the welfare-maximizing solution, which is feasible under PIIF.
To begin, suppose we allow individuals to specify arbitrary utility functions; let each individual \( i \in \mathcal{X} \) hold a distinct \( p_i \in \Delta(C) \) (i.e., \( p_i \neq p_j \) for all \( i \neq j \)) such that \( u_i(p_i) = 1 \) and \( u_i(q) = 0 \) for any \( q \neq p_i \). In this case, the optimal social welfare is \( W^* = |\mathcal{X}| \). For any fixed allocation, however, the best social welfare is to choose a distribution over the set of \( \{p_i\} \). Any such distribution will achieve welfare 1; thus, \( W^*(\text{PIIF}) = 1 \).

Now, suppose every individual is required to specify an expected utility representation. Let each individual choose some \( c \in C \), such that a \( 1/|C| \)-fraction of individuals prefer each outcome \( c \); let \( u_i(c) = 1 \) for their preferred outcome and \( u_i(c) = 0 \), otherwise. Again, the optimal social welfare is \( W^* = |\mathcal{X}| \). Under any policy that assigns every individual the same fixed allocation \( p \), the social welfare is given by \( \sum_{i \in \mathcal{X}} \sum_{c \in C} p_c \cdot u_i(c) = |\mathcal{X}| \cdot |\mathcal{X}| \cdot |\mathcal{X}| = |\mathcal{X}| \). Thus, \( W^*(\text{IF}) = |\mathcal{X}| \).

We note that the gaps demonstrated in Theorem 13 are optimal in their settings. In particular, any constant allocation will be IF, and we can always recoup a \( 1/|\mathcal{X}| \) fraction of the social welfare with a constant allocation tailored for the individual with the highest utility. Further, in the case where preferences admit an expected utility representation, we can choose the constant allocation on the \( c \in C \) of maximum welfare. Finally, we note that one unsatisfying aspect of these constructions is that they rely on the fact that all individuals are similar according to \( d \). In Section 5.1, we show that in the multiple-task setting of [13], such gaps exist even with nontrivial metrics that seem to be aligned with social welfare.

**PIIF does not guarantee social welfare**

Because PIIF is a relaxation of IF, the best social welfare achievable under PIIF is always at least that of IF. That said, because PIIF is a strict relaxation of IF, it does not necessarily guarantee that every allocation’s social welfare improves under PIIF. In particular, when the decision-maker seeks to optimize a utility function that runs against individuals’ utilities within the set of PIIF solution, the obtained social welfare may be arbitrarily worse under the PIIF constraints than IF constraints.

Suppose that the decision-maker has an additive utility function of the form \( f(\pi) = \sum_{i \in \mathcal{X}} f_i(\pi(i)) \), for \( f_i : \Delta(C) \rightarrow \mathbb{R} \). Let \( \pi^\text{IF}_f = \arg\max_{\pi \in \text{IF}} f(\pi) \) and \( \pi^\text{PIIF}_f = \arg\max_{\pi \in \text{PIIF}} f(\pi) \) denote the optimal IF (resp., PIIF) solution in terms of \( f(\cdot) \).

**Proposition 14.** There exists a family of instances and an additive utility function \( f \) such that

\[ W(\pi^\text{PIIF}_f) = 0 < W(\pi^\text{IF}_f). \]

**Proof.** Suppose there are two disjoint classes of individuals, \( S \) and \( T \), which each make up half of \( \mathcal{X} \), and all individuals are similar; for all \( i, j \in \mathcal{X} \times \mathcal{X}, d(i, j) = 0 \). Suppose there are three outcomes \( C = \{p, q, r\} \). Consider the utility functions defined as follows.

<table>
<thead>
<tr>
<th></th>
<th>( p )</th>
<th>( q )</th>
<th>( r )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_i \in S )</td>
<td>( 1 + \frac{1}{2} ) + ( \varepsilon )</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>( f_j \in T )</td>
<td>( 1 + \frac{1}{2} ) + ( \varepsilon )</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>( u_i \in S )</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( u_j \in T )</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Under IF, the decision-maker must treat all individuals identically. Given this constraint, the outcome that maximizes \( f \) is allocating \( p \) deterministically to everyone. This allocation \( \pi^\text{IF}_f \) achieves \( W(\pi^\text{IF}_f) = 1 \). Without the constraint that all individuals’ allocations are identical,
the allocation that assigns $q$ to individuals from $S$ and $r$ to individuals from $T$ maximizes $f$. In fact, this allocation will be feasible for PIIF: note that every individual experiences 0 utility from everyone's allocation, so no one envies anyone else; under PIIF, envy-free solutions are feasible. Thus, $W(\pi^\text{PIIF}_f) = 0$. In fact, this reveals that the proposition holds not only for PIIF, but also for any notion that relaxes EF.

This construction demonstrates that the PIIF constraints alone do not guarantee improved social welfare compared to the IF constraints. We remark, however, that this is in line with our initial motivation for PIIF: decoupling the objective of provably preventing discrimination from the objective of ensuring beneficial outcomes in aggregate. Finally, we note that if this is a concern, it can be addressed within our framework by adding a constraint to the optimization program, discussed in detail in Section 4, that ensures the social welfare is above some baseline. In particular, an appropriate individually fair solution could act as this baseline, by first computing the social welfare obtained by it and then requiring that the resulting PIIF solution has at least this social welfare. At the extreme, we could even add such a constraint on the utility experienced by each individual; thus, obtaining the guarantee that any deviations from an IF solution are optimal, from the individuals’ perspective, compared to some benchmark IF solution.

### 4 Optimization subject to PIIF

As we have argued, satisfying PIIF is always feasible: on the one hand, we can take any IF solution, including a trivial policy that treats all individuals identically; alternatively, we can take any EF solution, including the welfare-maximizing policy that gives everyone their most-preferred allocation. In this section, we study the question of efficient optimization of a decision-maker’s utility function subject to PIIF constraints. As is standard in much of learning and optimization, we frame this task as the following minimization problem:

$$\min_{\pi: \mathcal{X} \to \Delta(C)} f(\pi)$$
subject to $\pi \in \Pi^\text{PIIF}$

In this section, we answer the question of feasibility of efficient optimization in the positive when $f$ is convex, and the preferences arise from a structured, but rich class of relations.

### 4.1 Structured preferences

In principle, PIIF can be instantiated with any notion of preference. Without assuming anything about the preferences, however, the PIIF constraints could be difficult to handle: the space of allocations, over which the PIIF constraints are defined, is exponential. In realistic settings, where the number of individuals or outcomes is large, this exponential dependence may be intractable. Towards efficient optimization, we focus on two rich and structured preference classes.

First, we include the prominent class of preferences that admit an expected utility representation, as defined in Definition 12. Additionally, we include the class of stochastic domination preferences. Stochastic domination formalizes the intuition that for any distribution over outcomes, a shift of probability mass from less desirable outcomes to more desirable outcomes is considered preferable. Viewing an allocation $p \in \Delta(C)$ as a discrete probability distribution, we denote by $c \sim p$ an outcome randomly sampled from $p$. 
Definition 15 (Stochastic domination). For an individual with a utility function \( u: C \rightarrow [0, M] \) and for any two allocations \( p, q \in \Delta(C) \), \( p \) stochastically dominates \( q \) if
\[
\Pr_c[u(c) \geq x| p] \geq \Pr_c[u(c) \geq x| q] \quad \forall x \in [0, M],
\]
That is, an allocation \( p \) is (weakly) preferred over \( q \) if for every possible level of utility \( x \), the probability of achieving at least \( x \) is no worse under \( p \) than it is under \( q \). Note that stochastic domination represents an interesting example of a non-total preferences, as two allocations may be incomparable.\(^4\)

4 We remark that this preference notion is a special case of the statistical concept of first-order stochastic domination [16, 5].

4.2 Efficient optimization subject to PIIF

Here, we prove that when individuals’ preferences are of the forms defined above, the PIIF constraints admit efficient optimization. Formally, the following theorem demonstrates that when the divergence over allocations \( D \) is taken to be total variation distance \( D_{tv} \), and assuming oracle access to the individual-fairness metric \( d \), we can write the PIIF constraints as a set of (polynomially-many) linear inequalities; thus, we can efficiently minimize any convex objective \( f \).

Theorem 16. Let \( \succeq = \{\succeq_i\}_{i \in X} \) be the set of individuals’ preferences. If every \( \succeq_i \) is either the stochastic domination relation or admits an expected utility representation, then the set of \( (D_{tv}, d, \succeq) \)-PIIF allocations forms a convex polytope in \( \mathbb{R}^k \), where \( k = \text{poly} (|X|, |C|) \).

Proof. We specify the PIIF constraints using the following variables: for all \( i \in X \), let \( \pi(i) \in \Delta(C) \) be a vector denoting the actual allocation; for every pair of individuals \((i, j) \in X \times X \), let \( p^{ij} \in \Delta(C) \) be a vector denoting the alternative allocation for \( i \) when comparing to \( j \). We argue that the PIIF constraints given in (3) and (4) can each be written as linear inequalities over these variables.

First, since \( D \) is taken to be the total variation distance we can translate (3) as
\[
\frac{1}{2} \cdot \sum_{c \in C} |p^{ij}_c - \pi(j)_c| \leq d(i, j).
\]
This can be written as \( 2 \cdot |C| + 1 \) linear inequalities (with the introduction of \( |C| \) additional variables representing the absolute values).

Next, we turn to the constraint given in (4). First, consider the case of the preference relations admitting an expected utility form. Let \( u_i \) be the utility function for individual \( i \). By definition,
\[
\pi(i) \succeq_i p^{ij} \iff \sum_{c \in C} \pi(i)_c \cdot u_i(c) \geq \sum_{c \in C} p^{ij}_c \cdot u_i(c).
\]
Thus, for every \( i \in X \), the PIIF constraint given in (4) with respect to \( j \in X \) can be written as a linear inequality in the variables \( p^{ij} \) and \( \pi(i) \).

Next, we consider the case of the stochastic domination preference relation. We introduce some notation as follows. Fix an individual \( i \) and their allocation, \( \pi(i) \). Suppose \( |C| = k \), and that the outcomes in \( C \) are labeled in decreasing order according to \( i \)'s preferences: \( u_i(c_0) \geq u_i(c_1) \geq \cdots \geq u_i(c_{k-1}) \). With this ordering in place, we have that for any allocation \( p \in \Delta(C) \) and every rank \( r \in [k] \), \( \Pr_{r \sim p}[u_i(c) \geq u_i(c_r)] = \sum_{t=1}^r p_{r,t} \). Thus, for each \( i \in X \) we can write the stochastic domination condition as \( k \) linear inequalities for each \( j \in X \), where
\[
\pi(i) \succeq_i p^{ij} \iff \forall r \in [k]: \sum_{t \in [r]} \pi(i)_t \geq \sum_{t \in [r]} p^{ij}_{t}.
\]
Importantly, this demonstrates that for this preference relation, the constraint given in (4) can be enforced using an additional \( O(|C|) \) linear constraints, one for every \( r \in [k] \).
Other notions of preference

Theorem 16 focuses on the case in which individuals’ preferences satisfy one of the two forms discussed above and formalized in Definitions 12 and 15. Naturally, however, not all preference relations satisfy one of these two forms. Appealing examples include preferences where the individual deems some of the outcomes to be substitutes (i.e., interested in exactly one) or complements (i.e., only interested in the complete set) or possibly preferences that value diversity of outcomes. We leave the question of whether PIIF admits efficient optimization over such non-convex preferences as an interesting direction for future research.

5 Fairness in Targeted Advertising: Multiple-Task PIIF

In this section, we extend the definition and study of preference-informed individual fairness to the multiple-task setting, formalized and studied by Dwork and Ilvento [13]. This setting was introduced as a model in which to study fairness in targeted advertising, a form of online advertising where ad platforms allow advertisers to specify the characteristics of users they would like to reach, and then make algorithmic decisions as to which users will see which ads based on the advertiser specifications, predictions of ad relevance to individuals, and the ad platform’s revenue objectives. Targeted advertising has become pervasive and increasingly moderates individuals’ exposure to opportunities. In recent years, numerous concerns have been raised about its fairness and discrimination implications, ranging from concerns about discriminatory advertiser targeting practices enabled by the platforms [3, 30, 2] to concerns about the ad delivery and allocation algorithms run by the platforms introducing bias where none was intended by the advertiser [11, 24, 1, 31, 29]. As part of a lawsuit settlement, the most prominent targeted advertising platform, Facebook, has begun to take steps to ensure advertisers cannot discriminate in their targeting practices [28]. However, the question of how to ensure that the ad delivery and allocation algorithms do not lead to discrimination is wide open [1, 25], in part due to lack of agreement over fairness definition(s) and ad platforms’ concerns that existing definitions will restrict allocations in ways that significantly impact their revenue. As such, the multiple-task setting in the presence of individual preferences provides an important model to investigate formal guarantees of non-discrimination without being overly-restrictive for the decision-maker.

In the multiple task setting, we think of the set of outcomes $C$ as arising from a collection of distinct tasks, e.g., deciding whether to show an ad for a user of each ad campaign $c \in C$. Importantly, in this setting, a separate fairness metric $d_c$ is specified for each task (ad campaign), which naturally models real-world concerns in advertising, where different types of ads (e.g., housing, employment, product) are subject to different regulations and standards of fairness.

Definition 17 (Multiple-task IF). An allocation $\pi : X \rightarrow \Delta(C)$ is said to be $(D, \{d_1, \ldots, d_k\})$-individually fair in the multiple-task setting if for every two individuals $i, j \in X \times X$, the task-specific Lipschitz condition holds for each task:

$$\forall c \in C : \ D(\pi(i)_c, \pi(j)_c) \leq d_c(i,j).$$

In this setting, and particularly its application to ad delivery in the targeted advertising context, the benefits of a preference-informed approach to ensuring fairness become particularly salient. For instance, consider the following example, due to [13]. Suppose there are two ad campaigns, one for a high-paying tech job and another for children’s toys. The ad-specific metrics capture the fact that differentiating based on a particular criteria could be
permissible in some cases and not in others. For example, the metric associated with the tech ad should assign a small distance to individuals of similar qualifications regardless of their status as a parent, whereas the metric for toys might reasonably assign significant distance between parents and non-parents. However, under Multiple-task IF, a parent that is qualified for the tech job ad but is interested in toys must see the tech ad with the same probability as a qualified non-parent—an overly restrictive requirement. PIIF in the multiple-task setting addresses precisely this issue.

\textbf{Definition 18 (Multiple-task PIIF).} An allocation $\pi : \mathcal{X} \to \Delta(C)$ satisfies $(D, \{d_1, \ldots, d_k\}, \preceq)$-preference-informed individual fairness in the multiple-task setting if for all individuals $i \in \mathcal{X}$, for all other individuals $j \in \mathcal{X}$, there exists an allocation $p^{i,j} \in \Delta(C)$ such that:

$$\forall c \in C : \quad D(p^{i,j}, \pi(j)_c) \leq d_c(i, j)$$

$$\pi(i) \succeq_i p^{i,j}$$

Again, in the multiple-task setting, the preference-informed extension of IF will require that for every individual $i \in \mathcal{X}$, when comparing to every other individual $j \in \mathcal{X}$, the individual $i$ prefers their actual allocation to some alternative allocation, $p^{i,j}$. The main distinction is that now $p^{i,j}$ has to satisfy multiple-task IF with respect to $j$’s current allocation.

\textbf{Efficient optimization.} Our results regarding efficient optimization subject to PIIF from the single-task setting (Section 4) directly extend to the multiple-task setting. In particular, given the ad-specific metrics, individuals’ utilities and the advertisers’ bids, the platform can efficiently compute the revenue- (or social welfare-) maximizing PIIF allocation.

An interesting direction for future work is relaxing the full information assumption. In particular, an online model, in which allocations are determined on a per-user basis, could naturally be more applicable, as well as allow for the preferences to be “discovered” through the allocation procedure (see [15] for a similar approach wrt the metric itself). This may necessitate investigation of non-trivial tradeoffs, as learning individuals’ preferences requires some exploration, which may be at odds with ensuring fair treatment.

### 5.1 Fairness and social welfare in the multiple-task setting

The construction of Proposition 13 demonstrates that in the single-task setting, the gap between the best social welfare obtainable under IF and PIIF can be large even under very structured classes of preferences. This construction can be generalized to the multiple-task setting; however, an unconvincing aspect of it is the requirement that every individual is identical according to the metric. In such a setting, it’s not surprising that IF is overly-constrained.

Here, we describe a family of instances in the multiple-task setting where the per-task similarity is perfectly aligned with individuals’ utilities; that is, if two individuals benefit similarly from an outcome $c$, then they are similar. In such instances, we’d expect that the metric constraints would be perfectly aligned with social welfare. Still, we show that this intuition does not carry through for multiple-task IF: for a set of tasks, there are instances where the optimal social welfare under PIIF approaches a factor $|C|$ larger than the best IF solution.

\textbf{Theorem 19.} For any constant $\varepsilon > 0$, there is a sufficiently large $|\mathcal{X}|$ such that there exists a distribution of multiple-task instances where for each task $c \in C$, $d_c(i, j) = |u_i(c) - u_j(c)|$ and

$$\frac{W^*}{W^*(\Pi_{IF})} \geq |C| - \varepsilon.$$
Intuition. Our proof is inspired by a construction of [13], which shows the impossibility of multiple-task IF under “naive composition.” We begin by adapting their construction to our setting. Suppose there are two subpopulations of individuals $S \subseteq \mathcal{X}$ and $T = \mathcal{X} \setminus S$. We assume that each task-specific similarity metric $d_c$ is determined by individuals’ utility: $d_c(i, j) = |u_i(c) - u_j(c)|$. Additionally, suppose there are two ad campaigns $c_0$ and $c_S$. $c_0$ is a generic campaign where for all individuals $i \in \mathcal{X}$, $u_i(c_0) = 1$; thus, $d_{c_0}(i, j) = 0$ for all $i, j \in \mathcal{X} \times \mathcal{X}$. $c_S$ is targeted where subpopulation $S$ receives nontrivial utility, but the rest of the population receives no utility; thus, $d_{c_S}$ treats pairs within $S \times S$ similarly, pairs from $T \times T$ similarly, but for $i, j \in S \times T$, is arbitrarily large, say $d_{c_S}(i, j) = 1$.

Given these campaigns, a natural allocation of ads to individuals, which we call $\pi^W$, deterministically assigns $\pi^W(i) = c_S$ to all individuals in $i \in S$ since they receive positive utility from $c_S$. Further, it assigns the untargeted campaign $\pi^W(j) = c_0$ to individuals in $j \in T$ because they benefit positively from seeing $c_0$, whereas they get no benefit from $c_S$. Indeed, $\pi^W$ maximizes the social welfare; everyone sees their favorite ad. But $\pi^W$ violates multiple-task IF on $c_0$; that is, for $i, j \in S \times T$, $|\pi^W(j) - \pi^W(i)| = 1$ but $d_{c_0}(i, j) = 0$.

Intuitively, under multiple-task IF, because everyone in $\mathcal{X}$ is similar according to $c_0$, the platform must decide whether it is more beneficial to show $c_S$ to the individuals in $S$ at the expense of not being able to show $c_0$ to the individuals outside of $T$. The proposition follows by extending this construction beyond the case of two campaigns and two subgroups, and carefully constructing utility functions for individuals.

Proof. Suppose $|C| = n$. Let $t \in \mathbb{N}$ be some constant. Suppose the universe of individuals $\mathcal{X} = S_0 \cup S_1 \cup \ldots S_{n-1}$ is partitioned into disjoint subpopulations ($S_\ell \cap S_m = \emptyset$ for $\ell \neq m$) for $|\mathcal{X}| \geq t^n$. The subpopulations will become progressively smaller as $\ell$ increases; for each $\ell > 0$, $\frac{|S_\ell|}{|\mathcal{X}|} = 1/t^\ell$ and let $\frac{|S_0|}{|\mathcal{X}|} = 1 - \sum_{\ell=1}^{n-1} \frac{|S_\ell|}{|\mathcal{X}|}$.

Notationally, for all $\ell \in [n]$, let $T_\ell = \bigcup_{m=\ell}^n S_m$. We construct individuals’ utilities as follows: for each $\ell \in [n]$, for each individual $i \in \mathcal{X}$,

$$u_i(c_t) = \begin{cases} t^n & \text{if } i \in T_\ell \\ 0 & \text{otherwise} \end{cases}$$

First, note that for individuals $i \in S_\ell$, $c_t$ maximizes their utility $u_i(c_t) = t^n$. So consider the welfare-maximizing allocation that assigns every individual in $S_\ell$ to campaign $c_t$; this allocation satisfies PIIF. The average social welfare can then be written as:

$$\frac{1}{|\mathcal{X}|} \sum_{\ell=0}^{n-1} \sum_{i \in S_\ell} u_i(c_t) = \frac{|S_0|}{|\mathcal{X}|} + \sum_{\ell=1}^{n-1} \frac{|S_\ell|}{|\mathcal{X}|} \cdot t^n = \left(1 - \sum_{\ell=1}^{n-1} t^{-\ell}\right) + \sum_{\ell=1}^{n-1} t^{-\ell} \cdot t^n = n - \sum_{\ell=1}^{n-1} t^{-\ell}$$

Next, consider similarity metrics defined by the utilities: For each task $c_\ell$, we take $d_\ell(i, j) = |u_i(c_\ell) - u_j(c_\ell)|$. By the definition of $u_i$, under these similarity metrics, every pair of individuals $i, j \in T_\ell \times T_\ell$ are considered similar $d_\ell(i, j) = 0$. We fix $D$ to be the total variation distance, in other words, $D(p_c, q_c) = |p_c - q_c|$. As such, any allocation $\pi$ that satisfies IF must show $c_t$ to every individual $i \in T_\ell$ with some fixed probability $\alpha_\ell = \pi(i)|c_t|$. We can compute the expression for the average social welfare of any such assignment as a function of the $\alpha_\ell$. 


\[
\frac{1}{|\mathcal{X}|} \sum_{\ell=0}^{n-1} \alpha_\ell \cdot \sum_{i \in T_\ell} u_i(c_\ell) = \alpha_0 \cdot \frac{|S_0|}{|\mathcal{X}|} + \sum_{\ell=1}^{n-1} \alpha_\ell \cdot t^\ell \cdot \frac{|T_\ell|}{|\mathcal{X}|} \\
= \alpha_0 \left(1 - \sum_{\ell=1}^{n-1} t^{-\ell}\right) + \sum_{\ell=1}^{n-1} \alpha_\ell \cdot t^\ell \cdot \sum_{m=\ell}^{n-1} t^{-m} \\
\leq \alpha_0 + \sum_{\ell=1}^{n-1} \alpha_\ell + \sum_{\ell=1}^{n-1} \alpha_\ell \cdot \sum_{m=\ell+1}^{n-1} t^{-m} \\
\leq \left(\sum_{\ell=0}^{n-1} \alpha_\ell\right) \cdot \left(1 + \sum_{m=2}^{n-1} t^{-m}\right) \\
= 1 + \sum_{m=2}^{n-1} t^{-m} 
\]

where (12) follows by expanding \(\frac{|T_\ell|}{|\mathcal{X}|}\) in terms of \(\frac{|S_m|}{|\mathcal{X}|} = t^{-m}\); (13) applies Hölder’s inequality; and (14) uses the fact that individuals \(i \in S_{n-1}\) are members \(i \in T_\ell\) for all \(\ell \in [n]\), so the sum of the probabilities \(\sum_\ell \alpha_\ell \leq 1\).

Given a desired \(\varepsilon\), we can take \(t\) large enough, the ratio between the social welfares exceeds \(n - \varepsilon\). \(\blacktriangleright\)

### Optimality under IF

Intuitively, this construction highlights the fact that allowing further targeting and more ad campaigns to participate allows the gap in social welfare between the best IF and PIIF solutions to grow considerably. Note that this gap applies even if the platform’s objective is to optimize social welfare, so the proof also shows a gap in worst-case utility achievable by the decision-maker under IF.

We remark that a corollary of our result is that the Dwork-Ilvento “RandomizeThenClassify” mechanism [13] for composition under multi-task IF achieves worst-case optimal performance (in terms of both social welfare and utility to the platform). In particular, [13] give an algorithm (in a setting with limited information modeling “competitive composition”) that allocates a fixed distribution \(p \in \Delta(C)\) to all individuals – thus, satisfying IF – that achieves a \(1/|C|\)-fraction of the best unconstrained utility. Our result shows that no IF solution, even with full information, can achieve a better fraction of the achievable utility.

### 6 Discussion

In this section, we review additional related work, note some possible extensions within the preference-informed fairness framework, and conclude with a discussion of the strengths and limitations of our current approach.

#### 6.1 Further related works

Since [12], a number of recent works have aimed to extend the “fairness through awareness” framework, including [27, 23, 15, 22, 20]. These works focus on translating the theoretical IF framework into practically-motivated settings.
Three recent works have suggested incorporating notions of individuals’ preferences into the fairness definitions. First, [4] present EF as an alternative to IF and study its learning-theoretic properties. Their focus is on the question of generalization: given a classifier that is envy-free on a sample, is it approximately envy-free on the underlying distribution? Their main technical result is a positive answer to this question, when learning from a particular structured family of classifiers. An interesting open question is whether the generalization results for IF from [27] and EF from [4] can be combined to give generalization for PIIF.

Second, [34] considers two notions of fairness at the (weaker) group level: treatment parity and impact parity. Their main contribution is a relaxation of both definitions, allowing for solutions where every protected group is “better off” on average. From a technical perspective, achieving their notion requires solving a non-convex optimization problem even in the simple case of linear classifiers for two disjoint groups. Our approach is different in that it focuses on defining both fairness and preferences at the individual level. This allows for a significantly stronger fairness guarantee, as well as a much more general framework that supports any notion of benefit or preference individuals may have. Importantly, our notion provably admits efficient optimization for a rich class of preference relations.

Finally, independent of our work, [9] study and quantify trade-offs between individual fairness and utility in an online version of the targeted advertising problem. [9] also observe that IF can come at a high cost to utility in the multiple-task setting of [13], but propose a different relaxation. Under their notion, every individual chooses a subset of the outcomes $S_i \subseteq C$ and is guaranteed that their probability of seeing an ad from $S_i$ is greater than the probability of every other individual of seeing an ad from $S_i$. Such a guarantee can be viewed as a variant of EF over a more restricted class of preferences than those we consider. The main distinction from PIIF is that this notion ignores the distance metrics entirely and in this sense resembles envy-freeness more than individual-fairness.

### 6.2 Preference-informed group fairness

In this work, our focus was on incorporating individual preferences into the metric-based individual fairness framework Dwork et al. [12]. The space of fairness definitions, however, is large, and different definitions may be more appropriate in different contexts.

A different approach for defining fairness, often referred to as “group fairness,” proceeds as follows. A protected attribute, such as race or gender, induces a partition of the individuals into a small number of groups. For simplicity, we focus on the case where there is a single protected group, $S$, where the rest of the population is denoted $T = \mathcal{X} \setminus S$. A classifier is considered fair if it achieves parity of some statistical measure across these groups. Group fairness notions are typically weaker than individual notions of fairness: they only provide a guarantee for the “average” member of the protected groups and might allow blatant unfairness towards a single individual or even large subgroups; indeed, the shortcomings of group notions motivated the original work on “fairness through awareness” and subsequent works [12, 21, 17, 23]. Although group fairness notions can be fragile, they are widely studied and used due to their simplicity and due to the fact that they are easier to enforce and implement (for example, they do not require a task-specific similarity metric).

In principle, much of the reasoning behind our argument for incorporating preferences into IF [12] also extends to group-fairness notions. In this section, we show how we might augment a common group notion, called Statistical Parity (SP), to incorporate preferences. When there is a clearly “desirable” outcome, SP aims to protect the group $S$ by guaranteeing equal average exposure to the desired outcome.
Definition 20 (Statistical parity). A binary classifier $h : X \to \{\pm 1\}$ satisfies (exact) statistical parity with respect to $S$ if 

$$\Pr_{i \sim S} [h(i) = 1] = \Pr_{i \sim T} [h(i) = 1]$$

In our context, when individuals have diverse preferences over the outcome space, enforcing SP may again come at a cost to members of $S$, the group that SP aims to protect. As a concrete example, suppose everyone in $X$ prefers the outcome $+1$, with the exception of some fraction of $S$, denoted $S'$, who prefer the outcome $-1$. In this case, the statistical parity constraints prevents the solution where $h(i) = +1$ for $i \in X \setminus S'$ and $h(i) = -1$ for $i \in S$, which from the individuals’ perspective is optimal. Building on this intuition, we extend the set of classifiers we deem fair. Assuming every individual $i \in X$ has a preference relation over $\{\pm 1\}$ (or even distributions over $\{\pm 1\}$), preference-informed statistical parity (PISP) allows deviations from SP, as long as they are aligned with the individuals’ preferences.

Definition 21 (Preference-informed statistical parity). A binary classifier $h : X \to \{\pm 1\}$ satisfies preference-informed statistical parity with respect to $S$ if there exists an alternative classifier, $h' : X \to \{\pm 1\}$, such that:

$$\forall j \in T, h'(j) = h(j)$$
$$\forall i \in S, h(i) \succeq_i h'(i)$$
$$\Pr_{i \sim S} [h'(i) = 1] = \Pr_{i \sim T} [h'(i) = 1]$$

That is, fixing the outcomes members of $T$ receive under $h$, every single member of $S$ prefers their current outcome over what they would have received under a classifier satisfying statistical parity. Importantly, the guarantee is still with respect to the preferences of the individual members of $S$.

We conclude with several remarks regarding PISP. First, note that PISP only enriches the set of solutions that satisfy SP; any classifier that satisfies SP also satisfies PISP, by taking the alternative $h' = h$. The classifier welfare-maximizing classifier, where each individual is assigned their favorite outcome, is considered fair. For example, revisiting our example above, the classifier that gives $+1$ to $X \setminus S'$, and $-1$ to $S'$ is fair, because the alternative classifier that gives everyone $+1$ satisfies the PISP constraints. Finally, we argue that PISP maintains the core of the fairness guarantee of SP. For example, consider the classifier that assigns $+1$ to members of $T$ and $-1$ to members of $S$. This classifier benefits the members of $T$ in a way that is not aligned with the preferences of all members in $S$; rightfully, it does not satisfy PISP, because $i \in S \setminus S'$ are harmed.

6.3 Revisiting the assumptions underlying PIIF

Three main assumptions underlie our work. The first is that the outcome space is taken as a given. This could be problematic if the outcomes themselves are biased, e.g., tailored to the preferences of the majority, or worse yet, harmful to the minority. A biased outcome space would also present a problem for both IF and EF, which PIIF does not escape entirely. Still, PIIF may ameliorate the issue, by allowing the minority to receive outcomes that they prefer. We see a study of fairness of the outcomes themselves as an exciting direction for further inquiry.

The second assumption is that any deviation from an IF solution that is aligned with individuals’ preferences should still be considered fair. This assumption follow from the perspective that “fair” allocation algorithms should protect the welfare of individuals; this
perspective naturally extends the perspective underlying IF that similar individuals should be treated similarly. As discussed in [18, 19], in other (legal) settings, the notion of “fairness” may necessarily imply “treatment as equal,” and notions of individual fairness may not apply. In such settings, the societal notion of fairness may require going against individual preferences. Handling such settings lies beyond the scope of our current work that focuses on the computer science notions of individual fairness, in which the objective is to provide strong protections from discrimination to the individuals themselves.

The third assumption is that the individuals’ preferences are known. This is certainly the most nontrivial technical assumption we make; nevertheless, there are established techniques for learning utility-functions from observed behaviour [8]. We also note that accurately learning preferences could often be in the interest of the decision-maker (for example, ad platforms often claim that their implementations of targeted advertising are in line with users’ interests [35]). Still, any practical estimation of the preferences runs the risk of injecting further bias during the learning process (for example, if the minority’s preferences are estimated with lesser accuracy) and, therefore, mandates special attention in future research.
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1 Introduction

More than 50 years ago the concept of graph homomorphism was introduced [14, 13]. Given two graphs $G$ and $H$, a mapping from $V(G)$ to $V(H)$ is called a homomorphism if every edge of $G$ is mapped to an edge of $H$. The graphs $G$ and $H$ can be either both directed or undirected. Presented in the language of binary relational structures, Lovász proved in that paper [14] the following fundamental theorem about graph homomorphism: If $H$ and $H'$ are two graphs, then they are isomorphic iff they define the same counting graph homomorphism.
On a Theorem of Lovász that \( \text{hom}(\cdot, H) \) Determines the Isomorphism Type of \( H \)

function, namely, for every \( G \), the number of homomorphisms from \( G \) to \( H \) is the same as that from \( G \) to \( H' \). This number is denoted by \( \text{hom}(G, H) \). (Formal definitions are in Section 2.)

In [14] the graph \( H \) is a 0-1 adjacency matrix; there are no vertex and edge weights. In [9] Freedman, Lovász and Schrijver define a weighted version of the homomorphism function \( \text{hom}(\cdot, H) \), where \( H \) has positive vertex weights and real edge weights. The paper [9] investigates what graph properties can be expressed as such graph homomorphism functions. They gave a necessary and sufficient condition for this expressibility. This work has been extended to the case with arbitrary vertex and edge weights in a field [5], and to “edge models”, e.g., [20, 18]. A main technical tool introduced in [9] is the so-called graph algebras. In [15] Lovász further investigated these graph algebras and proved precise bounds for their dimensions. These dimensions are a quantitative account of the space of all isomorphisms from \( H \) to \( H' \). They are expressed in a theory of labeled graphs. Schrijver [19] studied the function \( \text{hom}(\cdot, H) \) where \( H \) is an undirected graph with complex edge weights (but all vertex weights are restricted to 1). He also gave a characterization of a graph property expressible in this form, and proved that \( \text{hom}(\cdot, H) = \text{hom}(\cdot, H') \) implies that \( H \cong H' \) for undirected graphs with complex edge weights (but unit vertex weights). Regts in [18], in addition to finding interesting connections between edge-coloring models and invariants of the orthogonal group, also proved multiple theorems in the framework of graph homomorphisms (corresponding to “vertex models”) requiring that all (nonempty) sums of vertex weights be nonzero. The possibility that vertex weights may sum to zero has been a difficult point. Our main result is to extend this isomorphism theorem to both directed and undirected graphs with arbitrary vertex and edge weights. We also determine the precise values of the dimensions of the corresponding graph algebras. A variant of our result, in terms of dimensions of associated algebras was proved by Goodall, Regts and Vena [11]; please see Remark 12 in Section 5.

To prove our theorem, we introduce a surprisingly simple and completely elementary argument, which we call the Vandermonde Argument. All of our results are proved by this one technique.

Two vertices \( i \) and \( j \) in an unweighted graph \( H \) are called twins iff the neighbor sets of \( i \) and \( j \) are identical. For weighted graphs, \( i \) and \( j \) are called twins iff the edge weights \( \beta(i, k) = \beta(j, k) \) (and for directed graphs also \( \beta(k, i) = \beta(k, j) \)) for all \( k \). In order to identify the isomorphism class of \( H \), a natural step is to combine twin vertices. This creates a super vertex with a combined vertex weight (even when originally all vertices are unweighted, i.e., have weight 1). After this “twin reduction” step, our isomorphism theorem can be stated. The following is a simplified form:

**Theorem 1.** Let \( \mathbb{F} \) be a field of characteristic 0. Let \( H \) and \( H' \) be (directed or undirected) weighted graphs with arbitrary vertex and edge weights from \( \mathbb{F} \). Without loss of generality all individual vertex weights are nonzero. Suppose \( H \) and \( H' \) are twin-free. If for all simple graphs \( G \) (i.e., without loops and multiedges),

\[
\text{hom}(G, H) = \text{hom}(G, H'),
\]

then the graphs \( H \) and \( H' \) are isomorphic as weighted graphs, i.e., there is a bijective map from \( H \) to \( H' \) that preserves all vertex and edge weights.

Theorem 1 is the special case of \( k = 0 \) of the more general Theorem 2 which deals with \( k \)-labeled graphs. In Section 8 we also determine the dimensions of the corresponding graph algebras in terms of the rank of the so-called connection tensors, introduced in [5]. These improve the corresponding theorems in [15, 19, 18] as follows.
From the main theorem (Theorem 2.2) of [15] we generalize from positive vertex weights and real edge weights to arbitrary weights. The main technique in [15] is algebraic. The proof relies on the notion of quantum graphs and structures built from them, and uses idempotent elements in the graph algebras. Similarly, from the isomorphism theorem in [19] we generalize from unit vertex weights and complex edge weights to arbitrary weights. Also we allow directed and undirected weighted graphs \( H \). Theorem 2 also weakens the condition (1) on \( G \) to simple graphs (i.e., no multiedges or loops). Schrijver’s proof technique is different from that of Lovász [15], but is also algebraic and built on quantum graphs. He uses a Reynolds operator and the Möbius transform (of a graph). The results of Lovász [15] and Schrijver [19] are incomparable. While requiring all vertex weights to be positive is not unreasonable, it is nonetheless a severe restriction, and has been a technical obstacle to all existing proofs. In Regts’ thesis [18], multiple theorems were proved with the explicit requirement that all (nonempty) sums of vertex weights be nonzero, which circumvented this issue. In this paper, we allow arbitrary vertex weights with no assumptions. In particular, \( H \) can have arbitrary complex vertex and edge weights.

However, more than the explicit strengthening of the theorems, we believe the most innovative aspect of this work is that we found a direct elementary argument that bypassed various technical obstacles and unified all previously known versions. We can also show that the only restriction – \( F \) has characteristic 0 – cannot be removed, and thus our results are the most general extensions on graphs. We give counterexamples for fields of finite characteristic in Section 7.

This line of work has already led to significant applications in the graph limit literature, such as on quasi-random graphs [16]. In [17] Lovász and B. Szegedy also studied these graph algebras where “contractors” and “connectors” are used. In our treatment these “contractors” and “connectors” can also be constructed with simple graphs.

In terms of applications to complexity theory, there has been a series of significant complexity dichotomy theorems on counting graph homomorphisms which show that the function \( \text{hom}(\cdot, H) \) is either \( P \)-time computable or \( \#P \)-hard, depending on \( H \) [7, 8, 2, 12, 21, 10, 4, 6, 3]. These theorems differ in the scope of what types of \( H \) are allowed, from 0-1 valued to complex valued, from undirected to directed. In all these theorems a \( P \)-time tractability condition on \( H \) is given, such that if \( H \) satisfies the condition then \( \text{hom}(\cdot, H) \) is \( P \)-time computable, otherwise \( \text{hom}(\cdot, H) \) is \( \#P \)-hard. In the latter case, the theorem asserts that there is a \( P \)-time reduction from a canonical \( \#P \)-hard problem to \( \text{hom}(\cdot, H) \). However, various pinning lemmas are proved nonconstructively; for undirected complex weighted graphs [4] it was unknown how to make this constructive. Consequently, there was no known algorithm to produce a \( \#P \)-hardness reduction from \( H \). Because the proof in this paper is constructive, it can be applied as a crucial step in making all these dichotomy theorems effective, i.e., we can obtain an algorithm that for any \( H \) either outputs a \( P \)-time algorithm solving \( \text{hom}(\cdot, H) \) or a \( P \)-time reduction from a canonical \( \#P \)-hard problem to \( \text{hom}(\cdot, H) \).

2 Preliminaries

We first recap the notion of weighted graph homomorphisms [9], but state it for an arbitrary field \( F \). We let \( [k] = \{1, \ldots, k\} \) for integer \( k \geq 0 \). In particular, \( [0] = \emptyset \). By convection \( F^0 = \{\emptyset\} \), and \( 0^0 = 1 \) in \( \mathbb{Z}, F, \) etc. Often we discuss both directed and undirected graphs together.

An \((F^-)\)weighted graph \( H \) is a finite (di)graph with a weight \( \alpha_H(i) \in F \setminus \{0\} \) associated with each vertex \( i \) (0-weighted vertices can be deleted) and a weight \( \beta_H(i,j) \in F \) associated with each edge \( ij \) (or loop if \( i = j \)). For undirected graphs, \( \beta_H(i,j) = \beta_H(j,i) \). It is convenient to assume that \( H \) is a complete graph with a loop at all nodes by adding all
missing edges and loops with weight 0. Then $H$ is described by an integer $q = |V(H)| \geq 0$ ($H$ can be the empty graph), a nowhere zero vector $\alpha = (\alpha_H(1), \ldots, \alpha_H(q)) \in \mathbb{F}^q$ and a matrix $B = (\beta_H(i, j)) \in \mathbb{F}^{q \times q}$. An isomorphism from $H$ to $H'$ is a bijective map from $V(H)$ to $V(H')$ that preserves vertex and edge weights.

According to [9], let $G$ be an unweighted graph (with possible multiple edges, but no loops) and $H$ a weighted graph given by $(\alpha, B)$, we define

$$
\text{hom}(G, H) = \sum_{\phi: V(G) \to V(H)} \alpha_{\phi} \text{hom}_{\phi}(G, H)
$$

$$
= \sum_{\phi: V(G) \to V(H)} \prod_{u \in V(G)} \alpha_H(\phi(u)) \prod_{uv \in E(G)} \beta_H(\phi(u), \phi(v)).
$$

The unweighted case is when all node weights are 1 and all edge weights are 0-1 in $H$, and hom$(G, H)$ is the number of homomorphisms from $G$ into $H$.

A $k$-labeled graph $(k \geq 0)$ is a finite graph in which $k$ nodes are labeled by $1, 2, \ldots, k$ (the graph can have any number of unlabeled nodes). Two $k$-labeled graphs are isomorphic if there is a label-preserving isomorphism between them. $U_k$ denotes the $k$-labeled graph on $k$ nodes with no edges. In particular, $U_0$ is the empty graph with no nodes and no edges. The product of two $k$-labeled graphs $G_1$ and $G_2$ is defined as follows: take their disjoint union, and then identify nodes with the same label. Hence for two 0-labeled graphs, $G_1 G_2 = G_1 \sqcup G_2$ (disjoint union). Clearly, the graph product is associative and commutative with the identity $U_k$, so the set of all (isomorphism classes of) $k$-labeled graphs together with the product operation forms a commutative monoid which we denote by $\mathcal{PLG}[k]$. We denote by $\mathcal{PLG}^{\text{simp}}[k]$ the submonoid of simple graphs in $\mathcal{PLG}[k]$; these are graphs with no loops, at most one edge between any two vertices $i$ and $j$, and no edge between labeled vertices. A directed labeled graph is simple if its underlying undirected one is simple; in particular, for any $i$ and $j$, we require that if $i \to j$ is an edge then $j \to i$ is not an edge. Clearly, $\mathcal{PLG}^{\text{simp}}[k]$ is closed under the product operation (for both directed and undirected types).

Fix a weighted graph $H = (\alpha, B)$. For any $k$-labeled graph $G$ and mapping $\psi: [k] \to V(H)$, let

$$
\text{hom}_\psi(G, H) = \sum_{\phi: [k] \to V(H)} \frac{\alpha_{\phi}}{\alpha_\psi} \text{hom}_\phi(G, H),
$$

where $\phi$ extends $\psi$ means that if $u_i \in V(G)$ is labeled by $i \in [k]$ then $\phi(u_i) = \psi(i)$, and $\alpha_\psi = \prod_{i=1}^{k} \alpha_H(\psi(i))$, $\alpha_{\phi} = \prod_{i \in V(G)} \alpha_H(\phi(i))$, so $\frac{\alpha_{\phi}}{\alpha_\psi}$ is the product of vertex weights of $\alpha_\phi$ not in $\alpha_\psi$. Then

$$
\text{hom}(G, H) = \sum_{\psi: [k] \to V(H)} \alpha_\psi \text{hom}_\psi(G, H).
$$

When $k = 0$, we only have the empty map $\emptyset$ with the domain $\emptyset$. Then $\text{hom}(G, H) = \text{hom}_\emptyset(G, H)$ for every $G \in \mathcal{PLG}[k]$. The functions $\text{hom}_\psi(\cdot, H)$ where $\psi: [k] \to V(H)$ and $k \geq 0$ satisfy

$$
\begin{cases}
\text{hom}_\psi(G_1 G_2, H) = \text{hom}_\psi(G_1, H) \text{hom}_\psi(G_2, H), & G_1, G_2 \in \mathcal{PLG}[k], \\
\text{hom}_\psi(U_k, H) = 1.
\end{cases}
$$

Given a directed or undirected $\mathbb{F}$-weighted graph $H$, we call two vertices $i, j \in V(H)$ twins if for every vertex $\ell \in V(H)$, $\beta_H(i, \ell) = \beta_H(j, \ell)$ and $\beta_H(\ell, i) = \beta_H(\ell, j)$. Note that the vertex weights $\alpha_H(w)$ do not participate in this definition. If $H$ has no twins, we call it twin-free.
The twin relation partitions $V(H)$ into nonempty equivalence classes, $I_1, \ldots, I_s$ where $s \geq 0$. We can define a twin contraction graph $\tilde{H}$, having $I_1, \ldots, I_s$ as vertices, with vertex weight $\sum_{t \in I_s} \alpha_H(t)$ for $I_s$, and edge weight from $I_r$ to $I_q$ to be $\beta_H(u, v)$ for some arbitrary $u \in I_r$ and $v \in I_q$. After that, we remove all vertices in $\tilde{H}$ with zero vertex weights together with all incident edges (still called $\tilde{H}$). This defines a twin-free $\tilde{H}$. Clearly, $\text{hom}(G, H) = \text{hom}(G, \tilde{H})$ for all $G$.

We denote by $\text{Isom}(H, H')$ the set of $\mathbb{F}$-weighted graph isomorphisms from $H$ to $H'$ and by $\text{Aut}(H)$ the group of ($\mathbb{F}$-weighted) graph automorphisms of $H$.

It is obvious that for directed (or undirected) $\mathbb{F}$-weighted graphs $H$ and $H'$, and the maps $\varphi: [k] \rightarrow V(H)$ and $\psi: [k] \rightarrow V(H')$ such that $\psi = \sigma \circ \varphi$ for some isomorphism $\sigma: V(H) \rightarrow V(H')$ from $H$ to $H'$, we have $\text{hom}_\varphi(G, H) = \text{hom}_\psi(G, H')$ for every $G \in \mathbb{P}L\mathcal{G}^{\text{simp}}[k]$.

### 3 Our results

Theorem 1 is a direct consequence of the case $k = 0$ of the following Main Theorem.

- **Theorem 2.** Let $\mathbb{F}$ be a field of characteristic 0. Let $H, H'$ be (directed or undirected) $\mathbb{F}$-weighted graphs such that $H$ is twin-free and $m = |V(H)| \geq m' = |V(H')|$. Suppose $\varphi: [k] \rightarrow V(H)$ and $\psi: [k] \rightarrow V(H')$ where $k \geq 0$. If $\text{hom}_\varphi(G, H) = \text{hom}_\psi(G, H')$ for every $G \in \mathbb{P}L\mathcal{G}^{\text{simp}}[k]$ then there exists an isomorphism of $\mathbb{F}$-weighted graphs $\sigma: V(H) \rightarrow V(H')$ from $H$ to $H'$ such that $\psi = \sigma \circ \varphi$ (a fortiori, $H'$ is twin-free and $m = m'$).

In Section 8 we will give our results about the space of such isomorphisms, expressed in terms of the dimensions of the corresponding graph algebras.

In Corollaries 3 to 6, char $\mathbb{F} = 0$. The following two corollaries extend Lovász’s theorem (and lemmas that are of independent interest) in [15] from real edge weight and positive vertex weight. Furthermore, it holds for both directed and undirected graphs, and the condition on $G$ is weakened so that it is sufficient to assume it for simple graphs only. The fact that the theorem holds under the condition $\text{hom}(G, H) = \text{hom}(G, H')$ for every simple graph $G$ is important in making the complexity dichotomies effective in the sense defined in Section 1.

Theorem 2 is stated in a technical way where we only assume $H$ is twin-free and $|V(H)| \geq |V(H')|$. Corollary 3 is a symmetric statement.

- **Corollary 3.** Let $H, H'$ be (directed or undirected) $\mathbb{F}$-weighted twin-free graphs. Let $\varphi: [k] \rightarrow V(H)$ and $\psi: [k] \rightarrow V(H')$ where $k \geq 0$. If $\text{hom}_\varphi(G, H) = \text{hom}_\psi(G, H')$ for every $G \in \mathbb{P}L\mathcal{G}^{\text{simp}}[k]$, then there exists an isomorphism $\sigma$ from $H$ to $H'$ such that $\psi = \sigma \circ \varphi$.

- **Corollary 4.** Let $H, H'$ be $\mathbb{F}$-weighted twin-free graphs, either both directed or both undirected. If $\text{hom}(G, H) = \text{hom}(G, H')$ for every simple graph $G$, then $H$ and $H'$ are isomorphic as $\mathbb{F}$-weighted graphs.

For edge weighted graphs with unit vertex weight, the requirement of twin-freeness can be dropped. The following two corollaries directly generalize Schrijver’s theorem (Theorem 2) in [19]. Corollary 6 is a restatement of Corollary 5 using the terminology in [19]. Here we strengthen his theorem by requiring the condition $\text{hom}(G, H) = \text{hom}(G, H')$ for only simple graphs $G$. Also our result holds for fields $\mathbb{F}$ of characteristic 0 generalizing from $\mathbb{C}$, and for directed as well as undirected graphs.

- **Corollary 5.** Let $H, H'$ be (directed or undirected) $\mathbb{F}$-edge-weighted graphs. If $\text{hom}(G, H) = \text{hom}(G, H')$ for every simple graph $G$, then $H$ and $H'$ are isomorphic as $\mathbb{F}$-weighted graphs.
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Corollary 6. Let $A \in \mathbb{F}^{m \times m}$ and $A' \in \mathbb{F}^{m' \times m'}$. Then $\text{hom}(G, A) = \text{hom}(G, A')$ for every simple graph $G$ iff $m = m'$ and there is a permutation matrix $P \in \mathbb{F}^{m \times m}$ such that $A' = P^T A P$.

Our proof of Theorem 2 will show that for any given $H, H'$, there is an explicitly constructed finite family of graphs in $\mathcal{PLG}^{\text{simp}}[k]$ such that the condition for all $G \in \mathcal{PLG}^{\text{simp}}[k]$ can be replaced with for all $G$ in this family, thus we have an explicit finitary family of test graphs. Moreover, this provides an explicit set of "witnesses" that can be used to make various complexity dichotomy theorems for graph homomorphism effective, in particular, making the pinning steps in [4] computable, which was an open problem.

4 Technical statements

We start with an exceedingly simple lemma, based on which all of our results will be derived. We will call this lemma and its corollary the Vandermonde Argument.

Lemma 7. Let $n \geq 0$, and $a_i, x_i \in \mathbb{F}$ for $1 \leq i \leq n$. Suppose

$$\sum_{i=1}^{n} a_i x_i^j = 0, \quad \text{for all } 0 \leq j < n. \quad (6)$$

Then for any function $f : \mathbb{F} \to \mathbb{F}$, we have $\sum_{i=1}^{n} a_i f(x_i) = 0$.

Remark 8. The statement is vacuously true if $n = 0$, since an empty sum is 0. If $(6)$ is true for $1 \leq j \leq n$, then the same conclusion holds for any function $f$ satisfying $f(0) = 0$.

Proof. We may assume $n \geq 1$. We partition $[n]$ into $\bigcup_{\ell=1}^{p} I_\ell$ such that $i, i'$ belong to the same $I_\ell$ iff $x_i = x_{i'}$. Then $(6)$ is a Vandermonde system of rank $p$ with a solution $(\sum_{i \in I_\ell} a_i) \ell \in [p]$. Thus $\sum_{i \in I_\ell} a_i = 0$ for all $1 \leq \ell \leq p$. It follows that $\sum_{i=1}^{n} a_i f(x_i) = 0$ for any function $f : \mathbb{F} \to \mathbb{F}$. We also note that if $(6)$ is true for $1 \leq j \leq n$, then the same proof works except when some $x_i = 0$. In that case, we can separate out the term $\sum_{i \in I_\ell} a_i$ for the unique $I_\ell$ that contains this $i$, and we get a Vandermonde system of rank $p - 1$ on the other terms $(\sum_{i \in I_\ell} a_i) \ell \in [p], \ell \neq \ell_0$, which must be all zero.

By iteratively applying Lemma 7 we get the following Corollary.

Corollary 9. Let $I$ be a finite (index) set, $s \geq 1$, and $a_i, b_{i,j} \in \mathbb{F}$ for all $i \in I, j \in [s]$. Further, let $I = \bigcup_{\ell \in [p]} I_\ell$ be the partition of $I$ into equivalence classes, where $i, i'$ are equivalent iff $b_{i,j} = b_{i',j}$ for all $j \in [s]$. If $\sum_{i \in I} a_i \prod_{j \in [s]} b_{i,j} = 0$, for all choices of $(\ell_1, \ldots, \ell_s)$ where each $0 \leq \ell_j < |I|$, then $\sum_{i \in I_\ell} a_i = 0$ for every $\ell \in [p]$.

Proof. We iteratively apply Lemma 7. First, we define an equivalence relation where $i, i'$ belong to the same equivalence class $\tilde{I}$ iff $b_{i,s} = b_{i',s}$. For any $\tilde{I}$, choose $f$ with $f(x) = 1$ for $x = b_{i,s}$ where $i \in \tilde{I}$, and $f(x) = 0$ otherwise. After the first application we get $\sum_{i \in \tilde{I}} a_i \prod_{j \in [s-1]} b_{i,j} = 0$, for an arbitrary $\tilde{I}$, and all $0 \leq \ell_j < |I|, j \in [s-1]$. The Corollary follows after applying Lemma 7 $s$ times.
5 Proof of Main Theorem

In this conference version for the sake of simplicity of presentation we prove for undirected graphs; the full version has proofs for directed graphs as well as other results.

We may assume that $H$ is on the vertex set $V(H) = [m]$, given by vertex and edge weights $(\alpha_i)_{i \in [m]} \in (\mathbb{P} \setminus \{0\})^m$, $(\beta_{ij})_{i,j \in [m]} \in \mathbb{R}^{m \times m}$. Similarly, $H'$ is on $V(H') = [m']$, given by $(\alpha'_i)_{i \in [m']} \in (\mathbb{P} \setminus \{0\})^{m'}$ and $(\beta'_{ij})_{i,j \in [m']} \in \mathbb{R}^{m' \times m'}$.

We first make a technical condition of “super surjectivity”; it will be removed in Theorem 2.

Lemma 10. Let $H, H'$ be undirected $\mathbb{P}$-weighted graphs such that $H$ is twin-free and $m \geq m'$. Suppose $\varphi : [k] \to V(H)$ and $\psi : [k] \to V(H')$ where $k \geq 0$. Assume $\varphi$ is “super surjective”, namely: $|\varphi^{-1}(u)| \geq 2m^2 > 0$ for every $u \in V(H)$. If $\hom_\varphi(G, H) = \hom_\psi(G, H')$ for every $G \in \P\mathcal{L}G\mathcal{I}mp[k]$ then there exists an isomorphism $\sigma$ from $H$ to $H'$ such that $\psi = \sigma \circ \varphi$.

Proof. Assume $m \geq 1$ (the case $m = 0$ is trivial). Taking any $u \in V(H)$, we get $k \geq |\varphi^{-1}(u)| \geq 2m^2 > 0$, thus $m' \geq |\psi([k])| \geq 1$. For each $\kappa = (b_{ij})_{i,k} \in \{0, 1\}^k$, we can define a graph $G_\kappa \in \P\mathcal{L}G\mathcal{I}mp[k]$:

$$ V(G_\kappa) = \{u_1, \ldots, u_k, v\}, \quad \text{with each } u_i \text{ labeled } i. $$

For each $i \in [k]$, there is an edge $(v, u_i)$ if $b_{ih} = 1$. There are no other edges.

We now define a specific set of $G_\kappa$, given $\varphi$ and $\psi$. We can partition $[k] = \bigsqcup_{i=1}^m I_i$ where each $I_i = \varphi^{-1}(i)$ and $|I_i| \geq 2m^2$. For every $i \in [m]$, since $|I_i| \geq 2mm'$, there exists $J_i \subseteq I_i$ such that $|J_i| \geq 2m > 0$ and the restriction $\psi|_{J_i}$ takes a constant value $s(i)$, for some function $s : [m] \to [m']$. Next, for each $i \in [m]$ and for every $0 \leq k_i < 2m$, we can fix $K_i \subseteq J_i$, with $|K_i| = k_i$. Then we let the tuple $\chi = \chi(K_1, \ldots, K_m) \in \{0, 1\}^k$ take $\chi|_{K_i} = 1$, $i \in [m]$, and all other entries are 0. Let $R$ be the set of all such tuples $\chi$. Then $\hom_\varphi(G_\chi, H) = \hom_\psi(G_\chi, H')$ for every $G_\chi$ with $\chi \in R$ is expressed by: For all $0 \leq k_j < 2m$, $j \in [m]$,

$$ \sum_{i=1}^m \alpha_i \prod_{j=1}^m \beta_{ij}^{k_j} = \sum_{i=1}^m \alpha'_i \prod_{j=1}^m (\beta'_j)^{k_j}. \tag{7} $$

In (7) the sums on $i$ come from assigning $v \in V(G_\chi)$ to $i \in V(H)$ or to $i \in V(H')$, respectively.

Because $H$ is twin-free the $m$-tuples $(\beta_{ij})_{i \in [m]} \in \mathbb{R}^m$ for $1 \leq i \leq m$ are pairwise distinct. In (7) the sum in the LHS has $m$ terms, while the sum in the RHS has $m' \leq m$ terms. Transferring the RHS to the LHS we get at most $2m$ terms. Now we apply Corollary 9 to the sum obtained by moving all terms of the RHS to the LHS in (7). By the pairwise distinctness of the $m$-tuples $(\beta_{ij})_{i \in [m]} \in \mathbb{R}^m$ for $1 \leq i \leq m$, and since there are only $m' \leq m$ terms from the RHS and every $\alpha_i \neq 0$, we see that each term from the LHS of (7) must be canceled by exactly one term from the RHS. And this can only occur if $m = m'$, and there is a bijective map $\sigma : [m] \to [m]$:

$$ \alpha_i = \alpha'_s(i) \quad \text{for } i \in [m], \quad (\beta_{ij})_{i \in [m]} = (\beta'_{\sigma(i), s(j)})_{j \in [m]} \quad \text{for } i \in [m]. \tag{8} $$

Since $H, H'$ are undirected graphs, we also have $\beta_{ij} = \beta_{ji} = \beta'_{s(i), s(j)} = \beta'_{\sigma(i), s(j)}$ for $i, j \in [m]$.

Next we show that $s$ is bijective. If for some $x, y \in [m]$ we have $s(x) = s(y)$, then

$$(\beta_{xj})_{j \in [m]} = (\beta'_{s(x), s(j)})_{j \in [m]} = (\beta'_{\sigma(x), s(j)})_{j \in [m]} = (\beta_{yj})_{j \in [m]}. $$

Since $H$ is twin-free we conclude that $x = y$. Thus the map $s : [m] \to [m]$ is injective and (since $[m]$ is finite) $s$ is bijective. However, $\sigma : [m] \to [m]$ is also bijective, so it follows from (8) that the tuples $(\beta'_{ij})_{j \in [m]}$ for $i \in [m]$ are pairwise distinct, which means that $H'$ is twin-free as well.
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Next we show \(\psi_{|I_w} = s(i)\) for all \(i \in [m]\). If for all \(i \in [m]\), we have \(J_i = I_i\), then we are done. Otherwise, take any \(w \in [m]\) such that \(J_w\) is a proper subset of \(I_w\) and we take any \(t \in I_w \setminus J_w\). Observe that \(t \notin K_i\) for all \(i \in [m]\), in particular, \(\chi(t) = 0\) for each \(\chi \in R\).

For each \(\chi \in R\), let \(\chi^+\) be the tuple obtained from \(\chi\) by reassigning \(\chi(t)\) (changing its \(t\)-th entry) from 0 to 1 and let \(R^+\) be the set of all such \(\chi^+\). Then \(\text{hom}(G_\kappa, H) = \text{hom}(G_\kappa, H')\) for every \(G_\kappa\) with \(\kappa \in R^+\) is expressed as (recall that we have already proved that \(m' = m\))

\[
\sum_{i=1}^{m} \alpha_i \beta_{i\omega} \prod_{j=1}^{m} \beta_{ij}^{k_j} = \sum_{i=1}^{m} \alpha'_i \beta'_{\sigma(i)\psi(t)} \prod_{j=1}^{m} \beta_{ij}^{k_j},
\]

which can be compared to (7), and here for \(\kappa \in R^+\) we have one extra edge \((v, u_e)\) in \(G_\kappa\), and \(\varphi(t) = w\) since \(t \in I_w\). So this holds for every \(0 \leq k_j < 2m\) where \(j \in [m]\). Transferring the RHS to the LHS and using (8), we get

\[
\sum_{i=1}^{m} (\alpha_i \beta_{i\omega} - \alpha'_i \beta'_{\sigma(i)\psi(t)}) \prod_{j=1}^{m} \beta_{ij}^{k_j} = 0,
\]

for every \(0 \leq k_j < 2m\) where \(j \in [m]\). Since \(\alpha_j = \alpha'_j \neq 0\), and the tuples \((\beta_{ij})_{i \in [m]}\) for \(1 \leq i \leq m\) are pairwise distinct, by Corollary 9, we get \(\beta_{i\omega} - \beta'_{\sigma(i)\psi(t)} = 0\) for \(i \in [m]\). On the other hand by (8), \(\beta_{i\omega} = \beta'_{\sigma(i)\psi(t)}\) for \(i \in [m]\). It follows that \(\beta_{\sigma(i)\psi(t)} = \beta_{\sigma(i)\psi(t)}\) for \(i \in [m]\). However, since \(\sigma: [m] \to [m]\) is a bijection and, as shown before, \(H'\) is twin-free, this implies that \(\psi(t) = s(w)\). Recall that \(\psi_{|J_w} = s(w)\). This proves that on \(I_w \setminus J_w\), \(\psi\) also takes the constant value \(s(w)\). Thus \(\psi_{|I_w} = s(i)\) for all \(i \in [m]\).

Next we prove that \(\beta_{ij} = \beta'_{\sigma(i)\sigma(j)}\) for all \(i, j \in [m]\), i.e., \(\sigma\) preserves the edge weights.

For each \(\lambda = (b_1)_{i \in [k]}, \tau = (c_1)_{i \in [k]} \in \{0, 1\}^k\), we define a graph \(G_{\lambda, \tau} \in \mathcal{P}\mathcal{L}\mathcal{G}^{\text{simp}}[k]::

\[V(G_{\lambda, \tau}) = \{u_1, \ldots, u_k, v, v'\},\]

with each \(u_i\) labeled \(i\). There is an edge \((v, u_i)\) if \(b_i = 1\), and an edge \((v', u_i)\) if \(c_i = 1\). There are no other edges.

Let \(R^2 = R \times R\). By the definition of \(R\), every \((\lambda, \tau) \in R^2\) corresponds to a sequence of pairs \((K_i, L_i)\), \(i \in [m]\), where \(K_i \subset J_i \subset I_i\) and \(L_i \subset J_i \subset I_i\) such that \(|K_i| = k_i, |L_i| = \ell_i\), where \(0 \leq k_i, \ell_i < 2m\), and \(\lambda_{|K_i} = 1, \tau_{|L_i} = 1\), for \(i \in [m]\), and all other entries are 0.

Then \(\text{hom}(G_{\lambda, \tau}, H) = \text{hom}(G_{\lambda, \tau}, H')\) for every \(G_{\lambda, \tau}\) with \((\lambda, \tau) \in R^2\) is expressed as

\[
\sum_{i,j=1}^{m} \alpha_i \alpha_j \beta_{ij} \prod_{r=1}^{m} \beta_r^{k_r} \beta_r^{l_r} = \sum_{i,j=1}^{m} \alpha'_i \alpha'_j \beta'_{ij} \prod_{r=1}^{m} \beta'_r^{k_r} \beta'_r^{l_r},
\]

This holds for all \(0 \leq k_r, \ell_r < 2m\) where \(r \in [m]\). Transferring the RHS to the LHS and using (8), we get

\[
\sum_{i,j=1}^{m} (\alpha_i \alpha_j \beta_{ij} - \alpha'_i \alpha'_j \beta'_{\sigma(i)\sigma(j)} \beta_r^{k_r} \beta_r^{l_r}) = 0,
\]

for every \(0 \leq k_r, \ell_r < 2m\), where \(r \in [m]\). Since the tuples \((\beta_{ir}, \beta_{jr})_{r \in [m]}\) for \(1 \leq i, j \leq m\) are pairwise distinct, and \(\alpha_i \alpha_j \neq 0\), by Corollary 9,

\[
\beta_{ij} = \beta'_{\sigma(i)\sigma(j)}, \quad \text{for } i, j \in [m].
\]

This means that the bijection \(\sigma: [m] \to [m]\) preserves the edge weights in addition to the vertex weights by (8). Hence \(\sigma: [m] \to [m]\) is an isomorphism of \(\mathcal{P}\mathcal{L}\mathcal{G}\)-weighted graphs from \(H\) to \(H'\).
Finally, we show that $\psi = \sigma \circ \varphi$. From (8) and (9), we have $\beta'_{\sigma(i)\sigma(j)} = \beta_{ij} = \beta'_{\sigma(i)\sigma(j)}$ for $i, j \in [m]$. As $H'$ is twin-free and $\sigma$ is bijective we get $\sigma(j) = s(j)$ for $j \in [m]$. Now let $x \in [k]$, then $x \in I$, for some $i \in [m]$. Therefore $\varphi(x) = i$ and so $\psi(x) = s(i) = \sigma(i) = \sigma(\varphi(x))$ confirming $\psi = \sigma \circ \varphi$.

**Proof of Theorem 2.** Consider an arbitrary $\ell \geq k$ and let $G \in \mathcal{PLG}_\text{simp}[\ell]$ be any $\ell$-labeled graph. Let $G^* = \pi_{[k]}(G)$ be the graph obtained by unlabling the labels not in $[k]$ from $G$ (if $k = \ell$, then $G^* = G$). Clearly, $G^* \in \mathcal{PLG}_\text{simp}[k]$ so $\text{hom}_\varphi(G^*, H') = \text{hom}_\psi(G^*, H')$. Expanding the sums on the LHS and the RHS of this equality representing the maps $\varphi, \psi$ along the vertices formerly labeled by $[\ell] \setminus [k]$, and then regrouping the terms corresponding to the same extension maps of $\varphi$ from $[\ell]$ to $[m]$ and of $\psi$ from $[\ell]$ to $[m']$, respectively, and then bringing back the labels on $[\ell] \setminus [k]$, we get

$$
\sum_{\mu: [k] \to [m]} \left( \prod_{k < i \leq \ell} \alpha_{\mu(i)} \right) \text{hom}_\mu(G, H) = \sum_{\nu: [k] \to [m']} \left( \prod_{k < i \leq \ell} \alpha'_{\nu(i)} \right) \text{hom}_\nu(G, H') \tag{10}
$$

for every $G \in \mathcal{PLG}_\text{simp}[\ell]$. (Here if $\ell = k$, the empty product $\prod_{k < i \leq \ell}$ is 1.)

Now choose $\ell \geq k$ so that we can extend $\varphi$ to a map $\eta: [\ell] \to [m]$ such that $|\eta^{-1}(u)| \geq 2m^2$ for every $u \in V(H)$. Clearly $\ell \leq k + 2m^2$ suffices. (If $\varphi$ already satisfies the property, we can take $\ell = k$ and $\eta = \varphi$.) We fix $\ell$ and $\eta$ to be such. Define

$$
I = \{ \mu: [\ell] \to [m] \mid (\mu|_{[k]} = \varphi) \land ((\exists \sigma \in \text{Aut}(H)) \mu = \sigma \circ \eta) \},
$$

$$
J = \{ \nu: [\ell] \to [m'] \mid (\nu|_{[k]} = \psi) \land ((\exists \sigma \in \text{Isom}(H, H')) \nu = \sigma \circ \eta) \}.
$$

Obviously, $\eta \in I$ so $I \neq \emptyset$. For now, we do not exclude the possibility $J = \emptyset$ but our goal is to show that this is not the case. If $\mu: [\ell] \to V(H)$ extends $\varphi$ but $\mu \notin I$, then by Lemma 10, there exists a graph $G_{n, \mu} \in \mathcal{PLG}_\text{simp}[\ell]$ such that $\text{hom}_\varphi(G_{n, \mu}, H) \neq \text{hom}_\mu(G_{n, \mu}, H)$. Similarly, if $\nu: [\ell] \to V(H')$ extends $\psi$ but $\nu \notin J$, then by Lemma 10, there exists a graph $G'_{n, \nu} \in \mathcal{PLG}_\text{simp}[\ell]$ such that $\text{hom}_\varphi(G'_{n, \nu}, H) \neq \text{hom}_\nu(G'_{n, \nu}, H')$. Let $S$ be the set consisting of these graphs $G_{n, \mu}$ and $G'_{n, \nu}$ (we remove any repetitions). Note that if $\mu' \in I$, then $\text{hom}_\mu(G, H) = \text{hom}_\varphi(G, H)$ for any $G \in \mathcal{PLG}[\ell]$, and if $\nu' \in J$, then $\text{hom}_\nu(G, H) = \text{hom}_\psi(G, H')$ for any $G \in \mathcal{PLG}_\text{simp}[\ell]$. In particular, both equalities hold for each $G \in S$. We impose a linear order on $S$ and regard any set indexed by $S$ as a tuple. For any tuple $h = (h_G)_{G \in S}$ of integers, where each $0 \leq h_G < 2m^\ell$, consider the graph $G_h = \prod_{G \in S} G_h^G \in \mathcal{PLG}_\text{simp}[\ell]$. Substituting $G = G_h$ in (10) and using the multiplicativity of partial graph homomorphisms (5), we obtain

$$
\sum_{\mu: [k] \to [m]} \left( \prod_{k < i \leq \ell} \alpha_{\mu(i)} \right) \prod_{G \in S} (\text{hom}_\mu(G, H))^{|h_G|} = \sum_{\nu: [k] \to [m']} \left( \prod_{k < i \leq \ell} \alpha'_{\nu(i)} \right) \prod_{G \in S} (\text{hom}_\nu(G, H'))^{|h_G|}
$$

for every $0 \leq h_G < 2m^\ell$. By the previous observations and the fact that $S$ contains each $G_{n, \mu}$ and $G'_{n, \nu}$, the tuple $(\text{hom}_\mu(G, H))_{G \in S}$ coincides with the tuple $(\text{hom}_\mu(G, H))_{G \in S}$ for $\mu \in I$ and it also coincides with the tuple $(\text{hom}_\nu(G, H'))_{G \in S}$ for $\nu \in J$; on the other hand, this tuple $(\text{hom}_\eta(G, H))_{G \in S}$ is different from the tuple $(\text{hom}_\eta(G, H))_{G \in S}$ for each $\mu: [k] \to V(H)$ extending $\varphi$ and not in $I$ and it is also different from the tuple $(\text{hom}_\nu(G, H'))_{G \in S}$ for each $\nu: [k] \to V(H')$ extending $\psi$ and not in $J$. Transferring the RHS to the LHS and then applying Corollary 9, we conclude that

$$
\sum_{\mu \in I} \left( \prod_{k < i \leq \ell} \alpha_{\mu(i)} \right) = \sum_{\nu \in J} \left( \prod_{k < i \leq \ell} \alpha'_{\nu(i)} \right).
$$

\[ \tag{11} \]
If $\mu \in I$, then $\mu = \sigma \circ \eta$ for some $\sigma \in \text{Aut}(H)$, and therefore $\alpha_{\mu(i)} = \alpha_{\sigma(\eta(i))} = \alpha_{\eta(i)}$ for $1 \leq i \leq \ell$. Hence $\prod_{k<i \leq \ell} \alpha_{\mu(i)} = \prod_{k<i \leq \ell} \alpha_{\eta(i)}$ (if $k = \ell$, then both sides are 1), so (11) transforms to

$$|I| \cdot \prod_{k<i \leq \ell} \alpha_{\eta(i)} = \sum_{\nu \in J} \left( \prod_{k<i \leq \ell} \alpha_{\nu(i)}' \right). \quad (12)$$

Here we let $|I| \cdot 1_F = |I| \cdot 1_F + \ldots + 1_F \in \mathbb{F}$ ($1_F$ occurs $|I|$ times). Since all $\alpha_i \neq 0$, we have $\prod_{k<i \leq \ell} \alpha_{\eta(i)} \neq 0$ (if $k = \ell$, this product is $1_F \neq 0$). Because $I \neq \emptyset$ (as $\eta \in I$) we have $|I| \geq 1$; but char $F = 0$ so $|I| \neq 0$ and therefore $|I| \cdot \prod_{k<i \leq \ell} \alpha_{\eta(i)} \neq 0$. This implies that the RHS of (12) is nonzero as well which can only occur when $J \neq \emptyset$. Take $\xi \in J$. Then $\xi = \sigma \circ \eta$ for some isomorphism of $\mathbb{F}$-weighted graphs $\sigma : V(H) \to V(H')$ from $H$ to $H'$. Restricting to $[k]$, we obtain $\psi = \sigma \circ \varphi$ which completes the proof.

**Remark 11.** Theorem 2 shows that the condition $\text{hom}_\psi(G, H) = \text{hom}_\varphi(G, H')$ for all $G \in \mathcal{PLG}^{\text{simp}}[k]$ is equivalent to the existence of an isomorphism from $H$ to $H'$ such that $\psi = \sigma \circ \varphi$. This condition is effectively checkable. However, for the purpose of effectively producing a #P-hardness reduction in the dichotomy theorems, e.g., in [4], we need a witness $G$ such that $\text{hom}_\psi(G, H) \neq \text{hom}_\varphi(G, H')$.

The proof of Theorem 2 gives an explicit finite list to check. For $\ell = k + 2m^3$, let $\mathcal{P}_{k,m} = \{G \in \mathcal{G}^{\text{simp}} \mid 0 \leq h_G < 2m^2\}$, where $S$ is from the proof of Theorem 2 using the construction of Lemma 10. We then define $Q_{k,m} = \pi[k](\mathcal{P}_{k,m}) \subseteq \mathcal{PLG}^{\text{simp}}[k]$. Then the proof of Theorem 2 shows that: the existence of an isomorphism $\sigma : V(H) \to V(H')$ from $H$ to $H'$ such that $\varphi = \sigma \circ \psi$, is equivalent to $\text{hom}_\varphi(G, H) = \text{hom}_\psi(G, H')$ for every $G \in Q_{k,m}$.

**Remark 12.** In their proof of Theorem 2 in [11], Goodall, Regts and Vena noted in a footnote on page 268 that “Even though Lovász [9] (this is [15]) works over $\mathbb{R}$ and assumes $a_i > 0$ for all $i$, it is easy to check that the proof of his Lemma 2.4 remains valid in our setting.” The following is a sketch of this approach due to Goodall, Regts and Vena; we thank Guus Regts for enlightening discussions. Notations below can be found in [15].

Following the proof of Lemma 2.4 by Lovász in [15] one comes to Claim 4.2. On page 968 the set $\Psi$ is defined as consisting of all maps equivalent to $\mu$. This set appears in the sum on line 2 of page 969. Let $\Psi_0$ be the subset of all maps $\eta \in \Psi$ that restrict to $\phi$. Since $\mu \in \Psi$ and $\mu$ restricts to $\phi$, the subset $\Psi_0$ is nonempty; however it could have cardinality $> 1$. Then in the sum on line 2 of page 969 when one collects all terms with the same restriction, $\phi$ appears with the coefficient $\sum_{\eta \in \Psi_0} \alpha(\eta(k + 1))$. The crucial step in the proof of Claim 4.2 is that this sum is nonzero. In [15] this is nonzero since all vertex weights are positive. Without this positivity, it is possible that such a sum is 0. Thus one cannot directly follow the proof in [15] in the general case when a nonempty subset of vertex weights can sum to 0.

However, instead of Claim 4.2 in [15] on line 6 of page 970 after the proof of Claim 4.4, one can extend $\phi$ to a surjective map $\mu : [\ell] \to [m]$ for some $\ell \geq k$. Then apply the trace operator of [15] $\ell - k$ times to an analogous sum defined on line $-1$ of page 968, which is in $\mathcal{A}_\ell^p$. This gives a sum $\Sigma = \sum_{\eta \in \Psi} \prod_{i \in [k+1,\ell]} \alpha(\eta(i))\eta_{\text{res}}$, where $\eta_{\text{res}}$ is the restriction of $\eta$ to $[k]$.

Then use Claim 4.4, all $\alpha(\eta(i))$ are the same for $\eta \in \Psi$ and thus $P = \prod_{i \in [k+1,\ell]} \alpha(\eta(i))$ is a common factor. Since each $\alpha(\eta(i)) \neq 0$, this $P \neq 0$. Since $\mu \in \Psi$, $\phi = \mu_{\text{res}}$ appears as a term in $\Sigma$ with a coefficient $|S|P$, where $S$ is the subset of $\Psi$ consisting of maps that restrict to $\phi$. As $F$ has characteristic 0, this $|S|P \neq 0$.

Now since $\psi$ is given as equivalent to $\phi$, and the sum $\Sigma$ is in $\mathcal{A}_\ell^p$, $\psi$ must have the same coefficient as that of $\phi$, which has the form $|S'|P$, where $S'$ is the subset of $\Psi$ that restrict to $\psi$. So $|S'| = |S|$, in particular $S'$ is nonempty. Thus there is some $\eta \in \Psi$ such that $\eta$ extends $\psi$, and $\eta$ is equivalent to $\mu$. 

**17:10** On a Theorem of Lovász that $\text{hom}(\cdot, H)$ Determines the Isomorphism Type of $H$
This leads to the following theorem:

\[\textbf{Theorem 13.} \text{ Let } \mathbb{F} \text{ be a field of characteristic } 0. \text{ Let } H \text{ be an undirected } \mathbb{F}\text{-weighted twin-free graph. For any } k \geq 0, \text{ if } \varphi, \psi : [k] \to V(H) \text{ and } \text{hom}_\varphi(G,H) = \text{hom}_\psi(G,H') \text{ for all undirected graphs } G, \text{ where } G \text{ may have multiloops and multiedges, then there is an automorphism } \sigma \text{ of } H \text{ such that } \phi = \sigma \circ \psi.\]

\section{Effective GH Dichotomies}

We briefly discuss how to use Theorem 2 to make complexity dichotomies for graph homomorphism effective. A long and fruitful sequence of work [7, 8, 2, 12, 21, 10] led to the following complexity dichotomy for weighted graph homomorphisms [4] which unifies these previous ones: There is a tractability condition \( \mathcal{P} \) such that for any (algebraic) complex symmetric matrix \( H \), if \( H \) satisfies \( \mathcal{P} \) then \( \text{hom}(\cdot, H) \) is P-time computable, otherwise there is a P-time reduction from a canonical \#P-hard problem to \( \text{hom}(\cdot, H) \). However, in the long sequence of reductions in [4] there are nonconstructive steps, a prominent example is the first pinning lemma (Lemma 4.1, p. 937). This involves condensing \( \text{hom}(u,v) \) to \( \text{hom}(u,v) \) by introducing vertex weights. Consider all 1-labeled graphs \( G \). We say two vertices \( u, v \in V(H) \) are “equivalent” if \( \text{hom}_u(G,H) = \text{hom}_v(G,H) \) where the notation \( \text{hom}_u(G,H) \) denotes the partial sum of \( \text{hom}(G,H) \) where we restrict to all mappings which map the labeled vertex of \( G \) to \( u \), and similarly for \( \text{hom}_v(G,H) \). This is just the special case \( k = 1 \) in Theorem 2 (note that we first apply the twin compression step to \( H \)). Previously the P-time reduction was proved existentially. Using Theorem 2 (see Remark 11 after the proof), this step can be made effective.

There is a finer distinction between making the dichotomy effective in the sense discussed here versus the decidability of the dichotomy. The dichotomy criterion in [4] is decidable in P-time (measured in the size of the description of \( H \)); however, according to the proof in [4] which involves nonconstructive steps, when the decision algorithm decides \( \text{hom}(\cdot, H) \) is \#P-hard it does not produce a reduction. The results in this paper can constructively produce such a reduction when \( \text{hom}(\cdot, H) \) is \#P-hard.

Previous versions of Theorem 2 (e.g., [14, 15]) show that the above equivalence on \( u,v \) for suitably restricted classes of \( H \) can be decided by testing for graph isomorphism (with pinning). However, to actually obtain the promised P-time reduction one has to search for “witness” graphs \( G \) to \( \text{hom}_u(G,H) \neq \text{hom}_v(G,H) \). Having no graph isomorphism mapping \( u \) to \( v \) does not readily yield such a “witness” graph \( G \), although an open ended search is guaranteed to find one. Thus Theorem 2 gives a double exponential time (in the size of \( H \)) algorithm to find a reduction algorithm, while directly applying previous versions of the theorem gives a computable process with no definite time bound. (But we emphasize that no previous versions of Theorem 2 apply to the dichotomy in [4].)

\section{Counterexample for fields of finite characteristic}

In Lemma 10, the field \( \mathbb{F} \) is arbitrary. By contrast, for Theorem 2 the proof uses the assumption that \( \text{char} \mathbb{F} = 0 \). We show that this assumption cannot be removed, for any fixed \( k \), by an explicit counterexample. The counterexample also applies to Corollaries 3 to 6.

Let \( \text{char} \mathbb{F} = p > 0 \). For \( n \geq 2 \) and \( \ell_1 > \ldots > \ell_n > 0 \), define an (undirected) \( \mathbb{F} \)-weighted graph \( H = H_{n,\ell_1,...,\ell_n} \) with the vertex set \( U \cup \bigcup_{i=1}^p V_i \), where \( U = \{u_1, \ldots, u_n\} \) and \( V_i = \{v_{i,j} \mid 1 \leq j \leq \ell_i p\} \), for \( i \in [n] \), and the edge set being the union of the edge sets that form a copy of the complete graph \( K_n \) on \( U \) and \( K_{1+\ell_i p} \) on \( \{u_i\} \cup V_i \) for \( i \in [n] \). \( H \)
is a simple graph with no loops. To make \( H \) an \( \mathbb{F} \)-weighted graph, we assign each vertex and edge weight 1. (So \( H \) is really unweighted.) It is easy to see that \( H \) is twin-free: First, any two distinct vertices from \( U \) or from the same \( V_i \) are not twins because \( H \) is loopless. (Note that for vertices \( i, j \) to be twin in an undirected graph, if \( (i, j) \) is an edge, then the loops \( (i, i), (j, j) \) must also exist.) Second, for any \( i \in \{u_i, v_i \}, u_i \in U \) and any \( v \in V_i \) are not twins by \( \deg(u_i) > \deg(v) \). Third, \( u_i \in U \) (or any \( v \in V_i \)) and any \( v \in V_j \), for \( j \neq i \), are not twins because \( w \) has some neighbor in \( V_j \) while \( u_i \) (or \( v \)) do not. Let \( \sigma \in \text{Aut}(H) \) be an automorphism of \( H \). Each vertex \( u \in U \) has the property that \( u \) has two neighbors (one in \( U \) and one not in \( U \)) such that this property separates \( U \) from the rest. Furthermore \( \deg(u_1) > \ldots > \deg(u_n) \). Therefore \( \sigma \) must fix \( U \) pointwise. Then it is easy to see that \( \sigma \) must permute each \( V_i \).

For any \( \varphi : [k] \to U \subset V(H) \) where \( k \geq 0 \), we claim that \( \hom_{\varphi}(G, H) = \hom_{\varphi}(G, K_U) \) for every \( G \in PLG[k] \), where \( K_U \) is the complete graph with the vertex set \( U \).

Let \( \Gamma_N \) denote the symmetry group on \( N \) letters. We define a group action of \( \prod_{i=1}^n \Gamma_{t_i} \) on \( \{ \xi | \xi : V(G) \to V(H) \} \) which permutes the images of \( \xi \) within each of \( V_1, \ldots, V_n \), and fixes \( U \) pointwise. Thus for \( g = (g_1, \ldots, g_n) \in \prod_{i=1}^n \Gamma_{t_i} \), if \( \xi(w) \in V_i \), then \( \xi'(w) = g_i(\xi(w)) \).

This group action partitions all \( \xi \) into orbits. Consider any \( \xi : V(G) \to V(H) \) extending \( \varphi \), such that the image \( \xi(V(G)) \subseteq U \). Let \( \eta \) be in the same orbit of \( \xi \). The nonzero contributions to \( \hom_{\xi}(G, H) \) and \( \hom_{\eta}(G, H) \) come from either edge weights within \( U \), where they are identical, or within each \( \{u_i \} \cap V_i \). Hence by the definition of the group action, \( \hom_{\xi}(G, H) = \hom_{\eta}(G, H) \). The stabilizer of \( \xi \) consists of those \( g \) such that each \( g_i \) fixes the image set \( \xi(V(G)) \cap V_i \) pointwise. Since \( \xi(V(G)) \subseteq U \), the orbit has cardinality, which is the index of the stabilizer, divisible by some \( t_i \phi' \). In particular it is \( 0 \mod p \). Thus the total contribution from each orbit is zero in \( \mathbb{F} \), except for those \( \xi \) with \( \xi(V(G)) \subseteq U \).

The claim follows.

For \( k \geq 1 \), we take \( H' = H \). We say that maps \( \varphi, \psi : [k] \to U \) have the same type if for every \( i, j \in [k] \), \( \varphi(i) = \varphi(j) \) iff \( \psi(i) = \psi(j) \). Thus the inverse image sets \( \psi^{-1}(\varphi(i)) \) and \( \psi^{-1}(\psi(i)) \) have the same cardinality for every \( i \in [k] \). It follows that the image sets \( \varphi([k]) \) and \( \psi([k]) \), consisting of the elements of \( U \) having a nonempty inverse image sets under \( \varphi^{-1} \) and \( \psi^{-1} \) respectively, are of the same cardinality. So there is a bijection \( \sigma \) of \( U \), mapping \( U \setminus \varphi([k]) \to U \setminus \psi([k]) \), and also for every \( i \in [k] \), \( \sigma \circ \varphi)(i) = \psi(i) \). Thus \( \sigma \in \text{Aut}(K_U) \) and \( \sigma \circ \varphi = \psi \). Take \( \varphi, \psi : [k] \to U \) such that \( \varphi \neq \psi \), and they have the same type. For example, we can take \( \varphi(i) = u_1 \) and \( \psi(i) = u_2 \) for every \( i \in [k] \). Since \( \varphi \) and \( \psi \) have the same type, clearly \( \hom_{\varphi}(G, K_U) = \hom_{\psi}(G, K_U) \). For every \( G \in PLG[k] \), we have already shown that \( \hom_{\varphi}(G, K_U) = \hom_{\psi}(G, H) \), and hence \( H' = H \), \( \hom_{\psi}(G, K_U) = \hom_{\varphi}(G, H') \), implying that \( \hom_{\psi}(G, H) = \hom_{\varphi}(G, H') \). If Theorem 2 were to hold for the field \( \mathbb{F} \) of \( \text{char} \mathbb{F} = p > 0 \), there would be an automorphism \( \tilde{\sigma} \in \text{Aut}(H) \) such that \( \tilde{\sigma} \circ \varphi = \psi \). But every automorphism of \( H \) must fix \( U \) pointwise, and thus it restricts to the identity map on \( U \). And since \( \varphi([k]) \subseteq U \), we have \( \tilde{\sigma} \circ \varphi = \varphi \neq \psi \), a contradiction.

When \( k = 0 \), in addition to \( H = H_{\ell'_1, \ldots, \ell'_n} \) we also take \( H' = H_{\ell'_n, \ldots, \ell'_1} \) on the vertex set \( U \cup \bigcup_{i=1}^n V_i' \), where \( n \geq 2 \), \( \ell'_1 \geq \ldots \geq \ell'_n > 0 \) and \( (\ell'_1, \ldots, \ell'_n) \neq (\ell_1, \ldots, \ell_n) \). As \( k = 0 \), the only possible choices are the empty maps \( \varphi = \emptyset \) and \( \psi = \emptyset \), and \( \hom_{\psi}(G, H) = \hom_{\psi}(G, K_U) = \hom(G, H') \) still holds for every \( G \in PLG[0] \). However, the same property that every vertex \( u \in U \) has two neighbors such that they are not neighbors to each other separates \( U \) from the rest in both \( H \) and \( H' \). Then the monotonicity \( \deg(u_1) > \ldots > \deg(u_n) \) within both \( H \) and \( H' \) shows that any isomorphism from \( H \) to \( H' \), if it exists, must fix \( U \) pointwise. Then it is easy to see that \( \sigma \) must be a bijection from \( V_i \) of \( H \) to the corresponding copy \( V_i' \) in \( H' \). This forces \( (\ell_1, \ldots, \ell_n) = (\ell'_n, \ldots, \ell'_1) \), a contradiction.
The purpose of this section is to summarize the extensions of the main results from [15]. These are stated as Theorems 14 and 15.

An \( F \)-valued graph parameter is a function from finite graph isomorphism classes to \( F \). For convenience, we think of a graph parameter as a function defined on finite graphs and invariant under graph isomorphism. We allow multiple edges in our graphs, but no loops, as input to a graph parameter. A graph parameter \( f \) is called multiplicative, if for any disjoint union \( G_1 \sqcup G_2 \) of graphs \( G_1 \) and \( G_2 \) we have \( f(G_1 \sqcup G_2) = f(G_1)f(G_2) \). A graph parameter on a labeled graph ignores its labels. Every weighted graph homomorphism \( f_H = \text{hom}(\cdot, H) \) is a multiplicative graph parameter.

A \((k\text{-labeled, } F\text{-})\text{quantum graph}\) is a finite formal \( F \)-linear combination of finite \( k \)-labeled graphs. \( \mathcal{G}[k] = F^{\mathcal{PLG}[k]} \) is the monoid algebra of \( k \)-labeled \( F \)-quantum graphs. We denote by \( \mathcal{G}^{\text{simp}}[k] \) the monoid algebra of simple \( k \)-labeled \( F \)-quantum graphs; it is a subalgebra of \( \mathcal{G}[k] \). \( U_k \) is the multiplicative identity and the empty sum is the additive identity in both \( \mathcal{G}[k] \) and \( \mathcal{G}^{\text{simp}}[k] \).

Let \( f \) be any graph parameter. For all integers \( k \geq 0 \), we define the following \( n \)-dimensional array \( T(f, k, n) \in F^{(\mathcal{PLG}[k])^n} \), which can be identified with \( (V^{\otimes n})^* \), the dual space of \( V^{\otimes n} \), where \( V = \bigoplus_{k \geq 0} \mathcal{PLG}[k] \) is the infinite dimensional vector space with coordinates indexed by \( \mathcal{PLG}[k] \). The entry of \( T(f, k, n) \) at coordinate \( (G_1, \ldots, G_n) \) is \( f(G_1 \cdots G_n) \); when \( n = 0 \), we define \( T(f, k, n) \) to be the scalar \( f(U_k) \). The arrays \( T(f, k, n) \) are symmetric with respect to its coordinates, i.e., \( T(f, k, n) = \text{Sym}(F^{(\mathcal{PLG}[k])^n}) \). Fix \( f \) and \( n \), we call the \( n \)-dimensional array \( T(f, k, n) \) the \((k, n)\text{-dimensional connection tensor of the graph parameter } f \). When \( n = 2 \), a connection tensor is exactly a connection matrix of the graph parameter \( f \) studied in [9], i.e., \( T(f, k, 2) = M(f, k) \).

For graph parameters of the form \( f_H = \text{hom}(\cdot, H) \), where \( H \) has positive vertex weights and real edge weights, the main results of [15] are to compute the rank of the corresponding connection matrices, and the dimension of graph algebras, etc. We will prove these results for arbitrary \( F \)-weighted graphs (without vertex or edge weight restrictions). Moreover we will prove these for connection tensors (see [5]). Below we let \( H \) be a (directed or undirected) \( F \)-weighted graph.

For \( k \geq 0 \), let \( N(k, H) \) be the matrix whose rows are indexed by maps \( \varphi : [k] \to V(H) \) and columns are indexed by \( \mathcal{PLG}[k] \), and the row indexed by \( \varphi \) is \( \text{hom}_\varphi(\cdot, H) \). We have a group action of \( \text{Aut}(H) \) on the \( k \)-tuples from \( V(H)^k = \{ \varphi : [k] \to V(H) \} \) by \( \varphi \mapsto \sigma \circ \varphi \) for \( \sigma \in \text{Aut}(H) \) and \( \varphi : [k] \to V(H) \). We use \( \text{orb}_k(H) \) to denote the number of its orbits.

As mentioned before, \( f_H = \text{hom}(\cdot, H) \) ignores labels on a labeled graph, so we can think of \( f_H \) as defined on \( \mathcal{PLG}[k] \) and then by linearity as defined on \( \mathcal{G}[k] \). Then we can define the following bilinear symmetric form on \( \mathcal{G}[k] \):

\[
\langle x, y \rangle = f_H(xy), \quad x, y \in \mathcal{G}[k].
\]

Let

\[
\mathcal{K}[k] = \{ x \in \mathcal{G}[k] : f_H(xy) = \langle x, y \rangle = 0 \ \forall y \in \mathcal{G}[k] \}.
\]

Clearly, \( \mathcal{K}[k] \) is an ideal in \( \mathcal{G}[k] \), so we can form a quotient algebra \( \mathcal{G}'[k] = \mathcal{G}[k]/\mathcal{K}[k] \). It is easy to see that \( h \in \mathcal{K}[k] \) iff \( M(f_H, k)h = 0 \).

In order to be consistent with the notation in [15], when \( f = f_H = \text{hom}(\cdot, H) \) for an \( F \)-weighted (directed or undirected) graph \( H \), we let \( T(k, n, H) = T(f_H, k, n) \) where \( k, n \geq 0 \) and \( M(k, H) = M(f_H, k) \) where \( k \geq 0 \).

The following theorems extend Theorem 2.2, Corollary 2.3 and the results of Section 3 in [15].
On a Theorem of Lovász that $\text{hom}(\cdot, H)$ Determines the Isomorphism Type of $H$

\textbf{Theorem 14.} Let $\mathbb{F}$ be a field of characteristic 0. Let $H$ be a (directed or undirected) $\mathbb{F}$-weighted twin-free graph. Then $G^r[k] \cong \mathbb{F}^{r_k}$ as isomorphic algebras, where

\[ r_k = \dim G^r[k] = r_k T(k, n, H) = r_k T(k, n, H) = r_k M(k, H) = r_k N(k, H) = \text{orb}_k(H) \]

for $k \geq 0$ and $n \geq 2$. Here $r_k$ denotes symmetric tensor rank, and $r_k$ on $T$ and on $M, N$ denote tensor and matrix rank, respectively. In particular, if $H$ has no nontrivial $\mathbb{F}$-weighted automorphisms, then the above quantities are all equal to $|V(H)|^k$.

The following theorem generalizes Lemma 2.5 in [15]. Let $k \geq 0$ be an integer and $H$ be a $\mathbb{F}$-weighted graph. We say that a vector $f : V(H)^k \to \mathbb{F}$ is invariant under the automorphisms of $H$ if $f(\sigma \circ \varphi) = f(\varphi)$ for every $\sigma \in \text{Aut}(H)$ and $\varphi \in V(H)^k$.

\textbf{Theorem 15.} Let $\mathbb{F}$ be a field of characteristic 0. Let $H$ be a (directed or undirected) $\mathbb{F}$-weighted twin-free graph. Then for $k \geq 0$, the column space of $N(k, H)$ consists of precisely those vectors $f : V(H)^k \to \mathbb{F}$ that are invariant under the automorphisms of $H$. Moreover, every such vector can be obtained as a finite linear combination of the columns of $N(k, H)$ indexed by $\mathcal{PLG}^{\text{simp}}[k]$.

From this theorem, we can immediately conclude the existence of simple contractors and connectors from $\mathcal{PLG}^{\text{simp}}[k]$ when $\text{char} \mathbb{F} = 0$ for GH functions (see [17] for the definitions).
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Abstract

The use of monotonicity and Tarski’s theorem in existence proofs of equilibria is very widespread in economics, while Tarski’s theorem is also often used for similar purposes in the context of verification. However, there has been relatively little in the way of analysis of the complexity of finding the fixed points and equilibria guaranteed by this result. We study a computational formalism based on monotone functions on the $d$-dimensional grid with sides of length $N$, and their fixed points, as well as the closely connected subject of supermodular games and their equilibria. It is known that finding some (any) fixed point of a monotone function can be done in time $\log^d N$, and we show it requires at least $\log^2 N$ function evaluations already on the 2-dimensional grid, even for randomized algorithms. We show that the general Tarski problem of finding some fixed point, when the monotone function is given succinctly (by a boolean circuit), is in the class PLS of problems solvable by local search and, rather surprisingly, also in the class PPAD. Finding the greatest or least fixed point guaranteed by Tarski’s theorem, however, requires $d \cdot N$ steps, and is NP-hard in the white box model. For supermodular games, we show that finding an equilibrium in such games is essentially computationally equivalent to the Tarski problem, and finding the maximum or minimum equilibrium is similarly harder. Interestingly, two-player supermodular games where the strategy space of one player is one-dimensional can be solved in $O(\log^2 N)$ steps. We also show that computing (approximating) the value of Condon’s (Shapley’s) stochastic games reduces to the Tarski problem. An important open problem highlighted by this work is proving a $\Omega(\log^d N)$ lower bound for small fixed dimension $d \geq 3$.

2012 ACM Subject Classification Theory of computation → Computational complexity and cryptography

Keywords and phrases Tarski’s theorem, supermodular games, monotone functions, lattices, fixed points, Nash equilibria, computational complexity, PLS, PPAD, stochastic games, oracle model, lower bounds

Digital Object Identifier 10.4230/LIPIcs.ITCS.2020.18


Funding This work was partially supported by NSF Grants CCF-1703295, CCF-1763970.

Acknowledgements Thanks to Alexandros Hollender for pointing us to [2].
1 Introduction

Equilibria are paramount in economics, because guaranteeing their existence in a particular strategic or market-like framework enables one to consider “What happens at equilibrium?” without further analysis. Equilibrium existence theorems are nontrivial to prove. The best known example is Nash’s theorem [18], whose proof in 1950, based on Brouwer’s fixed point theorem, transformed game theory, and inspired the Arrow-Debreu price equilibrium results [1], among many others. Decades later, complexity analysis of these theorems and corresponding solution concepts by computer scientists has created a fertile and powerful field of research [22].

Not all equilibrium theorems in economics, however, rely on Brouwer’s fixed point theorem for their proof (even though, in a specific sense made clear and proved in this paper, they could have…). Many of the exceptions ultimately rely on Tarski’s fixed point theorem [22], stating that all monotone functions on a complete lattice have a fixed point – and in fact a whole sublattice of fixed points with a largest and smallest element [23, 17, 24]. In contrast to the equilibrium theorems whose proof relies on Brouwer’s fixed point theorem, there has been relatively little complexity analysis of Tarski’s fixed point theorem and the equilibrium results it enables. (We discuss prior related work at the end of this introduction.)

Here we present several results in this direction. Let \([N] = \{1, \ldots, N\}\). To formulate the basic problem, we consider a monotone function \(f\) on the \(d\)-dimensional grid \([N]^d\), that is, a function \(f : [N]^d \rightarrow [N]^d\) such that for all \(x, y \in [N]^d\), \(x \geq y\) implies \(f(x) \geq f(y)\); in the black-box oracle model, we can query this function with specific vectors \(x \in [N]^d\); in the white-box model we assume that the function is presented by a boolean circuit\(^1\). Thus, \(d\) and \(N\) are the basic parameters to our model; it is useful to think of \(d\) as the dimensionality of the problem, while \(N\) is something akin to the inverse of the desired approximation \(\epsilon\).

- Tarski’s theorem in the grid framework is easy to prove. Let \(\bar{1} = (1, \ldots, 1)\) denote the \((d\text{-dimensional})\) all-1 vector. Consider the sequence of grid points \(\bar{1}, f(\bar{1}), f(f(\bar{1})), \ldots, f^i(\bar{1}), \ldots\). From monotonicity of \(f\), by induction on \(i\) we get, for all \(i \geq 0\), \(f^i(\bar{1}) \leq f^{i+1}(\bar{1})\). Unless a fixed point is arrived at, the sum of the coordinates must increase at each iteration. Therefore, after at most \(dN\) iterations of \(f\) applied to \(\bar{1}\), a fixed point is found. In other words \(f^{dN}(\bar{1}) = f^{dN+1}(\bar{1})\).

- This immediately suggests an \(O(dN)\) algorithm. But an \(O(\log^d N)\) algorithm is also known\(^2\): Consider the \((d - 1)\text{-dimensional}\) function obtained by fixing the “input value” in the \(d\text{th coordinate}\) of the function \(f\) with some value \(r_d\) (initialize \(r_d := \lfloor N/2 \rfloor\)). Find a fixed point \(z^* \in [N]^{d-1}\) of this \((d - 1)\text{-dimensional}\) monotone function \(f(z, r_d)\) (recursively). If the \(d\text{th coordinate}\) \(f_d(z^*, r_d)\) of \(f(z^*, r_d)\), is equal to \(r_d\), then \((z^*, r_d)\) is a fixed point of the overall function \(f\), and we are done. Otherwise, a binary search on the \(d\text{th coordinate}\) is enabled: we need to look for a larger (smaller) value of \(r_d\) if \(f_d(z^*, r_d) > r_d\) (respectively, if \(f_d(z^*, r_d) < r_d\)). By an easy induction, this establishes the \(O(\log^d N)\) upper bound ([5]).

- We conjecture that this algorithm is essentially optimal in the black box sense, for small fixed constant dimension \(d\). In Theorem 7 we prove this result for the \(d = 2\) case. We provide a class of monotone functions that we call the herringbones: two monotonic paths,

---

1 Naturally, one could have addressed the more general problem in which the lattice is itself presented in a general way through two functions meet and join; however, this framework (a) leads quickly and easily to intractability; and (b) does not capture any more applications in economics than the one treated here.

2 This algorithm appears to have been first observed in [5].
one starting from \( \overline{1} \) and the other from \( \overline{N} \), meeting at the fixed point, while all other points in the \( N \times N \) grid are mapped diagonally: \( f(x) = x + (-1, +1) \) or \( x + (+1, -1) \), whichever of the points is closer to the monotonic path that contains the fixed point. We prove that any randomized algorithm needs to make \( \Omega(\log^2 N) \) queries (in expectation) to find the fixed point.

Can this lower bound result be generalized to fixed \( d \geq 3 \)? This is a key question left open by this paper. There are several obstacles to a proof establishing, e.g., a \( \Omega(\log^3 N) \) lower bound in the 3-dimensional case \( (d = 3) \), and some possible ways for overcoming them. First, it is not easy to identify a suitable “herringbone-like” function in three or more dimensions – a monotone family of functions built around a path from \( \overline{1} \) to \( \overline{N} \). It nevertheless seems plausible that \( \log^d N \) should still be (close to) a lower bound on any such algorithm (assuming of course that \( N \) is sufficiently larger than \( d \), so that the \( dN \) algorithm does not violate the lower bound). We prove one encouraging result in this context: We give an alternative proof of the \( d = 2 \) lower bound, in which we establish that any deterministic black-box algorithm for Tarski in two dimensions must solve a sequence of \( \Omega(\log N) \) one-dimensional problems (Theorem 13), a result pointing to a possible induction on \( d \) (recall that this is precisely the form of the \( \log^d N \) algorithm).

Tarski’s theorem further asserts that there is a greatest and a least fixed point, and these fixed points are especially useful in the economic applications of the result (see for example [17]). It is not hard to see, however, that finding these fixed points is \( \text{NP}-\text{hard} \), and takes \( \Omega(dN) \) time in the black box model (see Proposition 1).

In terms of complexity classes, the problem TARSKI is obviously in the class \( \text{TFNP} \) of total function (total search) problems. But where exactly? We show (Theorem 4) that it belongs in the class \( \text{PLS} \) of local optimum search problems.

Surprisingly, TARSKI is also in the class \( \text{P}^{\text{PPAD}} \) of problems reducible to a Brouwer fixed point problem (Theorem 5), and thus, by the known fact that the class \( \text{PPAD} \) is closed under polynomial time Turing reductions ([2]) it is in \( \text{PPAD} \) (Corollary 6). This result presents a heretofore unsuspected connection between two main sources of equilibrium results in economics.

Supermodular games [23, 17, 24] – or games with strategic complementarities – comprise a large and important class of economic models, with complete lattices as strategy spaces, in which a player’s best response is a monotone function (or monotone correspondence) of the other player’s strategies. They always have pure Nash equilibria due to Tarski’s theorem. We show that finding an equilibrium for a supermodular game with (discrete) Euclidean grid strategy spaces is essentially computationally equivalent to the problem of finding a Tarski fixed point of a monotone map (Proposition 14 and Theorem 16). If there are two players and one of them has a one-dimensional strategy space, we show that a Nash equilibrium can be found in logarithmic time (in the size of the strategy spaces).

Stochastic games [21, 4]. We show that the problems of computing the (irrational) value of Shapley’s discounted stochastic games to desired accuracy, and computing the exact value of Condon’s simple stochastic games (SSG), are both P-time reducible to the Tarski problem. The proofs employ known characterizations of the value of both Shapley’s stochastic games and Condon’s SSGs in terms of monotone fixed point equations, which can also be viewed as monotone “polynomially contracting” maps with a unique fixed point, and from properties of polynomially contracting maps, see [12].

Prior related work. In recent years a number of technical reports and papers by Dang, Qi, and Ye, have considered the complexity of computational problems related to Tarski’s theorem [5, 7, 6]. In particular, in [5] the authors provided the already-mentioned \( \log^d N \)
algorithm for computing a Tarski fixed point for a discrete map, \( f : [N]^d \rightarrow [N]^d \), which is monotone under the coordinate-wise order. In [5] they also establish that determining the uniqueness of the fixed point of a monotone map under coordinate-wise order is coNP-hard, and that uniqueness under lexicographic order is also coNP-hard (already in one dimension). In [7] the authors studied another variant of the Tarski problem, namely computing another fixed point of a monotone function in an expanded domain where the smallest point is a fixed point; this variant is NP-hard (the claim in the paper that this problem is in PPA has been withdrawn by the authors [8]). In earlier work, Echenique [10], studied algorithms for computing all pure Nash equilibria in supermodular games (and games with strategic complementaries) whose strategy spaces are discrete grids. Of course computing all pure equilibria is harder than computing some pure equilibrium; indeed, we show that computing the least (or greatest) pure equilibrium of such a supermodular game is already NP-hard (Corollary 17). In earlier work Chang, Lyuu, and Ti [3] considered the complexity of Tarski’s fixed point theorem over a general finite lattice given via an oracle for its partial order (not given it explicitly) and given an oracle for the monotone function, and they observed that the total number of oracle queries required to find some fixed point in this model is linear in the number of elements of the lattice. They did not study monotone functions on euclidean grid lattices, and their results have no bearing on this setting.

Organization of the paper. The rest of the paper is organized as follows. Section 2 provides basic definitions on lattices and monotone functions, and presents some simple basic results. In Section 3 we define the Tarski problem and show that it is in PLS and PPAD. Section 4 proves the lower bound of \( \log^2 N \) on black-box algorithms. Section 5 concerns supermodular games. Section 6 reduces Condon’s and Shapley’s stochastic games to the Tarski problem. Finally, Section 7 concludes and discusses open problems. Several of the proofs are only sketched or omitted; more details can be found in the full version of the paper [11].

2 Basics

A partial order \((L, \leq)\) is a complete lattice if every nonempty subset \(S\) of \(L\) has a least upper bound (or supremum or join, denoted sup \(S\) or \(\lor S\)) and a greatest lower bound (or infimum or meet, denoted inf \(S\) or \(\land S\)) in \(L\). A function \(f : L \rightarrow L\) is monotone if for all pairs of elements \(x, y \in L\), \(x \leq y\) implies \(f(x) \leq f(y)\). A point \(x \in L\) is a fixed point of \(f\) if \(f(x) = x\). Tarski’s theorem ([22]) states that the set \(\text{Fix}(f)\) of fixed points of \(f\) is a nonempty complete lattice under the same partial order \(\leq\); in particular, \(f\) has a greatest fixed point (GFP) and a least fixed point (LFP).

In this paper we will take as our underlying lattice \(L\) a finite discrete Euclidean grid, which we fix for simplicity to be the integer grid \([N]^d\), for some positive integers \(N, d\), where \([N] = \{1, \ldots, N\}\). Comparison of points is componentwise, i.e. \(x \leq y\) if \(x_i \leq y_i\), for all \(i = 1, \ldots, d\). We will also consider the corresponding continuous box, \([1, N]^d\) that includes all real points in the box. Both, the discrete and continuous box are clearly complete lattices.

Given a monotone function \(f\) on the integer grid \([N]^d\), the problem is to compute a fixed point of \(f\) (any point in \(\text{Fix}(f)\)). A generally harder problem is to compute specifically the LFP of \(f\) or the GFP of \(f\). We consider mostly the oracle model, in which the function \(f\) is given by a black-box oracle, and the complexity of the algorithm is measured in terms of the number of queries to the oracle. Alternatively, we can consider also an explicit model in which \(f\) is given explicitly by a polynomial-time algorithm (a polynomial-size Boolean circuit), and then the complexity of the algorithm is measured in the ordinary Turing model. Note
that the number of bits needed to represent a point in the domain is \(d \log N\), so polynomial
time here means polynomial in \(d\) and \(n = \log N\). The number \(N^d\) of points in the domain is exponential.

Tarski’s value iteration algorithm provides a simple way to compute the LFP of \(f\): Starting
from the lowest point of the lattice, which here is the all-1 vector 1, apply repeatedly \(f\).
This generates a monotonically increasing sequence of points \(1 \leq f(1) \leq f^2(1) \leq \ldots \) until a
fixed point is reached, which is the LFP of \(f\). In every step of the sequence, at least one coordinate is strictly increased, therefore a fixed point is reached in at most \((N-1)d\) steps.
In the worst case, the process may take that long, which is exponential in the bit size \(d \log N\).
Similarly, the GFP can be computed by applying repeatedly \(f\) starting from the highest
point of the lattice, i.e., from the all-\(-N\) point, until a fixed point is reached.

Another way to compute some fixed point of a monotone function \(f\) (not necessarily the
LFP or the GFP) is by a divide-and-conquer algorithm. In one dimension, we can use binary
search: If the domain is the set \(L(l, h) = \{x \in Z|l \leq x \leq h\}\) of integers between the lowest
point \(l\) and the highest point \(h\), then compute the value of \(f\) at the midpoint \(m = (l + h)/2\).
If \(f(m) = m\) then \(m\) is a fixed point; if \(f(m) < m\) then recurse on the lower half \(L(l, m)\),
and if \(f(m) > m\) then recurse on the upper half \(L(m, h)\). The monotonicity of \(f\) implies that
\(f\) maps the respective half interval into itself. Hence the algorithm correctly finds a fixed
point in at most \(\log N\) iterations, where \(N\) is the number of points.

In the general \(d\)-dimensional case, suppose that the domain is the set of integer points in the
box defined by the lowest point \(l\) and the highest point \(h\), i.e. \(L(l, h) = \{x \in Z^d|l \leq x \leq h\}\). Consider the set of points with \(d\)-th coordinate equal to \(m = (l + h)/2\); their first \(d-1\)
coordinates induce a \((d-1)\)-dimensional lattice \(L'(l, h) = \{x \in Z^{d-1}|l_i \leq x_i \leq h_i, i = 1, \ldots d-1\}\). Define the function \(g\) on \(L'(l, h)\) by letting \(g(x)\) consist of the first \(d-1\) components of \(f(x, m)\). It is easy to see that \(g\) is a monotone function on \(L'(l, h)\). Recursively,
compute a fixed point \(x^*\) of \(g\). If \(f_d(x^*, m) = m\), then \((x^*, m)\) is a fixed point of \(f\) (this holds in particular if \(l = h\)). If \(f_d(x^*, m) > m\), then recurse on \(L(f(x^*, m), h)\). If \(f_d(x^*, m) < m\),
then recurse on \(L(l, f(x^*, m))\). In either case, monotonicity implies that if the algorithm
recurses, then \(f\) maps the smaller box into itself and thus has a fixed point in it. An easy
induction shows that the complexity of this algorithm is \(O((\log N)^d)\), ([5]).

Computing the least or the greatest fixed point is in general hard, even in one dimension,
both in the oracle and in the explicit model.

\textbf{Proposition 1.} \textit{Computing the LFP or the GFP of an explicitly given polynomial-time
monotone function in one dimension is \(NP\)-hard. In the oracle model, the problem requires
\(\Omega(N)\) queries for a domain of size \(N\).}

\textbf{Proof.} We prove the claim for the LFP; the GFP is similar. Reduction from Satisfiability.
Given a Boolean formula \(\phi\) in \(n\) variables, let the domain \(D = \{0, 1, \ldots, 2^n\}\), and define the
function \(f\) as follows. For \(x \leq 2^n - 1\), viewing \(x\) as an \(n\)-bit binary number, it corresponds
to an assignment to the \(n\) variables of \(\phi\); let \(f(x) = x\) if the assignment \(x\) satisfies \(\phi\), and let
\(f(x) = x + 1\) otherwise. Define \(f(2^n) = 2^n\). Clearly \(f\) is a monotone function and it can be
computed in polynomial time. If \(\phi\) is not satisfiable then the LFP of \(f\) is \(2^n\), while if \(\phi\) is
satisfiable then the LFP is not \(2^n\).

For the oracle model, use the same domain \(D\) and let \(f\) map every \(x \leq 2^n - 1\) to \(x\) or
\(x + 1\), and \(f(2^n) = 2^n\). The LFP is not \(2^n\) iff there exists an \(x \leq 2^n - 1\) such that \(f(x) = x\),
which in the oracle model requires trying all possible \(x \leq 2^n - 1\).

In the case of a continuous domain \([1, N]^d\), we may not be able to compute an exact
fixed point, and thus we have to be content with approximation. Given an \(\epsilon > 0\), an
\(\epsilon\)-approximate fixed point is a point \(x\) such that \(|f(x) - x| \leq \epsilon\), where we use the \(L_{\infty}\) (max)
norm, i.e. \( |f(x) - x| = \max_i |f_i(x) - x_i| \). In this context, polynomial time means polynomial in \( \log N, d \), and \( \log(1/\epsilon) \) (the number of bits of the approximation). An \( \epsilon \)-approximate fixed point need not be close to any actual fixed point of \( f \). A problem that is generally harder is to compute a point that approximates some actual fixed point, and an even harder task is to approximate specifically the LFP or the GFP of \( f \). Tarski’s value iteration algorithm, starting from the lowest point converges in the limit to the LFP (and if started from the highest point, it converges to the GFP), but there is no general bound on the number of iterations needed to get within \( \epsilon \) of the LFP (or the GFP). The algorithm reaches however an \( \epsilon \)-approximate fixed point within \( Nd/\epsilon \) iterations (note, this is exponential in \( \log N, \log(1/\epsilon) \)).

It is easy to see that the approximate fixed point problem for the continuous case reduces to the exact fixed point problem for the discrete case.

**Proposition 2.** The problem of computing an \( \epsilon \)-approximate fixed point of a given monotone function on the continuous domain \([1, N]^d\) reduces to the exact fixed point problem on a discrete domain \([N/\epsilon]^d\).

**Proof.** Given the monotone function \( f \) on the continuous domain \( D_1 = [1, N]^d \), consider the discrete domain \( D_2 = \{ x \in Z^d | k \leq x_i \leq Nk, i = 1, \ldots, d \} \), where \( k = \lfloor 1/\epsilon \rfloor \), and define the function \( g \) on \( D_2 \) as follows. For every \( x \in D_2 \), let \( g(x) \) be obtained from \( kf(x/k) \) by rounding each coordinate to the nearest integer, with ties broken (arbitrarily) in favor of the ceiling. Since \( f \) is monotone, \( g \) is also monotone. If \( x^* \) is a fixed point of \( g \), then \( kf(x^*/k) \) is within \( 1/2 \) of \( x^* \) in every coordinate, and hence \( f(x^*/k) \) is within \( 1/2k < \epsilon \) of \( x^*/k \). Thus \( x^*/k \) is an \( \epsilon \)-approximate fixed point of \( f \).

### 3 Computing a Tarski fixed point is in \( PLS \cap PPAD \)

For a monotone function \( f : [N]^d \rightarrow [N]^d \) (with respect to the coordinate-wise ordering), we are interested in computing a fixed point \( x^* \in \text{Fix}(f) \), which we know exists by Tarski’s theorem. We shall formally define this as a discrete total search problem, using a standard construction to avoid the “promise” that \( f \) is monotone.

Recall that a general discrete total search problem (with polynomially bounded outputs), \( \Pi \), has a set of valid input instances \( D_\Pi \subseteq \{0, 1\}^* \), and associates with each valid input instance \( I \in D_\Pi \), a non-empty set \( O_I \subseteq \{0, 1\}^{p_\Pi(I)} \) of acceptable outputs, where \( p_\Pi(\cdot) \) is some polynomial. (So the bit encoding length of every acceptable output is polynomially bounded in the bit encoding length of the input \( I \).) We are interested in the complexity of the following total search problem:

**Definition 3. Tarski:**

**Input:** A function \( f : [N]^d \rightarrow [N]^d \) with \( N = 2^n \) for some \( n \geq 1 \), given by a boolean circuit, \( C_f \), with \((d \cdot n)\) input gates and \((d \cdot n)\) output gates.

**Output:** Either a (any) fixed point \( x^* \in \text{Fix}(f) \), or else a witness pair of vectors \( x, y \in [N]^d \) such that \( x \leq y \) and \( f(x) \not\leq f(y) \).

Note Tarski is a total search problem: If \( f \) is monotone, it will contain a fixed point in \([N]^d\), and otherwise it will contain such a witness pair of vectors that exhibit non-monotonicity. (If it is non-monotone it may of course have both witnesses for non-monotonicity and fixed points.)
Tarski $\in$ PLS

Recall that a total search problem, $\Pi$, is in the complexity class PLS (Polynomial Local Search) if it satisfies all of the following conditions (see [16, 26]):

1. For each valid input instance $I \in D_\Pi \subseteq \{0, 1\}^*$ of $\Pi$, there is an associated non-empty set $S_I \subseteq \{0, 1\}^{\mu(I)}$ of solutions, and an associated payoff function $^3$, $g_I : S_I \rightarrow \mathbb{Z}$. For each $s \in S_I$, there is an associated set of neighbors, $N_I(s) \subseteq S_I$. A solution $s \in S_I$ is called a local optimum (local maximum) if for all $s' \in N_I(s)$, $g_I(s) \geq g_I(s')$. We let $\mathcal{O}_I$ denote the set of all local optima for instance $I$. (Clearly $\mathcal{O}_I$ is non-empty, because $S_I$ is non-empty.)

2. There is a polynomial time algorithm, $A_\Pi$, that given a string $I \in \{0, 1\}^*$, decides whether $I$ is a valid input instance $I \in D_\Pi$, and if so outputs some solution $s_0 \in S_I$.

3. There is a polynomial time algorithm, $B_\Pi$, that given valid instance $I \in D_\Pi$ and a string $s \in \{0, 1\}^{\mu(I)}$, decides whether $s \in S_I$, and if so, outputs the payoff $g_I(s)$.

4. There is a polynomial time algorithm, $H_\Pi$, that given valid instance $I \in D_\Pi$ and $s \in S_I$, decides whether $s$ is a local optimum, i.e., whether $s \in O_I$, and otherwise computes a strictly improving neighbor $s' \in N_I(s)$, such that $g_I(s') > g_I(s)$.

$\blacktriangleright$ Theorem 4. Tarski $\in$ PLS.

Proof Sketch. Each valid input instance $I_f \in D_{\text{Tarski}} \subseteq \{0, 1\}^*$ of Tarski is an encoding of a function $f : [N]^d \rightarrow [N]^d$ via a boolean circuit $C_f$. We can view the problem Tarski as a polynomial local search problem, as follows:

- Define the set of “solutions” associated with valid input $I_f$ to be the disjoint union $S_{I_f} = S_{I_f}' \cup S_{I_f}''$, where $S_{I_f}' = \{x \in [N]^d \mid x \leq f(x)\}$ and $S_{I_f}'' = \{(x, y) \in [N]^d \times [N]^d \mid x \leq y \land f(x) \leq f(y)\}$. Clearly, $\text{Fix}(f) \subseteq S_{I_f}' \subseteq S_{I_f}''$. Let the payoff function $g_{I_f} : S_{I_f} \rightarrow \mathbb{Z}$ be defined as follows. For $x \in S_{I_f}'$, $g_{I_f}(x) := \sum_{i=1}^d x_i$; for $(x, y) \in S_{I_f}''$, $g_{I_f}(x, y) := (dN) + 1$. We define the neighbors of solutions as follows. For any $x \in S_{I_f}'$, if $f(x) \leq f(f(x))$ then let the neighbors of $x$ be the singleton-set $N_{I_f}(x) := \{f(x)\}$. Note that in this case again $f(x) \in S_{I_f}'$. Otherwise, if $f(x) \leq f(f(x))$, then let $N_{I_f}(x) := \{(x, f(x))\}$. Note that in this case $(x, f(x)) \in S_{I_f}''$, since $f(x) \leq f(f(x))$. For $(x, y) \in S_{I_f}''$, let $N_{I_f}(x, y) := \emptyset$ be the empty set.

Thus, the set of local optima is by definition $\mathcal{O}_{I_f} = \{x \in S_{I_f}' \mid \sum_{i=1}^d x_i \geq \sum_{i=1}^d f_i(x)\}$.

Observe that in fact $\mathcal{O}_{I_f} = \text{Fix}(f) \cup S_{I_f}'$. Indeed, if $x \in S_{I_f}'$, then $x \in S_{I_f}'$, meaning $x \leq f(x)$, and also $\sum_{i=1}^d x_i \geq \sum_{i=1}^d f_i(x)$. But this is only possible if $f(x) = x$, i.e., $x \in \text{Fix}(f)$. Likewise, if $(x, y) \in \mathcal{O}_{I_f}$, then $(x, y) \in S_{I_f}''$. On the other hand, if $x \in \text{Fix}(f)$, then clearly $x \in S_{I_f}'$ and $\sum_{i=1}^d x_i = \sum_{i=1}^d f_i(x)$, hence $x \in \mathcal{O}_{I_f}$.

It is possible then to define polynomial time algorithms $A_{\text{Tarski}}$, $B_{\text{Tarski}}$, and $H_{\text{Tarski}}$, as required in conditions 2, 3, 4 in the definition of PLS; see the full paper for details. It follows that Tarski is in PLS. $\blacktriangleright$

Tarski $\in$ PPAD

To show that Tarski $\in$ PPAD, we first show that Tarski $\in$ P$^\text{PPAD}$ meaning that the total search problem Tarski can be solved by a polynomial time algorithm, $M$, with oracle access to PPAD. The algorithm $M$ should take an input $I_f \in \{0, 1\}^*$, and firstly decide whether it is a valid instance $I_f \in D_{\text{Tarski}}$, and if so it can make repeated, adaptive, calls to an

$^3$ Or, cost function, if we were considering local minimization. But here we focus on local maximization.
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After at most polynomial time (and hence polynomially many such oracle calls) as a function of the input size \(|f_f|\), \(M\) should output either an integer vector \(x \in \text{Fix}(f)\), or else output a pair of vectors \(x, y \in [N]^d\) with \(x \leq y\) and \(f(x) \nless f(y)\), which witness non-monotonicity of the function \(f : [N]^d \rightarrow [N]^d\) defined by the input instance \(I_f\).

Once we have established that Tarski \(\in P^{PPAD}\), the fact that Tarski \(\in PPAD\) will follow as a simple corollary, using a prior result of Buss and Johnson [2], who showed that PPAD is closed under polynomial-time Turing reductions.

There are a number of equivalent ways to define the total search complexity class PPAD. Rather than give the original definition ([20]), we will use an equivalent characterization of PPAD (a.k.a., linear-FIXP) from [12]. Informally, according to this characterization, a discrete total search problem, \(I\), is in PPAD if and only if it can be reduced in \(P\)-time to computing a Brouwer fixed point of an associated “polynomial piecewise-linear” continuous function that maps a non-empty convex polytope to itself. That is, every instance \(I\) of \(H\) can be associated with a polynomial piecewise-linear function \(F_I\) on a polytope \(W(I)\), such that from any rational fixed point of \(F_I\) we can obtain in polynomial time an acceptable output for the instance \(I\). By Brouwer’s theorem, the set \(\text{Fix}(F_I) = \{x \in W(I) \mid F_I(x) = x\}\) of fixed points of \(F_I\) is non-empty. Moreover, because of the “polynomial piecewise-linear” nature of \(F_I\), \(\text{Fix}(F_I)\) must also contain a rational fixed point \(x^*\), with polynomial bit complexity as a function of \(|I|\) (see [12], Theorem 5.2). See [12], section 5, for more details on this characterization of PPAD.

Given two vectors \(l \leq h \in \mathbb{Z}^d\), let \(L(l, h) = \{x \in \mathbb{Z}^d \mid l \leq x \leq h\}\), and let \(B(l, h) = \{x \in \mathbb{R}^d \mid l \leq x \leq h\}\).

**Theorem 5.** Tarski \(\in P^{PPAD}\).

**Proof Sketch.** Suppose we are given an instance \(I_f \in D_{\text{Tarski}}\) of Tarski, corresponding to a function \(f : [N]^d \rightarrow [N]^d\) (given by a boolean circuit \(C_f\)).

Let \(a = 1 \in \mathbb{Z}^d\), and \(b = N \in \mathbb{Z}^d\), denote the all 1, and all \(N\), vectors respectively. We first extend the discrete function \(f\) to a (polynomial piecewise-linear) continuous function \(f' : B(a, b) \rightarrow B(a, b)\), by a suitable linear interpolation. For this purpose we use a specific simplicial subdivision of \(B(a, b)\), known as Fréudenthal’s simplicial division [15], which has a certain monotonicity property that is important for the proof. By Brouwer’s theorem, \(f'\) has a fixed point in \(B(a, b)\), and since it is polynomial piecewise-linear, finding a fixed point \(x^*\) is in PPAD. However, \(f'\) may have non-integer fixed points that do not correspond to (and are not close to) any fixed point of \(f\) (indeed, since we do not apriori know that \(f\) is monotone, there may not be any integer fixed points). Nevertheless, we show that finding any such fixed point \(x^*\) of \(f'\) allows us to make progress towards either finding a discrete fixed point of \(f\) (if it is monotone), or finding witnesses for a violation of monotonicity of \(f\).

Specifically, we argue that there are two (integer) vertices \(u \geq v\) of the simplex of the subdivision that contains \(x^*\) such that, if \(f\) is monotone, then \(f(u) \geq u\) and \(f(v) \leq v\) (in all coordinates). If \(f(u) \nless u\), or \(f(v) \nless v\), then \(f\) is not monotone, and we show that we can find a witness pair for the non-monotonicity of \(f\).

Assume on the other hand that \(f(u) \geq u\) and \(f(v) \leq v\). Note that in that case, if \(f\) is monotone, then \(f\) maps the sublattice \(L(u, b)\) to itself, and it also maps the disjoint sublattice \(L(a, v)\) to itself. Thus, if \(f\) is monotone, \(f\) must have an integer fixed point in both \(L(a, v)\) and \(L(u, b)\).

So, we can choose the smaller of these two sublattices, consider the function \(f\) restricted to that sublattice, and continue recursively to find a fixed point in that sublattice (if \(f\) is monotone) or a violation of monotonicity. If \(f\) is not monotone, it is possible that it maps
some points in the sublattice \( L(a,v) \) (or \( L(u,b) \)) to points outside. Therefore, in the recursive call for the sublattice, when we define the piecewise-linear function \( f' \) on the corresponding box \( B(a,v) \) (or \( B(u,b) \)) we take the maximum with \( a \) and minimum with \( v \) (or \( u \) and \( b \) respectively), i.e., threshold it, so that it maps the box to itself, and hence it is a Brouwer function. When the PPAD oracle gives us back a fixed point for this (possibly thresholded) function \( f' \), we argue that if the thresholding mattered in this regard, then we can detect it and produce a violating pair to non-monotonicity.

Every iteration decreases the total number of points in our current lattice by a factor of 2, from the number of points in the original lattice \( L(a,b) \). So after a polynomial number of iterations in \((d + \log N)\), we either find a fixed point of \( f \), or we find a witness pair of integer vectors that witness the non-monotonicity of \( f \).

\[ \text{Claim 8.} \text{ Tarski } \in \text{PPAD}. \]

\[ \text{Proof.} \text{ This follows immediately from Theorem 5, combined with a result due to Buss and Johnson ([2], Theorem 6.1), who showed that PPAD is closed under polynomial-time Turing reductions.} \]

\section{The 2-dimensional lower bound}

Consider a monotone function defined on the \( N \times N \) grid \( f : [N]^2 \leftrightarrow [N]^2 \). Let \( A \) be any (randomized) black-box algorithm for finding a fixed point of the function by computing a sequence of queries of the form \( f(x,y) = \? \); \( A \) can of course be adaptive in that any query can depend in arbitrarily complex ways on the answers to the previous queries. For example, the divide-and-conquer algorithm described in the introduction is a black box algorithm. The following result suggests that this algorithm is optimal for two dimensions.

\[ \text{Theorem 7.} \text{ Given black-box access to a monotone function } f : [N]^2 \rightarrow [N]^2, \text{ any (randomized) algorithm for finding a fixed point of } f \text{ requires } \Omega(\log^2 N) \text{ queries (in expectation).} \]

Below, we sketch a proof. For the full proof see [11]. The proof constructs a hard distribution of such functions.

\section{The basic construction}

Given a monotone path from \((1,1)\) to \((N,N)\) on the \( N \times N \) grid graph and a point \((i^*,j^*)\) on the path, we construct \( f \) as follows:

\[ \text{We let } (i^*,j^*) \text{ be the unique fixed point of } f, \text{ i.e. } f(i^*,j^*) \equiv (i^*,j^*). \]

\[ \text{At all other points on the path, } f \text{ is directed towards the fixed point. For a point } (x,y) \text{ on the path that is dominated by } (i^*,j^*) \text{, we let } f(x,y) \text{ be the next point on the path, i.e. } f(x,y) = (x + 1, y) \text{ or } f(x,y) = (x, y + 1). \text{ Similarly, for a point } (x,y) \text{ that is on the path and dominates } (i^*,j^*) \text{, we let } f(x,y) \text{ be the previous point on the path.} \]

\[ \text{For all points outside the path, } f \text{ is directed towards the path. Observe that the path partitions } [N]^2 \text{ into three (possibly empty) subsets: below the path, the path, and above the path. For a point } (x,y) \text{ below the path, we set } f(x,y) \equiv (x - 1, y + 1). \text{ Similarly, for a point } (x,y) \text{ above the path, } f(x,y) \equiv (x + 1, y - 1). \]

An example of such a function \( f : [5]^2 \rightarrow [5]^2 \) is given in Figure 1.

\[ \text{Claim 8.} \text{ For any choice of path and point } (i^*,j^*) \text{ on the path, } f \text{ constructed as above is monotone.} \]
Choosing the fixed point

In our hard distribution, once we fix a path, we choose \((i^*, j^*)\) uniformly at random among all points on the path.

\[\text{Claim 9.} \quad \text{Given oracle access to } f \text{ and the path, any (randomized) algorithm that finds a point } (i', j') \text{ on the path that is within } \sqrt{N} \text{ (Manhattan distance) from } (i^*, j^*) \text{ requires (in expectation) querying of } f \text{ at } \Omega \left(\log N\right) \text{ points on the path that are pairwise at least } \sqrt{N} \text{ apart.}\]

**Proof.** Observe that once we fix the path, the values of \(f\) outside the path do not reveal information about the location of \((i^*, j^*)\). The lower bound now follows from the standard lower bound for binary search. \(\triangleright\)

Choosing the central path

Our goal now is to prove that it is hard to find many distant points on the path. To simplify the analysis, we will only consider the special case where all points \((x, y)\) on the path satisfy \(x - y \in \left[-N^{1/4}, N^{1/4}\right]\). We partition the \(N \times N\) grid into \(\Theta \left(\sqrt{N}\right)\) regions of the form \(R_a \triangleq \{(x, y) \mid x + y \in [a, a + \sqrt{N}]\}\). Notice that each region intersects the path at exactly \(\sqrt{N}\) points. The path enters each region\(^4\) at a point \((x, y)\) for a value \(x - y\) chosen uniformly at random among \([-N^{1/4}, N^{1/4}]\). We will argue (Lemma 12 below) that in order to find a point on the path in any region \(R_a\), the algorithm must query the function at \(\Omega \left(\log N\right)\) points in \(R_a\) or its neighboring regions.

Each region is further partitioned into \(\Theta \left(N^{1/4}\right)\) sub-regions \(S_a \triangleq \{(x, y) \mid x + y \in [a, a + 2N^{1/4}]\}\). For each region, we choose a special sub-region uniformly at random. In all non-special sub-regions, the path proceeds while maintaining

---

\(^4\) For the first and last region, the path is obviously forced to start at \((1, 1)\) (respectively end at \((N, N)\)); but those two regions can only account for two of the \(\Omega \left(\log N\right)\) distant path points required by Claim 9, so we can safely ignore them.
Given a choice of random $x - y$ entry point for each region, and a random special sub-region for each region, we consider an arbitrary path that satisfies the description above. This completes the description of the construction.

\textbf{Claim 10.} Finding (i.e., querying any point in) the special sub-region in region $R_a$ requires $\Omega(\log N)$ queries (in expectation) to points in $R_a$.

Let $S_a$ and $S_b$ be the special sub-regions of two consecutive regions. Let $T \triangleq \{ (x, y) \mid x + y \in [a + 2N^{1/4}, b) \}$ be the union of all the sub-regions between $S_a$ and $S_b$. Observe that the value of $x - y$ remains fixed (up to $\pm 1$) for all points in the intersection of the path with $T$. Also, the construction of $f$ outside $S_a \cup T \cup S_b$ does not depend at all on this value.

\textbf{Claim 11.} If the algorithm does not query any point in $S_a \cup S_b$, then in order to find (i.e., query) any point in the intersection of the path and $T$, the algorithm must query (in expectation) $\Omega(\log N)$ points from $T$.

By Claim 10, finding $S_a$ or $S_b$ requires at least $\Omega(\log N)$ queries to the regions containing them. Therefore, the above two claims together imply:

\textbf{Lemma 12.} In order to query a point in the intersection of the path and region $R_a$, any algorithm must query at least $\Omega(\log N)$ points (in expectation) in $R_a$ or its neighboring regions.

Therefore, in order to find $\Omega(\log N)$ points on the path that are pairwise at least $\sqrt{N}$ apart, the algorithm must make a total of $\Omega(\log^2 N)$ queries (in expectation), completing the proof of Theorem 7.

\section*{An alternative proof}

In the full version of this paper (see [11]) we provide an alternative proof, showing that any deterministic black box algorithm requires $\Omega(\log^2 N)$ oracle queries to find a Tarski fixed point of a monotone function $f : [N]^2 \rightarrow [N]^2$ given by an oracle.

\textbf{Theorem 13.} Any deterministic black box algorithm for finding a Tarski fixed point in two dimensions needs $\Omega(\log^2 N)$ queries.

The alternative proof appears to be more promising for generalization to higher dimensions. However, the underlying monotone functions $f : [N]^2 \rightarrow [N]^2$ on which the alternative lower bound is established are again the “herringbone” functions used in the proof of Theorem 7. The alternative proof uses a potential argument, and its gist amounts to showing that any such algorithm must solve $\Omega(\log N)$ independent one-dimensional problems.

\section*{5 Supermodular Games}

\subsection*{A brief intro to supermodular games}

A supermodular game is a game in which the set $S_i$ of strategies of each player $i$ is a complete lattice, and the utility (payoff) functions $u_i$ satisfy certain conditions. Let $k$ be the number of players and let $S = \prod_{i=1}^k S_i$ be the set of strategy profiles. As usual, we use $s_i$ to denote a strategy for player $i$ and $s_{-i}$ to denote a tuple of strategies for the other players. The conditions on the utility functions $u_i$ are the following:
C1. \( u_i(s_i, s_{-i}) \) is upper semicontinuous in \( s_i \) for fixed \( s_{-i} \), and it is continuous in \( s_{-i} \) for each fixed \( s_i \), and has a finite upper bound.

C2. \( u_i(s_i, s_{-i}) \) is supermodular in \( s_i \) for fixed \( s_{-i} \).

C3. \( u_i(s_i, s_{-i}) \) has increasing differences in \( s_i \) and \( s_{-i} \).

A function \( f : L \to \mathbb{R} \) is supermodular if for all \( x, y \in L \), it holds \( f(x) + f(y) \leq f(x \land y) + f(x \lor y) \). A function \( f : L_1 \times L_2 \to \mathbb{R} \), where \( L_1, L_2 \) are lattices, has increasing differences in its two arguments, if for all \( x' \geq x \) in \( L_1 \) and all \( y' \geq y \) in \( L_2 \), it holds that \( f(x', y') - f(x, y') \geq f(x', y) - f(x, y) \).

The broader class of games with strategic complementarities (GSC) relaxes somewhat the conditions C2 and C3 into C2’, C3’ which depend only on ordinal information on the utility functions, i.e. how the utilities compare to each other rather than their precise numerical values. The supermodularity requirement of C2 is relaxed to quasi-supermodularity, where a function \( f : L \to \mathbb{R} \) is quasi-supermodular if for all \( x, y \in L \), \( f(x) \geq f(x \land y) \) implies \( f(y) \leq f(x \lor y) \), and if the first inequality is strict, then so is the second. The increasing differences requirement of C3 is relaxed to the single-crossing condition, where a function \( f : L_1 \times L_2 \to \mathbb{R} \), satisfies the single crossing condition, if for all \( x' > x \) in \( L_1 \) and all \( y' > y \) in \( L_2 \), it holds that \( f(x', y') \geq f(x, y) \) implies \( f(x', y') \geq f(x', y) \), and if the first inequality is strict then so is the second. All the structural and algorithmic properties below of supermodular games hold also for games with strategic complementarities.

We will consider here games where each \( S_i \) is a discrete (or continuous) finite box in \( d_i \) dimensions of size \( N \) in each coordinate. We let \( d = \sum_{i=1}^k d_i \) be the total number of coordinates. In the discrete case, condition C1 is trivial. Condition C2 is trivial if \( d_i = 1 \) (all functions in one dimension are supermodular), but nontrivial for 2 or more dimensions. C3 is nontrivial.

Supermodular games (and GSC) have pure Nash equilibria. Furthermore, the pure Nash equilibria form a complete lattice [17], thus there is a highest and a lowest equilibrium. Another important property is that the best response correspondence \( \beta_i(s_{-i}) \) for each player \( i \) has the property that (1) both \( \sup \beta_i(s_{-i}) \) and \( \inf \beta_i(s_{-i}) \) are in \( \beta_i(s_{-i}) \), and (2) both functions \( \sup \beta_i(\cdot) \) and \( \inf \beta_i(\cdot) \) are monotone functions [24]. The function \( \bar{\beta}(s) = (\sup \beta_1(s_{-1}), \ldots, \sup \beta_k(s_{-k})) \) of the supremum best responses is a monotone function from \( S \) to itself, and its greatest fixed point is the highest Nash equilibrium of the game. The function \( \beta(s) = (\inf \beta_1(s_{-1}), \ldots, \inf \beta_k(s_{-k})) \) of the infimum best responses is also a monotone function, and its least fixed point is the lowest Nash equilibrium of the game.

Complexity of equilibrium computation in supermodular games

Given a supermodular game, the relevant problems include: (a) find a Nash equilibrium (anyone)\(^5\), and (b) find the highest or the lowest equilibrium. In the case of continuous domains, we again have to relax to an approximate solution. We assume that we have access to a best response function, e.g. \( \bar{\beta}(\cdot) \) and/or \( \beta(\cdot) \), as an oracle or as a polynomial-time function. The monotonicity of these functions implies then easily the following:

\(^5\) Whenever we speak of finding a Nash Equilibrium (NE) for a supermodular game, we mean a pure NE, as we know that these exists.
Proposition 14.
1. The problem of computing a pure Nash equilibrium of a k-player supermodular game over a discrete finite strategy space \(\Pi_{i=1}^k [N]^{d_i}\) reduces to the problem of computing a fixed point of a monotone function over \([N]^d\) where \(d = \sum_{i=1}^k d_i\). Computing the highest (or lowest) Nash equilibrium reduces to computing the greatest (or lowest) fixed point of a monotone function.

2. For games with continuous box strategy spaces, \(\Pi_{i=1}^k [1, N]^d\), and Lipschitz continuous utility functions with Lipschitz constant \(K\), the problem of computing an \(\epsilon\)-approximate Nash equilibrium reduces to exact fixed point computation point for a monotone function with a discrete finite domain \([NK/\epsilon]^d\).

Proof.
1. Follows from the monotonicity of \(\bar{\beta}(\cdot)\) and \(\beta(\cdot)\). If \(s\) is fixed point of \(\bar{\beta}(\cdot)\), then \(s_i = \sup \beta_i(s_{-i})\) is a best response to \(s_{-i}\) for all \(i\) (since \(\sup \beta_i(s_{-i}) \in \beta_i(s_{-i})\)), therefore \(s\) is a Nash equilibrium of the game. The GFP of \(\bar{\beta}(\cdot)\) is the highest Nash equilibrium. Similarly, every fixed point of \(\bar{\beta}(\cdot)\) is an equilibrium of the game, and the LFP of \(\bar{\beta}(\cdot)\) is the lowest equilibrium.

2. Suppose that the utility functions are Lipschitz continuous with Lipschitz constant \(K\). To compute an \(\epsilon\)-approximate Nash equilibrium of the game, it suffices to find a \(\epsilon/K\)-approximate fixed point of the function \(\bar{\beta}(\cdot)\). For, if \(s\) is such an approximate fixed point and \(s' = \bar{\beta}(s)\), then \(|s' - s| \leq \epsilon/K\) in every coordinate. Hence \(|u_i(s_i, s_{-i}) - u_i(s'_i, s_{-i})| \leq \epsilon\), and \(s'_i\) is a best response to \(s_{-i}\), hence \(s\) is an \(\epsilon\)-approximate equilibrium. Computing an \(\epsilon/K\)-approximate fixed point of the function \(\bar{\beta}(\cdot)\) on the continuous domain, reduces by Proposition 2 to the exact fixed point problem for the discrete domain \([NK/\epsilon]^d\).

Not every monotone function can be the (sup or inf) best response function of a game. In particular, a best response function has the property that the output values for the components corresponding to a player depend only on the input values for the other components corresponding to the other players. Thus, for example, for two one-dimensional players, if the function \(f(x, y)\) is the best response function of a game, it must satisfy \(f_1(x, y) = f_1(x', y)\) for all \(x, x', y\), and \(f_2(x, y) = f_2(x, y')\) for all \(x, y, y'\). This property helps somewhat in improving the time needed to find a fixed point, and thus an equilibrium of the game, as noted below. For example, in the case of two one-dimensional players, an equilibrium can be computed in \(O(\log N)\) time, instead of the \(\Omega(\log^2 N)\) time needed to find a fixed point of a general monotone function in two dimensions.

Theorem 15. Given a supermodular game with two players with discrete strategy spaces \([N]^{d_i}, i = 1, 2\) with access to the sup (or inf) best response function \(\bar{\beta}(\cdot)\) (or \(\beta(\cdot)\)), we can compute an equilibrium in time \(O((\log N)^{\min(d_1, d_2)})\). More generally, for \(k\) players with dimensions \(d_1, \ldots, d_k\), an equilibrium can be computed in time \(O((\log N)^{d'})\), where \(d' = \sum d_i - \max d_i\).

Proof. Suppose that we have access to the sup best response \(\bar{\beta}(\cdot)\). Assume without loss of generality that the first player has the maximum dimension, \(d_1 = \max d_i\). We apply the divide-and-conquer algorithm, but take advantage of the property of the monotone function \(\bar{\beta}\) that the first \(d_1\) components of \(\bar{\beta}(x)\) do not depend on the first \(d_1\) coordinates of \(x\). As a consequence, for any fixed assignment to the other coordinates, i.e., choice of a strategy profile \(s_{-1}\) for all the players except the first player, the induced function on the first \(d_1\) coordinates maps every point to the best response \(\bar{\beta}_1(s_{-1})\) of player 1. Thus the fixed point of the induced function is simply \(\bar{\beta}_1(s_{-1})\), it can be computed with one call to \(\bar{\beta}\), and there is no need to recurse on the first \(d_1\) coordinates. It follows that the algorithm takes time at most \(O((\log N)^{d'})\), where \(d' = \sum d_i - \max d_i\).
Conversely, we can reduce the fixed point computation problem for an arbitrary monotone function to the equilibrium computation problem for a supermodular game with two players.

**Theorem 16.**
1. Given a monotone function \( f \) on \([N]^d\) (resp. \([1, N]^d\)) we can construct a supermodular game \( G \) with two players, each with strategy space \([N]^d\) (resp. \([1, N]^d\)), so that the pure Nash equilibria of \( G \) correspond to the fixed points of \( f \).
2. More generally, the fixed point problem for a monotone function \( f \) in \( d \) dimensions can be reduced to the pure Nash equilibrium problem for a supermodular game with any number \( k \geq 2 \) of players with any dimensions \( d_1, \ldots, d_k \), provided that \( \sum_i d_i \geq 2d \) and \( \sum_i d_i - \max_i d_i \geq d \).

**Proof Sketch.**
1. We will define the utility functions \( u_i \) so that the best responses \( \beta_i \) of both players are functions (i.e. are unique). For player 1, the best response will be \( \beta_1(y) = y \), for all \( y \in [N]^d \), and for player 2, the best response will be \( \beta_2(x) = f(x) \), for all \( x \in [N]^d \). If \( x \) is a fixed point of \( f \), then \( (x, x) \) is an equilibrium of the game, since \( \beta(x, x) = (x, f(x)) = (x, x) \).
2. Order the players in increasing order of their dimension, let \( T \) be the ordering of all the \( \sum_i d_i \) coordinates consisting first of the set \( Co(1) \) of coordinates of player 1 (in any order), then the set \( Co(2) \) of coordinates of player 2, and so forth. Number the coordinates in the order \( T \) from 1 to \( \sum_i d_i \), and label them cyclically with the labels \( 1, \ldots, d \).

We define the (unique) best response function \( \beta \) as follows. For every coordinate \( j \leq d \) (in the ordering \( T \)), we set \( \beta_j(x) = f_j(x') \), where \( x' \) is a subvector of \( x \) with \( d \) coordinates that have distinct labels \( 1, \ldots, d \) and which belong to different players than coordinate \( j \). The subvector \( x' \) is defined as follows. Suppose that coordinate \( j \) belongs to player \( r \) \((j \in Co(r))\), and let \( t = \sum_{i=1}^{r-1} d_i \). If \( d_r \leq d \), then \( x' \) is the subvector of \( x \) that consists of the first \( t \) coordinates (in the order \( T \)) and the coordinates \( t+1 + d, \ldots, 2d \); note that all these coordinates do not belong to player \( r \). If \( d_r > d \), then \( r < k \) (since \( \sum_i d_i - \max_i d_i \geq d \)). In this case, let \( x' \) be the subvector of \( x \) consisting of the last \( d \) coordinates (in \( T \)); all of these belong to player \( k \neq r \). For coordinates \( j > d \), we set \( \beta_j(x) = x_{j'} \), where \( j' \in [d] \) is equal to \( j \mod d \), unless \( j' \) belongs to the same player \( r \) as \( j \), in which case \( d_r > d \), hence \( r \neq k \); in this case we set \( \beta_j(x) = x_{j''} \) for some (any) coordinate \( j'' \) of the last player \( k \) that is labeled \( j' \).

We define the utility functions of the players so that they yield the above best response function \( \beta \). Namely, we define the utility function of player \( i \) to be \( u_i(x) = -\sum_{j \in Co(i)} (x_j - \beta_j(x))^2 \). It can be verified as in part 1 that the utility functions satisfy conditions C2 and C3. It can be easily seen also that at any equilibrium of the game, all coordinates with the same label must have the same value, and the corresponding \( d \)-vector \( x \) is a fixed point of \( f \). Conversely, for any fixed point \( x \) of \( f \), the corresponding strategy profile of the game is an equilibrium. ▶
Since the 2-dimensional monotone fixed point problem requires $\Omega(\log^2 N)$ queries by Theorem 7, it follows that the equilibrium problem for two 2-dimensional players also requires $\Omega(\log^2 N)$ queries, which is tight because it can be also solved in $O(\log^2 N)$ time by Theorem 15. Similarly, for higher dimensions $d$, if the monotone fixed point problem requires $\Omega(\log^d N)$ queries then the equilibrium problem for two $d$-dimensional players is also $\Theta(\log^d N)$.

The same reduction from monotone functions to supermodular games of Theorem 16, combined with Proposition 1 implies the hardness of computing the highest and lowest equilibrium.

**Corollary 17.** It is NP-hard to compute the highest and lowest equilibrium of a supermodular game with two 1-dimensional players with explicitly given polynomial-time best response (and utility) functions.

## 6 Condon’s and Shapley’s stochastic games reduce to Tarski

In this section, we show that computing the exact (rational) value of Condon’s simple stochastic games ([4]), as well as computing the (irrational) value of Shapley’s more general (stopping/discounted) stochastic games [21] to within a given desired error $\epsilon > 0$ (given in binary), is polynomial time reducible to Tarski.

A simple stochastic game (SSG) is a 2-player zero-sum game, played on the vertices of an edge-labeled directed graph, specified by $G = (V, V_0, V_1, V_2, \delta)$, whose vertices $V = \{v_1, \ldots, v_n\}$ include two special sink vertices, a 0-sink, $v_{n-1}$, and a 1-sink, $v_n$, and where the rest of the vertices $V \setminus \{v_{n-1}, v_n\} = \{v_1, \ldots, v_{n-2}\}$ are partitioned into three disjoint sets $V_0$ (random), $V_1$ (max), and $V_2$ (min). The labeled directed edge relation is $\delta \subseteq (V \setminus \{v_{n-1}, v_n\}) \times (\{0,1\} \cup \bot) \times V$. For each “random” node $u \in V_0$, every outgoing edge $(u, p_{u,v}, v) \in \delta$ is labeled by a positive probability $p_{u,v} \in (0,1]$, such that these probabilities sum to 1, i.e., $\sum_{v \in V \setminus \{v_{n-1}, v_n\}} p_{u,v} = 1$. We assume, for computational purposes, that the probabilities $p_{u,v}$ are rational numbers (given as part of the input, with numerator and denominator given in binary). The outgoing edges from “max” ($V_1$) and “min” ($V_2$) nodes have an empty label, “$\bot$”. We assume each vertex $u \in V \setminus \{v_{n-1}, v_n\}$ has at least one outgoing edge. Thus in particular, for any node $u \in V_1 \cup V_2$ there exists an outgoing edge $(u, \bot, v) \in \delta$ for some $v \in V$. Finally, there is a designated start vertex $s \in V$.

A play of the game transpires as follows: a token is initially placed on $s$, the start node. Thereafter, during each “turn”, when the token is currently on a node $u \in V$, unless $u$ is already a sink node (in which case the game halts), the token is moved across an outgoing edge of $u$ to the next node by whoever “controls” $u$. For a random node $u \in V_0$, which is controlled by “nature”, the outgoing edge is chosen randomly according to the probabilities $(p_{u,v})_{v \in V}$. For $u \in V_1$, the outgoing edge is chosen by player 1, the max player, who aims to maximize the probability that the token will eventually reach the 1-sink. For $u \in V_2$, the outgoing edge is chosen by player 2, the min player, who aims to minimize the probability that the token will eventually reach the 1-sink. The game halts if the token ever reaches either of the two sink nodes.

---

*The definition we give here for SSGs is slightly more general than Condon’s original definition in [4]. Specifically, Condon allows edge probabilities of 1/2 only, and also assumed that the game is a “stopping game”, meaning it halts with probability 1, regardless of the strategies of the two players. It is well known that our more general definition does not alter the difficulty of computing the game value and optimal strategies: solving general SSGs can be reduced in P-time to solving SSGs in Condon’s more restricted form.*

---
For every possible start node \( s = v_i \in V \), this zero-sum game has a well defined value, \( q^*_i \in [0,1] \). This is, by definition, a probability such that player 1, the max player (and, respectively, player 2, the min player) has a strategy to "force" reaching the 1-sink with probability at least (respectively, at most) \( q^*_i \), irrespective of what the other player’s strategy is. In other words, these games are determined. Moreover \( q^*_i \) is a rational value whose encoding size, with numerator and denominator in binary, is polynomial in the bit encoding size of the SSG ([4]). Furthermore, both players have deterministic, memoryless (a.k.a., pure, positional) optimal strategies in the game (which do not depend on the specific start node \( s \)), in which for each vertex \( u \in V_1 \) (or \( u \in V_2 \)) the max player (respectively the min player) chooses the same specific outgoing edge every time the token visits vertex \( u \), regardless of the prior history of play prior to that visit to \( u \).

Given an SSG, the goal is to compute the value of the game (starting at each vertex). Condon ([4]) already showed that the problem of deciding whether the value is \( > 1/2 \) is in \( \text{NP} \cap \text{co-NP} \), and it is a long-standing open problem whether this is in \( \text{P-time} \). Moreover, the search problem of computing the value for an SSG is known to be in both \( \text{PLS} \) and \( \text{PPAD} \) (see [25] and [12]). In the full paper we show the following:

**Proposition 18.** The following total search problem is polynomial-time reducible to Tarski: Given an instance \( G \) of Condon’s simple stochastic game, and given a start vertex \( s = v_i \in V \), compute the exact (rational) value \( q^*_i \) of the game.

Shapley’s original stochastic games are more general, and involve simultaneous (independent) choices by the two players at each state (they are thus imperfect information games). The value of the game is in general irrational (even when all the input data is rational). We show that approximating the value of a Shapley game to within any given desired accuracy, \( \epsilon > 0 \) (given in binary as part of the input), is polynomial time reducible to Tarski.

Shapley’s games are a class of two-player zero-sum “stopping”, or equivalently “discounted”, stochastic games. An instance of Shapley’s stochastic game is given by \( G = (V,A,P,s) \), where \( V = \{v_1, \ldots, v_n\} \) is a set of \( n \) vertices (or “states”). \( A = (A^1, A^2, \ldots, A^n) \) is a \( n \)-tuple of matrices, where, for each vertex, \( v_i \in V \), \( A^i \) is an associated \( m_i \times n_i \) reward matrix, where \( m_i \) and \( n_i \) are positive integers denoting, respectively, the number of distinct “actions” available to player 1 (the maximizer) and player 2 (the minimizer) at vertex \( v_i \), and where for each pair of such actions, \( j \in [m_i] \) and \( k \in [n_i] \), \( A^i_{ j,k} \in \mathbb{Q} \) is a reward for player 1 (which we assume, for computational purposes, is a rational number given as input by giving its numerator and denominator in binary). Furthermore, for each vertex \( v_i \in V \), and each pair of actions \( j \in [m_i] \) and \( k \in [n_i] \), \( P^i_{ j,k} \in [0,1]^n \) is a vector of probabilities on the vertices \( V \), such that \( 0 \leq P^i_{ j,k}(r) \), and \( \sum_{r=1}^{n} P^i_{ j,k}(r) < 1 \), i.e., the probabilities sum to strictly less than 1. Again, we assume each such probability \( P^i_{ j,k}(r) \in \mathbb{Q} \) is a rational number given as input in binary. Finally, the game specifies a designated start vertex \( s \in V \).

A play of Shapley’s game transpires as follows: a token is initially placed on \( s \), the start node. Thereafter, during each “round” of play, if the token is currently on some node \( v_i \in V \), both players simultaneously and independently choose respective actions \( j \in [m_i] \) and \( k \in [n_i] \), and player 1 then receives the corresponding reward \( A^i_{ j,k} \) from player 2; thereafter, for each \( r \in [n] \) with probability \( P^i_{ j,k}(r) \) the token is moved from node \( v_i \) to node \( v_r \), and with the remaining positive probability \( q^i_{ j,k} = 1 - \sum_{r=1}^{n} P^i_{ j,k}(r) > 0 \), the game “halts”. Let \( q = \min\{q^i_{ j,k} \mid i,j,k \} > 0 \) be the minimum such halting probability at any state, and under any pair of actions. Since \( q \) is positive, i.e., since there is positive probability \( \geq q > 0 \) of halting after each round, a play of the game eventually halts with probability 1. The goal of player 1 (player 2) is to maximize (minimize, respectively) the expected total reward that player 1 receives from player 2 during the entire play. A strategy for each player
Given an instance (expected) number of (randomized) queries required to find a Tarski fixed point, which vector \( r \)?

We have studied the complexity of computing a Tarski fixed point for a monotone function where the monotone function is further assumed (promised) to have a unique fixed point. Is \( r \) contained in both \( d \)-dimensional spaces when \( d \) is arbitrary but where players can randomize on their choice of actions at each node.

Let \( r^*_i = \sup_{\sigma_i} \inf_{\sigma_2} r_i(\sigma_1, \sigma_2) \) denote the game value starting at vertex \( s = v_i \in V \).

\[ r^*_i = \sup_{\sigma_i} \inf_{\sigma_2} r_i(\sigma_1, \sigma_2) \]

We show the following in the full paper.

\[ \text{Proposition 19. The following total search problem is polynomial-time reducible to Tarski:} \]

Given an instance \( G \) of Shapley’s stochastic game, and given \( \epsilon > 0 \) (in binary), compute a vector \( r' \in Q^n \) such that \( \| r^* - r' \|_\infty < \epsilon \).

7 Conclusions and Discussion

We have studied the complexity of computing a Tarski fixed point for a monotone function over a finite discrete Euclidean grid, and we have shown that this problem essentially captures the complexity of computing a (\( \epsilon \)-approximate) pure Nash equilibrium of a supermodular game. We have also shown that computing the value of Condon’s and Shapley’s stochastic games reduces to this Tarski fixed point problem, where the monotone function is given succinctly (by a boolean circuit).

We have provided several upper bounds for the Tarski problem, showing that it is contained in both PLS and PPAD. On the other hand, in the oracle model, for 2-dimensional monotone functions \( f : [N]^2 \rightarrow [N]^2 \), we have shown a \( \Omega(\log^2 N) \) lower bound for the (expected) number of (randomized) queries required to find a Tarski fixed point, which matches the \( O(\log^2 N) \) upper bound for \( d = 2 \).

A key question left open by our work is to improve the lower bounds in the oracle model to higher dimensions. It is tempting to conjecture that for small (fixed) dimension \( d \), a lower bound close to \( \Omega(\log^d N) \) holds. On the other hand, we know that this cannot hold for arbitrary \( d \) and \( N \), because we also have the \( dN \) upper bound, which is better than \( \log^d N \) when \( d = \omega(\log \log N) \).

Another interesting open question is the relationship between the Tarski problem and the total search complexity class CLS [9], as well as the closely related recently defined class EOPL (which stands for “End of Potential Line” [13, 14]). EOPL is contained in CLS, which is contained in both PLS and PPAD. Is Tarski in CLS (or in EOPL)? That would be remarkable, as the proof that it is in PPAD is currently quite indirect. Conversely, can Tarski be proved to be CLS-hard (EOPL-hard)? (Recall from the previous section that some key problems in CLS related to stochastic games do reduce to Tarski.)

Another question worth considering is the complexity of the unique-Tarski problem, where the monotone function is further assumed (promised) to have a unique fixed point. Is unique-Tarski easier than Tarski? Note that our \( \Omega(\log^2 N) \) lower bound in the oracle model, in dimension \( d = 2 \), applies on the family of “herringbone” functions which do have a unique fixed point.

Note that we could also define \( r^*_i \) as \( r^*_i = \max_{\sigma_1, \min_{\sigma_2} r_i(\sigma_1, \sigma_2)} \), due to the existence of optimal strategies.
Finally, in this paper we have studied the Tarski fixed point problem only in the setting of monotone functions on the Euclidean grid $[N]^d$. Let us remark, however, that it is possible to consider a more general black box model, for monotone functions $f : L \to L$, over an arbitrary finite lattice $(L, \preceq)$, where the lattice’s elements $L \subseteq \{0, 1\}^n$ are encoded as binary strings of some given length $n$, and where we assume the entire lattice $(L, \preceq)$ is known explicitly by the querier, who moreover has unbounded computational power, but who only has oracle access to the monotone function $f : L \to L$. In the full version of this paper ([11]), generalizing the log$^d N$ algorithm for Euclidean grids, we show that in this black box model there is a deterministic algorithm that computes a fixed point of $f : L \to L$ using $O(\log^2(\|L\|))$ queries to the function $f$, where $d$ is the dimension of the lattice $(L, \preceq)$. The dimension of a lattice $(L, \preceq)$, and more generally the dimension of any partial order, can be defined as the smallest integer $d \geq 1$ such that the relation $\preceq$ is the intersection of $d$ total orders on the same underlying set $L$. Equivalently, it is the smallest $d \geq 1$ such that there is an injective embedding of $(L, \preceq)$ in the Euclidean grid $([\|L\|]^d, \preceq)$, where $\preceq$ is the standard coordinate-wise partial order on $[\|L\|]^d$. Note that a lower bound of $\Omega(\log^2(\|L\|))$ queries for computing a fixed point of a monotone function $f : L \to L$ in this black box model follows directly from our lower bound of $\Omega(\log^2 N)$ for monotone functions on the 2D grid $f : [N]^2 \to [N]^2$. At present, we do not know any better lower bound than $\Omega(\log^2(\|L\|))$ in this black box model for arbitrary finite lattices.
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Note that this black box model is very different from the one considered in [3], where the lattice itself is not known explicitly, but is only accessible via an oracle for its partial order. Hence the linear $\Omega(\|L\|)$ lower bound on the number of queries (including queries to the partial order itself) given in [3] for finding a fixed point has no bearing on the black box model described here, where the lattice itself is explicitly known, and only the monotone function is given by an oracle.
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Abstract

Resolution over linear equations is a natural extension of the popular resolution refutation system, augmented with the ability to carry out basic counting. Denoted Res(linR), this refutation system operates with disjunctions of linear equations with boolean variables over a ring R, to refute unsatisfiable sets of such disjunctions. Beginning in the work of [26], through the work of [17] which focused on tree-like lower bounds, this refutation system was shown to be fairly strong. Subsequent work (cf. [18, 17, 19, 13]) made it evident that establishing lower bounds against general Res(linR) refutations is a challenging and interesting task since the system captures a “minimal” extension of resolution with counting gates for which no super-polynomial lower bounds are known to date.

We provide the first super-polynomial size lower bounds on general (dag-like) resolution over linear equations refutations in the large characteristic regime. In particular we prove that the subset-sum principle 1 + x_1 + ⋯ + 2^n x_n = 0 requires refutations of exponential-size over Q. Our proof technique is nontrivial and novel: roughly speaking, we show that under certain conditions every refutation of a subset-sum instance f = 0, where f is a linear polynomial over Q, must pass through a fat clause containing an equation f = α for each α in the image of f under boolean assignments. We develop a somewhat different approach to prove exponential lower bounds against tree-like refutations of any subset-sum instance that depends on n variables, hence also separating tree-like from dag-like refutations over the rationals.

We then turn to the finite fields regime, showing that the work of Itsykson and Sokolov [17] who obtained tree-like lower bounds over F_2 can be carried over and extended to every finite field. We establish new lower bounds and separations as follows: (i) for every pair of distinct primes p, q, there exist CNF formulas with short tree-like refutations in Res(lin_{F_p}) that require exponential-size tree-like Res(lin_{F_q}) refutations; (ii) random k-CNF formulas require exponential-size tree-like Res(lin_{F_p}) refutations, for every prime p and constant k; and (iii) exponential-size lower bounds for tree-like Res(lin_{F}) refutations of the pigeonhole principle, for every field F.
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1 Introduction

The resolution refutation system is among the most prominent and well-studied propositional proof systems, and for good reasons: it is a natural and simple refutation system, that, at least in practice, is capable of being easily automatized. Furthermore, while being non-trivial, it is simple enough to succumb to many lower bound techniques.

Formally, a resolution refutation of an unsatisfiable CNF formula is a sequence of clauses $D_1, \ldots, D_l = \emptyset$, where $\emptyset$ is the empty clause, such that each $D_i$ is either a clause of the CNF or is derived from previous clauses $D_j, D_k, j \leq k < i$ by means of applying the following resolution rule: from the clauses $C \lor x$ and $D \lor \neg x$ derive $C \lor D$.

The tree-like version of resolution, where every occurrence of a clause in the refutation is used at most once as a premise of a rule, is of particular importance, since it helps us to understand certain kind of satisfiability algorithms known as DPLL algorithms (cf. [23]). DPLL algorithms are simple recursive algorithms for solving SAT that are the basis of successful contemporary SAT-solvers. The transcript of a run of DPLL on an unsatisfiable formula is a decision tree, which can be interpreted as a tree-like resolution refutation. Thus, lower bounds on the size of tree-like resolution refutations imply lower bounds on the run-time of DPLL algorithms (though it is important to clarify that contemporary SAT-solvers utilize more than the strength of tree-like resolution).

In contrast to the apparent practical success of SAT-solvers, a variety of hard instances that require exponential-size refutations have been found for resolution during the years. Many classes of such hard instances are based on principles expressing some sort of counting. One famous example is the pigeonhole principle, denoted $\text{PHP}_m^n$, expressing that there is no (total) injective map from a set with cardinality $m$ to a set with cardinality $n$ if $m > n$ [15]. Another important example is Tseitin tautologies, denoted $\text{TS}_G$, expressing that the sum of the degrees of vertices in a graph $G$ must be even [28].

Since such counting tautologies are a source of hard instances for resolution, it is useful to study extensions of resolution that can efficiently count, so to speak. This is important firstly, because such systems may become the basis of more efficient SAT-solvers and secondly, in order to extend the frontiers of lower bound techniques against stronger and stronger propositional proof systems. Indeed, there are many works dedicated to the study of weak systems operating with De Morgan formulas with counting connectives; these are variations of resolution that operate with disjunctions of certain arithmetic expressions.

One such extension of resolution was introduced by Raz and Tzameret [26] under the name resolution over linear equations in which literals are replaced by linear equations. Specifically, the system $\text{R}(\text{lin})$, which operates with disjunctions of linear equations over $\mathbb{Z}$ was studied in [26]. This work demonstrated the power of resolution with counting over the integers, and specifically provided polynomial upper bounds for the pigeonhole principle and the Tseitin formulas, as well as other basic counting formulas. It also established exponential lower bounds for a subsystem of $\text{R}(\text{lin})$, denoted $\text{R}^0(\text{lin})$. Subsequently, Itsykson and Sokolov [17] studied resolution over linear equations over $\mathbb{F}_2$, denoted $\text{Res}(\oplus)$. They demonstrated the power of resolution with counting mod 2 as well as its limitations by means of several upper bounds and tree-like lower bounds. Moreover, [17] introduced DPLL algorithms, which can “branch” on arbitrary linear forms over $\mathbb{F}_2$, as well as parity decision trees, and showed a correspondence between parity decision trees and tree-like Res($\oplus$) refutations. In both [26] and [17] the dag-like lower bound question for resolution over linear equations remained open.
Apart from being a very natural refutation system, understanding the proof complexity of resolution over linear equations is important for the following reason: proving super-polynomial dag-like lower bounds against resolution over linear equations for prime fields and for the integers can be viewed as a first step towards the long-standing open problems of \( \text{AC}^0[p] \)-Frege and \( \text{TC}^0 \)-Frege lower bounds, respectively. We explain this in what follows.

Resolution operates with clauses, which are De Morgan formulas (\( \neg \), unbounded fan-in \( \lor \) and \( \land \)) of a particular kind, namely, of depth 1. Thus, from the perspective of proof complexity, resolution is a fairly weak version of the propositional-calculus, where the latter operates with arbitrary De Morgan formulas. Under a natural and general definition, propositional-calculus systems go under the name Frege systems: they can be (axiomatic) Hilbert-style systems or sequent-calculus style systems. A particular choice of the formalism is not important: a classical result by Reckhow [27] assures us that all Frege systems are polynomially equivalent. The task of proving lower bounds for general Frege systems is notoriously hard: no nontrivial lower bounds are known to date. Basically, the strongest fragment of Frege systems, for which lower bounds are known are \( \text{AC}^0 \)-Frege systems, which are Frege proofs operating with constant-depth formulas. For example, both \( \text{PHP}^n \) and \( \text{TSG} \) do not admit sub-exponential proofs in \( \text{AC}^0 \)-Frege [1, 24, 20, 7, 16]. However, if we extend the De Morgan language with counting connectives such as unbounded fan-in mod \( p \) (\( \text{AC}^0[p] \)-Frege) or threshold gates (\( \text{TC}^0 \)-Frege), then we step again into the darkness: proving super-polynomial lower bounds for these systems is a long-standing open problem on what can be characterized as the “frontiers” of proof complexity. Recent works by Krajíček [18], Garlik-Kołodziejczyk [13] and Krajíček-Oliveira [19] had suggested possible approaches to attack dag-like Res(\( \text{lin}_{\mathbb{F}_2} \)) lower bounds (though this problem remains open to date).

1.1 Our Results and Techniques

In this work we prove a host of new lower bounds, separations and upper bounds for resolution over linear equations. Our main novel technical contribution is a dag-like refutation lower bound over large characteristic fields. Conceptually, the proof idea exploits two main properties that recently have been found useful in proof complexity:

(i) Single axiom: the hard instance consists of a single unsatisfiable axiom (for boolean assignments)

\[
1 + x_1 + \cdots + 2^n x_n = 0
\]

(1)

(unlike, for instance, a set of clauses).

(ii) Large coefficients: the hard instance uses coefficients of exponential magnitude.

Although employing different approaches, both of these properties played a recent role in proof complexity lower bounds. Forbes et al. [12] used subset-sum variants (that is, unsatisfiable linear equations with boolean variables) to establish lower bounds on subsystems of the ideal proof system (IPS) over large characteristic fields, where IPS is the strong proof system introduced by Grochow and Pitassi [14]. It is essential in both [12] and our work that the hard instance takes the form of a single unsatisfiable axiom. Subsequently, in a very recent work, Alekseev et al. [3] established conditional exponential-size lower bounds on full IPS refutations over the rationals of the same subset-sum instance (1), where the use of big coefficients is again essential to the lower bound. We explain our dag-like lower bound in Section 1.1.2.
The other novel contribution we make is a systematic development of new kinds of lower bound techniques against tree-like resolution over linear equations, both over the rationals and over finite fields. To this end we develop new and extend existing combinatorial techniques such as the Prover-Delayer game method as originated in Pudlak and Impagliazzo [25] for resolution, and developed further by Itsykson and Sokolov [17]. Moreover, we provide new applications in proof complexity of different combinatorial results; this include bounds on the size of essential coverings of the hypercube from Linial and Radhakrishnan [21], a result about the hyperplane coverings of the hypercube by Alon and Füredi [4] and the notion of immunity from Alekhnovich and Razborov [2]. We further non-trivially extend the well-established principle of size-width tradeoffs in resolution [8] to the setting of Res(lin$_R$) (though it is important to note that most of our lower bounds do not follow from this tradeoff result).

1.1.1 Background

For a ring $R$, the refutation system Res(lin$_R$) is defined as an extension of the resolution refutation system as follows (see Raz and Tzameret [26]). The proof-lines of Res(lin$_R$) are called linear clauses (sometimes called simply clauses), which are defined as disjunctions of linear equations (with duplicate equations contracted). More formally, they are disjunctions of the form:

$$\left(\sum_{i=1}^{n} a_{ji} x_i + b_{ji} = 0\right) \lor \cdots \lor \left(\sum_{i=1}^{n} a_{ki} x_i + b_{ki} = 0\right),$$

where $k$ is some number (the width of the clause), and $a_{ji}, b_{ji} \in R$. The resolution rule is the following:

from $(C \lor f = 0)$ and $(D \lor g = 0)$ derive $(C \lor D \lor (\alpha f + \beta g) = 0)$,

where $\alpha, \beta \in R$, and where $C, D$ are linear clauses. A Res(lin$_R$) refutation of an unsatisfiable over 0-1 set of linear clauses $C_1, \ldots, C_m$ is a sequence of proof-lines, where each proof-line is either $C_i$, for $i \in [m]$, a boolean axiom $(x_i = 0 \lor x_i = 1)$ for some variable $x_i$, or was derived from previous proof-lines by the above resolution rule, or by the weakening rule that allows to extend clauses with arbitrary disjuncts, or a simplification rule allowing to discard false constant linear forms (e.g., $1 = 0$) from a linear clause. The last proof-line in a refutation is the empty clause (standing for the truth value false).

The size of a Res(lin$_R$) refutation is the total size of all the clauses in the derivation, where the size of a clause is defined to be the total number of occurrences of variables in it plus the total size of all the coefficient occurring in the clause. The size of a coefficient when using integers (or integers embedded in characteristic zero rings) is the standard size of the binary representation of integers (nevertheless, when we talk about “big” or “exponential” coefficients and “polynomially bounded” coefficients, etc., we mean that the magnitude of the coefficients is big (exponential) or polynomially bounded).

We are generally interested in the following questions:

**Q1** For a given ring $R$, what kind of counting can be efficiently performed in Res(lin$_R$) and tree-like Res(lin$_R$)?

**Q2** Can dag-like Res(lin$_R$) be separated from tree-like Res(lin$_R$)?

**Q3** Can tree-like systems for different rings $R$ be separated?

1.1.1.1 Tree-like Res(lin$_R$) with semantic weakening

In order to be able to do some non-trivial counting in tree-like versions of resolution over linear equations we define a semantic version of the system as follows.
The system $\text{Res}_{sw}(\text{lin}R)$ is obtained from $\text{Res}(\text{lin}R)$ by replacing the weakening and the simplification rules, as well as the boolean axioms, with the semantic weakening rule (the symbol $|$ will denote in this work semantic implication with respect to 0-1 assignments):\(^1\)

$$\frac{C}{D} (C|\ D).$$

The reason for studying $\text{Res}_{sw}(\text{lin}R)$ is mainly the following: Let $\Gamma$ be an arbitrary set of tautological $R$-linear clauses. Then, lower bounds for tree-like $\text{Res}_{sw}(\text{lin}R)$ imply lower bounds for tree-like $\text{Res}(\text{lin}R)$ with formulas in $\Gamma$ as axioms. For example, in case $\mathbb{F}$ is a field of characteristic 0, the possibility to do counting in tree-like $\text{Res}l_{\mathbb{F}}$ is quite limited. For instance, we show that $2x_1 + \cdots + 2x_n = 1$ requires refutations of exponential in $n$ size (Theorem 35). On the other hand, such contradictions do admit short tree-like $\text{Res}(\text{lin}\mathbb{F})$ refutations in the presence of the following generalized boolean axioms (which is a tautological linear clause):

$$\text{Im}(f) := \bigvee_{A \in im_2(f)} (f = A),$$

(2)

where $im_2(f)$ is the image of a linear polynomial $f$ under 0-1 assignments. Similar to the way the boolean axioms $(x_i = 0) \lor (x_i = 1)$ state that the possible value of a variable is either zero or one, the $\text{Im}(f)$ axiom states all the possible values that the linear form $f$ can have. If a lower bound holds for tree-like $\text{Res}_{sw}(\text{lin}\mathbb{F})$ it also holds, in particular, for tree-like $\text{Res}(\text{lin}\mathbb{F})$ with the axioms $\text{Im}(f)$, and this makes tree-like $\text{Res}_{sw}(\text{lin}\mathbb{F})$ a useful system, for which lower bounds against are sufficiently interesting.

1.1.2 Characteristic Zero Lower Bounds

For characteristic zero fields we will use mainly the rational number field $\mathbb{Q}$ (though many of the results hold over any characteristic zero rings). First, we show that over $\mathbb{Q}$, whenever $\alpha_1x_1 + \cdots + \alpha_nx_n + \beta = 0$ is unsatisfiable (over 0-1 assignments), it has polynomial dag-like $\text{Res}(\text{lin}\mathbb{Q})$ refutations if the coefficients are polynomially bounded in magnitude, while it requires exponential dag-like $\text{Res}(\text{lin}\mathbb{Q})$ refutations for some subset-sum instances with exponential-magnitude coefficients. Note that $\alpha_1x_1 + \cdots + \alpha_nx_n + \beta = 0$ expresses the subset-sum principle: $\alpha_1x_1 + \cdots + \alpha_nx_n = -\beta$ is satisfiable iff there is a subset of the integral coefficients $\alpha_i$ whose sum is precisely $-\beta$. The lower bound is stated in the following theorem:

**Theorem (Theorem 21; Main dag-like lower bound).** Any $\text{Res}(\text{lin}\mathbb{Q})$ refutation of $x_1 + 2x_2 + \cdots + 2^n x_n + 1 = 0$ requires size $2^\Omega(n)$.

The proof of this theorem introduces a new lower bound technique. We show that every (dag- or tree-like) refutation $\pi$ of $x_1 + 2x_2 + \cdots + 2^n x_n + 1 = 0$ can be transformed without much increase in size into a derivation of a certain “fat” (exponential-size) clause $C_\pi$ from boolean axioms only.\(^2\) In order to prove that $C_\pi$ is fat, we ensure that every disjunct $g = 0$

---

1. Let $k = \text{char}(R)$ be the characteristic of the ring $R$. In case $k \notin \{1, 2, 3\}$, deciding whether an $R$-linear clause $D$ is a tautology (that is, holds for every 0-1 assignment to its variables) is at least as hard as deciding whether a 3-DNF is a tautology (because over characteristic $k \notin \{1, 2, 3\}$ linear equations can express conjunction of three conjuncts). For this reason $\text{Res}_{sw}(\text{lin}R)$ proofs cannot be checked in polynomial time and thus $\text{Res}_{sw}(\text{lin}R)$ is not a Cook-Reckhow proof system unless $P = \text{coNP}$ (namely, the correctness of proofs in the system cannot necessarily be checked in polynomial-time, as required by a Cook-Reckhow propositional proof system [11]; see Section 2.2).

2. The notion of showing that a refutation must go through a fat (i.e., wide) clause is well established in resolution lower bounds. However, we note that our lower bound is completely different from the known size-width based resolution lower bounds (as formulated in a generic way in the work of Ben-Sasson and Wigderson [8]).
in \( C_\pi \) has at most \( 2^{cn} \) satisfying boolean assignments, for some constant \( c < 1 \). Because \( C_\pi \) is derived from boolean axioms alone, it must be a boolean tautology, that is, it must have \( 2^n \) satisfying assignment. Since every disjunct in \( C_\pi \) is satisfied by at most \( 2^{cn} \) assignments, the number of disjuncts in the clause is at least \( 2^{(1-c)n} \). Since our constructed derivation is not much larger than the original refutation, the size of the original refutation must be \( 2^{\Omega(n)} \).

This proof relies in an essential way on the fact that the coefficients of the linear form have exponential magnitude. Indeed, every contradiction of the form \( f = 0 \) can be shown to admit polynomial-size dag-like Res(\( \text{lin} Q \)) refutations whenever the coefficients of \( f \) are polynomially bounded. A natural question is whether in the case of bounded coefficients, \( f = 0 \) can be efficiently refuted already by tree-like Res(\( \text{lin} Q \)) refutations. The question turns out to be non-trivial, and we provide a negative answer:

**Theorem** (Theorem 35; Subset-sum tree-like lower bounds). Let \( f \) be any linear polynomial over \( Q \), which depends on \( n \) variables. Then tree-like Res(\( \text{lin} Q \)) refutations of \( f = 0 \) are of size \( 2^{\Omega(\sqrt{n})} \).

The proof is in two stages. First, we use a transformation analogous to the one used for the dag-like lower bound to reduce the lower bound problem for refutations of \( f = 0 \) to a lower bound problem for derivations of clauses of a certain kind. Namely, we transform any tree-like refutation \( \pi \) of \( f = 0 \) to a tree-like derivation of \( C_\pi \) from boolean axioms without much increase in size. The only difference is that this time we ensure that in every disjunct \( g_j = 0 \) of \( C_\pi \), the linear polynomial \( g_j \) depends on at least \( n^2 \) variables.

Second, we prove that tree-like Res(\( \text{lin} Q \)) derivations of such a \( C_\pi \) are large:

**Theorem** (Theorem 33). Any tree-like Res(\( \text{lin} Q \)) derivation of any tautology of the form \( \bigvee_{j \in [N]} g_j = 0 \), for some positive \( N \), where each \( g_j \) is linear over \( Q \) and depends on at least \( \frac{n}{2} \) variables, is of size \( 2^{\Omega(\sqrt{n})} \).

To prove this, as well as some other lower bounds, we extend the Prover-Delayer game technique as originated in Pudlak-Impagliazzo [25] for resolution, and developed further by Itsykson-Sokolov [17] for Res(\( \text{lin} F_2 \)), to general rings, including characteristic zero rings (see Sec. 5.2).³

We define a non-trivial strategy for Delayer in the corresponding game and prove that it guarantees \( \sqrt{n} \) coins using a bound on the size of essential coverings of the hypercube from Linial and Radhakrishnan [21]. The relation between Prover-Delayer games and tree-like Res(\( \text{lin} Q \)) refutations allows us to conclude that the size of tree-like Res(\( \text{lin} Q \)) refutations must be \( 2^{\Omega(\sqrt{n})} \).

Moreover, as a corollary of Theorem 33 we obtain a lower bound on tree-like Res(\( \text{lin} Q \)) derivations (in contrast to refutations) of \( \text{Im}(f) \):

**Corollary** (Corollary 34). Let \( f \) be any linear polynomial over \( Q \) that depends on \( n \) variables. Then tree-like Res(\( \text{lin} Q \)) derivations of \( \text{Im}(f) \) are of size \( 2^{\Omega(\sqrt{n})} \).

We also use Prover-Delayer games to prove an exponential-size \( 2^{\Omega(n)} \) lower bound on tree-like Res\_\text{sw}(\text{lin} F_2) \) refutations of the pigeonhole principle PHP\_\text{sw}(n) for every field \( F \) (including finite fields). This extends a previous result by Itsykson and Sokolov [17] for tree-like Res(\( \text{lin} F_2 \)).

³ We note here (see Remark 1 in the next sub-section) that the lower bounds that we prove using Prover-Delayer games techniques in case \( \text{char}(F) = 0 \) do not follow from lower bounds for Polynomial Calculus using size-width relations.
Theorem (Theorem 38; Pigeonhole principle lower bounds). Let $\mathbb{F}$ be any (possibly finite) field. Then every tree-like $\Res_{sw}(\lin_{\mathbb{F}})$ refutation of $\neg \PHP_n^m$ has size $2^\Omega(\frac{n}{\log n})$.

Together with the polynomial upper bounds for $\PHP_n^m$ refutations in dag-like $\Res(\lin_{\mathbb{F}})$ for fields $\mathbb{F}$ of characteristic zero demonstrated by Raz and Tzameret [26], Theorem 38 establishes a separation between dag-like $\Res(\lin_{\mathbb{F}})$ and tree-like $\Res_{sw}(\lin_{\mathbb{F}})$ for characteristic zero fields, for the language of unsatisfiable formulas in CNF:

**Corollary.** Over fields of characteristic zero $\mathbb{F}$, $\Res(\lin_{\mathbb{F}})$ has an exponential speed-up over tree-like $\Res(\lin_{\mathbb{F}})$ as refutation systems for unsatisfiable formulas in CNF.

To prove Theorem 38 we need to prove that Delayer’s strategy from [17] is successful over any field. This argument is new, and uses a result of Alon-Füredi [4] about the hyperplane avoidance principle. Together with the polynomial upper bounds for $\PHP_n^m$ we obtain many new tree-like $\Res_{sw}(\lin_{\mathbb{F}})$, as follows. For any ring $R$ we define the image avoidance principle to be:

$$\text{ImAv} \left( x_1 + \cdots + x_n \right) \coloneqq \{ (x_1 + \cdots + x_n \neq k) \}_{k \in \{0, \ldots, n\}}$$

where $\langle x_1 + \cdots + x_n \neq k \rangle \coloneqq \bigvee_{k' \in \{0, \ldots, n\}, k \neq k'} x_1 + \cdots + x_n = k'$. In words, the image avoidance principle expresses the contradictory statement that for every $0 \leq i \leq n$, $x_1 + \cdots + x_n$ equals some element in $\{0, \ldots, n\} \setminus i$. In more generality, let $f$ be a linear form over $\mathbb{Q}$ and let $\text{im}_2(f)$ be the image of $f$ under 0-1 assignments to its variables. Define $\langle f \neq A \rangle \coloneqq \bigvee_{A \neq B \in \text{im}_2(f)} (f = B)$, where $A \in \mathbb{Q}$. We define

$$\text{ImAv} (f) \coloneqq \{ \langle f \neq A \rangle : A \in \text{im}_2(f) \}.$$  

**Corollary (Corollary 13).** For every ring $R$ and every linear form $f$ the contradiction $\text{ImAv} (f)$ admits polynomial-size $\Res(\lin_{\mathbb{Q}})$ refutations.

**Theorem (Theorem 37).** We work over $\mathbb{Q}$. Let $f = \epsilon_1 x_1 + \cdots + \epsilon_n x_n$, where $\epsilon_i \in \{-1, 1\}$. Then any tree-like $\Res_{sw}(\lin_{\mathbb{Q}})$ refutation of $\text{ImAv} (f)$ is of size at least $2^\frac{n}{4}$.

The lower bound in Theorem 37 is one more novel application of the Prover-Delayer game argument, combined with the notion of immunity from Alekhnovich and Razborov [2], as we now briefly explain.

Let $f$ be a linear form as in Theorem 37. We consider an instance of the Prover-Delayer game for $\text{ImAv} (f)$. A position in the game is determined by a set $\Phi$ of linear non-equalities of the form $g \neq 0$, which we think of as the set of non-equalities learned up to this point by Prover. In the beginning $\Phi$ is empty. We define Delayer’s strategy in such a way that for $\Phi$ an end-game position, there is a satisfiable subset $\Phi' = \{ g_1 \neq 0, \ldots, g_m \neq 0 \} \subseteq \Phi$ such that $\Phi' \models f = A$ for some $A \in \mathbb{F}$, and Delayer earns at least $|\Phi'| = m$ coins. Because $\mathbb{F}$ is of characteristic zero, it follows that $f \equiv A + 1 \pmod{2} \models f \neq A \models g_1 \cdot \ldots \cdot g_m = 0$ and thus the $\frac{n}{4}$-immunity of $f \equiv A + 1 \pmod{2}$ ([2]) implies $m \geq \frac{n}{4}$. To conclude, by a standard argument if Delayer always earns $\frac{n}{4}$ coins, then the shortest proof is of size at least $2^\frac{n}{4}$.

Table 1 sums up our knowledge up to this point with respect to $\mathbb{Q}$ (and for some cases any characteristic 0 field):
Resolution with Counting

### Table 1 Lower and upper bounds for $\mathbb{Q}$. The notation t-l Res($\text{s}_R$) stands for tree-like Res($\text{s}_R$).

<table>
<thead>
<tr>
<th>$\text{t-l Res}(_Q)$</th>
<th>$\sum_{i=1}^{n} x_i = 1$</th>
<th>$\sum_{i=1}^{n} 2^i x_i = -1$</th>
<th>$\text{ImAv} \left( \sum_{i=1}^{n} x_i \right)$</th>
<th>$\text{PHP}^{\text{m}} (\text{CNF})$</th>
<th>$\text{Im} \left( \sum_{i=1}^{n} x_i \right)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>poly</td>
<td>$2^{\Omega(n)}$</td>
<td>$2^{\Omega(n)}$</td>
<td>$2^{\Omega(n)}$</td>
<td>$2^{\Omega(n)}$</td>
<td>$2^{\Omega(n)}$</td>
</tr>
<tr>
<td>$\text{t-l Res}_{\text{sw}}(_Q)$</td>
<td>poly</td>
<td>poly</td>
<td>$2^{\Omega(n)}$</td>
<td>$2^{\Omega(n)}$</td>
<td>poly</td>
</tr>
<tr>
<td>$\text{Res}(_Q)$</td>
<td>poly</td>
<td>$2^{\Omega(n)}$</td>
<td>poly</td>
<td>poly</td>
<td>poly</td>
</tr>
</tbody>
</table>

We already discussed above lower bounds for the pigeonhole principle which hold both for positive and zero characteristic. We furthermore prove a separation between tree-like Res($\text{lin}_{F,\mu}$) (resp. tree-like Res$_{\text{sw}}($lin$_{F,\mu}$)) and tree-like Res($\text{lin}_{F,\nu}$) (resp. tree-like Res$_{\text{sw}}($lin$_{F,\nu}$)) for every pair of distinct primes $p \neq q$ and every $k, l \in \mathbb{N} \setminus \{0\}$. The separating instances are mod $p$ Tseitin formulas $\text{TS}_{G,\sigma}^{(p)}$ (written as CNFs), which are reformulations of the standard Tseitin graph formulas $\text{TS}_{G}$ for counting mod $p$. Furthermore, we establish an exponential lower bound for tree-like Res$_{\text{sw}}($lin$_{F,\nu}$) on random $k$-CNFs.\(^4\)

The lower bounds for tree-like Res($\text{lin}_F$) for finite fields $\mathbb{F}$ are obtained via a variant of the size-width relation for tree-like Res($\text{lin}_F$) together with a translation to polynomial calculus over the field $\mathbb{F}$, denoted $\text{PC}_{\mathbb{F}}$ [10], such that Res($\text{lin}_F$) proofs of width $\omega$ are translated to $\text{PC}_{\mathbb{F}}$ proofs of degree $\omega$ (the width $\omega$ of a clause is defined to be the total number of disjuncts in a clause). This establishes the lower bounds for the size of tree-like Res($\text{lin}_F$) proofs via known lower bounds on $\text{PC}_{\mathbb{F}}$ degrees ([2]).

We show that

$\omega_0(\phi \vdash \bot) = O \left( \omega_0(\phi) + \log S_{\text{t-l Res}}(\text{lin}_F)(\phi \vdash \bot) \right)$,

where $\omega_0$ is what we call the principal width, which counts the number of linear equations in clauses when we treat as identical those defining parallel hyperplanes, and $S_{\text{t-l Res}}(\text{lin}_F)(\phi \vdash \bot)$ denotes the minimal size of a tree-like Res($\text{lin}_F$) refutation of $\phi$.

Specifically, over finite fields the following upper and lower bounds provide exponential separations:

#### Theorem (Theorem 44; Size-width relation). Let $\phi$ be an unsatisfiable set of linear clauses over a field $\mathbb{F}$. The following relation between principal width and size holds for both tree-like Res($\text{lin}_F$) and tree-like Res$_{\text{sw}}($lin$_F$): $S(\phi \vdash \bot) = 2^{\Omega(\omega_0(\phi \vdash \bot) - \omega(\phi))}$. If $\mathbb{F}$ is a finite field, then the same relation holds for the (standard) width of a clause $\omega$.

This extends to every field a result by Garlik-Kołodziejczyk [13, Theorem 14] who showed a size-width relation for a system denoted tree-like $\text{PK}_{O(1)}(\oplus)$, which is a system extending tree-like Res($\text{lin}_{F,\mu}$) by allowing arbitrary constant-depth De Morgan formulas as inputs to $\oplus$ (XOR gates) (though note that our result does not deal with arbitrary constant-depth formulas).

#### Theorem (Theorem 45). Let $\mathbb{F}$ be a field and $\pi$ be a Res($\text{lin}_F$) refutation of an unsatisfiable CNF formula $\phi$. Then, there exists a $\text{PC}_{\mathbb{F}}$ refutation $\pi'$ of (the arithmetization of) $\phi$ of degree $\omega(\pi)$.

---

\(^4\) We thank Dmitry Itsykson for telling us about the lower bound for random $k$-CNF for the case of tree-like Res($\text{lin}_{F,\mu}$), that was proved by Garlik and Kołodziejczyk using size-width relations (unpublished note). Our result extends Garlik and Kołodziejczyk’s result to all finite fields. Similar to their result, we use a size-width argument and simulation by the polynomial calculus to establish the lower bound.
Theorem 44 was proved in the respective papers. All other results are from the current work.

Table 2 shows the results for $\text{Res}(\text{lin}_R)$ over finite fields.

<table>
<thead>
<tr>
<th></th>
<th>$A\overline{x} = \overline{b}$</th>
<th>$\text{TS}_{G,\sigma}^{-}$</th>
<th>$\text{TS}_{G,\sigma}^{(q)}$</th>
<th>random $k$-CNF</th>
<th>PHP$_n^m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t$-l $\text{Res}(\text{lin}_p)$</td>
<td>$2^{\Omega(n)}$</td>
<td>poly</td>
<td>$\Omega 2^{\Omega(\frac{n}{\log \Delta})}$</td>
<td>$\Omega 2^{\Omega(n)}$</td>
<td>$\Omega 2^{\Omega(n)}$</td>
</tr>
<tr>
<td>$t$-l $\text{Res}(\overline{\otimes})$</td>
<td>poly $[17]$</td>
<td>poly</td>
<td>$\Omega 2^{\Omega(\frac{n}{\log \Delta})}$</td>
<td>$\Omega 2^{\Omega(n)}$</td>
<td>$\Omega 2^{\Omega(n)}$</td>
</tr>
<tr>
<td>$t$-l $\text{Res}_s\text{u}(\text{lin}_p)$</td>
<td>poly</td>
<td>poly</td>
<td>$\Omega$</td>
<td>$\Omega$</td>
<td>$\Omega 2^{\Omega(n)}$</td>
</tr>
</tbody>
</table>

1.1.4 Complexity of Linear Systems

The tree-like $\text{Res}(\text{lin})$ upper bounds for mod $p$ Tseitin formulas in the case $\text{char}(F) = p$ stem from the following proposition:

**Proposition** (Proposition 14; Upper bounds on unsatisfiable linear systems). Let $F$ be a field and assume that the linear system $A\overline{x} = \overline{b}$, where $A$ is a $k \times n$ matrix over $F$, has no solutions (over $F$). Let $\phi$ be a CNF formula encoding the linear system $A\overline{x} = \overline{b}$. Then, there exist tree-like $\text{Res}(\text{lin}_{F})$ refutations of $\phi$ of size polynomial in the sum of sizes of encodings of all coefficients in $A$.

The upper bound in Proposition 14 applies only to linear systems that are unsatisfiable over the whole field $F$. But does any system $A\overline{x} = \overline{b}$ over $F$ that has a satisfying assignment over $F$, but not over 0-1 assignments, admit polynomial-size $\text{Res}(\text{lin}_{F})$ refutations?
Resolution with Counting

For fields $F$ with $\text{char}(F) \geq 5$ or $\text{char}(F) = 0$ it is known that 0-1 satisfiability of $A \overline{x} = \overline{b}$ is NP-complete. This means that unless $\text{coNP} = \text{NP}$ there exist 0-1 unsatisfiable linear systems that require superpolynomial dag-like Res($\text{link}_F$) refutations.

If $\text{char}(F) \geq k + 1$ or $\text{char}(F) = 0$, the canonical reduction $R$ from the language $k$-UNSAT of unsatisfiable $k$-CNFs maps every $\phi(\overline{x}) \in k$-UNSAT to the system $R_\phi(\overline{x}, \overline{y})$ by encoding every clause in $\phi(\overline{x})$ as a linear equality with extra variables. This simple reduction allows to establish tight connections between proof complexity of CNF formulas and linear systems.

Firstly, lower bounds on $R_\phi(\overline{x}, \overline{y})$ imply lower bounds on $\phi(\overline{x})$: by implicational completeness there are polynomial-size derivations of $\phi(\overline{x})$ from $R_\phi(\overline{x}, \overline{y})$ in Res($\text{link}_F$).

Secondly, if $F$ is a finite field, tree-like Res($\text{link}_F$) lower bounds on $\phi(\overline{x})$ imply tree-like Res($\text{link}_F$) lower bounds on $R_\phi(\overline{x}, \overline{y})$. Each linear equation $l(\overline{x}, \overline{y}) = 0$ in $R_\phi(\overline{x}, \overline{y})$ is equivalent to a polynomial equation $l(\overline{x}, p(\overline{x})) = 0$, where $p$ are polynomials of constant degree. Therefore, there is a constant degree $PC_F$ refutation $\pi_\phi$ of $R_\phi(\overline{x}, p(\overline{x}))$ from $\phi(\overline{x})$ and vice versa. As any $PC_F$ refutation of $R_\phi(\overline{x}, p(\overline{x}))$ can be turned into a refutation of $R_\phi(\overline{x}, p(\overline{x}))$ by substitution without much loss in degree, it is easy to see that $PC_F$ refutes $R_\phi(\overline{x}, \overline{y})$ in degree $d$ iff $PC_F$ refutes $\phi(\overline{x})$ in degree $\Theta(d)$. By size-width relation for finite fields (Theorem 44), we obtain that for any formula $\phi(\overline{x})$ that is hard for $PC_F$, $R_\phi(\overline{x}, \overline{y})$ is hard for tree-like Res($\text{link}_F$).

1.1.5 Nondeterministic Linear Decision Trees

There is a well-known size preserving (up to a constant factor) correspondence between tree-like resolution refutations for unsatisfiable formulas $\phi$ and decision trees, which solve the following problem: given an assignment $\rho$ for the variables of $\phi$, determine which clause $C \in \phi$ is falsified by querying values of the variables under the assignment $\rho$. In Itsykson-Sokolov [17] this correspondence was generalized to tree-like Res($\text{link}_F$) refutations and parity decision trees. In the paper by Beame et al. [5] an analogous correspondence was shown for tree-like R(CP) refutations and decision trees that brunch on linear inequalities. In the current work we initiate the study of linear decision trees and their properties over different characteristics, extending the correspondence of [17] to a correspondence between tree-like Res($\text{link}_F$) (and tree-like Res$_{\text{sw}}$(lin$R$)) derivations to what we call nondeterministic linear decision trees (NLDT).

NLDTs for an unsatisfiable set of linear clauses $\phi$ are binary rooted trees, where every edge is labeled with a non-equality $f \neq 0$ for a linear form $f$ and every leaf is labeled with a linear clause $C \in \phi$, which is violated by the non-equalities on the path from the root to the leaf. (Note that in the same manner that in a (boolean) decision tree (which corresponds to a tree-like resolution refutation) we go along a path from the root to a leaf, choosing those edges that violate a literal $x_i$ or $\neg x_i$, in an NLDT we branch along a path that violates equalities $f = 0$, or equivalently, certifies non-equalities of the form $f \neq 0$.)

2 Preliminaries

2.1 Notation

Denote by $[n]$ the set $\{1, \ldots, n\}$. We use $x_1, x_2, \ldots$ to denote variables, both propositional and algebraic. Let $f$ be a linear polynomial (equivalently, an affine function) over a ring $R$, that is, a function of the form $\sum_{i=1}^{n} a_i x_i + a_0$ with $a_i \in R$. We sometimes refer to a linear

---

5 R(CP) is a system operating with disjunctions of integer linear inequalities $f \geq 0$
form as a \textit{hyperplane}, since a linear form determines a hyperplane. We denote by $im_{2}(f)$ the image of $f$ under 0-1 assignments to its variables; $(f \neq A) := \bigvee_{A \neq B \in im_{2}(f)} (f = B)$, where $A \in R$.

A \textit{linear clause} is a formula of the form $(\sum_{i=1}^{n} a_{i}x_{i} + b_{i} = 0) \lor \cdots \lor (\sum_{i=1}^{m} a_{ki}x_{i} + b_{k} = 0)$ with $x_{1}, \ldots, x_{n}$ variables, and $a_{ij}, b_{i}$'s ring elements (when the ring is specified in advanced). We sometimes abuse notation by writing a linear equation as $\sum_{i=0}^{n} a_{1}x_{i} = -b_{1}$ instead of $\sum_{i=0}^{n} a_{1i}x_{i} + b_{1} = 0$. We assume that all the disjuncts in a linear clause are distinct.

For $\phi$ a set of clauses or linear clauses, \textit{vars}(\phi) denotes the set of variables occurring in $\phi$ and let \textit{Vars} denote the set of all variables.

Let $A$ be a matrix over a ring. We introduce the notation $Ax \equiv b$ for a system of linear non-equalities, where a \textit{non-equality} means $(f \not\equiv 0)$ (note the difference between $Ax \equiv b$, which stands for $A_{i} \cdot x \not\equiv b_{i}$, for all rows $A_{i}$ in $A$, and $Ax \not\equiv b$, which stands for $A_{i} \cdot x \not\equiv b_{i}$, for some row $A_{i}$ in $A$).

If $f$ is a linear polynomial over $R$ and $A$ is a matrix over $R$, denote by $|f|$ the sum of sizes of encodings of coefficients in $f$ and by $|A|$ the sum of sizes of encodings of elements in $A$.

If $C = \{ \bigvee_{f \in [m]} f_{i} = 0 \}$ is a linear clause, denote by $\neg C$ the set of non-equalities $\{ f_{i} \not\equiv 0 \}_{f \in [m]}$. Conversely, if $\Phi = \{ f_{i} \not\equiv 0 \}_{f \in [n]}$ is a set of non-equalities, denote $\neg \Phi := \bigwedge_{f \in [n]} f_{i} = 0$.

If $\phi$ is a set of linear clauses over a ring $R$ and $D$ is a linear clause over $R$, denote by $\bigwedge_{C \in \phi} C \models D$ and $\bigwedge_{C \in \phi} C \models_{R} D$ semantic entailment over 0-1 and $R$-valued assignments respectively.

Let $l$ be a linear polynomial not containing the variable $x$. If $C$ is a linear clause, denote by $C\lceil_{x \leftarrow l}$ the linear clause, which is obtained from $C$ by substituting $l$ for $x$ everywhere in $C$. If $\phi = \{ C_{i} \}_{i \in I}$ is a set of clauses, denote $\phi \lceil_{x \leftarrow l} = \{ C_{i} \lceil_{x \leftarrow l} \}_{i \in I}$. We define a \textit{linear substitution} $\rho$ to be a sequence $(x_{1} \leftarrow l_{1}, \ldots, x_{n} \leftarrow l_{n})$ such that each linear polynomial $l_{i}$ does not depend on $x_{i}$. For a clause or a set of clauses $\phi$ we define $\phi \lceil_{\rho} := (\cdots ((\phi \lceil_{x_{1} \leftarrow l_{1}}) \lceil_{x_{2} \leftarrow l_{2}}) \cdots) \lceil_{x_{n} \leftarrow l_{n}}$.

Denote \textsc{UNSAT} $\subset \{0, 1\}^{*}$ (resp. $k$-\textsc{UNSAT} $\subset \{0, 1\}^{*}$) the language of unsatisfiable propositional CNF (resp. $k$-CNF) formulas. Denote by $S(\pi)$, and alternatively by $|\pi|$, the size of the binary encoding of a proof $\pi$ in a proof system $\Pi$. For $\phi \in \textsc{UNSAT}$ and a refutation system $\Pi$ denote by $S_{\Pi}(\phi \vdash \bot)$ (we sometimes omit the subscript $\Pi$ when it is clear from the context) the minimal size of a $\Pi$-refutation of $\phi$.

### 2.2 Propositional Proof Systems

The \textit{resolution} system (which we denote also by $\text{Res}$) is a refutation system, based on the following rule, allowing to derive new clauses from given ones:

$$
\frac{C \lor x \quad D \lor \neg x}{C \lor D} \quad \text{(Resolution rule)}
$$

A \textit{resolution derivation} of a clause $D$ from a set of clauses $\phi$ is a sequence of clauses $(D_{1}, \ldots, D_{s} \equiv D)$ such that for every $1 \leq i \leq s$ either $D_{i} \in \phi$ or $D_{i}$ is obtained from previous clauses by applying the resolution rule. A \textit{resolution refutation} of $\phi \in \textsc{UNSAT}$ is a resolution derivation of the empty clause from $\phi$, which stands for the truth value $\text{False}$.

A resolution derivation is \textit{tree-like} if every clause in it is used at most once as a premise of a rule. Accordingly, \textit{tree-like resolution} is the resolution system allowing only tree-like refutations.

Let $F$ be a field. A \textit{polynomial calculus} \cite{Dill-2009} derivation of a polynomial $q \in F[x_{1}, \ldots, x_{n}]$ from a set of polynomials $\mathcal{P} \subseteq F[x_{1}, \ldots, x_{n}]$ is a sequence $(p_{1}, \ldots, p_{s}), p_{i} \in F[x_{1}, \ldots, x_{n}]$ such that for every $1 \leq i \leq s$ either $p_{i} = x_{j}^{2} - x_{j}, p_{i} \in \mathcal{P}$ or $p_{i}$ is obtained from previous polynomials by applying one of the following rules:
A polynomial calculus refutation of $P \subseteq \mathbb{F}[x_1, \ldots, x_n]$ is a derivation of 1. The degree $d(\pi)$ of a polynomial calculus derivation $\pi$ is the maximal total degree of a polynomial appearing in it. This defines the proof system $PC_\mathbb{F}$ for the language of unsatisfiable systems of polynomial equations over $\mathbb{F}$. It can be turned into a proof system for $k$-UNSAT via arithmetization of clauses as follows: $(x_1 \lor \ldots \lor x_k \lor \neg y_1 \lor \ldots \lor \neg y_l)$ is represented as $(1 - x_1) \cdot \ldots \cdot (1 - x_k) \cdot y_1 \cdot \ldots \cdot y_l = 0$.

2.3 Hard Instances

2.3.1 Pigeonhole Principle

The pigeonhole principle states that there is no injective mapping from the set $[m]$ to the set $[n]$, for $m > n$. Elements of the former and the latter sets are referred to as pigeons and holes, respectively. The CNF formula, denoted $\text{PHP}_n^m$, encoding the negation of this principle is defined as follows. Let the set of propositional variables $\{x_{i,j} \mid i \in [m], j \in [n] \}$ correspond to the mapping from $[m]$ to $[n]$, that is, $x_{i,j} = 1$ iff the $i$th pigeon is mapped to the $j$th hole. Then $\neg \text{PHP}_n^m := \text{Pigeons}_n^m \cup \text{Holes}_n^m \in \text{UNSAT}$, where $\text{Pigeons}_n^m = \{ \lor x_{i,j} \mid i \in [m], j \in [n] \}$ are axioms for pigeons and $\text{Holes}_n^m = \{ \lor \neg x_{i,j} \mid i \notin [m], j \in [n] \}$ are axioms for holes.

2.3.2 Mod $p$ Tseitin Formulas

We use the version given in [2] (which is different from the one in [9, 26]). Let $G = (V, E)$ be a directed $d$-regular graph. We assign to every edge $(u, v) \in E$ a corresponding variable $x_{(u,v)}$. Let $\sigma : V \rightarrow \mathbb{F}_p$. The Tseitin mod $p$ formulas $\neg \text{TS}_G^p(\sigma)$ are the CNF encoding of the following equations for all $u \in V$:

$$\sum_{(u,v) \in E} x_{(u,v)} - \sum_{(v,u) \in E} x_{(v,u)} \equiv \sigma(u) \mod p. \tag{4}$$

Note that we use the standard encoding of boolean functions as CNF formulas and the number of clauses, required to encode these equations is $O(2^d |V|)$. $\neg \text{TS}_G^p(\sigma)$ is unsatisfiable if $\sum_{u \in V} \sigma(u) \not\equiv 0 \mod p$. To see this, note that if we sum (4) over all nodes $u \in V$ we obtain precisely $\sum_{u \in V} \sigma(u)$ which is different from $0 \mod p$; but on the other hand, in this sum over all nodes $u \in V$ each edge $(u, v) \in E$ appears once with a positive sign as an outgoing edge from $u$ and with a negative sign as an incoming edge to $v$, meaning the total sum is $0$, which is a contradiction.

In particular, $\neg \text{TS}_G^{(2)}$ are the classical Tseitin formulas [28] and $\text{TS}_G^{(2)}$, where $1$ is the constant function $v \mapsto 1$ (for all $v \in V$), expresses the fact that the sum of total degrees (incoming + outgoing) of the vertices is even.

The proof complexity of Tseitin tautologies depends on the properties of the graph $G$. For example, if $G$ is just a union of $K_{d+1}$ (the complete graphs on $d + 1$ vertices), then they are easy to prove. On the other hand, they are known to be hard for some proof systems if $G$ satisfies certain expansion properties.
Let $G = (V, E)$ be an undirected graph. For $U, U' \subseteq V$ define $e(U, U') := \{(u, u') \in E \mid u \in U, u' \in U'\}$. Consider the following measure of expansion for $r \geq 1$:

$$c_E(r, G) := \min_{|U| \leq r} \frac{e(U, V \setminus U)}{|U|}$$

$G$ is $(r, d, c)$-expander if $G$ is $d$-regular and $c_E(r, G) \geq c$. There are explicit constructions of good expanders. For example:

- **Proposition 2** (Lubotzky et al. [22]). For any $d$, there exists an explicit construction of $d$-regular graph $G$, called Ramanujan graph, which is $(r, d, d(1 - \frac{1}{d}) - 2\sqrt{d-1})$-expander for any $r \geq 1$.

- **Proposition 3** (Alekhnovich-Razborov [2]). For any fixed prime $p$ there exists a constant $d_0 = d_0(p)$ such that the following holds. If $d \geq d_0$, $G$ is a $d$-regular Ramanujan graph on $n$ vertices (augmented with arbitrary orientation of its edges) and $\text{char}(\mathbb{F}) \neq p$, then for every function $\sigma$ such that $\neg T^p_{G, \sigma} \in \text{UNSAT}$ every $\text{PC}_G$ refutation of $\neg T^p_{G, \sigma}$ has degree $\Omega(n)$.

### 2.3.3 Random $k$-CNFs

A random $k$-CNF is a formula $\phi \sim \mathcal{F}_k^{n, \Delta}$ with $n$ variables that is generated by picking randomly and independently $\Delta \cdot n$ clauses from the set of all $\binom{n}{k} \cdot 2^k$ clauses.

- **Proposition 4** (Alekhnovich-Razborov [2]). Let $\phi \sim \mathcal{F}_k^{n, \Delta}$, $k \geq 3$ and $\Delta = \Delta(n)$ is such that $\Delta = o\left(n^{\frac{k-2}{k}}\right)$. Then every $\text{PC}_G^\phi$ refutation of $\phi$ has degree $\Omega\left(\frac{n^{k-2}}{\Delta^{k-2} \log \Delta}\right)$ with probability $1 - o(1)$ for any field $\mathbb{F}$.

### 3 Resolution over Linear Equations for General Rings

In this section we define and outline some basic properties of systems that are extensions of resolution, where clauses are disjunctions of linear equations over a ring $R$: $(\sum_{i=0}^{n} a_{i1}x_i + b_1 = 0) \lor \cdots \lor (\sum_{i=0}^{n} a_{ik}x_i + b_k = 0)$. Recall that disjunctions of this form are called linear clauses, and that we assume that all disjuncts are distinct, hence contract duplicate linear equations. We sometimes abuse notation by writing a linear equation as $(\sum_{i=0}^{n} a_{i1}x_i = -b_1)$ instead of $(\sum_{i=0}^{n} a_{i1}x_i + b_1 = 0)$.

The rules of Res($\text{lin}_R$) are as follows (cf. [26]):

- **(Resolution)** $C \lor f(\bar{x}) = 0$ 
  
  $\frac{C \lor D \lor (\alpha f(\bar{x}) + \beta g(\bar{x})) = 0}{C \lor f(\bar{x}) = 0}$  
  
  $\alpha, \beta \in R$

- **(Simplification)** $\frac{C \lor a = 0}{C \lor a = 0}$  
  
  $(0 \neq a \in R)$

- **(Weakening)** $\frac{C \lor f(\bar{x}) = 0}{C \lor f(\bar{x}) = 0}$

where $f(\bar{x}), g(\bar{x})$ are linear forms over $R$ and $C, D$ are linear clauses. Note that contraction of duplicates disjuncts is done automatically when applying the resolution rule. The boolean axioms are defined as follows:

$$x_i = 0 \lor x_i = 1, \text{ for } x_i \text{ a variable}$$

A Res($\text{lin}_R$) derivation of a linear clause $D$ from a set of linear clauses $\phi$ is a sequence of linear clauses $(D_1, \ldots, D_s \equiv D)$ such that for every $1 \leq i \leq s$ either $D_i \in \phi$ or is a boolean axiom or $D_i$ is obtained from previous clauses by applying one of the rules above. A Res($\text{lin}_R$)}
Resolution with Counting

refutation of an unsatisfiable set of linear clauses \( \phi \) is a \( \text{Res}(\text{lin}_R) \) derivation of the empty clause (which stands for false) from \( \phi \). The size of a \( \text{Res}(\text{lin}_R) \) derivation is the total size of all the clauses in the derivation, where the size of a clause is defined to be the total number of occurrences of variables in it plus the total size of all the coefficient occurring in the clause. The size of a coefficient when using integers (or integers embedded in characteristic zero rings) will be the standard size of the binary representation of integers.

In this definition we assume that \( R \) is a non-trivial \( (R \neq 0) \) ring such that there are polynomial-time algorithms for addition, multiplication and taking additive inverses.

Along with size, we will be dealing with two complexity measures of derivations: width and principal width.

▶ Definition 5. A clause \( C = (f_1 = 0 \lor \cdots \lor f_m = 0) \) has \textbf{width} \( \omega(C) = m \) and \textbf{principal width} \( \omega_0(C) = \sum_{i \in [m]} |f_i| \) where \( \sim \) identifies \( R \)-linear forms \( f_i = 0 \) and \( f_j = 0 \) if they define parallel hyperplanes, that is, if \( f_i = Af_j + B \) or \( f_j = Af_i + B \) for some \( A, B \in R \). For \( \mu \in [\omega, \omega_0] \), the measure \( \mu \) associated with a \( \text{Res}(\text{lin}_R) \) derivation \( \pi = (D_1, \ldots, D_s) \) is \( \mu(\pi) := \max_{1 \leq i \leq s} \mu(D_i) \). For \( \phi \in \text{UNSAT} \), denote by \( \mu(\phi \vdash \bot) \) the minimal value of \( \mu(\pi) \) over all \( \text{Res}(\text{lin}_R) \) refutations \( \pi \).

▶ Proposition 6. \( \text{Res}(\text{lin}_R) \) is sound and complete. It is also implicationally complete, that is if \( \phi \) is a set of linear clauses and \( C \) is a linear clause such that \( \phi \models C \), then there exists a \( \text{Res}(\text{lin}_R) \) derivation of \( C \) from \( \phi \).

Proof. The soundness can be checked by inspecting that each rule of \( \text{Res}(\text{lin}_R) \) is sound. Implication completeness (and thus completeness) follows from Proposition 28. ▶

We now define two systems of resolution with linear equations over a ring, where some of the rules are semantic: \( \text{Res}_{sw}(\text{lin}_R) \) and \( \text{Sem-Res}(\text{lin}_R) \). \( \text{Res}_{sw}(\text{lin}_R) \) is obtained from \( \text{Res}(\text{lin}_R) \) by replacing the boolean axioms with \( 0 = 0 \), discarding simplification rule and replacing the weakening rule with the following \textbf{semantic weakening rule}:

\[
(\text{Semantic weakening}) \quad C \xrightarrow{\text{D}} (C \models D)
\]

The system \( \text{Sem-Res}(\text{lin}_R) \) has no axioms except for \( 0 = 0 \), and has only the following \textbf{semantic resolution rule}:

\[
(\text{Semantic resolution}) \quad C \xrightarrow{\text{D}} C' \quad (C \land C' \models D)
\]

It is easy to see that \( \text{Res}(\text{lin}_R) \leq_P \text{Res}_{sw}(\text{lin}_R) \leq_P \text{Sem-Res}(\text{lin}_R) \), where \( P \leq_P Q \) denotes that \( Q \) polynomially simulates \( P \).

In contrast to the case \( R = \mathbb{F}_2 \) (see [17]), for rings \( R \) with \( \text{char}(R) \notin \{1, 2, 3\} \) both \( \text{Res}_{sw}(\text{lin}_R) \) and \( \text{Sem-Res}(\text{lin}_R) \) are not Cook-Reckhow proof systems, unless \( P = \text{NP} \).

▶ Proposition 7. The following decision problem is \textbf{coNP}-complete: given a linear clause over a ring \( R \) with \( \text{char}(R) \notin \{1, 2, 3\} \) decide whether it is a tautology under 0-1 assignments.

Proof. Consider a 3-DNF \( \phi \) and encode every conjunct \( (x_{i_1}^{\sigma_1} \land \cdots \land x_{i_k}^{\sigma_k}) \in \phi, 1 \leq k \leq 3, \sigma_i \in \{0, 1\} \) as the equation \( (1 - 2\sigma_1)x_1 + \cdots + (1 - 2\sigma_k)x_k = k - (\sigma_1 + \cdots + \sigma_k) \), where \( x^0 := x, x^1 := -x \). Then \( \phi \) is tautological if and only if the disjunction of these linear equations is tautological (that is, for every 0-1 assignment to the variables at least one of the equations hold, when the equations are computed over a ring with characteristic zero or finite characteristic bigger than 3). ▶
We leave it as an open question to determine the complexity of verifying a correct application of the semantic weakening in case $char(R) = 3$ or in case $char(R) = 2$ and $R \neq \mathbb{F}_2$. In the case $R = \mathbb{F}_2$ the negation of a clause is a system of linear equations and thus the existence of solutions for it can be checked in polynomial time. Therefore $Res_{sw}(\mathbb{F}_2)$ is a Cook-Reckhow propositional proof system. The definitions of $Res(\mathbb{F}_2)$, $Res_{sw}(\mathbb{F}_2)$ and $Sem-Res(\mathbb{F}_2)$ coincide with the definitions of syntactic $Res(\oplus)$, $Res(\oplus)$ and $Res_{sem}(\oplus)$ from [17], respectively. As showed in [17], $Res(\mathbb{F}_2)$, $Res_{sw}(\mathbb{F}_2)$ and $Sem-Res(\mathbb{F}_2)$ are polynomially equivalent.

We now show that if $char(R) \notin \{1, 2, 3\}$, then $Res_{sw}(\mathbb{l}(R))$ is polynomially bounded as a proof system for 3-UNSAT (that is, admits polynomial-size refutation for every instance):

\begin{proposition}
If $char(R) \notin \{1, 2, 3\}$, then dag-like $Res_{sw}(\mathbb{l}(R))$ and tree-like $Sem-Res(\mathbb{l}(R))$ are polynomially bounded (not necessarily Cook-Reckhow) propositionally proof systems for 3-UNSAT.
\end{proposition}

\begin{proof}
Let $\phi(x_1, \ldots, x_n) = \{C_i\}_{i \in [m]} \in 3$-UNSAT. Given $C = (x_{j_1}^{\sigma_1} \lor \ldots \lor x_{j_k}^{\sigma_k})$ define $lin(\neg C) := ((2\sigma_1 - 1)x_{j_1} + \ldots + (2\sigma_k - 1)x_{j_k} - (\sigma_1 + \ldots + \sigma_k))$ where $\sigma_i \in \{0, 1\}, j_i \in [n]$, $x^0 := x, x^1 := \neg x$. The linear clause $lin(\neg \phi) := \bigvee_{i \in [m]} lin(\neg C_i) = 0$ is a tautology (under 0-1 assignments) and thus can be derived in $Res_{sw}(\mathbb{l}(R))$ in a single step as a weakening of 0 = 0 or resolving 0 = 0 with 0 = 0 in tree-like $Sem-Res(\mathbb{l}(R))$.

In tree-like $Sem-Res(\mathbb{l}(R))$ the disjunct $lin(\neg C_i) = 0$ can be eliminated from $lin(\neg \phi)$ by a single resolution with $C_i$, thus the empty clause is derived by a sequence of $m$ resolutions of $lin(\neg \phi)$ with $C_1, \ldots, C_m$.

Similarly, the disjuncts $lin(\neg C_i) = 0$ are eliminated from $lin(\neg \phi)$ in $Res_{sw}(\mathbb{l}(R))$, but with a few more steps. Let $D_0$ be the empty clause and $D_{s+1} := D_s \lor lin(\neg C_{s+1}) = 0, 0 \leq s < m$. Assume $D_{s+1}$ is derived and assume without loss of generality, that $C_{s+1} = (x_1 = 1 \lor \ldots \lor x_k = 1)$ and thus $lin(\neg C_{s+1}) = (\neg x_1 - \ldots - x_k)$. Derive $D_s$ as follows. Resolve $D_{s+1}$ with $C_{s+1}$ on $lin(\neg C_{s+1}) + (x_k - 1)$ to get the clause $E_1 := D_s \lor (\neg x_1 - \ldots - x_{k-1} - 1) = 0 \lor x_1 = 1 \lor \ldots \lor x_{k-1} = 1$ and apply semantic weakening to get $E_1' := D_s \lor x_1 = 1 \lor \ldots \lor x_{k-1} = 1$. Resolve $D_{s+1}$ with $E_1'$ on $lin(\neg C_{s+1}) + (x_{k-1} - 1)$ and apply semantic weakening to get the clause $E_2 := D_s \lor x_1 = 1 \lor \ldots \lor x_{k-2} = 1$. After $k$ steps the clause $D_k = E_k'$ can be derived.

The following proposition is straightforward, but useful as it allows, for example, to transfer results about $Res(\mathbb{l}(\mathbb{Q}))$ to $Res(\mathbb{l}(\mathbb{Z}))$.

\begin{proposition}
If $R$ is an integral domain and $\text{Frac}(R)$ is its field of fractions, then $Res(\mathbb{l}(R))$ is equivalent to $Res(\mathbb{l}(\text{Frac}(R)))$ and tree-like $Res(\mathbb{l}(R))$ is equivalent to tree-like $Res(\mathbb{l}(\text{Frac}(R)))$.
\end{proposition}

\begin{proof}
Every proof in $Res(\mathbb{l}(R))$ is also a proof in $Res(\mathbb{l}(\text{Frac}(R)))$. To get the converse, just multiply every line by the least common multiple (lcm) of all the coefficients in the $Res(\mathbb{l}(\text{Frac}(R)))$ proof. If $a_1, \ldots, a_N \in R$ is the list of denominators of all the coefficients in a $Res(\mathbb{l}(\text{Frac}(R)))$ proof $\pi$, then under a reasonable encoding of $R$: $|\text{lcm}(a_1, \ldots, a_N)| \leq |a_1| + \cdots + |a_N| \leq |\pi|$. Therefore the corresponding $Res(\mathbb{l}(R))$ proof is of size at most $O(|\pi|^2)$.
\end{proof}

\footnote{There is, however, one minor difference in the formulation of syntactic $Res(\oplus)$ and $Res(\mathbb{F}_2)$: the former does not have the boolean axioms, but has an extra rule (addition rule).}
3.1 Basic Counting in Res(linR) and Res_{sw}(linR)

Here we introduce several unsatisfiable sets of linear clauses that express some counting principles, and serve to exemplify the ability of dag-like Res(linR), tree-like Res(linR) and tree-like Res_{sw}(linR) to reason about counting, for a ring R. We then summarize what we know about refutations of these instances in our different systems, proving along the way some upper bounds and stating some lower bounds proved in the sequel.

Our unsatisfiable instances are the following:

Linear systems: If A = (B|b) is an m × (n + 1) matrix over R, where the B sub-matrix consists of the first n columns, such that Bx = b has no 0-1 solutions, then (B, is the ith row in B):

\[
\text{LinSys}(A) := \{B_i \cdot x = b_i \}_{i \in [m]}.
\]  

(5)

Subset Sum: Let f be a linear form over R such that 0 \notin im_2(f). Then,

\[
\text{SubSum}(f) := \{f = 0\}.
\]  

(6)

Image avoidance: Let f be a linear form over R and recall the notation (f \neq A) from Sec. 2.1. We define

\[
\text{ImAv}(f) := \{(f \neq A) : A \in im_2(f)\}.
\]  

(7)

We also consider the following (tautological) generalization of the boolean axiom x = 0 \lor x = 1.

Image axiom: For f a linear form, define

\[
\text{Im}(f) := \bigvee_{A \in im_2(f)} f = A.
\]  

(8)

Dag-Like Res(linR)

Upper bounds. For any given linear polynomial f, Im(f) has a Res(linR)-derivation of polynomial-size (in the size of Im(f)):

\[\blacktriangleleft\text{Proposition 10.}\quad\text{Let } f = \sum_{i=1}^{n} a_i x_i + b \text{ be a linear polynomial over } R. \text{ There exists a Res(linR) derivation of } \text{Im}(f) \text{ of size polynomial in } |\text{Im}(f)| \text{ and of principal width at most 3.}\]

Proof. We construct derivations of Im(\(\sum_{i=1}^{k} a_i x_i + b\)), 0 \leq k \leq n, inductively on k.

Base case: k = 0. In this case Im(b) is just the axiom b = b and thus derived in one step.

Induction step: Let f_k := \(\sum_{i=1}^{k} a_i x_i + b\) and assume Im(f_k) was already derived. Derive C_0 := (\bigvee_{A \in im_2(f_k)} f_k + a_k x_{k+1} + A \land x_{k+1} = 1) from Im(f_k) by \(im_2(f_k)\) many resolution applications with \(x_{k+1} = 0 \lor x_{k+1} = 1\). Similarly derive C_1 := (\bigvee_{A \in im_2(f_{k+1})} f_{k+1} + a_{k+1} x_{k+1} + A + a_{k+1}) \land x_{k+1} = 0 \lor x_{k+1} = 1, and obtain Im(f_{k+1}) by resolving C_0 with C_1 on x_{k+1}. The size of the derivation is \(n \cdot |\text{Im}(f)|\), and as there is no clause with more than 3 equations that determines non-parallel hyperplanes, hence the principal width of the derivation is at most 3. \[\blacktriangleright\]

\[\blacktriangleleft\text{Proposition 11.}\quad\text{For every linear polynomial } f \text{ such that } 0 \notin \text{im}_2(f), \text{ the contradiction } \text{SubSum}(f) \text{ admits Res(linR) refutation of size polynomial in } |\text{Im}(f)|.\]
Proof. First construct the shortest derivation of \( \text{Im}(f) \), and then by a sequence of \(|\text{im}_2(f)|\) many application of the resolution rule with \( f = 0 \) derive the empty clause. By Proposition 10 the resulting refutation is of polynomial in \(|\text{Im}(f)|\) size.

- **Proposition 12.** Let \( f \) be a linear polynomial over \( R \), \( a \in \text{im}_2(f) \) and \( \phi = \{(f \neq b)\}_{b \in \text{im}_2(f), b \neq a} \). Then there exists \( \text{Res}(\text{lin}_R) \) derivation \( \pi \) of \( f = a \) from \( \phi \), such that \( S(\pi) = \text{poly}(|\phi|) \) and \( \omega_0(\pi) \leq 3 \).

Proof. Let \( A_1, \ldots, A_N = a \) be an enumeration of all the elements in \( \text{im}_2(f) \). By Proposition 10 there exists a derivation of \( \left( \bigvee_{i \geq 1} f = A_i \right) \) of principal width at most 3. For \( 1 < k < N \), we derive \( C := \left( \bigvee_{i \geq k+1} f = A_i \right) \) from \( \left( \bigvee_{i \geq k} f = A_i \right) = (C \lor f = A_k) \) and \( \{ f \neq A_k \} = (C \lor f = A_1 \lor \cdots \lor f = A_{k-1}) \) in \( k - 1 \) steps as follows: at the \( k \)-th step we get \( (C \lor f = A_k \lor \cdots \lor f = A_1) = (C \lor f = A_1 \lor \cdots \lor f = A_k) \) by resolving \( C \lor f = A_k \lor \cdots \lor f = A_1 \) with \( C \lor f = A_k \). We thus obtain a derivation of principal width \( \omega_0 \leq 3 \) and of size \((1 + \cdots + (N - 2))|f| = \frac{(N-1)(N-2)}{2}|f|\).

- **Corollary 13.** For every ring \( R \) and every linear polynomial \( f \) the contradiction \( \text{ImAv}(f) \) admits polynomial-size \( \text{Res}(\text{lin}_R) \) refutations.

Proof. Pick some \( a \in \text{im}_2(f) \). By Proposition 12 there is a derivation of \( f = a \) from \( \text{ImAv}(f) \) of polynomial size. This derivation can be extended to a refutation of \( \text{ImAv}(f) \) by a sequence of resolution rule applications of \( f = a \) with \( \{ f \neq a \} \in \text{ImAv}(f) \).

All \( \text{Res}(\text{lin}_R) \) upper bounds for \( \text{LinSys}(A) \) are tree-like. So for more \( \text{LinSys}(A) \) upper bounds we refer the reader to the tree-like \( \text{Res}(\text{lin}_R) \) upper bounds further in this section.

**Lower bounds.** In Sec. 4 we prove an exponential lower bound for \( \text{SubSum}(f) \) in case \( f \) is a linear polynomial with large coefficients (Theorem 21).

**Tree-Like \( \text{Res}(\text{lin}_R) \)**

**Upper bounds.** In case \( R \) is a finite ring, in Sec. 5.1 we prove that the clauses in \( \text{Im}(f) \) admit derivations of polynomial size (Theorem 29). Obviously, in that case (\( R \) is finite) any unsatisfiable \( R \)-linear equation \( f = 0 \) has at most \(|R|\) variables and \( \text{SubSum}(f) \) is always refutable in constant size. In contrast, in case \( R = \mathbb{Q} \) we prove a lower bound for \( \text{Im}(f) \), \( \text{SubSum}(f) \) and \( \text{ImAv}(f) \) for a specific \( f \) with small coefficients (see the lower bounds below).

In case a matrix \( A = (B|b) \) with entries in a field \( \mathbb{F} \) defines a system of equations \( B\mathbf{x} = b \), that is unsatisfiable under arbitrary \( \mathbb{F} \)-valued assignments (not just under 0-1 assignments), we prove a polynomial upper bound for tree-like \( \text{Res}(\text{lin}_F) \) refutations of \( \text{LinSys}(A) \).

- **Proposition 14.** If a \( m \times (n + 1) \) matrix \( A = (B|b) \) with entries in a field \( \mathbb{F} \) is such that \( B\mathbf{x} = b \) has no \( \mathbb{F} \)-valued solutions, then there exists tree-like \( \text{Res}(\text{lin}_F) \) refutation of \( \text{LinSys}(A) \) of linear size.

Proof. It is a well-known fact from linear algebra that \( B\mathbf{x} = b \) has no \( \mathbb{F} \)-valued solutions iff there exists \( \alpha \in \mathbb{F}^m \) such that \( \alpha^T B = 0 \) and \( \alpha^T b = 1 \). Therefore, by \( m - 1 \) resolutions of \( B_1\mathbf{x} - b_1 = 0, \ldots, B_m\mathbf{x} - b_m = 0 \) we can derive \(-\alpha_1(B_1\mathbf{x} - b_1) - \cdots - \alpha_m(B_m\mathbf{x} - b_m) = 0\), which is 1 = 0.
Lower bounds. In Sec. 4 we prove tree-like Res(lin$_R$) exponential-size lower bounds for derivations of Im(f) and refutations of SubSum(f) for any f (Corollary 34 and Theorem 35). For ImAv(f) whenever f is of the form $f = \epsilon_1 x_1 + \ldots + \epsilon_n x_n - A$ for some $\epsilon_i \in \{-1, 1\}, A \in \mathbb{F}$ the lower bound holds even for the stronger system tree-like Res$_{sw}(\text{lin}_F)$ (see below).

Tree-Like Res$_{sw}(\text{lin}_R)$

Upper bounds. Most of the instances above admit short derivations/refutations in tree-like Res$_{sw}(\text{lin}_R)$: Im(f) is semantic weakening of $0 = 0$ and thus derivable in one step; The empty clause is a semantic weakening of SubSum(f) and LinSys(A) and thus can be refuted via deriving $\bigvee_{i \in [n]} (A_i \bar{x} - b_i \neq 0)$ as a semantic weakening of $0 = 0$ and resolving it with equalities in LinSys(A) = \{A_i \bar{x} - b_i = 0\}_{i \in [n]}.

Lower bounds. In case F is a field of characteristic zero, ImAv(f) are hard even for tree-like Res$_{sw}(\text{lin}_R)$ whenever f is of the form $f = \epsilon_1 x_1 + \ldots + \epsilon_n x_n - A$ for some $\epsilon_i \in \{-1, 1\}, A \in \mathbb{F}$ (Theorem 37).

3.2 CNF Upper Bounds for Res(\text{lin}_R)

In this section we outline two basic polynomial upper bounds, which we use to establish our separations in subsequent sections: short tree-like Res(\text{lin}_R) refutations for CNF encodings of linear systems over a ring R, and short Res(\text{lin}_R) refutations for $\neg$PHP$_m^n$. Together with our lower bounds, these imply the separation between tree-like Res(\text{lin}_F) and tree-like Res(\text{lin}_{F'}) , where F, F’ are fields of positive characteristic such that char(F) $\neq$ char($F'$). The short refutation of the pigeonhole principle will imply a separation between dag-like and tree-like Res(\text{lin}_F) for fields F of characteristic 0.

In what follows we consider standard CNF encodings of linear equations $f = 0$ where the linear equations are considered as boolean functions (i.e., functions from 0-1 assignments to \{0, 1\}); we do not use extension variable in these encodings.

\textbf{Proposition 15.} Let F be a field and $A \bar{x} = b$ be a system of linear equations that has no solution over F, where A is a $k \times n$ matrix with entries in F, and $A_i$ denotes the $i$th row in A. Assume that $\phi_i$ is a CNF encoding of $A_i \bar{x} - b_i = 0$, for $i \in [k]$. Then, there exists a tree-like Res(\text{lin}_F) refutation of $\phi = \{\phi_i\}_{i \in [k]}$ of size polynomial in $|\phi| + \sum_{i \in [k]} |A_i \cdot \bar{x} - b_i = 0|$.

\textbf{Proof.} The idea is to derive the actual linear system of equations from their CNF encoding, and then refute the linear system using a previous upper bound (Proposition 14).

If $n_i$ is the number of variables in $A_i \cdot \bar{x} - b_i = 0$, then $|\phi_i| = \Theta(2^{n_i})$. By Proposition 28 proved in the sequel there exists a tree-like Res(\text{lin}_F) derivation of $A_i \cdot \bar{x} - b_i = 0$ from $\phi_i$ of size $O(2^{n_i} |A_i \cdot \bar{x} - b_i = 0|) = O(|\phi_i| |A_i \cdot \bar{x} - b_i = 0|)$.

By Proposition 14 there exists a tree-like Res(\text{lin}_F) refutation of $\{A_i \cdot \bar{x} - b_i = 0\}_{i \in [k]}$ of size $O\left(\sum_{i \in [k]} |A_i \cdot \bar{x} - b_i = 0|\right)$. The total size of the resulting refutation of $\phi$ is $O\left(\sum_{i \in [k]} |\phi_i| |A_i \cdot \bar{x} - b_i = 0|\right)$ and thus is $O\left(\left(\sum_{i \in [k]} |\phi_i| + \sum_{i \in [k]} |A_i \cdot \bar{x} - b_i = 0|\right)^2\right) = O\left(\left(|\phi| + \sum_{i \in [k]} |A_i \cdot \bar{x} - b_i = 0|\right)^2\right)$.\hfill\triangle

As a corollary we get the polynomial upper bound for the Tseitin formulas (see Sec. 2.3.2 for the definition):
Theorem 16. Let $G = (V, E)$ be a $d$-regular directed graph, $p$ a prime number, $\sigma : V \rightarrow \mathbb{F}_p$ such that $\sum_{u \in V} \sigma(u) \not\equiv 0 \pmod{p}$, then $\neg TS^{(p)}_{G,\sigma}$ admit tree-like $\text{Res}(\text{lin}_p)$ refutations of polynomial size.

Proof. $\neg TS^{(p)}_{G,\sigma}$ is an unsatisfiable system of linear equations over $\mathbb{F}_p$ (note that no assignment of $F$-elements to the variables in $\neg TS^{(p)}_{G,\sigma}$ is satisfying, and so we do not need to use the (non-linear) boolean axioms to get the unsatisfiability of the system of equations). Therefore, by Proposition 15 there exists a tree-like $\text{Res}(\text{lin}_p)$ refutation of $\neg TS^{(p)}_{G,\sigma}$ of polynomial size.

Theorem 17 (Raz and Tzameret [26]). Let $R$ be a ring such that $\text{char}(R) = 0$. There exists a $\text{Res}(\text{lin}_R)$ refutation of $\neg \text{PHP}^{n^n}_n$ of polynomial size.

Proof. This follows from the upper bound of [26] for $\text{Res}(\text{lin}_2)$ and the fact that any $\text{Res}(\text{lin}_2)$ proof can be interpreted as $\text{Res}(\text{lin}_R)$ if $R$ is of characteristic 0.

4 Dag-Like Lower Bound

4.1 Lower Bound for Subset Sum with Large Coefficients

In this section we prove an exponential lower bound on the size of dag-like $\text{Res}(\text{lin}_Q)$ refutations of $\text{SubSum}(f)$, where $f = 1 + x_1 + \cdots + 2^n x_n$.

The lower bound is obtained by defining a mapping, that sends every refutation $\pi$ of $f = 0$ to a derivation $\pi'$ from the boolean axioms of some clause $C_\pi$, in such a way that $\pi'$ satisfies two properties:

1. $\pi'$ is at most polynomially larger than $\pi$;
2. $C_\pi$ is exponentially large.

We ensure that the second property holds by defining the construction of $\pi'$ in such a way that every disjunct $g = 0$ in $C_\pi$ has a sufficiently small number $Z_g$ of 0-1 solutions, namely $Z_g$ is at most $2^{c_2}$, for some constant $c < 1$. This, together with the observation that $C_\pi$ must be a boolean tautology, because it is derivable from the boolean axioms only, implies that $C_\pi$ must be of exponential size (since $C_\pi$ has $2^n$ satisfying assignments and each disjunct contributes at most $2^{cn}$ satisfying disjunctions). Therefore, by the first property, $\pi'$ must be of exponential size.

The fact that $f$ has exponentially large coefficients is essential in our proof that $C_\pi$ is of exponential size. All contradictions of the form $f = 0$, where $f$ has polynomially bounded coefficients, have polynomial dag-like $\text{Res}(\text{lin}_Q)$ refutations and, thus, there is no hope to prove strong bounds for dag-like refutations in this case. However, in Sec 5 we prove that any $f = 0$, as long as $f$ depends on $n$ variables, must have tree-like $\text{Res}(\text{lin}_Q)$ refutations of size at least $2^{O(\sqrt{n})}$. The argument relies on a similar transformation from refutations $\pi$ of $f = 0$ to derivations of some $C_\pi$ and in this way reduces the problem to proving size lower bounds against tree-like $\text{Res}(\text{lin}_Q)$ derivations of $C_\pi$ from the boolean axioms.

In order to deal with both tree-like and dag-like lower bounds we formulate and prove a generalised statement about the translation. For both dag-like and tree-like lower bounds we need that for all the disjuncts $g = 0$ in $C_\pi$ a certain predicate $P$ holds for $g$. In case of the dag-like bound, $P(g) = 1$ iff $g = 0$ has at most $2^{c_2}$ 0-1 solutions, while in case of the tree-like bound $P(g) = 1$ iff $g$ depends on at least $\frac{n}{2}$ variables. In Theorem 18 we prove that the translation can be achieved as long as $P$ satisfies certain properties (in what follows $\mathbb{F}[x_1, \ldots, x_n]_{\leq 1}$ denotes the linear polynomials in $\mathbb{F}[x_1, \ldots, x_n]$).
Theorem 18. Let \( f \) be a linear polynomial over a field \( \mathbb{F} \) with \( n \) variables and let \( \mathcal{P} : \mathbb{P}([x_1, \ldots, x_n]_{\leq 1}) \to \{0, 1\} \) be a predicate on the projective space\(^7\) of linear polynomials over \( \mathbb{F} \) satisfying the following properties:

1. For all linear polynomials \( g \) and for all but at most one \( a \in \mathbb{F} \): \( \mathcal{P}(g + af) = 1 \);
2. For all \( b \in \mathbb{F} \): \( \mathcal{P}(b + f) = 1 \).

If there exists \( \text{Res}((\text{lin}\, f)) \) (resp. \( \text{tree-like Res}((\text{lin}\, f)) \)) refutation of \( f = 0 \) of size \( S \), then there exists \( \text{Res}((\text{lin}\, f)) \) (resp. \( \text{tree-like Res}((\text{lin}\, f)) \)) derivation of size \( O(n \cdot S^3) \) of a linear clause \( \bigvee_{j \in [n]} g_j = 0 \) (for some positive \( N \)), where \( \mathcal{P}(g_j) = 1 \) for every \( j \in [N] \).

Proof. We now sketch the plan of the proof. Assume that \( \pi \) is a \( \text{Res}((\text{lin}\, f)) \) refutation of \( f = 0 \). By taking out resolutions with \( f = 0 \) we transform \( \pi \) into a derivation \( \pi' \) of some clause \( C \) such that \( \mathcal{P}(g) = 1 \) for every disjunct \( g = 0 \) in \( C \). We do this in such a way that \( \pi' \) is not much larger than \( \pi \): \( |\pi'| = O(n \cdot |\pi|^3) \).

Denote \( \pi_{\leq k} \) the fragment of \( \pi \), consisting of the first \( k \) lines of \( \pi \). By induction on \( k \) we define the sequence \( \pi'_k \) of derivations of some clauses \( D_k \) from boolean axioms. The derivations \( \pi'_k \) are defined together with a surjective function \( \tau_k \) from lines of \( \pi_{\leq k} \) to lines of \( \pi'_k \) such that if \( D = \left( \bigvee_{i \in [m]} g_i = 0 \right) \) is a line in \( \pi_{\leq k} \), then

\[
\tau_k(D) = \left( \bigvee_{i \in [m]} g_i + af = 0 \right) \vee \bigvee_{s \in [m']} h_s = 0
\]

is a line in \( \pi'_k \), where \( a_i \in \mathbb{F} \) and each \( h_s \) is a linear polynomial. Moreover, \( \tau_k(D) \) satisfies the following properties:

1. For each \( h_s = 0 \): \( \mathcal{P}(h_s) = 1 \).
2. The sets \( H_D \) of disjuncts \( h_s = 0 \) in \( \tau_k(D) \) are not too large: \( \left| \bigcup_{D \in \pi_{\leq k}} H_D \right| \leq 2|\pi_{\leq k}| \).
3. The numbers \( a_i \) and coefficients of \( h_s \) are not too large: their bit-size does not exceed the maximal bit-size of coefficients in \( \pi \).

Before we proceed to the inductive definition of \( \pi'_k \), we finish the proof assuming that \( \pi'_k \) described above exists. If \( l \) is the length of \( \pi \), then \( \pi' := \pi'_l \) contains a derivation of \( \tau_l(\emptyset) \), where \( \emptyset \) denotes the empty clause.

We now turn to the inductive definition of \( \pi'_k \).

Base case: Define \( \pi'_0 \) to be the empty derivation.

Induction step: Assume \( \pi'_k \) and \( \tau_k \) satisfy the properties above and \( k \) is smaller than the length of \( \pi \). If \( D \) is the last line of \( \pi_{\leq k+1} \), then \( \tau_{k+1} \) extends \( \tau_k \) to \( D \) and \( \pi'_{k+1} \) either extends \( \pi'_k \) with \( \tau_{k+1}(D) \) or coincides with \( \pi'_k \). Consider the possible cases in which the last line \( D \) of \( \pi_{\leq k+1} \) is derived:

Case 1: Boolean axiom: \( D = (x_i = 0 \lor x_i = 1) \). Then \( \pi'_{k+1} \) extends \( \pi'_k \) with \( D \) and \( \tau_{k+1}(D) = D \).

Case 2: \( D = (f = 0) \). Then \( \pi'_{k+1} \) extends \( \pi'_k \) with the axiom \( 0 = 0 \) and \( \tau_{k+1}(D) = (f - f = 0) \).

Case 3: \( D \) is derived by resolution: \( D = (C_1 \lor C_2 \lor \alpha G_1 + \beta G_2 = 0) \) for some lines \( (C_1 \lor G_1 = 0) \) and \( (C_2 \lor G_2 = 0) \) in \( \pi_{\leq k} \).

\(^7\) Here, a projective space \( \mathbb{P}([x_1, \ldots, x_n]_{\leq 1}) \) means the set of linear polynomials quotient by the relation \( f \sim af \) for nonzero scalars \( a \).
If \( C_i = \bigvee_{t \in [m]} g_t^{(i)} = 0 \), by induction hypothesis \( \tau_k(C_i \lor G_i = 0) \) is of the form \((i = 1, 2; A_i \in \mathbb{F})\):

\[
\tau_k(C_i \lor G_i = 0) = \left( G_i + A_i f = 0 \lor \bigvee_{t \in [m]} g_t^{(i)} + a_t^{(i)} f = 0 \right) \lor \bigvee_{s \in [m]} h_s^{(i)} = 0
\]

Define \( \tau_{k+1}(D) \) to be the following resolution of \( \tau_k(C_i \lor G_i = 0) \in \pi_k^i \) with \( \tau_k(C_i \lor G_i = 0) \in \pi_k^i \):

\[
\tau_{k+1}(D) := \left( \alpha G_1 + \beta G_2 + (\alpha A_1 + \beta A_2) f = 0 \lor \bigvee_{i=1, 2} \bigvee_{t \in [m]} g_t^{(i)} + a_t^{(i)} f = 0 \right) \lor \bigvee_{i=1, 2} \bigvee_{s \in [m]} h_s^{(i)} = 0
\]

The derivation \( \pi_{k+1}^i \) extends \( \pi_k^i \) with \( \tau_{k+1}(D) \). It remains to be shown that \( \tau_{k+1}(D) \) is of required form and that \( \tau_{k+1} \) satisfies the required properties.

If we consider the clause \((\alpha G_1 + \beta G_2 = 0 \lor C_1 \lor C_2)\) as a \textit{multiset} of disjuncts and \( C_1, C_2 \) as usual, as sets of disjuncts, there can be up to three identical copies of \( g = 0 \) (from \( C_1 \), from \( C_2 \) and from \((\alpha G_1 + \beta G_2 = 0))\), that are contracted to a single element in the set \( D \). In \( \tau_{k+1}(D) \) these copies can be different because of different \( +af \) terms and, thus, can be non-contractible.

For every disjunct \( g = 0 \in D \), denote \( F_g \) the set of disjuncts in \( \tau_{k+1}(D) \) that correspond to \( g \), namely, \( (g_j^{(i)} + a_j^{(i)} f = 0) \in F_g \) if \( g_j^{(i)} = g \) and \((\alpha G_1 + \beta G_2 + (\alpha A_1 + \beta A_2) f = 0) \in F_g \) iff \( \alpha G_1 + \beta G_2 = g \). For every \( g = 0 \in D \), pick one element \( g + af = 0 \in F_g \), which minimises \( P(g + af) \), and denote \( X \) the set of these elements. Denote \( Y := \left( \bigcup_{g = 0 \in D} F_g \right) \setminus X \). Write \( \tau_{k+1}(D) \) as follows:

\[
\tau_{k+1}(D) = \left( \bigvee_{g + af = 0 \in X} g + af = 0 \right) \lor \left( \bigvee_{i=1, 2} \bigvee_{s \in [m]} h_s^{(i)} = 0 \lor \bigvee_{g + af = 0 \in Y} g + af = 0 \right)
\]

We now show that \( \tau_{k+1} \) satisfies all the desired properties:

1. For every \( h_s^{(i)} = 0 \), \( P(h_s^{(i)}) = 1 \) holds by induction hypothesis. For every \( g + af = 0 \in Y \), \( P(g + af) = 1 \) holds by definition of \( Y \).

2. Note that \( |H_D \setminus \{ h_s^{(i)} = 0 \}|_{1,s} \leq 2|D| \). By induction hypothesis \( |\bigcup_{D \in \pi_k^i} H_D| \leq 2|\pi_{k}\| \).

   It follows that \( |\bigcup_{D \in \pi_k^i} H_D \cup H_D| = |\bigcup_{D \in \pi_k^i} H_D \cup (H_D \setminus \{ h_s^{(i)} = 0 \})|_{1,s} \leq |\bigcup_{D \in \pi_k^i} H_D| + |H_D \setminus \{ h_s^{(i)} = 0 \}|_{1,s} \leq 2|\pi_{k}\| + 2|D| \leq 2|\pi_{k+1}| \).

3. The absolute values of coefficients in \( \pi_{k+1}^i \) do not exceed the maximal absolute value of coefficients in \( \pi_k^i \).

Case 4: \( D \) is derived by simplification from a line \( D \lor b = 0 \) in \( \pi_{k} \). If \( D = \left( \bigvee_{t \in [m]} g_t = 0 \right) \), then \( \tau_k(D \lor b = 0) \) has the form: \( \tau_k(D \lor b = 0) = \left( \bigvee_{t \in [m]} g_t + a_t f = 0 \right) \lor b + af = 0 \).

If \( a = 0 \), we apply simplification to \( \tau_k(D \lor b = 0) \) to derive \( \tau_{k+1}(D) := \left( \bigvee_{t \in [m]} g_t + a_t f = 0 \right) \) and let \( \pi_{k+1}^i \) extend \( \pi_k^i \).

Otherwise, if \( a \neq 0 \), we define \( \tau_{k+1}(D) \) to be \( \tau_{k+1}(D) := \tau_k(D \lor b = 0) \) and \( \pi_{k+1}^i := \pi_k^i \).
Case 5: $D$ is derived by weakening from a line $C$ of $\pi_{\leq k}$: $D = (C \lor g = 0)$ for some $g$. Define $\tau_{k+1}(D) := (\tau_k(C) \lor g = 0)$ and let $\pi'_k$ extend $\pi'_k$ with $\tau_{k+1}(D)$.

Lemma 19. Let $g : \mathbb{Z}^n \rightarrow \mathbb{Z}$ be a linear function. For the sets $I(g) := im_2(g)$ and $K(g) := g^{-1}(0) \cap \{0, 1\}^n$ it holds that $|I(g)| \cdot |K(g)| \leq 3^n$.

Proof. For every element $a \in I(g)$ choose some $v_a \in \{0, 1\}^n$ such that $g(v_a) = a$. Consider the set $X := \{v_a + u \mid a \in I(g), u \in K(g)\} \subset \{0, 1, 2\}^n$.

It is easy to see that $|X| = |I(g)| \cdot |K(g)|$. Indeed, if $v_a + u = v_{a'} + u'$, then $g(v_a) + g(u) - g(0) = g(v_a + u) = g(v_{a'} + u') = g(v_{a'}) + g(u') - g(0)$ and therefore $a = a'$, $v_a = v_{a'}$, $u = u'$.

On the other hand, $|X| \leq 3^n$.

Lemma 20. Let $f = 1 + 2x_1 + \cdots + 2^n x_n$ and $g : \mathbb{Z}^n \rightarrow \mathbb{Z}$ be a linear function. For any $a \in \mathbb{Z} \setminus \{0\}$ one of the following holds:

1. $g = 0$ has at most $3^{\frac{n}{2}}$ 0-1 solutions.
2. $g + af = 0$ has at most $3^{\frac{n}{2}}$ 0-1 solutions.

Proof. For every $b \in \mathbb{Z}$, there exists at most one boolean assignment that satisfies both $g = b$ and $b + af = 0$. Therefore the number of 0-1 solutions of $g + af = 0$ is at most the size of the boolean image $im_2(g)$ of $g$. By Lemma 19 either $|im_2(g)| \leq 3^{\frac{n}{2}}$ or $|g^{-1}(0) \cap \{0, 1\}^n| \leq 3^{\frac{n}{2}}$.

Theorem 21. Let $f = 1 + 2x_1 + \cdots + 2^n x_n$. Any $\text{Res}(\text{lin}_Q)$ refutation of $f = 0$ is of size $2^{\Omega(n)}$.

Proof. Define the predicate $\mathcal{P}(g)$ on linear polynomials over $\mathbb{Q}$ as follows: $\mathcal{P}(g) = 1$ iff $g = 0$ has at most $2^{(0.5 \cdot \log 3) n}$ 0-1 solutions. By Lemma 20, $\mathcal{P}$ satisfies the properties in Theorem 18. Therefore, by Theorem 18, if $\pi$ is a refutation of $f = 0$, then there exists a derivation $\pi'$ of some clause $C = \bigvee_{j \in \{N\}} g_j = 0$ from the boolean axioms, where each $g_j = 0$ has at most $2^{(0.5 \cdot \log 3) n}$ 0-1 solutions. Moreover $|\pi'| = O(n \cdot |\pi|^3)$. As $C$ must be a boolean tautology, that satisfied by $2^n$ assignments, it must contain at least $2^{(1 - 0.5 \cdot \log 3) n}$ disjuncts (because every disjunct contributes at most $2^{(0.5 \cdot \log 3) n}$ satisfying assignments). Therefore $|\pi| = 2^{\Omega(n)}$.

5 Tree-Like Lower Bounds

5.1 Nondeterministic Linear Decision Trees

In this section we extend the classical correspondence between tree-like resolution refutations and decision trees (cf. [6]) to tree-like $\text{Res}(\text{lin}_R)$ and tree-like $\text{Res}_{\text{lin}_R}(\text{lin}_R)$. We define nondeterministic linear decision trees (NLDT), which generalize parity decision trees, proposed in [17] for $R = \mathbb{F}_2$, to arbitrary rings. We shall use these trees in the sequel to establish some of our upper and lower bounds (though not for our dag-like lower bounds).

Let $\phi$ be a set of linear clauses (that we wish to refute) and $\Phi$ a set of linear non-equalities over $R$ (that we take as assumptions). Consider the following two decision problems:

DP1. Assume $\Phi \models \neg \phi$. Given a satisfying boolean assignment $\rho$ to $\Phi$, determine which clause $C \in \phi$ is violated by $\rho$ by making queries of the form: which of $f|_{\rho} \neq 0$ or $g|_{\rho} \neq 0$ hold for linear forms $f, g$ in case $f|_{\rho} + g|_{\rho} \neq 0$.

DP2. Similar to DP1, only that we assume $\Phi \models_R \neg \phi$, and given $R$-valued assignment $\rho$, satisfying $\Phi$, we ask to find a clause $C \in \phi$ falsified by $\rho$. 

Below we define NLDTs of types DT_{sv}(R) and DT(R), which provide solutions to DP1 and DP2, respectively. The root of a tree is labeled with a system $\Phi$, the edges in a tree are labeled with linear non-equalities of the form $f \neq 0$ and the leaves are labeled with clauses $C \in \phi$. Informally, at every node $v$ there is a set $\Phi_v$ of all learned non-equalities, which is the union of $\Phi$ and the set of non-equalities along the path from the root to the node. If $v$ is an internal node, two outgoing edges $f \neq 0$ and $g \neq 0$ define a query to be made at $v$, where $f + g \neq 0$ is a consequence of $\Phi_v$. If $v$ is a leaf, then $\Phi_v \cup \Phi$ contradicts a clause $C \in \phi$.

Starting from the root, based on the assignment $\rho$, we go along a path, from the root to a leaf, by choosing in each node to go along the left edge $f \neq 0$ or the right edge $g \neq 0$, depending on whether $f|_{\rho} \neq 0$ or $g|_{\rho} \neq 0$. Note that $f|_{\rho} \neq 0$ and $g|_{\rho} \neq 0$ may not be mutually exclusive, and this is why the decision made in each node may be nondeterministic.

**Definition 22 (Nondeterministic linear decision tree NLDT; DT(R), DT_{sv}(R)).** Let $\phi$ be a set of linear clauses and $\Phi$ be a set of linear non-equalities over a ring $R$. A nondeterministic linear decision tree $T$ of type DT(R) and of type DT_{sv}(R) for $(\phi, \Phi)$ is a binary rooted tree, where every edge is labeled with some linear non-equality $f \neq 0$, in such a way that the conditions below hold. In what follows, for a node $v$, we denote by $\Phi_{\rho \to v}$ the set of non-equalities along the path from the root $r$ to $v$ and by $\Phi_v$ the set $\Phi_{\rho \to v} \cup \Phi$. We say that $\Phi_v$ is the set of learned non-equalities at $v$.

1. Let $v$ be an internal node. Then $v$ has two outgoing edges labeled by linear non-equalities $f_v \neq 0$ and $g_v \neq 0$, such that:
   - If $T \in DT(R)$, then $\alpha f_v + \beta g_v \neq 0 \in \Phi_v \cup \{a \neq 0 \mid a \in R \setminus \{0\}\}$ for some $\alpha, \beta \in R$.
   - If $T \in DT_{sv}(R)$, then $\Phi_v \models \alpha f_v + \beta g_v \neq 0$ for some $\alpha, \beta \in R$.
2. A node $v$ is a leaf if there is a linear clause $C \in \phi \cup \{0 = 0\}$ which is violated by $\Phi_v$ in the following sense:
   - If $T \in DT(R)$, then $\neg C \subseteq \Phi_v \cup \{a \neq 0 \mid a \in R \setminus \{0\}\}$.
   - If $T \in DT_{sv}(R)$, then $\Phi_v \models \neg C$.

In case $\Phi$ is empty, we sometimes simply write that the NLDT is for $\phi$ instead of $(\phi, \emptyset)$.

Assume $\Phi \models \neg \phi$. Then an NLDT for $(\phi \cup \{x = 0 \lor x = 1 \mid x \in \text{vars}(\phi)\}, \Phi)$ of type DT(R) can be converted into an NLDT of type DT_{sv}(R) for $(\phi, \Phi)$ by truncating all maximal subtrees with all leaves from $\{x = 0 \lor x = 1 \mid x \in \text{vars}(\phi)\}$ and marking their roots with arbitrary clauses from $\phi$.

Below we give several examples (and basic properties) of NLDTs.

**Example 23.** Let $\phi$ be a set of clauses, representing unsatisfiable CNF. Then any standard decision tree on boolean variables is an NLDT for $\phi \cup \{x = 0 \lor x = 1 \mid x \in \text{vars}(\phi)\}$ of type DT(R), where a branching on the value of a variable $x$ is realized by branching on $(1 - x) + x \neq 0$ to either $1 - x \neq 0$ or $x \neq 0$.

This is illustrated by (the proof of) the following proposition:

**Proposition 24.** If $\Phi$ is a set of linear non-equalities and $\phi$ is a set of linear clauses over $R$ such that $\Phi \models \neg \phi$, then there exists a DT(R) tree for $(\phi \cup \{x = 0 \lor x = 1 \mid x \in \text{vars}(\phi)\}, \Phi)$ of size $O(2^n|\Phi|)$, where $n = |\text{vars}(\phi) \cup \{\neg \Phi\}|$.

**Proof.** Let $\text{vars}(\phi \cup \{\neg \Phi\}) = \{x_1, \ldots, x_n\}$ and fix an ordering on these variables. Construct a tree $T_0$ with $2^n$ nodes, that branches on $x_1, \ldots, x_n$, in this order. Thus, in every leaf $v$ of $T_0$ a total assignment to the variables is determined (i.e., $\Phi_v = \{x_i \neq \nu_i \mid i \in [n] \cup \Phi$ for some $\nu_i \in \{0, 1\}\}$). Since $\Phi \models \neg \phi$, this assignment violates either some clause $C = (f_1 = 0 \lor \cdots \lor f_m = 0)$ in $\phi$ or some non-equality $g \neq 0$ in $\Phi$. We augment $T_0$ to $T$ by attaching a subtree to every leaf $v$ of $T_0$ depending on whether the former or latter condition holds for $v$, as follows:
Case 1: \( \{x_i \neq \nu_i\}_{i \in [n]} \models \neg C\). We attach a subtree to \( v \) that makes \( m \) sequences of branches as follows. If \( f_i = a_1 x_1 + \ldots + a_n x_n + b \) then \( a_1(1 - \nu_1) + \ldots + a_n(1 - \nu_n) + b \neq 0 \) holds and the \( i \)th sequence is the following sequence of “substitutions”: \((a_1 x_1 + a_2(1 - \nu_2) + \ldots + a_n(1 - \nu_n) + b) + (a_1(1 - \nu_1) - a_1 x_1) \neq 0 \) to \( a_1 x_1 + a_2(1 - \nu_2) + \ldots + a_n(1 - \nu_n) + b \neq 0 \) and \( a_1(1 - \nu_1) - a_1 x_1 = 0 \). All the right branches lead to nodes \( u \) such that \( \{x_i \neq 0, x_i \neq 1\} \subseteq \Phi_u \) for some \( i \in [n] \) and thus they satisfy the DT(R) leaf condition in Definition 22. Such a sequence indeed performs substitutions: the edge to the leftmost node is \( f_i \neq 0 \) and as we go upwards, we apply the substitutions \( x_n \leftarrow 1 - \nu_n, \ldots, x_1 \leftarrow 1 - \nu_1 \) to this non-equality.

In the leftmost node \( w \) in the end of the \( m \)th sequence, \( \{f_1 \neq 0, \ldots, f_m \neq 0\} \subseteq \Phi_w \) holds and thus again \( C \) is violated at \( w \) in the sense of Definition 22 and therefore \( w \) is a legal DT(R)-leaf.

Case 2: \( \{x_i \neq \nu_i\}_{i \in [n]} \models g = 0 \), where \( g \neq 0 \in \Phi_w \). Let \( g = a_1 x_1 + \ldots + a_n x_n + b \). Attach to \( v \) a subtree that makes the following branches: \((a_1(1 - \nu_1) + a_2 x_2 + \ldots + a_n x_n + b) - (a_1(1 - \nu_1) - a_1 x_1) \neq 0 \) to \( a_1(1 - \nu_1) + a_2 x_2 + \ldots + a_n x_n + b \neq 0 \) and \( a_1(1 - \nu_1) - a_1 x_1 = 0 \). All leaves of the subtree satisfy the condition for DT(R) leaves in Definition 22.

The tree \( T \) is a DT(R) tree for \((\phi, \Phi)\).

Example 25. Let \( \phi \) be as in Example 23. Parity decision trees, as defined in [17], are NLDTs for \( \phi \) of type DT_{sw}(F_2): branching on the value of an \( F_2 \)-linear form \( f \) is realized by branching from \((1 - f) + f = 0 \) to \( 1 - f \neq 0 \) and \( f \neq 0 \). And the converse also holds: a branching of \( f + g = 0 \) to \( f \neq 0 \) and \( g \neq 0 \), where, say, \( f \) is a non-constant \( F_2 \)-linear form, is equivalent to branching on the value of \( f \).

Example 26. Let \( \phi = \{f_1 = 0, \ldots, f_m = 0\} \), where \( f_1, \ldots, f_m \) are \( R \)-linear forms such that \( f_1 + \ldots + f_m = 1 \). Then a polynomial-size NLDT of type DT(R) for \( \phi \) makes the following branchings, where all right edges lead to a leaf: \((f_1 + \ldots + f_{m-1}) + f_m \neq 0 \) (this is just \( 1 \neq 0 \)) to \( f_1 + \ldots + f_{m-1} \neq 0 \) and \( f_m \neq 0 \), \ldots, \( f_1 + f_2 \neq 0 \) to \( f_1 \neq 0 \) and \( f_2 \neq 0 \).

We now show the equivalence between NLDTs and tree-like Res(\( \text{lin}_R \)) proofs.

Example 27. Let \( \phi \) be a set of linear clauses over a ring \( R \) and \( \Phi \) be a set of linear non-equalities over \( R \). Then, there exist decision trees DT(R) (resp. DT_{sw}(R)) for \( \phi \cup \{x = 0 \land x = 1 \} \) \( x \in \text{vars}(\phi) \), \( \Phi \) (resp. \( (\phi, \Phi) \)) of size \( s \) if and only if there exist tree-like Res(\( \text{lin}_R \)) (resp. tree-like Res_{sw}(\( \text{lin}_R \))) derivations of the clause \( \neg \Phi = \bigvee_{f \neq 0 \in \Phi} f = 0 \) from \( \phi \) of size \( O(s) \).

Proof. \( \Rightarrow \) Let \( T_{\phi} \) be an NLDT of type DT(R) or DT_{sw}(R) for \( \phi \). We construct a tree-like Res(\( \text{lin}_R \)) or tree-like Res_{sw}(\( \text{lin}_R \)) derivation from \( T_{\phi} \), respectively, as follows. Consider the tree of clauses \( \pi_0 \), obtained from \( T_{\phi} \) by replacing every vertex \( u \) with the clause \( \neg \Phi_u \). This tree is not a valid tree-like derivation yet. We augment it to a valid derivation \( \pi \) by appropriate insertions of applications of weakening and simplification rules.

Case 1: If \( \neg \Phi_u \in \pi_0 \) is a leaf, then \( \Phi_u \) violates a clause \( D \in \phi \cup \{0 = 0\} \). By condition 2 in Definition 22, \( \neg \Phi_u \) must be a weakening of \( D \) (syntactic for \( T_{\phi} \in \text{DT}(R) \) and semantic for \( T_{\phi} \in \text{DT}_{sw}(R) \) ) and we add \( D \) as the only child of this node.
Case 2: Let \( \neg \Phi_u \in \pi_0 \) be an internal node with two outgoing edges labeled with \( f_u \neq 0 \) and \( g_u \neq 0 \).

If \( T_\phi \in \text{DT}(R) \), then \( \alpha f_u + \beta g_u \neq 0 \in \Phi_u \cup \{a \neq 0 | a \in R \setminus 0\} \). Apply resolution to \( \neg \Phi_{l(u)} = (\neg \Phi_u \lor f_u = 0) \) and \( \neg \Phi_{r(u)} = (\neg \Phi_u \lor g_u = 0) \) to derive \( \neg \Phi_u \lor \alpha f_u + \beta g_u = 0 \). In case \( \alpha f_u + \beta g_u \neq 0 \in \Phi_u \), this clause coincides with \( \neg \Phi_u \) and no additional steps are required. In case \( \alpha f_u + \beta g_u \neq 0 \in \{a \neq 0 | a \in R \setminus 0\} \) insert an application of the simplification rule to get a derivation of \( \neg \Phi_u \).

If \( T_\phi \in \text{DT}_s(R), \Phi_u \models \alpha f_u + \beta g_u \neq 0 \), we derive \( \neg \Phi_u \lor \alpha f_u + \beta g_u = 0 \) from \( \neg \Phi_{l(u)} = (\neg \Phi_u \lor f_u = 0) \) and \( \neg \Phi_{r(u)} = (\neg \Phi_u \lor g_u = 0) \) by an application of the resolution rule and then deriving \( \neg \Phi_u \) by an application of the semantic weakening rule.

\[ (\Leftarrow) \] Conversely, assume \( \pi \) is a tree-like Res(lin) or a tree-like Res_{sw}(lin) derivation of a (possibly empty) clause \( C \) from \( \phi \). In what follows, when we say weakening we mean syntactic or semantic weakening depending on \( \pi \) being a tree-like Res(lin) or a tree-like Res_{sw}(lin) derivation, respectively.

Let the edges in the proof-tree of \( \pi \) be directed from conclusion to premises. We turn this proof-tree into a decision tree \( T_\pi \) for \( (\phi, \neg C) \) as follows. Every node of outgoing degree 2 in the proof-tree \( \pi \) is a clause obtained from its children by a resolution rule. For each such node \( C \lor D \lor (\alpha f + \beta g = 0) \) we label its outgoing edges to \( C \lor f = 0 \) and \( D \lor g = 0 \) with \( f \neq 0 \) and \( g \neq 0 \), respectively. We contract all unlabeled edges, which are precisely those corresponding to applications of weakening and simplification rules. If \( C_1, \ldots, C_k \) is a maximal (with respect to inclusion) sequence of weakening and simplification rule applications (the latter occur only in Res(lin) derivations), then we contract it to \( C_k \). In this way we obtain the tree \( T_\pi \), where every edge is labeled with linear non-equality and every node \( u \) is labeled with a clause \( C_u \) such that if \( f \neq 0 \) and \( g \neq 0 \) are labels of edges to the left \( l(u) \) and to the right \( r(u) \) children respectively, then \( C_u \) is a weakening and a simplification (the latter again in case of Res(lin)) of the clause \( C \lor D \lor (\alpha f + \beta g = 0) \) for some \( \alpha, \beta \in R \), such that \( C_{l(u)} = (C \lor f = 0), C_{r(u)} = (D \lor g = 0) \).

We now prove that \( T_\pi \) is a valid decision tree of type DT(R) (respectively, DT_{sw}(R)) if \( \pi \) is a tree-like Res(lin) derivation (respectively, tree-like Res_{sw}(lin) derivation).

Case 1: Assume \( \pi \) is tree-like Res(lin) derivation. We prove inductively that for every node \( u \in T_\pi \) we have \( -C_u \subseteq \Phi_u \).

Base case: \( u \) is the root \( r \). We have \( \Phi_r = \neg C = \neg C_r \).

Induction step: For any other node \( u \) assume \( -C_p \subseteq \Phi_p \cup \{a \neq 0 | a \in R \setminus 0\} \) holds for its parent node \( p \). Let \( f \neq 0 \) be the label on the edge from \( p \) to \( u \). Then \( C_u = (C \lor f = 0) \) for some clause \( C \) and \( C_p \) must be of the form \( (C \lor D) \) for some clause \( D \), and hence \( -C_u \subseteq -C \cup \{f \neq 0\} \subseteq \Phi_p \cup \{f \neq 0\} \subseteq \Phi_p \cup \{f \neq 0\} = \Phi_u \).

Now we show that \( T_\pi \) satisfies the conditions of Definition 22 for DT(R) trees.

- (Internal nodes) Let \( u \) be an internal node of \( T_\pi \) with outgoing edges labeled with \( f \neq 0 \) and \( g \neq 0 \). \( C_u \) must be both a weakening and a simplification of \( (C \lor \alpha f + \beta g = 0) \) for some \( \alpha, \beta \in R \) and a linear clause \( C \). If \( \alpha f + \beta g \neq 0 \in \{a \neq 0 | a \in R \setminus 0\} \), then the condition trivially holds, otherwise \( \alpha f + \beta g = 0 \) cannot be eliminated via simplification and thus \( \alpha f + \beta g \neq 0 \in -C_u \) and \( -C_u \subseteq \Phi_u \) imply \( \alpha f + \beta g \neq 0 \in \Phi_u \) and the condition for internal nodes in Definition 22 is satisfied.

- (Leaves) Let \( u \) be a leaf of \( T_\pi \). Then \( C_u \) must be both a weakening and a simplification of some clause \( C \) in \( \phi \cup \{x = 0 \lor x = 1 | x \in \text{vars}(\phi)\} \cup \{0 = 0\} \), that is \( C_u = (C \lor D) \) for some clause \( D \). Therefore \( -C_u \subseteq \Phi_u \) implies that \( C \) is falsified by \( \Phi_u \).
Resolution with Counting

Case 2: Assume \( \pi \) is a tree-like \( \text{Res}_{\text{sw}}(\text{lin}_R) \) derivation. We prove inductively that for every node \( u \) in \( T_\pi \), \( C_\pi \models \neg \Phi_u \) holds.

**Base case:** \( u \) is the root \( r \) and we have \( \neg \Phi_r = \emptyset = C_r \).

**Induction step:** \( u \) is a node which is not the root. If \( C_p \models \neg \Phi_p \) holds for its parent \( p \) and \( f \neq 0 \) is the label on the edge from \( p \) to \( u \), then \( (C \lor D \lor \alpha f + \beta g = 0) \models C_p \), \( C_u = (C \lor f = 0) \) for some \( \alpha, \beta \in R \) a linear form \( g \) and some linear clauses \( C, D \). Therefore, \( C_u = (C \lor f = 0) \models (\neg \Phi_p \lor f = 0) = \neg \Phi_u \).

We now show that \( T_\pi \) satisfies the conditions of Definition 22 for \( \text{DT}_{\text{sw}}(R) \) trees.

- (Internal nodes) Let \( u \) be an internal node of \( T_\pi \) with outgoing edges labeled with \( f \neq 0 \) and \( g \neq 0 \). Then \((C \lor \alpha f + \beta g = 0) \models C_u \) for some \( \alpha, \beta \in R \) and a linear clause \( C \). Therefore \( C_u \models \neg \Phi_u \) implies \( \Phi_u \models \alpha f + \beta g \neq 0 \).

- (Leaves) Let \( u \) be a leaf of \( T_\pi \). Then \( C_u \) must be a weakening of some clause \( C \) in \( \Phi \cup \{ 0 = 0 \} \), that is, \( C_u = (C \lor D) \) for some clause \( D \). Therefore \( C_u \models \neg \Phi_u \) implies that \( C \) is falsified by \( \Phi_u \).

An immediate corollary is the following:

**Proposition 28.** If \( \phi \cup \{ C \} \) is a set of linear clauses over a ring \( R \) such that \( \phi \models C \), then there exists a tree-like \( \text{Res}(\text{lin}_R) \) derivation of \( C \) from \( \phi \) of size \( O(2^n|C|) \), where \( n = \| \text{vars}(\phi \cup \{ C \}) \| \).

**Proof.** By Proposition 24 there exists a \( \text{DT}(R) \) tree for \((\phi \cup \{ x = 0 \lor x = 1 \in \text{vars}(\phi \cup \{ C \}) \}, \neg C) \) of size \( O(2^n|C|) \) and, thus, by Theorem 27 there exists a tree-like \( \text{Res}(\text{lin}_R) \) derivation of \( C \) from \( \phi \) of size \( O(2^n|C|) \).

We construct an NLDT to prove the following upper bound:

**Proposition 29.** Let \( R \) be a finite ring, \( f = a_1 x_1 + \cdots + a_n x_n \) a linear form over \( R \), \( s_f \) the size of \( \text{Im}(f) \) (i.e., the size of its encoding) and \( d_f = |\text{Im}_2(f)| \). Then, there exists a tree-like \( \text{Res}(\text{lin}_R) \) derivation of \( \text{Im}(f) \) of size \( O(s_f 2^{d_f}) \).

**Proof.** We construct a decision tree of type \( \text{DT}(R) \) of size \( O(s_f 2^{d_f}) \) with the system \( \Phi_r = \{ f \neq A \}_{A \in \text{Im}_2(f)} \) at its root \( r \). By Theorem 27 this implies the existence of a tree-like \( \text{Res}(\text{lin}_R) \) proof of \( \text{Im}(f) \) of the same size.

Let \( f^{(1)} := a_1 x_1 + \cdots + a_{\lfloor \frac{n}{2} \rfloor} x_{\lfloor \frac{n}{2} \rfloor} \) and \( f^{(2)} := a_{\lfloor \frac{n}{2} \rfloor+1} x_{\lfloor \frac{n}{2} \rfloor+1} + \cdots + a_n x_n \). The decision tree for \( \text{Im}(f) \) is constructed recursively as a tree of height \( 2d_f \), where a subtree for \( \text{Im}(f^{(1)}) \) or \( \text{Im}(f^{(2)}) \) is hanged from each leaf. At every node \( u \) of depth \( d \) the system of non-equivalences is of the form: \( \Phi_u = \Phi_r \cup \Phi_u^{(1)} \cup \Phi_u^{(2)} \), where \( \Phi_u^{(i)} \subseteq \{ f^{(i)} \neq A \}_{A \in \text{Im}_2(f^{(i)})}, i \in \{ 1, 2 \} \) and \( |\Phi_u^{(1)}| + |\Phi_u^{(2)}| = d \). A node \( u \) is a leaf if and only if \( \Phi_u^{(i)} = \{ f^{(i)} \neq A \}_{A \in \text{Im}_2(f^{(i)})} \) for some \( i \in \{ 1, 2 \} \). The branching at an internal node \( u \) is made by the non-equality \( f^{(1)} - A_1 + f^{(2)} - A_2 \neq 0 \), for some \( A_i \in \text{Im}_2(f^{(i)}) \) where \( f^{(i)} - A_i \notin \Phi_u^{(i)}, i \in \{ 1, 2 \} \). The size \( s_n \) of this tree can be upper bounded as follows: \( s_n \leq 2^{2d_f} s_{\lfloor \frac{n}{2} \rfloor+1} + s_f 2^{d_f} = O(s_f 2^{d_f}) \).

### 5.2 Prover-Delayer Games

The Prover-Delayer game is an approach to obtain lower bounds on resolution refutations introduced by Pudlák and Impagliazzo [25]. The idea is that the non-existence of small decision trees, and hence small tree-like resolution refutations, for an unsatisfiable formula, can be phrased in terms of the existence of a certain strategy for Delayer in a game against Prover, associated to the unsatisfiable formula. We define such games \( G^R \) and \( G^R_{\text{sw}} \) for decision trees \( \text{DT}(R) \) and \( \text{DT}_{\text{sw}}(R) \), respectively. Below we show (Lemma 30) that the existence of certain strategies for the Delayer in \( G^R \) and \( G^R_{\text{sw}} \) imply lower bounds on the size of \( \text{DT}(R) \) and \( \text{DT}_{\text{sw}}(R) \) trees, respectively.
The game

Let $\phi$ be a set of linear clauses and $\Phi_\phi$ be a set of linear non-equalities. Consider the following game between two parties called Prover and Delayer. The game goes in rounds, consisting of one move of Prover followed by one move of Delayer. The position in the game is determined by a system of linear non-equalities $\Phi$, which is extended by one non-equality after every round. The starting position is $\Phi_\phi$.

In each round, Prover presents to Delayer a possible branching $f \neq 0$ and $g \neq 0$ over a linear non-equality $f + g \neq 0$, such that $f + g \neq 0 \in \Phi \cup \{a \neq 0 | a \in R \setminus 0\}$ or $\Phi \models f + g \neq 0$ in $G^R$ and $G^R_{sw}$, respectively. After that, Delayer chooses either $f \neq 0$ or $g \neq 0$ to be added to $\Phi$, or leaves the choice to the Prover and thus earns a coin. The game $G^R$ finishes, when $\neg C \subseteq \Phi$ for some $C \in \phi \cup \{0 = 0\}$, and $G^R_{sw}$ finishes, when $\Phi \models \neg C$ for some clause $C \in \phi \cup \{0 = 0\}$.

Lemma 30. If there exists a strategy with a starting position $\Phi_\phi$ for Delayer in the game $G^R$ (respectively, $G^R_{sw}$) that guarantees at least $c$ coins on a set of linear clauses $\phi$, then the size of a $DT(R)$ (respectively $DT_{sw}(R)$) tree for $\phi$, with the system $\Phi_\phi$ in the root, must be at least $2^c$.

Proof. Assume that $T$ is a tree of type $DT(R)$ (respectively $DT_{sw}(R)$) for $\phi$. We define an embedding of the full binary tree $B_c$ of height $c$ to $T$ inductively as follows. We simulate Prover in the game $G^R$ (respectively, $G^R_{sw}$) by choosing branchings from $T$ and following to a subtree chosen by the Delayer until Delayer decides to earn a coin and leaves the choice to the Prover or until the game finishes. In case we are at a position where Delayer earns a coin, and which corresponds to a vertex $u$ in $T$, we map the root of $B_c$ to $u$ and proceed inductively by embedding two trees $B_{c-1}$ to the left and right subtrees of $u$, corresponding to two choices of the Prover.

5.3 Lower Bounds for the Subset Sum with Small Coefficients

We now turn to tree-like lower bounds. In this section we prove tree-like Res(linQ) lower bound for SubSum$(f)$ including instances, where coefficients of $f$ are small, and tree-like Res$_{sw}(\text{lin}_Q)$ lower bound for ImAv $(\pm x_1 \pm \cdots \pm x_n)$.

The proof of tree-like Res(linQ) lower bound for SubSum$(f)$ goes in two stages. Assume $f$ depends on $n$ variables. First, as in the proof of dag-like lower bound in Sec. 4 we use Theorem 18 to transform refutations $\pi$ of $f = 0$ to derivations $\pi'$ of a clause $C_\pi$ from only the boolean axioms. We ensure that $\pi'$ is not much larger than $\pi$ and $C_\pi$ possesses the following property, which makes it hard to derive: for every disjunct $g = 0 \in C_\pi$ the linear polynomial $g$ depends on at least $\frac{2}{\beta}$ variables. Second, we use Prover-Delayer games to prove the lower bound for derivations of any clause with this property. The proof that Delayer’s strategy succeeds to earn sufficiently many coins is guaranteed by a bound on size of essential coverings of hypercubes.

Definition 31. Let $\mathcal{H}$ be a set of hyperplanes in $Q^n$. We say that $\mathcal{F}$ forms essential cover of the cube $B_n = \{0,1\}^n$ if:

- Every point of $B_n$ is covered by some hyperplane in $\mathcal{H}$.
- No proper subset $\mathcal{H}' \subset \mathcal{H}$ covers $B_n$.
- No axis in $Q^n$ is parallel to all hyperplanes in $\mathcal{H}$. In other words, if $\mathcal{H} = \{H_1, \ldots, H_m\}$ and $f_i = 0$ is the linear equation defining $H_i$, $i \in [m]$, then every variable $x_j$, $j \in [n]$, occurs with nonzero coefficient in some $f_i$. 

\[\text{ITCS 2020}\]
Theorem 32 ([21]). Any essential cover of the cube \( B_n \) in \( \mathbb{Q}^n \) must contain at least \( \frac{1}{2} (\sqrt{4n+1} + 1) \) hyperplanes.

We use Prover-Delayer games to prove the lower bound below.

Theorem 33. Any tree-like Res(lin\(Q\)) derivation of any tautology of the form \( \forall j \in [N] g_j = 0 \), for some positive \( N \), where each \( g_j \) is linear over \( \mathbb{Q} \) and depends on at least \( \frac{2}{3} n \) variables, is of size \( 2^{\Omega(n^{1/3})} \).

Proof. According to the definitions in Sec. 5.2 the corresponding Prover-Delayer game is on \( 0 = 0 \) and starts with the position

\[ \Phi_e = \{ g_j \neq 0 \mid j \in [N] \}. \]

The game finishes at a position \( \Phi \), where \( \{ x_i \neq 0, x_i \neq 1 \} \subseteq \Phi \) for some \( i \in [n] \) or \( 0 \neq 0 \in \Phi \).

Let the position in the game be defined by a system \( \Phi \) and let the branching chosen by the Prover be \( \{ g_1 \neq 0 \} \) and \( \{ g_2 \neq 0 \} \), where \( g_1 + g_2 \neq 0 \in \Phi \). Delayer does the following. Before making any decision Delayer checks if there exists some nonconstant linear \( g \) with variables in \( [n] \) such that \( \{ g \neq 0 \} \) is unsatisfiable over 0-1.

In case it holds, \( \Psi := (\Phi \setminus \{ \rho_1 \}) \cup \{ g \neq 0 \} \) must be 0-1 unsatisfiable. Consider a minimal subset \( \Psi' \subseteq \Psi \) such that \( \Psi' \) is 0-1 unsatisfiable and denote \( I' \subseteq [n] \) the set of variables that occur in \( \Psi' \). As \( \Psi'' := \Psi' \setminus \{ g \neq 0 \} \) is 0-1 satisfiable, there exists an assignment \( \rho'' \) for variables in \( I' \), that satisfies \( \Psi'' \). Delayer extends the assignment \( \rho'' \) with \( \rho'' \) to \( \rho'' \) and defines \( \Phi_{I',I''} := \Phi \cup \Psi'' \).

If \( \Psi' = \{ g_1 \neq 0, \ldots, g_k \neq 0 \} \), then the hyperplanes \( H_1, \ldots, H_k \) defined by the equations \( g_1 = 0, \ldots, g_k = 0 \) form an essential cover of the cube \( B_{|I'|} \). Therefore, by Theorem 32, \( |\Psi''| = |\Psi'| - 1 \geq \frac{1}{2} \cdot \sqrt{|I'|} \) and thus \( |\Phi_{I',I''}| \geq \frac{1}{2} \cdot \sqrt{|I'|} + \frac{1}{2} \cdot \sqrt{|I'|} \geq \frac{1}{2} \cdot \sqrt{|I'| + |P|}. \)

If necessary, Delayer repeats the above procedure constructing extensions \( \rho_1 \subseteq \cdots \subseteq \rho_L \) and \( \Phi_{I_1} \subseteq \cdots \subseteq \Phi_{I_L} \), where \( I_1 = I \subseteq \cdots \subseteq I_L \), until there is no \( g \neq 0 \) inconsistent with \( \Phi' \) as described above. The new value of \( I \) is set to \( I_L \). After that Delayer does the following:

1. if \( g_1 \mid \rho \neq 0 \), then choose \( g_2 = 0 \); 
2. otherwise, if \( g_2 \mid \rho = 0 \), then choose \( g_1 \neq 0 \); 
3. if none of the above cases hold, leave the choice to Prover and earn a coin.

Denote by \( \Phi'' \) and \( \Phi''' \subseteq \Phi'' \) the new position and the subset of “coin” non-equalities, respectively, after the choice is made. It is easy to see that the property that any \( g \neq 0 \in (\Phi' \mid \rho) \setminus (\Phi'' \mid \rho) \) depends on at least \( \frac{n}{2} - |I| \) variables still holds.
It follows from the definition of Delayer’s strategy that $\Phi_c$ is always 0-1 satisfiable. Therefore if $\Phi$ is the endgame position, that is if $0 \neq 0 \in \Phi$ or $\{x_i \neq 0, x_i \neq 1\} \subset \Phi$ for some $i \in [n]$, then $0 \neq 0 \in (\Phi \mid_{x_i}) \setminus (\Phi_c \mid_{x_i})$ or $\{x_i \neq 0, x_i \neq 1\} \subset (\Phi \mid_{x_i}) \setminus (\Phi_c \mid_{x_i})$ respectively. This implies that $|I| \geq \frac{n}{2} - 1$ and therefore $|\Phi_c| \geq |\Phi_I| \geq \frac{1}{2} \cdot \sqrt{|I|} = \Omega(\sqrt{n})$. Thus the number of coins earned by Delayer is $\Omega(\sqrt{n})$.

**Corollary 34.** Let $f$ be any linear polynomial over $\mathbb{Q}$ that depends on $n$ variables. Then tree-like Res(lin$_\mathbb{Q}$) derivations of $\text{ImAv}(f)$ are of size $2^{\Omega(\sqrt{n})}$.

**Theorem 35.** If $f$ is a linear polynomial over $\mathbb{Q}$, which depends on $n$ variables and $0 \notin \text{im}_2(f)$, then every tree-like Res(lin$_\mathbb{Q}$) refutation of $f = 0$ is of size $2^{\Omega(\sqrt{n})}$.

**Proof.** Consider the following predicate $P$ on linear polynomials: $P(g) = 1$ iff $g$ depends on at least $\frac{n}{2}$ variables. It is easy to see that $P$ satisfies the conditions in Theorem 18 with respect to $f$. Therefore by Theorem 18 for every refutation $\pi$ of $f = 0$ there exists a derivation $\pi'$ of a clause $C_\pi$ from the boolean axioms such that $|\pi'| = O(n \cdot |\pi|^3)$ and $P(g)$ for every $g = 0$ in $C_\pi$. Thus, by Theorem 33 $|\pi'| = 2^{\Omega(\sqrt{n})}$ and $|\pi| = 2^{\Omega(\sqrt{n})}$.

**Lemma 36.** Let $\Phi$ be a satisfiable system of $m$ non-equalities over $\mathbb{F}$. If $\Phi \models \epsilon_1 x_1 + \cdots + \epsilon_n x_n = A$ for some $\epsilon_i \in \{-1, 1\} \subset \mathbb{F}, A \in \mathbb{F}$, then $m \geq \frac{n}{4}$.

Note that $A$ must be an integer (inside $\mathbb{F}$), since the coefficients of variables are all $-1, 1$, and the variables themselves are boolean (since $\models$ stands for semantic implication over 0-1 assignments only).

**Proof.** Let $\Phi = \{\pi_1 \cdot x + b_1 \neq 0, \ldots, \pi_m \cdot x + b_m \neq 0\}$ and put $\sigma = A \text{ mod 2}$, $f = \epsilon_1 x_1 + \cdots + \epsilon_n x_n$. Then

$$f \equiv 1 - \sigma \pmod{2} \models f \neq A$$

$$\models (\pi_1 \cdot x + b_1) \cdots (\pi_m \cdot x + b_m) = 0.$$ 

By Theorem 4.4 in Alekhnovich-Razborov [2], the function $f \equiv 1 - \sigma \pmod{2}$ is $\frac{1}{4}$-immune, that is, the degree of any non-zero polynomial $g$ such that $f \equiv 1 - \sigma \pmod{2} \models g = 0$ must be at least $\frac{n}{4}$. Therefore $m \geq \frac{n}{4}$. 

**Theorem 37.** We work over $\mathbb{Q}$. Let $f = \epsilon_1 x_1 + \cdots + \epsilon_n x_n$, where $\epsilon_i \in \{-1, 1\}$. Then any tree-like Res$_{\text{sat}}$(lin$_\mathbb{Q}$) refutation of $\text{ImAv}(f)$ is of size at least $2^{\frac{n}{2}}$.

**Proof.** According to the definitions in Sec. 5.2 the corresponding Prover-Delayer game is on $\text{ImAv}(f)$ and starts with the empty position. The game finishes at a position $\Phi$, where $\Phi \models f - A = 0$ for some $A \in \text{im}_2(f)$.

We now define a Delayer’s strategy that guarantees $\frac{n}{2}$ coins and by Lemma 30 obtain the lower bound.

The strategy is as follows. Let the position in the game be defined by a system $\Phi$ and let the branching chosen by the Prover be $g_1 \neq 0$ and $g_2 \neq 0$, where $\Phi \models g_1 + g_2 \neq 0$. Delayer does the following:

1. if $g_2 \neq 0$ is inconsistent with $\Phi$, but $g_1 \neq 0$ is consistent with $\Phi$, then choose $g_1 \neq 0$;
2. if $g_1 \neq 0$ is inconsistent with $\Phi$, but $g_2 \neq 0$ is consistent with $\Phi$, then choose $g_2 \neq 0$;
3. if none of the above holds, then leave the choice to the Prover and earn a coin.
We now prove that this strategy guarantees the required number of coins.

Suppose that the game has finished at a position $\Phi$. The strategy of Delayer guarantees that $\Phi$ is satisfiable and $\Phi$ contradicts a clause $(f \neq A)$ of $\text{ImAv}(f)$, that is, $\Phi \models f - A = 0$ for some $A \in \text{im}_2(f)$. Let $\zeta_1, \ldots, \zeta_\ell$ be the set of non-equalities in $\Phi$, in the order they were added to $\Phi$. Let $\Psi \subseteq \Phi$ be the set of all $\zeta_i$, $i \in [\ell]$, such that $\zeta_i$ is not implied by previous non-equalities $\zeta_j$, for $j < i$. Then, Delayer earns at least $|\Psi|$ coins, $\Psi | f = A$, and by Lemma 36 we conclude that $|\Psi| \geq \frac{n}{2}$. ▶

5.4 Lower Bounds for the Pigeonhole Principle

Here we prove that every tree-like $\text{Res}_{\text{sw}}(\text{lin}_F)$ refutations of $\neg\text{PHP}_n$ must have size at least $2^{\Omega(\frac{n}{\log n})}$ (see Sec. 2.3.1 for the definition of $\neg\text{PHP}_n$). Together with the upper bound for dag-like $\text{Res}(\text{lin}_F)$ (Theorem 17) this provides a separation between tree-like and dag-like $\text{Res}_{\text{sw}}(\text{lin}_F)$ in the case $\text{char}(F) = 0$, for formulas in CNF. The lower bound argument is comprised of exhibiting a strategy for Delayer in the Prover-Delayer game. Delayer’s strategy is similar to that in [17]. However, the proof that Delayer’s strategy guarantees sufficiently many coins relies on Lemma 39, which is a generalization of Lemma 3.3 in [17] for arbitrary fields. Since the proof of Lemma 3.3 in [17] for the $\mathbb{F}_2$ case does not apply to arbitrary fields, our proof is different, and uses a result from Alon-Füredi [4] on the hyperplane coverings of the hypercube.

> **Theorem 38.** For every field $\mathbb{F}$, the shortest tree-like $\text{Res}_{\text{sw}}(\text{lin}_F)$ refutation of $\neg\text{PHP}_n$ has size $2^{\Omega(\frac{n}{\log n})}$.

**Proof.** We prove that there exists a strategy for Delayer in the $\neg\text{PHP}_n$ game, which guarantees Delayer to earn $\frac{n}{2} - 1$ coins. Following the terminology in [17], we call an assignment $x_{i,j} \mapsto \alpha_{i,j}$, for $\alpha \in \{0, 1\}^{mn}$, proper if it does not violate Pigeons$_m^n$, namely, if it does not send two distinct pigeons to the same hole. We need to prove several lemmas before concluding the theorem.

> **Lemma 39.** Let $A\overline{x} = b$ be a system of $k$ linear non-equalities over a field $\mathbb{F}$ with $n$ variables and where $\overline{x} = 0$ is a solution, that is, $0 \div b$. If $k < n$, then there exists a non-zero boolean solution to this system.

**Proof.** Let $\pi_1, \ldots, \pi_k$ be the rows of the matrix $A$. The boolean solutions to the system $A\overline{x} = b$ are all the points of the $n$-dimensional boolean hypercube $B_n := \{0, 1\}^n \subseteq \mathbb{F}^n$, that are not covered by the hyperplanes $H := \{\pi_1 \overline{x} - b_1 = 0, \ldots, \pi_k \overline{x} - b_k = 0\}$. We need to show that if $k < n$ and $0 \in B_n$ is not covered by $H$, then some other point in $B_n$ is not covered by $H$ as well. This follows from [4]:

> **Corollary from Alon-Füredi [4, Theorem 4].** Let $Y(l) := \{(y_1, \ldots, y_n) \in \mathbb{F}^n \mid \forall i \in [n], 0 < y_i \leq 2, \text{ and } \sum_{i=1}^n y_i \geq l\}$. For any field $\mathbb{F}$, if $k$ hyperplanes in $\mathbb{F}^n$ do not cover $B_n$ completely, then they do not cover at least $M(2n - k)$ points from $B_n$, where

$$M(l) := \min_{(y_1, \ldots, y_n) \in Y(l)} \prod_{1 \leq t \leq n} y_t.$$  

Thus, if $k < n$ hyperplanes do not cover $B_n$ completely, then they do not cover at least $M(n+1)$ points. The set $Y(n+1)$ in the Corollary above consists of all tuples $(y_1, \ldots, y_n)$, where $y_i = 2$ for some $i \in [n]$ and $y_j = 1$ for $j \in [n], j \neq i$. Therefore $M(n+1) = 2$. ▶
For two boolean assignments $\alpha, \beta \in \{0, 1\}^n$, denote by $\alpha \oplus \beta$ the bitwise XOR of the two assignments.

**Lemma 40.** Let $A\overline{x} \equiv \overline{b}$ be a system of $k$ linear non-equalities over a field $\mathbb{F}$ with $n > k$ variables and let $\alpha \in \{0, 1\}^n$ be a solution to the system. Then, for every choice $I$ of $k + 1$ bits in $\alpha$, there exists at least one $i \in I$ so that flipping the $i$th bit in $\alpha$ results in a new solution to $A\overline{x} \equiv \overline{b}$. In other words, if $I \subseteq [n]$ is such that $|I| = k + 1$, then there exists a boolean assignment $\beta \neq 0$ such that $\{ i \mid \beta_i = 1 \} \subseteq I$ and $A(\alpha \oplus \beta) \equiv \overline{b}$.

**Proof.** Let $I \subseteq \{0, 1\}^n$. Denote by $A^*_I$ the matrix with columns $\{(1 - 2\alpha_i)\pi_i \mid i \in I\}$, where $\pi_i$ is the $i$th column of $A$. That is, $A^*_I$ is the matrix $A$ restricted to columns $i$ with $i \in I$ and where column $i$ flips its sign iff $\alpha_i$ is 1.

Assume that $\beta \in \{0, 1\}^n$ is nonzero and all its 1’s must appear in the indices in $I$, that is, $\{ i \mid \beta_i = 1 \} \subseteq I$. Given a set of indices $J \subseteq [n]$, denote by $\beta_J$ the restriction of $\beta$ to the indices in $J$. Similarly, for a vector $v \in \mathbb{F}^n$, $v_J$ denotes the restriction of $v$ to the indices in $J$.

**Claim.** $A(\alpha \oplus \beta) \equiv \overline{b}$ iff $A^*_I \beta_I \equiv \overline{b} - A\alpha$.

**Proof.** We prove that $A(\alpha \oplus \beta) = A^*_I \beta_I + A\alpha$. Consider any row $v$ in $A$, and the corresponding row $v^*_I$ in $A^*_I$. Notice that $v \cdot (\alpha \oplus \beta)$ (for “.” the dot product) equals the dot product of $v$ and $\alpha \oplus \beta$, where both vectors are restricted only to those entries in which $\alpha$ and $\beta$ differ. Considering entries outside $I$, by assumption we have $\beta_{[n] \setminus I} = 0$, which implies that

$$v_{[n] \setminus I} \cdot (\alpha \oplus \beta)_{[n] \setminus I} = v_{[n] \setminus I} \cdot \alpha_{[n] \setminus I}.$$

(9)

On the other hand, considering entries inside $I$, we have

$$v_I \cdot (\alpha \oplus \beta)_I = v_I \cdot \alpha_I + v^*_I \cdot \beta_I.$$

(10)

Equation (10) can be verified by inspecting all four cases for the $i$th bits in $\alpha, \beta$, for $i \in I$, as follows: for those indices $i \in I$, such that $\alpha_i = 1$ and $\beta_i = 0$, only $v_I \cdot \alpha$ contributes to the right hand side in (10). If $\alpha_i = 1$ and $\beta_i = 1$, then by the definition of $A^*_I$, the two summands in the right hand side in (10) cancel out. The cases $\alpha_i = 0, \beta_i = 1$ and $\alpha_i = \beta_i = 0$, can also be inspected to contribute the same values to both sides of (10).

The two equations (9) and (10) concludes the claim. □

We know that $A\alpha \equiv \overline{b}$, and we wish to show that for some nonzero $\beta \in \{0, 1\}^n$ where $\{ i \mid \beta_i = 1 \} \subseteq I$, it holds that $A(\alpha \oplus \beta) \equiv \overline{b}$. By the claim above it remains to show the existence of such $\beta$ where $A^*_I \beta_I \equiv \overline{b} - A\alpha$. But notice that $\overline{b} - A\alpha \equiv 0$, since $A\alpha \equiv \overline{b}$, and that $A^*_I \beta_I$ is a matrix of dimension $k \times (k + 1)$. Therefore, by Lemma 39, the system $A^*_I \beta_I \equiv \overline{b} - A\alpha$ has a nonzero solution, that is, there exists a $\beta \neq 0$ for which all ones are in the $I$ entries, such that $A^*_I \beta_I \equiv \overline{b} - A\alpha$. ▶

**Lemma 41.** Assume that a system $A\overline{x} \equiv \overline{b}$ of $k \leq \frac{n - 1}{2}$ non-equalities over $\mathbb{F}$ with variables $\{x_{i,j}\}_{(i,j) \in [m] \times [n]}$ has a proper solution. Then, for every $i \in [m]$ there exists a proper solution to the system, that satisfies the clause $\bigvee_{j \in [n]} x_{i,j}$. In other words, for every pigeon, there exists a proper solution that sends the pigeon to some hole.

**Proof.** We first show that if there exists a proper solution of $A\overline{x} \equiv \overline{b}$, then there exists a proper solution of this system with at most $k$ ones. Let $\alpha$ be a proper solution with at least $k + 1$ ones. If $I$ is a subset of $k + 1$ ones in $\alpha$, then Lemma 40 assures us that some other
proper solution can be obtained from \( \alpha \) by flipping some of these ones (note that flipping one to zero preserves the properness of assignments). Thus the number of ones can always be reduced until it is at most \( k \).

Let \( \alpha \) be a proper solution with at most \( k \) ones. The condition \( k \leq \frac{n-1}{2} \) implies that there are \( n \) ones. Let \( J \) be a subset of size \( k + 1 \) of the set of indices of free holes. Then for any \( i \in [m] \) some of the bits in \( I = \{(i, j) \mid j \in J\} \) can be flipped and still satisfy \( \exists \tau \eta \), by Lemma 40. (As before, flipping from one to zero maintains the properness of the solution.) Hence, the resulting proper solution must satisfy the clause \( \bigvee_{j \in [n]} x_{i,j} \).

We now describe the desired strategy for Delayer.

**Delayer’s Strategy.** Let a position in the game be defined by the system of non-equalities \( \Phi \) and assume that the branching chosen by Prover is \( f_0 \neq 0 \) or \( f_1 \neq 0 \), where \( \Phi \models f_0 + f_1 \neq 0 \).

The only objective of Delayer is to ensure that the system \( \Phi \) has proper solutions. Delayer uses the opportunity to earn a coin whenever both \( \Phi \cup \{f_0 \neq 0\} \) and \( \Phi \cup \{f_1 \neq 0\} \) have proper solutions by leaving the choice to Prover. Otherwise, in case \( \Phi \models f_1 = 0 \), for some \( i \in \{0, 1\} \), Delayer chooses \( f_{i-1} \neq 0 \), which must satisfy \( \Phi \models Pigeons^m_i \neq f_{i-1} \neq 0 \), and so the sets of proper solutions of \( \Phi \) and \( \Phi \cup \{f_{i-1} \neq 0\} \) are identical.

This strategy ensures, that for every end-game position \( \Phi \), \( \Phi \) has proper solutions and \( \Phi \models \neg Holes^m \). Note that \( \Phi \) has the same proper solutions as \( \Phi' \), obtained by throwing away from \( \Phi \) all non-equalities that were added by Delayer when making a choice. Therefore, if \( \Phi \models \neg Holes^m \), then \( \Phi' \models Pigeons^m \) and thus \( |\Phi'| > \frac{n+1}{2} \) by Lemma 41.

Since \( |\Phi'| \) is precisely the number of coins earned by Delayer, this gives the desired lower bound.

### 6 Size-Width Relation and Simulation by Polynomial Calculus

In this section we prove a size-width relation for tree-like \( \text{Res}(\text{lin}_R) \) (Theorem 44), which then implies an exponential lower bound on the size of tree-like \( \text{Res}_{\text{sw}}(\text{lin}_R) \) refutations in terms of the principal width of refutations (Definition 5). The connection between the principal width and the degree of PC refutations for finite fields \( \mathbb{F} \), together with lower bounds on degree of PC refutations from [2] on Tseitin mod \( p \) formulas and random CNFs, imply exponential lower bounds for the size of tree-like \( \text{Res}_{\text{sw}}(\text{lin}_R) \) for these instances (Corollaries 46 and 47).

**Proposition 42.** Let \( \phi = \{C_i\}_{1 \leq i \leq m} \) be a set of linear clauses and \( x \in \text{vars}(\phi) \). Assume that \( l \) is a linear form in the variables \( \text{vars}(\phi) \setminus \{x\} \). Then, there is a \( \text{Res}(\text{lin}_R) \) derivation \( \pi \) of \( \{C_i \mid _{x+1} \forall (x-l \neq 0)\}_{1 \leq i \leq m} \) from \( \phi \) of size polynomial in \( |\phi| + |\text{Im}(l)| \) and such that \( \omega_0(\pi) \leq \omega_0(\phi) + 2 \).

**Proof.** The clause \( x - l = 0 \lor (x - l \neq 0) \) is derivable in \( \text{Res}(\text{lin}_R) \) in polynomial in \( |\text{Im}(l)| \) size by Proposition 10. Assume

\[
C = \left( \bigvee_{j \in [k]} f_j + a_j x + b_j^{(1)} = 0 \lor \cdots \lor f_j + a_j x + b_j^{(N_j)} = 0 \right),
\]

where \( x \notin \text{vars}(f_i) \) and we have grouped disjuncts so that \( \omega_0(C) = k \). Then we resolve these groups one by one with \( x - l = 0 \lor (x - l \neq 0) \) and after \( N_1 + \ldots + N_k \) steps yield

\[
\left( \bigvee_{j \in [k]} f_j + a_j x + b_j^{(1)} = 0 \lor \cdots \lor f_j + a_j x + b_j^{(N_j)} = 0 \lor (x - l \neq 0) \right).
\]

It is easy to see that the principal width never exceeds \( k + 2 \) along the way. Therefore \( \omega_0(\pi) \leq \omega_0(\phi) + 2 \).
Corollary 43. Let $\phi = \{C_i\}_{1 \leq i \leq m}$ be a set of linear clauses and $x \in \text{vars}(\phi)$. Suppose that $l$ is a linear form with variables $\text{vars}(\phi) \setminus \{x\}$ and that $\pi$ is a Res$(\text{lin}_R)$ refutation of $\phi |_{x=l} \cup \{l = 0 \lor l = 1\}$. Then, there exists a Res$(\text{lin}_R)$ derivation $\tilde{\pi}$ of $\langle x - l \neq 0 \rangle$ from $\phi$, such that $S(\tilde{\pi}) = O(S(\pi) + \lceil \text{im}(l) \rceil)$ and $\omega_0(\tilde{\pi}) \leq \max (\omega_0(\pi) + 1, \omega_0(\phi) + 2)$. Additionally, there is a refutation $\tilde{\pi}'$ of $\phi \cup \{x - l = 0\}$ where $\omega_0(\tilde{\pi}') \leq \max (\omega_0(\pi), \omega_0(\phi) + 2)$.

Proof. By Proposition 42 there exists a derivation $\pi_s$ of

$$\{C_i |_{x+l} \lor (x - l \neq 0)\}_{1 \leq i \leq m} \cup \{l = 0 \lor l = 1 \lor (x - l \neq 0)\}$$

from $\phi$ of width at most $\omega_0(\phi) + 2$. Composing $\pi_s$ with $\pi \lor (x - l \neq 0)$ yields the derivation $\tilde{\pi}$ of $\langle x - l \neq 0 \rangle$ from $\phi$.

Moreover, by taking the derivation $\pi_s$ and adding to it the axiom $x - l = 0$, and then using a sequence of resolutions of $\pi_s$ with $x - l = 0$, we obtain a derivation of $\phi |_{x+l} \cup \{l = 0 \lor l = 1\}$ from $\phi \lor \{x - l = 0\}$. The latter derivation composed with $\pi$ yields the refutation $\tilde{\pi}'$ of $\phi \cup \{x - l = 0\}$ of width at most $\max (\omega_0(\pi), \omega_0(\phi) + 2)$.

Theorem 44. Let $\phi$ be an unsatisfiable set of linear clauses over a field $\mathbb{F}$. The following size-width relation holds for both tree-like Res$(\text{lin}_\mathbb{F})$ and tree-like Res$_{uw}(\text{lin}_\mathbb{F})$:

$$S(\phi \vdash \bot) = 2^\Omega(\omega_0(\phi) - \omega_0(\phi)) .$$

Proof. We prove by induction on $n$, the number of variables in $\phi$, the following:

$$\omega_0(\phi \vdash \bot) \leq \lceil \log_2 S(\phi \vdash \bot) \rceil + \omega_0(\phi) + 2.$$ 

Base case: $n = 0$. Thus $\phi$ must contain only linear clauses $a \neq 0$, for $a \in \mathbb{F}$, and the principal width for refuting $\phi$ is therefore 1.

Induction step: Let $\pi$ be a tree-like refutation of $\phi = \{C_1, \ldots, C_m\}$ such that $S(\pi) = S(\phi \vdash \bot)$ (i.e., $\pi$ is of minimal size). Without loss of generality, we assume that the resolution rule in $\pi$ is only applied to simplified clauses, that is clauses not containing disjuncts $1 = 0$ in case of tree-like Res$(\text{lin}_\mathbb{F})$ and not containing unsatisfiable $f = 0, 0 \notin \text{im}_2(f)$ in case of tree-like Res$_{uw}(\text{lin}_\mathbb{F})$. The former can be eliminated by the simplification rule and the latter by the semantic weakening rule. By this assumption, the empty clause at the root of $\pi$ is derived in tree-like Res$(\text{lin}_\mathbb{F})$ (resp. tree-like Res$_{uw}(\text{lin}_\mathbb{F})$) as a simplification (resp. weakening) of an unsatisfiable $h = 0$ ($1 = 0$ in case of tree-like Res$(\text{lin}_\mathbb{F})$) equation, which is derived by application of the resolution rule. Denote the left and right subtrees, corresponding to the premises of $h = 0$, by $\pi_1$ and $\pi_2$, respectively.

The roots of $\pi_1$ and $\pi_2$ must be of the form $f_1 = 0$ and $f_2 = 0$, respectively, where $f_1 - f_2 = h$. Therefore,

$$f_1 = l(x_1, \ldots, x_{n-1}) + a_n x_n \quad \text{and} \quad f_2 = l(x_1, \ldots, x_{n-1}) + a_n x_n - h ,$$

for some $l(x_1, \ldots, x_{n-1}) = \sum_{i=1}^{n-1} a_i x_i + B$, where $a_i, B \in \mathbb{F}$.

Assume without loss of generality that $a_n \neq 0$ and $S(\pi_1) \leq S(\pi_2)$. We now use the induction hypothesis to construct a narrow derivation $\pi^*_1$ of $f_1 = 0$ such that

$$\omega_0(\pi^*_1) \leq \lceil \log_2 S(\pi_1) \rceil + 1 + \omega_0(\phi) + 2 \leq \lceil \log_2 S(\pi) \rceil + \omega_0(\phi) + 2 .$$
Resolution with Counting

For every nonzero $A \in im_2(f_1)$ define the partial linear substitution $\rho_A$ as $x_n \leftarrow (A - l(x_1, \ldots, x_{n-1}))a_n^{-1}$. Thus, $f_1 \upharpoonright \rho_A = A$. The set of linear clauses

$$\phi \mid_{\rho_A} \cup \{ (A - l)a_n^{-1} = 0 \lor (A - l)a_n^{-1} = 1 \}$$

(11)
is unsatisfiable and has $n - 1$ variables, and is refuted by $\pi_1 \mid_{\rho_A}$.

By induction hypothesis there exists a (narrow) refutation $\pi_1^A$ of (11) with

$$\omega_0(\pi_1^A) \leq \lceil \log_2 S(\pi_1 \mid_{\rho_A}) \rceil + \omega_0(\phi) + 2 \leq \lceil \log_2 S(\pi_1) \rceil + \omega_0(\phi) + 2.$$

By Corollary 43 there exists a derivation $\pi_1^A$ of $(l + a_n x_n \neq A)$ from $\phi$ such that $\omega_0(\pi_1^A) \leq \max(\omega_0(\pi_1^A) + 1, \omega_0(\phi) + 2) \leq \lceil \log_2 S(\pi_1) \rceil + \omega_0(\phi) + 3$. By Proposition 12 there exists a derivation $\pi_1^2$ of $f_1 = 0$ such that $\omega_0(\pi_1^2) \leq \lceil \log_2 S(\pi_1) \rceil + \omega_0(\phi) + 3 \leq \lceil \log_2 S(\pi_1) \rceil + \omega_0(\phi) + 2$.

Consider the following substitution $\rho: x_n \leftarrow -l \cdot a_n^{-1}$. Then, $\pi_2|\rho$ is a derivation of $h = 0$ from $\phi|\rho \cup \{-l \cdot a_n^{-1} = 0 \lor -l \cdot a_n^{-1} = 1\}$, which we augment to refutation $\pi_2^r$ by taking composition with simplification (resp. weakening) in case of tree-like Res(lin$F$) (resp. tree-like Res$_{sw}(\text{lin}F)$). By induction hypothesis there exists a refutation $\pi_2^r$ of width

$$\omega_0(\pi_2^r) \leq \lceil \log_2 S(\pi_2^r + 1) \rceil + \omega_0(\phi) + 2 \leq \lceil \log_2 S(\pi_1) \rceil + \omega_0(\phi) + 2,$$

and thus by Corollary 43 there exists a refutation $\pi_1^* \cup \{f_1 = 0\}$ of width $\omega_0(\pi_1^*) \leq \lceil \log_2 S(\pi_1) \rceil + \omega_0(\phi) + 2$. The combination of $\pi_1^*$ and $\pi_2^r$ gives a refutation of $\phi$ of the desired width.

Theorem 45. Let $F$ be a field and $\pi$ be a Res(lin$F$) refutation of an unsatisfiable set of linear clauses $\phi$. Then, there exists a $PC_F$ refutation $\pi'$ of (the arithmetization of) $\phi$ of degree $\omega(\pi)$.

Proof. The idea is to replace every clause $C = (f_1 = 0 \lor \ldots \lor f_m = 0)$ in $\pi$ by its arithmetization $a(C) := f_1 \cdot \ldots \cdot f_m$, and then augment this sequence to a valid $PC_F$ derivation by simulating all the rule applications in $\pi$ by several $PC_F$ rule applications.

Case 1: If $D = (C \lor g_1 = 0 \lor \ldots \lor g_m = 0)$ is a weakening of $C$, then apply the product and the addition rules to derive $a(D) = a(C) \cdot g_1 \cdot \ldots \cdot g_m$ from $a(C)$.

Case 2: If $D$ is a simplification of $D \lor 1 = 0$, then $a(D) = a(D \lor 1 = 0)$.

Case 3: If $D = (x = 0 \lor x = 1)$ is a a boolean axiom, then $a(D) = x^2 - x$ is an axiom of $PC_F$.

Case 4: If $D = (C \lor C' \lor E \lor af + bg = 0)$ is a result of resolution of $(C \lor E \lor f = 0)$ and $(C' \lor E \lor g = 0)$, where $C$ and $C'$ do not contain the same disjuncts, then by the product and addition rules of $PC$ we derive $a(C) \cdot a(C') \cdot a(E) \cdot f$ from $a(C \lor E \lor f = 0) = a(C) \cdot a(E) \cdot f$, and also derive $a(C) \cdot a(C') \cdot a(E) \cdot g$ from $a(C \lor E \lor f = 0) = a(C') \cdot a(E) \cdot f$, and then apply the addition rule to derive $a(C) \cdot a(C') \cdot a(E) \cdot (af + bg) = a(D)$.

It is easy to see that the degree of the resulting $PC_F$ refutation is at most $\omega(\pi)$.

As a consequence of Theorems 44 and 45, and the relation $\omega_0 \geq \frac{1}{|\pi|} \omega$ as well as the results from [2], we have the following:

Corollary 46. For every prime $p$ there exists a constant $d_0 = d_0(p)$ such that the following holds. If $d \geq d_0$, $G$ is a $d$-regular Ramanujan graph on $n$ vertices (augmented with arbitrary orientation to its edges) and $F$ is a finite field with $\text{char}(F) \neq p$, then for every function $\sigma$ such that $\neg TS_G^{(p)} \in \text{UNSAT}$, every tree-like Res(lin$F$) refutation of $\neg TS_G^{(p)}$ has size $2^{\Omega(dn)}$. 
Proof. Corollary 4.5 from [2] states that the degree of $PC_F$ refutations of $\neg TS^{(p)}_{G,\sigma}$ is $\Omega(\Delta n)$. Theorem 45 implies that the principal width of $Res(lin_F)$ refutations of $\neg TS^{(p)}_{G,\sigma}$ is $\Omega(\frac{1}{|\mathcal{F}|} \Delta n) = \Omega(\Delta n)$ and thus by Theorem 44 the size is $2^\Omega(\Delta n)$.

\textbf{Corollary 47.} Let $\phi \sim F_k^{n,\Delta}$, $k \geq 3$ and $\Delta = \Delta(n)$ be such that $\Delta = o(n^{\frac{k-2}{k-3}})$ and let $\mathcal{F}$ be any finite field. Then every tree-like $Res(lin_F)$ refutation of $\phi$ has size $2^{\Omega\left(\frac{1}{\Delta^2(n^{\frac{k-2}{k-3}})}\right)}$ with probability $1 - o(1)$.

\textbf{Proof.} Corollary 4.7 from [2] states that the degree of $PC_F$ refutations of $\phi \sim F_k^{n,\Delta}$, where $k \geq 3$, is $\Omega(\Delta n)$ with probability $1 - o(1)$. Theorem 45 implies that the principal width of $Res(lin_F)$ refutations of $\phi \sim F_k^{n,\Delta}$ is $\Omega(\frac{1}{|\mathcal{F}|} \Delta n) = \Omega(\Delta n)$ and thus by Theorem 44 the size of the refutations is $2^\Omega(\Delta n)$ with probability $1 - o(1)$.

7 Conclusion

By the discussion in Sec. 1.1.4, for finite fields we can take any CNF $\phi(\mathcal{F})$ known to be hard for $PC_F$ (e.g. Tseitin formulas, random CNFs etc) and turn it into the linear system $R_{\phi}(\mathcal{F},\mathcal{F})$, which we can prove is hard for tree-like $Res(lin_F)$. It is reasonable to conjecture that these linear systems are also hard for dag-like $Res(lin_F)$ and to try to prove a lower bound for them. However, this would require dealing with particular systems, arising from these CNFs and, therefore, having a specific structure. Alternatively, we may turn our attention to fields $char(\mathcal{F}) = 0$: the hard instance in this case can be chosen freely among systems $L(\mathcal{F})$, where all coefficients are bounded by a constant: every equation in $L(\mathcal{F})$ can be coded as a short CNF formula, which admits short $Res(lin_F)$ derivations from $L(\mathcal{F})$. $Res(lin_F)$ lower bound for such a linear system would imply $Res(lin_F)$ CNF lower bound if $char(\mathcal{F}) = 0$ and by generalization of the proof of simulation of $Res(lin_F)$ by $Res(lin_G)$ in [17] to arbitrary finite fields, this would imply CNF $Res(lin_F)$ bounds for any finite field $\mathcal{F}$.

Thus, for any field $\mathcal{F}$, the general dag-like $Res(lin_F)$ lower bound problem for CNF can be reduced to the following problem: find a 0-1 unsatisfiable linear system $L(\mathcal{F})$ over $\mathbb{Z}$ with coefficients bounded by a constant such that any $Res(lin_G)$ refutation of $L(\mathcal{F})$ is of superpolynomial size.

Note that $Res(lin_G)$ is pretty strong proof system: classical tautologies such as Pigeonhole Principle, Clique-Coclique Principle or (mod p)-Tseitin Tautologies are all easy for $Res(lin_G)$[26]. Therefore, even indentifying explicit hard candidate for $Res(lin_G)$ is a non-trivial problem. Linear systems in many respects are more handy to work with while indentifying hardness conditions as well as analysing structure of $Res(lin_G)$ proofs.
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Abstract

We study a new model of space-bounded computation, the random-query model. The model is based on a branching-program over input variables \( x_1, \ldots, x_n \). In each time step, the branching program gets as an input a random index \( i \in \{1, \ldots, n\} \), together with the input variable \( x_i \) (rather than querying an input variable of its choice, as in the case of a standard (oblivious) branching program). We motivate the new model in various ways and study time-space tradeoff lower bounds in this model.

Our main technical result is a quadratic time-space lower bound for zero-error computations in the random-query model, for XOR, Majority and many other functions. More precisely, a zero-error computation is a computation that stops with high probability and such that conditioning on the event that the computation stopped, the output is correct with probability 1. We prove that for any Boolean function \( f : \{0, 1\}^n \rightarrow \{0, 1\} \), with sensitivity \( k \), any zero-error computation with time \( T \) and space \( S \), satisfies \( T \cdot (S + \log n) \geq \Omega(n \cdot k) \). We note that the best time-space lower bounds for standard oblivious branching programs are only slightly super linear and improving these bounds is an important long-standing open problem.

To prove our results, we study a memory-bounded variant of the coupon-collector problem that seems to us of independent interest and to the best of our knowledge has not been studied before. We consider a zero-error version of the coupon-collector problem. In this problem, the coupon-collector could explicitly choose to stop when he/she is sure with zero-error that all coupons have already been collected. We prove that any zero-error coupon-collector that stops with high probability in time \( T \), and uses space \( S \), satisfies \( T \cdot (S + \log n) \geq \Omega(n^2) \), where \( n \) is the number of different coupons.
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1 Introduction

In this paper, we introduce a new model for studying time-space tradeoff lower bounds for computation, the random-query model. The model is based on a branching program. Roughly speaking, a branching program of length \( T \) and width \( 2^S \), over input variables \( x_1, \ldots, x_n \), is a directed (multi) graph with vertices arranged in \( T + 1 \) layers containing at most \( 2^S \) vertices each. Intuitively, each layer represents a time step and each vertex represents a memory state of the program. In layer-0 of the program, there is only one vertex, called the start vertex. Each leaf of the program is labelled by an element from \( \{0, 1\} \) that we think of as the output of the program on that leaf.
In a standard branching program, every non-leaf vertex \( v \) in the program is labeled by an input variable \( x_v \) and has 2 outgoing edges, labeled by 0 and 1, going into vertices in the next layer. Intuitively, \( x_v \) is the input variable read by the vertex \( v \). The program is called \textit{oblivious} if all the vertices in the same layer read the same input variable. Given a branching program, the input \( x_1, \ldots, x_n \) defines a computation-path, by starting from the start vertex and following in each step the edge labeled by the value of the corresponding input variable. The program outputs the label of the leaf reached by the computation path.

In the random-query model, every non-leaf vertex \( v \) in the program has \( 2^n \) outgoing edges, labeled by each element of \( \{1, \ldots, n\} \times \{0, 1\} \) exactly once. Given such a program and input \( x_1, \ldots, x_n \), the computation-path starts from the start vertex and follows in each step the edge labeled by \((i, x_i)\), where \( i \in \{1, \ldots, n\} \) is random. (Intuitively, the program reads a random index \( i \in \{1, \ldots, n\} \), together with the input variable \( x_i \)). As before, the program outputs the label of the leaf reached by the computation path.

### 1.1 Motivation

We have various motivations to study the new model. First, it seems to us an interesting model in its own right. The standard model of space-bounded computation is not always fully convincing in all settings, as it is not clear why would a machine be able to store for free the \( n \) input variables, while at the same time have a very restricted (typically, of size much smaller than \( n \)) additional memory. Moreover, in various situations the random-query model seems to be the natural one to use. Consider for example the following situation: you are at a party and you want to know if the majority of the participants prefer coffee or tea. (Assume that you know the number of participants in the party, that that number is odd and that you know all participants (or they are labeled \( 1, \ldots, n \))). Assume that at each time step you meet a random participant and she/he tells you their preference. How long would it take to figure out if the majority prefers coffee or tea if your memory is bounded? Another example may be a distributed setting where \( n \) players have one input variable each and they keep sending these input variables to a central player who needs to compute a Boolean function of all of them. However, the input variables arrive to the central player in an arbitrary order.

Second, we study time-space lower bounds for the random-query model in order to make progress in proving time-space lower bounds for standard (oblivious) branching programs. Time-space lower bounds for branching programs have been studied in numerous works (see for example [3, 2, 1, 5, 6]). Currently, the best time-space lower bounds for any explicit function are only slightly super linear and improving these lower bounds has been a very important and long standing open problem in computational complexity. In section 5, we show that various extensions of our results would imply such strong time-space lower bounds. Roughly speaking, our time-space lower bounds for the random-query model are proved for the case where the indices \( i_1, i_2, i_3, \ldots \) of the input variables read by the program at time steps \( 1, 2, 3, \ldots \) are mutually independent random variables, while in order to extend these lower bounds to standard branching programs one needs to generalize the proofs to the case where some of these indices are known to be the same. Interestingly, the key component of our proof, Theorem 2, does apply to the more general case where some of the indices are known to be the same. However, the main results do not.

Third, the new model is related to several other problems that have been studied recently. First, it is related to the recent line of works on proving time-space lower bounds for learning (see for example [16, 18, 14, 11, 12, 15, 13, 4, 8, 7, 17, 9]). Indeed, computing a function \( f : \{0, 1\}^n \rightarrow \{0, 1\} \) in the random-query model is equivalent to the task of distinguishing
between the following two families of distributions (which is a learning task): For \( x \in \{0, 1\}^n \), let \( D_x \) be the distribution of the random variable \((i, x_i)\), where \( i \in \{1, \ldots, n\} \) is uniformly distributed. The task is to distinguish between a distribution taken from \( \{D_x\}_{f(x) = 0} \) and a distribution taken from \( \{D_x\}_{f(x) = 1} \), from a stream of independent samples. Second, the random-query model is similar to a recently studied model of streaming complexity, where a source of i.i.d samples of edges of a graph is considered [10]. In particular, [10] studied approximation algorithms for the maximum matching problem in that model. The main difference from our model is that they studied the space needed for approximate computation in the case where the number of samples is smaller than the number of input variables, while we study time-space tradeoffs for exact computation in the case where the number of samples may be much larger than the number of input variables.

Finally, it turns out that in the zero-error case, the random-query model is closely related to a memory-bounded variant of the coupon-collector problem, a problem that seems to be of independent interest and to the best of our knowledge has not been studied before. In our variant of the problem, the coupon collector gets a stream of random elements from the set \( \{1, \ldots, n\} \) and needs to stop when she is sure with zero-error that all elements of \( \{1, \ldots, n\} \) have already passed. The question is what is the time \( T \) needed when the memory size of the coupon collector is bounded by \( S \).

### 1.2 Our Results

In Theorem 5, we prove that any algorithm for the zero-error coupon-collector problem that runs in time \( T \) and space \( S \) satisfies \( T \cdot (S + \log n) \geq \Omega(n^2) \). This result is essentially tight. In Theorem 6, we prove that in the random-query model, any zero-error computation of XOR or Majority (or any other function with sensitivity \( \Omega(n) \)) that runs in time \( T \) and space \( S \) satisfies \( T \cdot (S + \log n) \geq \Omega(n^2) \). The results for XOR and Majority are essentially tight (See Remarks 8 and 9 for the discussions on tightness). More generally, in the random-query model, any zero-error computation of a function with sensitivity \( k \) that runs in time \( T \) and space \( S \) satisfies \( T \cdot (S + \log n) \geq \Omega(n \cdot k) \).

A very interesting open problem is to prove similar time-space lower bounds for the random-query model in the bounded-error case, rather than the zero-error case (Conjecture 1).

In Theorem 2, we prove time-space lower bounds for a special type of branching programs called set-labeled branching programs, in the random-query model. Intuitively, a set-labeled branching program is a branching-program for the coupon-collector problem, such that each vertex in the program “remembers” a set of coupons that must have been collected if that vertex was reached.

### 1.3 Paper Organization

The paper is organized as follows. In section 3, we prove the tight time-space lower bound for set-labeled branching programs, in the random-query model. In section 4, we reduce zero-error computation tasks in the random-query model, including the coupon-collector problem and function evaluation, to set-labeled branching programs, and hence prove tight time-space lower bounds for both problems. In section 5, we illustrate how lower bounds in the random-query model with special input distribution imply lower bounds for oblivious branching programs.
2 Preliminaries

For an integer \( n \), we use \([n]\) to denote \( \{1, 2, \ldots, n\} \). For any set \( A \) and an \( n \)-tuple \( x \in A^n \), we use \( x_i \) to denote the \( i \)-th element of \( x \). For any \( x \in \{0, 1\}^n \), let \( x^{(i)} \) be the vector that is the same as \( x \) but with the \( i \)-th coordinate flipped. Given a boolean function \( f : \{0, 1\}^n \to \{0, 1\} \), let \( s(f, x) \) be the sensitivity of \( f \) at \( x \), that is the number of coordinates \( i \in [n] \) such that \( f(x^{(i)}) \neq f(x) \), and let \( s(f) = \max_x s(f, x) \) be the sensitivity of \( f \).

2.1 Coupon-Collector Problem

The classical coupon-collector problem asks how large \( T \) should be, so that a uniformly random \( T \)-tuple in \([n]^T\) contains every element of \([n]\) with high probability. Generalizing the goal to a subset \( A \subseteq [n] \), we have the following answer:

\[ \text{Proposition 1.} \quad \text{Given any subset } A \subseteq [n], \text{ for a uniformly random } i \in [n]^T, \text{ the probability that } A \nsubseteq \{i_1, \ldots, i_T\} \text{ is at most } n(1 + \log |A|)^{-1}. \]

The proof follows directly from the fact that the expected waiting time for every element in \( A \) to appear is \( n \sum_{j=1}^{|A|} j^{-1} \geq n(1 + \log |A|) \), and Markov’s inequality.

In this paper, we consider a zero-error version of the coupon-collector problem. In this problem, the coupon collector could explicitly choose to stop when she is sure with zero-error that every element in \( A \) has already been collected. The results in this paper show that with bounded memory, the zero-error coupon-collector cannot stop within few (say, \( O(n \log |A|) \)) turns with high probability, in contrast to the proposition above.

2.2 Random-Query Model

In the random-query model, at each step \( t \in \mathbb{N}_+ \) a uniformly random index \( i_t \in [n] \) is provided. When the problem specifies an input \( x \in \{0, 1\}^n \), at each step \( t \) the value of the bit \( x_{i_t} \in \{0, 1\} \) is also given along with the random index \( i_t \). In this paper, we consider two cases for the joint distribution of the indices:

- **Independent**  The indices \( i_1, i_2, \ldots \) are mutually independent.
- **Recurring**  The only dependencies allowed among \( i_1, i_2, \ldots \) are equalities. More formally, there is a partition \( p : \mathbb{Z}_+ \to \mathbb{Z}_+ \), such that \( i_t = i_t' \) for every \( t \in \mathbb{Z}_+ \), where \( i_1', i_2', \ldots \) are mutually independent and uniformly random over \([n]\).

For the rest of the paper, we refer to the two cases as **independent distribution** and **recurring distributions**. Notice that the independent distribution is a special case of the recurring ones. The recurring distributions are closely related to oblivious branching programs; see Section 5 for a detailed discussion.

2.3 Computational Models

The computational models we consider are based on branching programs. A branching program of length \( T \) and width \( 2^S \) is a directed (multi) graph with vertices arranged in \( T + 1 \) layers containing at most \( 2^S \) vertices each. Denote the set of vertices in the \( i \)-th layer by \( L_i \), for \( i = 0, 1, \ldots, T \). In \( L_0 \) there is only one vertex, called the start vertex. Every vertex in \( L_T \) has out-degree 0, and is called a leaf. The outgoing edges from every non-leaf vertex in \( L_i \) only go to vertices in \( L_{i+1} \), for every \( i < T \).

A simple branching program is one such that every non-leaf vertex has \( n \) outgoing edges, labeled with each element in \([n]\) exactly once. We consider two types of simple branching programs:
A set-labeled branching program is a simple branching program, where every vertex \( v \) is labeled with a set \( H(v) \subseteq [n] \), satisfying the following soundness condition: if an edge from vertex \( u \) to vertex \( v \) is labeled with \( i \in [n] \), it must hold that \( H(v) \subseteq H(u) \cup \{i\} \).

The start vertex must be labeled with \( \varnothing \).

A branching program for the coupon-collector problem is a simple branching program such that every leaf is labeled with either “accept” or “reject”.

When the indices \( i_1, \ldots, i_T \in [n] \) are given, the computation path in a simple branching program starts from the start vertex, and at step \( t \) follows the edge labeled with \( i_t \) until reaching a leaf \( v \), and outputs the label of \( v \).

Given a function \( f : \{0,1\}^n \rightarrow \{0,1\} \), a branching program computing \( f \) is one such that every non-leaf vertex has \( 2n \) outgoing edges, labeled with each element in \([n] \times \{0,1\}\) exactly once. Every leaf \( v \) in the program is labeled with an output \( f_v \in \{0,1,\square\} \). When an input \( x \in \{0,1\}^n \) and the indices \( i_1, \ldots, i_T \in [n] \) are given, the computation path in the branching program starts from the start vertex, and at step \( t \) follows the edge labeled with \((i_t, x_{i_t})\) until reaching a leaf \( v \), and outputs \( f_v \).

In the random-query model where the indices \( i_1, \ldots, i_T \) are given according to a specified distribution, we define the success of every type of branching program as follows:

- We say that a set-labeled branching program succeeds on \( A \subseteq [n] \), if the probability that the output of the branching program \( H(v) \supseteq A \) is at least 1/2.
- For the coupon-collector problem, we say the branching program collects \( A \subseteq [n] \) with zero-error, if the probability that the branching program outputs “accept” is at least 1/2, and conditioned on outputting “accept”, the probability that \( \{i_1, \ldots, i_T\} \supseteq A \) is 1.
- For computing a function \( f \), we say that the branching program computes \( f \) with error \( \varepsilon \), if for every \( x \in \{0,1\}^n \), the probability that the output of the branching program \( f_v = f(x) \) is at least \( 1 - \varepsilon \). We say that the branching program computes \( f \) with zero-error, if for every \( x \in \{0,1\}^n \), the probability that the output of the branching program \( f_v \in \{0,1\} \) is at least 1/2, and the probability that \( f_v = 1 - f(x) \) is zero.

### 3 Lower Bounds for Set-Labeled Branching Programs

In this section, we prove the following theorem:

**Theorem 2.** Under the random-query model with any recurring distribution, for any set \( A \subseteq [n] \), any set-labeled branching program of width \( 2^S \geq |A| \) that succeeds on \( A \) must have length at least \( \frac{n|A|}{2S} \) for sufficiently large \( n \).

Fix such a set-labeled branching program. We first prove an upper bound on the probability of the computation path reaching two given vertices:

**Lemma 3.** For any two vertices \( u, v \) in a set-labeled branching program, where \( u \in \mathcal{L}_i \), \( v \in \mathcal{L}_j \) and \( i < j \). Under the random-query model with any recurring distribution,

\[
\Pr[\text{reaching } u \land \text{reaching } v] \leq \left( \frac{j - i}{n} \right)^{|H(v) \setminus H(u)|}.
\]

\(^2\) Notice that by definition, a branching program of width \( 2^S < |A| \) is also a branching program of width \( |A| \). Therefore for smaller widths, the theorem still holds, but with an additional \( \log |A| \) overhead on \( S \). Theorems 5 and 6 work similarly.
The weaker result in Lemma 3, however, holds more generally for any recurring distribution.

\[ \Pr[ \text{reaching } u \land \text{reaching } v] \leq \Pr[H(v) \subseteq H(u) \cup G] = \Pr[H(v) \setminus H(u) \subseteq G]. \]

If \( \ell < |H(v) \setminus H(u)| \) then the above probability is zero. Otherwise by (over)counting the positions where the elements of \( |H(v) \setminus H(u)| \) appear and the union bound we have

\[
\Pr[H(v) \setminus H(u) \subseteq G] \leq \frac{\ell}{(\ell - |H(v) \setminus H(u)|)!} \cdot n^{-|H(v) \setminus H(u)|} \\
\leq \left( \frac{\ell}{n} \right)^{|H(v) \setminus H(u)|} \\
\leq \left( \frac{j - i}{n} \right)^{|H(v) \setminus H(u)|}. \]

\[ \square \]

**Remark 4.** For the independent distribution, the above argument yields:

\[ \Pr[\text{reaching } v \mid \text{reaching } u] \leq \left( \frac{j - i}{n} \right)^{|H(v) \setminus H(u)|}. \]

The weaker result in Lemma 3, however, holds more generally for any recurring distribution. It is also strong enough for proving Theorem 2.

**Proof for Theorem 2.** Suppose the length of the set-labeled branching program is \( T \). Define the weight of a vertex \( v \) as \( W(v) = \Pr[\text{reaching } v] \). For a set of vertices \( A \), let \( W(A) = \sum_{v \in A} W(v) \). Since the leaves are all in \( L_T \), for every \( 0 \leq i \leq T \) we have \( W(L_i) = 1 \). The fact that the branching program succeeds on \( A \subseteq [n] \) translates to:

\[
\sum_{v \in L_T \mid A \subseteq H(v)} W(v) \geq 1/2. \tag{1}
\]

We divide the branching program into \( \frac{|A|}{2S} \) stages, each consists of a consecutive part of the layers. For every \( 0 \leq k \leq \frac{|A|}{2S} \), let \( i_k \) be the smallest index of a layer \( L_i \) such that

\[
\sum_{v \in L_i \mid |H(v)| \geq 2kS} W(v) \geq \frac{kS}{|A|}.
\]

By (1) we know such a layer must exist. Now the \( k \)-th stage consists of the layers from \( L_{i_k} \) to \( L_{i_{k+1} - 1} \). Let

\( A_k = \{ u \in L_i \mid |H(u)| \geq 2kS \}, \quad B_k = \{ u \in L_{i_{k-1}} \mid |H(u)| < 2kS \}. \)

By the definitions of \( i_k \), we know that \( W(A_k) \geq kS/|A| \), \( W(B_k) > 1 - kS/|A|. \)

Now we show that every stage contains at least \( (n/3 - 1) \) layers. Suppose for contradiction that for some \( k \), it holds that \( i_{k+1} - i_k < n/3 - 1 \). For any two vertices \( u \in B_k \) and \( v \in A_{k+1} \), by Lemma 3 we have

\[ \Pr[\text{reaching } u \land \text{reaching } v] \leq \left( \frac{i_{k+1} - i_k + 1}{n} \right)^{|H(v) \setminus H(u)|} \leq 3^{-2S}. \]
Therefore, applying the union bound gives:
\[
\Pr[\text{reaching } \mathcal{L}_{i_k-1} \land \text{reaching } \mathcal{L}_{i_k+1}] \\
\leq \Pr[\text{reaching } \mathcal{L}_{i_k-1} \setminus \mathcal{B}_k] + \Pr[\text{reaching } \mathcal{L}_{i_k+1} \setminus \mathcal{A}_{k+1}] + \Pr[\text{reaching } \mathcal{B}_k \land \text{reaching } \mathcal{A}_{k+1}] \\
\leq 1 - W(\mathcal{B}_k) + 1 - W(\mathcal{A}_{k+1}) + \sum_{u \in \mathcal{B}_k} \Pr[\text{reaching } u \land \text{reaching } v] \\
< \frac{kS}{|A|} + 1 - \frac{(k + 1)S}{|A|} + 2^S \cdot 2^S \cdot 3^{-2S} < 1.
\]

The second last step is because there are at most \(2^S\) vertices in each layer, and the last step is because \(2^S \geq |A|\). However, since the computation path must pass through both \(\mathcal{L}_{i_k-1}\) and \(\mathcal{L}_{i_k+1}\), the probability above must be 1, which is a contradiction.

Thus we conclude that, for \(n\) large enough, \(i_{k+1} - i_k \geq n/3 - 1 \geq n/4\). Therefore,
\[
T \geq \sum_{0 \leq k < |A|/2S} (i_{k+1} - i_k) \geq \frac{n|A|}{8S} \quad \Diamond
\]

### 4 Lower Bounds for Zero-error Computations under Independent Distribution

**Theorem 5.** Under the random-query model with the independent distribution, for any set \(A \subseteq [n]\), any branching program for the coupon-collector problem of width \(2^S \geq |A|\) which collects \(A\) with zero-error must have length at least \(\frac{n|A|}{8S}\) for sufficiently large \(n\).

**Proof.** We show that for such a branching program, we can assign each vertex \(v\) with a label \(H(v) \subseteq [n]\) so that the branching program is set-labeled. Let \(P(v)\) be the collection of directed paths from the starting vertex to \(v\). For every directed path \(p\) let \(h(p)\) be the collection of indices labeled on the edges of \(p\). Then we define \(H(v) = \cap_{p \in P(v)} h(p)\).

The starting vertex is clearly labeled with the empty set. To check the soundness, consider an edge \(e\) from vertex \(u\) to vertex \(v\) labeled with \(i\). For every path \(p \in P(u)\), the concatenation \(pe\) is a path in \(P(v)\), and \(h(pe) = h(p) \cup \{i\}\). Therefore \(H(v) \subseteq \cap_{p \in P(u)} h(pe) = H(u) \cup \{i\}\).

Notice that every path from the starting vertex to a leaf corresponds to a collection of indices \(i_1, \ldots, i_T\), that are given with probability \(n^{-T} > 0\) under the independent distribution. Since the branching program collects \(A\) with zero-error, for every path to an “accept” leaf it must holds \(A \subseteq \{i_1, \ldots, i_T\}\), so every “accept” leaf \(v\) is now labeled with \(H(v) \supseteq A\). Therefore, as a set-labeled branching program it succeeds on \(A\). By Theorem 2 we know the length of the branching program is at least \(\frac{n|A|}{8S}\) for sufficiently large \(n\). \(\Diamond\)

**Theorem 6.** Let \(f : \{0, 1\}^n \rightarrow \{0, 1\}\) be a boolean function with sensitivity \(s(f)\). Under the random-query model with the independent distribution, any branching program of width \(2^S \geq n\) which computes \(f\) with zero-error must have length at least \(\frac{n \cdot s(f)}{8S}\) for sufficiently large \(n\).

**Proof.** Suppose there is a branching program \(P\) of width \(2^S\) and length \(T\) that computes \(f\) with zero-error. Let \(x \in \{0, 1\}^n\) be an input such that \(s(f) = s(f, x)\), and let \(A = \{i \in [n] | f(x) \neq f(x^{(i)})\}\). We show below that from \(P\), one can extract a simple branching program \(P'\) for the coupon-collector problem of width at most \(2^S\) and length \(T\), which collects \(A\) with zero-error. Since \(|A| = s(f)|\), by Theorem 5 we know \(T \geq \frac{n \cdot s(f)}{8S}\) for sufficiently large \(n\).
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We construct \( \mathcal{P}' \) inductively to simulate \( \mathcal{P} \) on input \( x \). For vertex \( v \) in \( \mathcal{P} \) we use \( v' \) to denote its corresponding vertex in \( \mathcal{P}' \). The start vertex \( v_0' \) in \( \mathcal{P}' \) corresponds to the start vertex \( v_0 \) in \( \mathcal{P} \). If in \( \mathcal{P} \) there exists an edge from \( u \) to \( v \) labeled with \( (i, x_i) \), and \( u' \) is in \( \mathcal{P}' \), then add \( v' \) to \( \mathcal{P}' \) (if \( v' \) is not already there), and add an edge from \( u' \) to \( v' \) labeled with \( i \). Finally, for every leaf \( v' \) in \( \mathcal{P}' \), label \( v' \) with “accept” if \( f_{v'} = f(x) \), otherwise label \( v' \) with “reject”.

First notice that under the independent distribution, the probability of reaching a vertex \( v' \) in \( \mathcal{P}' \) is exactly the same as the probability of reaching \( v \) in \( \mathcal{P} \) with the input \( x \). Since the probability that \( \mathcal{P} \) outputs \( f(x) \) on input \( x \) is at least 1/2, the probability that \( \mathcal{P}' \) outputs “accept” is also at least 1/2.

We now show that conditioned on reaching a leaf \( v' \) in \( \mathcal{P}' \) labeled with “accept”, it must hold that \( A \subseteq \{i_1, \ldots, i_T\} \). Suppose not, then for some index \( i \in A \) there is a path \( p' \) from the start vertex to \( v' \) where no edge is labeled with \( i \). Consider the corresponding path \( p \) in \( \mathcal{P} \). On input \( x^{(i)} \), the computation follows the path \( p \) with non-zero probability and outputs \( \tilde{f}_e = f(x) \neq f(x^{(i)}) \), which contradicts the zero-error property of \( \mathcal{P} \). That concludes the proof that \( \mathcal{P}' \) collects \( A \) with zero-error.

For the large class of functions with sensitivity \( \Omega(n) \), Theorem 6 provides the quadratic time-space lower bound:

\[ \text{Corollary 7.} \] Let \( f \) be a boolean function on \( n \)-bits with sensitivity \( \Omega(n) \) (For instance, AND, XOR, Majority, \( s-t \) connectivity, etc.). Under the random-query model with the independent distribution, any branching program of width \( 2^S \geq n \) which computes \( f \) with zero-error must have length \( \Omega(n^2/S) \).

\[ \text{Remark 8.} \] Theorem 6 is tight up to logarithmic factors, in the sense that for every \( m \leq n \), the function \( x_1 \oplus \cdots \oplus x_m \) can be computed with zero-error within \( S \) space and \( O(nmS^{-1}\log n) \) steps. We briefly sketch the algorithm here: Equally partition \([m]\) into \( O(mS^{-1}) \) parts, each of size \( O(S) \). For each part \( P \), use \( O(n \log n) \) steps to record the values \( x_i \) for all indices \( i \in P \). If any \( i \in P \) does not appear within these \( O(n \log n) \) steps, output \( \Box \). Otherwise compute the partial parity \( \bigoplus_{i \in P} x_i \), and accumulate the partial parities.

As the lower bound in Theorem 6 is derived directly from Theorem 5 and further from Theorem 2, variants of the above algorithm also imply that Theorems 2 and 5 are tight up to logarithmic factors.

Similar to the case in the coupon-collector problem, the zero-error guarantee is crucial to Theorem 6, since for instance, the \( n \)-bit AND function can be computed with constant error by a branching program of length \( O(n) \) and width \( O(1) \). However, when specified to the parity function, the best trade-off seems to be still quadratic even in the bounded-error setting. We propose the following conjecture:

\[ \text{Conjecture 1.} \] Under the random-query model with the independent distribution, any branching program of length \( T \) and width \( 2^S \) which computes \( x_1 \oplus \cdots \oplus x_n \) with error \( 1/3 \) must satisfy \( TS = \Omega(n^2) \).

\[ \text{Remark 9.} \] Besides the algorithm mentioned above, there is another essentially different algorithm for computing parity (which actually computes the Hamming weight) with bounded error: Equally partition \([n]\) into \( O(S/\log n) \) parts. For each part \( P \), record the number of steps \( t \) when a pair \((i, x_i)\) such that \( i \in P \) and \( x_i = 1 \) is received, and finally approximate the partial sum \( \sum_{i \in P} x_i \) with the integer closest to \( tn/T \). By Chernoff bound, \( T = O(n^2S^{-1} \log^2 n) \) is enough so that the approximation of each part is wrong with probability \( O(n^{-1}) \).
Notice that this algorithm does not work in the zero-error setting. While the previous algorithm corresponds directly to a set-labeled branching program, it is not clear whether this approximation algorithm is related to set-labeled branching programs or not.

5 Oblivious Branching Programs and Random-Query Model

The random input model with recurring distributions is closely related to oblivious branching programs. In this section, we present two potential directions to prove strong lower bounds for oblivious branching programs, both via proving lower bounds in the random-query model. Let \( \text{SURJ}_{n,m} : [n]^m \to \{0,1\} \) be the surjectivity function: \( \text{SURJ}_{n,m}(i) = 1 \) if and only if \( \{i_1, \ldots, i_m\} = [n] \).

\[
\text{Theorem 10.} \quad \text{For any } m \geq 2n(\log n + 1), \text{ any deterministic oblivious branching program computing } \text{SURJ}_{n,m} \text{ is also a branching program for the coupon-collector problem that collects } [n] \text{ with zero-error under some recurring distribution.}
\]

\textbf{Proof.}\ Suppose at level \( t-1 \) the oblivious branching program reads \( i_{p(t)} \), for some function \( p : \mathbb{Z}_+ \to [m] \). Use \( p \) as the partition in the recurring distribution in the random-query model, then the computation of the branching program for the coupon-collector problem is exactly the same as in the oblivious branching program with a uniformly random input \( i \in [n]^m \). Proposition 1 indicates the probability that \( f(i,y) \) is well-defined is at least \( 1/2 \). As the deterministic oblivious branching program always outputs correctly, as a branching program for the coupon-collector problem it succeeds with zero-error.

For any function \( f : \{0,1\}^n \to \{0,1\} \) and \( m \geq n \), let \( f^* : [n]^m \times \{0,1\}^m \to \{0,1\} \) be a partial function defined as follows: \( f^*(i,y) \) is well-defined for \( i \in [n]^m \) and \( y \in \{0,1\}^m \), if and only if \( \text{SURJ}_{n,m}(i) = 1 \), and whenever \( i_j = i_k \) it must hold \( y_j = y_k \). When \( f^*(i,y) \) is well-defined, the value of \( f^*(i,y) \) is \( f(y_j, \ldots, y_{j_n}) \), where for every \( i \in [n] \), \( j_i \) is some \( j \in [m] \) such that \( i_j = i \).

\[
\text{Theorem 11.} \quad \text{Given any function } f : \{0,1\}^n \to \{0,1\} \text{. For any } m \geq 3n(\log n + 1), \text{ if there is a deterministic oblivious branching program computing } f^* \text{ of length } T \text{ and width } 2^S \text{ (on the inputs where } f^* \text{ is well-defined), then there is a branching program of the same length and width, that computes } f \text{ with error } 1/3 \text{ in the random-query model under some recurring distribution.}
\]

\textbf{Proof.}\ Add dummy levels to the oblivious branching program to double the length, such that if originally at level \( t \) the branching program reads either \( i_j \) or \( y_j \), now it reads \( i_j \) at level \( 2t \) and \( y_j \) at level \( 2t+1 \). The oblivious branching program now can be regarded as the one of length \( T \) and width \( 2^S \) that at each level \( t \) reads a pair \((i_{p(t)}, y_{p(t)})\), for some function \( p : \mathbb{Z}_+ \to [m] \). Use \( p \) as the partition in the recurring distribution. For any fixed \( x \in \{0,1\}^n \), the computation in the random-query model on input \( x \) is exactly the same as in the oblivious branching program with a uniformly random \( i \in [n]^m \), and input \( y \in \{0,1\}^m \) defined as \( y_j = x_{i_j} \). For such \( i \) and \( y \), \( f^*(i,y) \) is well-defined if and only if \( \text{SURJ}_{n,m}(i) = 1 \), and Proposition 1 indicates the probability that \( f^*(i,y) \) is well-defined is at least \( 2/3 \). Since whenever \( f^*(i,y) \) is well-defined, the deterministic oblivious branching program correctly outputs \( f(y_j, \ldots, y_{j_n}) = f(x) \), as a branching program under the random-query model it computes \( f \) with error \( 1/3 \).

As a corollary, if in the random-query model we were able to prove a time-space lower bound that holds under any recurring distribution, either for the zero-error coupon-collector problem, or for any bounded-error computation, we would immediately have the same lower bound (up to logarithmic factors) on deterministic oblivious branching programs.
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1 Introduction

Theoretical Computer Science includes a rich theory of the complexity class TFNP, defined as the set of NP search problems where a solution always exists. The interesting subclasses of TFNP are based on simple yet non-constructive existence proofs for these solutions. For example: given a circuit

\[ C : \{0, 1\}^n \rightarrow \{0, 1\}^{n-1}. \]

one sees immediately by the Pigeonhole Principle that there exist distinct inputs \( x_1, x_2 \) with matching output \( C(x_1) = C(x_2) \). But can one find such a pair of inputs computationally? This problem is complete for a complexity class PWPP \( \subseteq \text{TFNP} \), and a similar story holds for various other problems with other non-constructive proofs of solution existence.

A major motivation for TFNP as an object of study is that it gives satisfying formalizations of the natural question of whether a type of proof is constructive (“is the Pigeonhole Principle constructive?” roughly corresponds to “is \( P = \text{PWPP}? \)”). But really, some non-constructive proof methods in mathematics do not correspond to NP search problems at all. Thus, we argue, a valuable direction for research in the spirit of TFNP is to look outside TFNP itself to analyze the constructiveness of proofs in other complexity classes. This paper is about one such instance: strategy-stealing proofs, which are fundamental existence results in combinatorial game theory that naturally lie in PSPACE.
1.1 Combinatorial Games and Strategy-Stealing

A combinatorial game is a finite two-player game of perfect information. The players take turns choosing moves that manipulate a game board by some predefined rules, eventually reaching one out of a set of terminal states which determine the outcome of the game. Examples of combinatorial games include chess, go, tic-tac-toe, and some others that we will describe in detail shortly.

In general, deciding which player has a winning strategy in a combinatorial game is computationally hard. However, certain classes of games admit slick proofs that a certain player wins under best play (and thus determining who has a winning strategy in these games is not computationally hard). A famous example is the game Hex, in which two players named Red and Blue alternately color in hexagons in a symmetric board (pictured in Figure 1); Red wins if there is a continuous path of red hexagons connecting the top and bottom, and Blue wins if there is a continuous path of blue hexagons connecting the left and right. The Hex Theorem states that exactly one of the two players will achieve a winning configuration once all hexagons have been colored, so there are no draws. It was observed by Nash [15] that:

▶ Theorem 1 ([15]). The first player has a winning strategy in the game of Hex.

Proof Sketch. Suppose for contradiction that the second player has a winning strategy. The first player can then make an arbitrary first move and then “steal” the winning strategy of the second player. That is, he will now pretend he is the second player, and play according to the second player’s winning strategy. This will lead to a win for the first player anyways since their arbitrary initial move can only help them achieve a winning configuration. ▶

This has been dubbed the first strategy-stealing proof, referring to a now-broad collection of proofs that assume for contradiction that the second player can win, then repurpose the winning strategy to create a win for the first player. Another illustrative example is the game Chomp. Here, the game board is an $m \times n$ chocolate bar in which the top right square has been poisoned. The players alternately choose an uneaten square, and then eat that square and all remaining squares down and to the left. A player loses if they eat the poisoned square.

The following strategy stealing argument applies to Chomp:

▶ Theorem 2 (Folklore). The first player has a winning strategy in the game of Chomp.

Proof Sketch. Consider the possible first move where the first player chomps off only the bottom-left-most square. There are two cases. Maybe the second player does not have a winning response, in which case the game is a win for the first player. Alternately, suppose the second player has a winning response by chomping off an $a \times b$ block. Since this block
necessarily contains the bottom-left-most square, the board state is the same as if an $a \times b$ block had been chomped off with the first move of the game. It follows that this $a \times b$ chomp, instead, would have been a winning first move for the first player.

Both of the proofs above seem non-constructive, in the sense that they do not yield an actual winning first move. Our central research question is whether this is inherent:

Are strategy-stealing proofs constructive?

To tackle this problem, we consider games that admit strategy stealing proofs, and we investigate the computational hardness of finding winning moves in such games. With this view, one can see that strategy-stealing proofs can essentially be arbitrarily non-constructive: for any combinatorial game $X$ with two players $P_1$ and $P_2$, we can define a game $X'$ in which the first player can decide whether he wishes to play as $P_1$ or $P_2$ in game $X$.\footnote{Notice the strategy stealing argument that the first player has a winning strategy in the game $X'$: suppose otherwise. Then we know if the first player chooses to play as $P_1$, the second player has a winning strategy, so $P_2$ has a winning strategy in $X$. But then the first player can choose to play as $P_2$ in $X'$ and use the winning strategy for $P_2$ in $X$.} Then finding a winning move for $P_1$ is the same as determining the winner of $X$, which in general is computationally hard. (We discuss this point in a little more detail in the conclusion.)

Thus, a more interesting direction is not to proceed in the maximally general case, but rather to investigate whether hardness persists in special classes of games to which strategy-stealing applies. In particular, we will study games which (to our eye) are the minimal natural classes captured by the two strategy-stealing arguments given above.

1.2 Our Results

To capture “Hex-type strategy stealing,” we consider the well-studied class of symmetric Maker-Maker games:

\begin{definition}[Symmetric Maker-Maker Game]\footnote{This is a generalization of the usual definition: in the literature, a “Maker-Maker game” often implies $W_1 = W_2$.} \label{def:symmetric Maker-Maker game}

In a Maker-Maker Game, two players alternately claim elements of a finite universe $U$. There are families of winning sets $W_1, W_2 \subseteq P(U)$; the first player wins as soon as they claim all the elements of any winning set $S \in W_1$, the second player wins as soon as they claim all the elements of any winning set $S \in W_2$, and the game is a draw if all of $U$ is claimed without either player winning. The game is symmetric if $W_1, W_2$ are isomorphic, i.e., there is a permutation $\pi$ of $U$ and a bijection $\phi : W_1 \rightarrow W_2$ such that for all $S_1 = \{s_1, \ldots, s_k\} \in W_1$, we have $\phi(S_1) = \{\pi(s_1), \ldots, \pi(s_k)\}$.
\end{definition}
Hex is a symmetric Maker-Maker (SMM) game, and indeed the proof of Theorem 1 generalizes immediately to imply that any SMM game is not a win for the second player. There are many other examples of SMM games, which will be surveyed later. In general an SMM game can be a draw under best play, but some games like Hex are draw-free and so a first-player win is the only remaining possibility. We associate a computational problem to these games as follows:

▶ Definition 4 (SMMMove). The problem SMMMove is defined as follows:
- Input: Circuits $C_1, C_2$, both with input wires labelled $x_1, \ldots, x_n$. $C_1$ and $C_2$ are the same up to relabelling of the wires. Call $X = \{x_1, \ldots, x_n\}$. The Maker-Maker game associated with this input is where $W_1$ contains any set of inputs $Y \subseteq X$ for which $C_1$ evaluates to true when the inputs in $Y$ are set to true and $X \setminus Y$ to false. $W_2$ is defined similarly with respect to $C_2$.
- Output: any optimal first move for the first player in the associated game.

We prove:

▶ Theorem 5. SMMMove is PSPACE-hard, even under the additional promise that the input defines a draw-free game with $W_1 = W_2$.

Thus, Hex-type strategy stealing is a formally non-constructive style of proof, and additional draw-freeness results like the Hex Theorem do not generally help. To capture “Chomp-type strategy stealing,” we consider:

▶ Definition 6 (Minimum Poset Games). In a poset game, two players alternately choose remaining elements of a poset $P$, removing the chosen element and all lesser elements at each step. A player loses if it is their turn but the poset is empty. The game is minimum if $P$ has a minimum element (i.e., $m \in P$ that is comparable to and less than every other element in $P$).

(For both these types of games, we refer to [4, 11] for some of their history and prior work.) Chomp is a minimum poset game, where the associated poset holds the squares of the chocolate bar, with the poisoned square removed, and squares are compared by the usual poset relation on $\mathbb{Z}^2$ (note that the bottom-left-most square is a minimum element). Theorem 2 generalizes to show that any minimum poset game is a win for the first player. Other examples of poset games, which may or may not have a minimum, include Nim, Hackendot, certain cases of Hackenbush, and many others. Computationally, we have:

▶ Definition 7 (MPMove). The problem MPMove is defined as follows:
- Input: a poset $P$ (with elements and relations between them enumerated explicitly) with a minimum element.
- Output: any winning move for the first player in the poset game defined by $P$.

▶ Theorem 8. MPMove is PSPACE-hard.

From a technical standpoint, both Theorems 5 and 8 are proved roughly as follows. We start with a theorem in prior work stating that it is PSPACE-hard to decide the winner in a related class of games: Hex from an arbitrary starting position [16], or a certain class of poset

---

3 A straightforward algorithm solves SMMMove in polynomial space, so in some sense it is complete (ignoring subtleties in the terminology), but we will not discuss these easy upper bounds in this paper. A similar comment holds for MPMove below.
games [9]. We then apply transformations that introduce the necessary strategy-stealing properties to these games while arguing that the winner in the original game is implicitly encoded by the first player’s winning move(s). In the case of minimum poset games, this is an easy extension of the theorem in [9]; we include this mostly to illustrate our conceptual goal of computationally formalizing non-constructiveness. For SMM games, the transformation is nontrivial and requires significant new ideas. Thus, the SMM result constitutes our main technical contribution.

1.3 Related Work

As mentioned, this paper is conceptually related to the study of the complexity class \textbf{TFNP}, defined in [14] and including notable subclasses \textbf{PPAD}, \textbf{PPA}, \textbf{CLS}, \textbf{PPP}, \textbf{PWPP}, \textbf{PLS}, among others. These classes all hold search problems in \textbf{NP} that admit proofs that a solution always exists. Our work is related in that our goal is to prove hardness of searching for a winning moves in games, when there are strategy-stealing proofs that one always exists. The key difference is that our problems are not in \textbf{NP}; there is not generally a short certificate that an optimal move is indeed the first one in some optimal strategy.

In [5], the author proves that it is \textbf{PSPACE}-hard to decide whether an SMM game is a win for the first player or a draw. Our work differs in that (1) to minimally generalize Hex we restrict attention to \textit{draw-free} games, in which this decision problem is trivial, and (2) we are interested in constructively finding a winning move rather than deciding existence. Similarly related is [16], in which it is proved to be \textbf{PSPACE}-hard to decide whether Hex from a partially-filled board is a win for the first or second player. This can be viewed as a Maker-Maker game, but since the board is partially filled, it is not generally a symmetric Maker-Maker game and thus strategy-stealing does not apply.

There is a rich and developed theory of Maker-Maker games, poset games, and variants, most of which focuses on understanding these games under best play (rather than computational aspects of playing the games). See books [4, 11] for more information.

2 Non-Constructiveness of Strategy-Stealing

We will now prove our main results.

2.1 Symmetric Maker-Maker Games

Our first topic will be Symmetric Maker-Maker games, and eventually a proof of Theorem 5.

Examples

We first survey some famous examples of SMM games in the literature.

- Hex is an SMM game, as discussed above, which is draw-free and has non-equal winning sets.
- In the \((n, k)\)-\textit{Clique game}, the game board is a complete graph on \(n\) nodes and the players take turns claiming its edges. The first player to claim all edges in a \(k\)-clique wins. This is a symmetric Maker-Maker game, even with identical winning sets \(W_1 = W_2\) (i.e., the underlying permutation is the identity). An interesting property of this game is that, for all \(k\), if \(n\) is sufficiently large then the game is draw-free. This follows from \textit{Ramsey’s Theorem}, which states that any 2-coloring of the edges of the complete graph has a monochromatic clique of size \(\Omega(\log n)\). Hence, for large enough \(n\), strategy-stealing implies specifically that the first player has a winning strategy. For work on the Clique game and some natural variants, see e.g., [2, 7, 6, 3, 12].
Tic-Tac-Toe is an SMM game, where the winning sets are the 8 possible “lines” in the $3 \times 3$ grid. This game is not draw-free. In $(k, d)$ Tic-Tac-Toe, the game board is the elements of the $k^d$ hypercube ($\{1, 2, \ldots, k\}^d$), and the winning sets $W_1 = W_2$ are the $k$-element subsets which are colinear in the hypercube. The Hales-Jewett Theorem [10] implies that for every $k$, if $d$ is sufficiently large then the game is draw-free. For work on this game, see e.g., [4, 8].

In the $(n, k)$ Arithmetic Progression game, the universe is the set of integers $\{1, \ldots, n\}$, and the winning sets are any $k$ elements that form an arithmetic progression (i.e., the difference between successive integers is equal). Van-der-Waerden’s Theorem [17] implies that for every $k$, if $n$ is sufficiently large then the game is draw-free. The Arithmetic Progression game has been studied e.g., in [13, 2, 12].

All of these games are SMM and hence admit strategy-stealing proofs that the second player does not win under best play. The problem of finding an optimal first move for the first player can thus be captured as a special case of $\text{SMMMove}$. All of these games are draw-free in the appropriate range of parameters (except standard Tic-Tac-Toe), and thus here they even fit the promise that the input to $\text{SMMMove}$ defines a draw-free game. Of course, these special cases need not be as hard as $\text{SMMMove}$: for example, it is trivial to find a winning first move in the $(n, k)$-Clique game, since by symmetry of the game board all first moves are equivalent. (Perhaps a more interesting version of the Clique game computational problem is to determine the first player’s optimal move on their second turn, since the game necessarily still retains the symmetry needed for a strategy-stealing argument after each player claims only one edge.)

### Hardness for $\text{SMMMove}$

We now show computational hardness for $\text{SMMMove}$. We first outline the proof ideas, and then provide a full proof. Our starting point is the following result from prior work:

**Definition 9 (DecisionHex).** The problem $\text{DecisionHex}$ is defined as follows:

- **Input:** a partially-filled Hex board $Q$
- **Output:** does Red have a winning strategy in the Hex game starting from $Q$ (assuming it is currently Red’s turn to play)?

**Theorem 10 ([16]).** $\text{DecisionHex}$ is PSPACE-complete.

Our goal is to reduce $\text{DecisionHex}$ to $\text{SMMMove}$. First, let us remark on why Theorem 10 does not directly give hardness for $\text{SMMMove}$, given that Hex is an SMM game. The result that $\text{DecisionHex}$ is hard means that there exist families of positions from which deciding the winner is hard. However, these positions are not generally symmetric, so the game starting from these positions is not SMM. Additionally, a talented player playing from the starting position could still potentially be able to win the game while avoiding these hard settings of the game board, thus winning without ever really encountering a PSPACE-complete problem.

So, we are given a partially filled (possibly asymmetric) board $Q$ on input to $\text{DecisionHex}$, representing a Hex game between Red and Blue where it is Red’s turn to move, and our goal is to create a new SMM draw-free game between players First and Second that captures the structure of $Q$ in some useful way. To build intuition, let us start with a first (incorrect) attempt at such a game $G$. Suppose we add two new elements to the universe called $r$ and $b$. The idea will be that claiming $r$ is choosing to play as Red in the Hex game defined by $Q$, and claiming $b$ is choosing to playing as Blue. More formally, the winning sets $W_1 = W_2$ of the new SMM game would be:
Figure 3 The universe used in our definition of an SMM game $G$.

- $r$ and any set of hexagons that complete a win for Red in $Q$,
- $b$ and any set of hexagons that complete a win for Blue in $Q$, and
- \{r, b\}.

If $\text{SMMMove}(G) = r$, this solves $Q$: the second player must claim $b$ with their next move to block the winning set \{r, b\}, and then the game reduces to $Q$ itself where First plays as Red and Second plays as Blue. Thus, if $r$ is a winning move for First, then $Q$ is a win for Red. Unfortunately, the other cases of the proof break down. For example: suppose the position on the board $Q$ is such that whoever has the next move wins (so $Q$ is a win for Red). Then it is winning for First to claim either $r$ or $b$ with their first move, meaning the output of $\text{SMMMove}(G)$ is not very informative. Our fix is, intuitively, to amplify the game to avoid the possibility that the game winner depends on the turn order.

Proof of Theorem 5. We will prove that $\text{SMMMove}$ is hard by reducing $\text{DecisionHex}$ to it. Let $Q$ an instance of $\text{DecisionHex}$. We will construct a Symmetric Maker-Maker game $G$ which is draw-free and $W_1 = W_2$, such that finding a winning move in $G$ allows us to find who has a winning strategy in $Q$.

The universe of our new game $G$ will contain two identical copies $Q_1, Q_2$ of the input to $\text{DecisionHex}$, as well as new elements $r, b$ like before. The winning sets $W_1 = W_2$ in $G$ are (see Figure 3):

- $r$ and any set of hexagons that completes a win for Red in either $Q_1$ or $Q_2$,
- $b$ and any set of hexagons that completes a win for Blue in both $Q_1$ and $Q_2$, and
- \{r, b\}.

It is immediate that $G$ is an SMM game, since the winning sets are identical. Additionally, we have:

Lemma 11. $G$ is draw-free.
Strategy-Stealing Is Non-Constructive

Proof. Let $S$ be any subset of the universe in $G$. We will show that either $S$ or its complement $S^C$ contains a winning set. First, if $r, b \in S$ then $\{r, b\} \subseteq S$, or if $r, b \notin S$ then $\{r, b\} \subseteq S^C$. So the nontrivial case is when $S$ contains exactly one of $r, b$; let us assume without loss of generality that $r \in S, b \notin S$ (else switch the roles of $S$ and $S^C$). For either board $Q_1$, by the Hex Theorem and the fact that the union of $S_1, S_1^C$ covers the board, exactly one of the following two statements hold:

1. The elements of $S$ on the board $Q_1$ (call this $S_1$), combined with the elements on $Q_1$ which are initially marked red, form a winning configuration for red on $Q_1$.
2. The elements of $S^C$ on the board $Q_1$ (call this set $S_1^C$), combined with the elements on $Q_1$ which are initially marked blue, form a winning configuration for blue on $Q_1$.

Therefore, we conclude that in each board $Q_i$, either the elements of $S$ complete a win for Red (we call $Q_1$ a “red” board in this case), or the elements of $S^C$ complete a win for Blue (we call $Q_1$ a “blue” board in this case). If at least one of $Q_1, Q_2$ is red, then $S$ contains $r$ and a Red winning set. If both $Q_1, Q_2$ are blue, then $S^C$ contains $b$ and a Blue winning set on each board. In either case the lemma holds.

Our goal is now to show that the winning move(s) for First in $G$ completely determine the winner of $Q$. We consider two cases:

> **Lemma 12.** If Blue has a winning strategy in $Q$, then the unique winning move for First in $G$ is to claim $b$.

Proof. We first show that claiming $b$ is a winning move for First. In response, Second is forced to claim $r$ to block the winning set $\{r, b\}$. First then claims an arbitrary hexagon, and then each time Second claims a hexagon on $Q_1$ or $Q_2$, First claims a hexagon on the same board to execute a winning strategy for Blue. Thus, First will have $b$ and also a winning set for Blue on both boards, meaning First wins in $G$. (Note that Second will be unable to ever obtain a red winning set on either board, since it is not possible for both sides to obtain a winning configuration on any individual Hex board.)

We then show that, if First does not claim $b$ with their first move, then it is a winning response for Second to claim $b$. Here we consider two cases. If First claims $r$, then after Second claims $b$, in each subsequent turn, each time First claims a hexagon on $Q_1$ or $Q_2$, Second can claim a hexagon on the same board to execute a winning strategy for Blue on that board, thus obtaining a winning set for Blue on both boards and hence winning in $G$. In the other case, if First claims a hexagon in (say) $Q_1$ with their first move, then after Second claims $b$, First must immediately claim $r$ to block the winning set $\{r, b\}$. Second then claims a hexagon on $Q_1$ and from here this case reduces to the first one.

> **Lemma 13.** If Red has a winning strategy in $Q$, then it is not a winning move for First in $G$ to claim $b$.

Proof. Suppose that First claims $b$. The winning response for Second is to claim $r$. Without loss of generality, First then claims a hexagon in $Q_1$. Second then decides to permanently ignore $Q_1$ and focus entirely on $Q_2$, claiming exclusively hexagons in $Q_2$ for the rest of the game. Since Second is the first to move on $Q_2$, they can execute a winning strategy for Red on $Q_2$. Thus Second will eventually claim $r$ and a winning set for Red on $Q_2$, meaning that Second wins in $G$. (Note, again, that First cannot possibly obtain a winning set in the meantime, since they cannot possibly hold a winning set for Blue on $Q_2$.)
We now put the pieces together: after constructing the game $G$ as described above, from Lemmas 12 and 13 we have

$$\text{SMMMove}(G) = b \text{ if and only if } \neg\text{DecisionHex}(Q).$$

Since DecisionHex is PSPACE-complete, it follows that SMMMove is PSPACE-hard.

\[\vspace{1em}\]

### 2.2 Minimum Poset Games

Next, we prove Theorem 8. Our starting point is:

<table>
<thead>
<tr>
<th>Definition 14 (DecisionPoset). The problem DecisionPoset is defined as follows:</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> a poset $P$, described by explicitly listing its elements and the relations between them.</td>
</tr>
<tr>
<td><strong>Output:</strong> is the poset game (see Definition 6) associated to $P$ a win for the first player under best play?</td>
</tr>
</tbody>
</table>

| Theorem 15 ([9]). DecisionPoset is PSPACE-complete. |

We then argue:

**Proof of Theorem 8.** Given a poset game defined by $P$, generate a new poset $P'$ by adding a new element $m$, defined to be less than every other element in $P$. We now argue that MPMove($P'$) = $m$ if and only if the original poset game defined by $P$ was a win for the second player:

- Suppose $P$ is a win for the first player. If in $P'$ the first player claims $m$ with their first move, then the game becomes equivalent to $P$ with the turn order reversed. Thus claiming $m$ is a losing move for the first player, and so MPMove($P'$) $\neq m$.

- Suppose $P$ is a win for the second player. If in $P'$ the first player claims $m$ with their first move, then again the game is equivalent to $P$ with the turn order reversed, so the first player has a winning strategy. This means we can have MPMove($P'$) = $m$, but since MPMove might return any winning move, we also need to rule out the possibility that any other move is winning. For this, we observe that any other first move in $P'$ necessarily removes $m$ and at least one other element from $P'$, thus giving a position that can possibly be obtained after one move in $P$. Since $P$ is a win for the second player, any such position must be losing for the player who creates it, and thus we have MPMove($P'$) $\notin P' \setminus \{m\}$, so MPMove($P'$) = $m$.

This completes the reduction from DecisionPoset to MPMove, and thus MPMove is PSPACE-hard.

\[\vspace{1em}\]

### 3 Open Questions

We conclude by listing some conceptual open questions left by this work.

**TFPSPACE**

Can we similarly analyze the computational properties of other interesting non-constructive proof techniques that lie outside of NP? Is there a satisfying theory of TFPSPACE, in analogy with TFNP?
Strategy-Stealing Is Non-Constructive

The existence of a winning strategy in a game does not necessarily shed much light on how computationally bounded players would play the game. To illustrate, consider the following game: player 1 declares a circuit $C$ of their choice. Then, player 2 wins if they can declare an input $x$ such that $C(x) = 1$. Then, player 1 then wins if they can declare an input $x$ with $C(x) = 1$. If both players fail to declare such an input $x$, then player 2 wins. Here, there is clearly a winning strategy for the second player: if there exists an $x$ such that $C(x) = 1$, then declare that $x$ and win immediately; if there is no such $x$ then player 2 also wins. However, if the players are represented by Turing machines that can only run for a polynomial amount of time, then the game is (probably) a win for player 1: for example, player 1 can pick a one way function $f$, compute it on some random $x'$ of his choice to get output $y$, and then have the circuit $C$ output 1 on all $x$ such that $f(x) = y$. Under standard cryptography assumptions, player 2 will be unable to find such an $x$, and then player 1 will win in the next turn by declaring the $x$ used to create the circuit.

Interestingly, for draw-free SMM games, such situations will not arise: even for computationally bounded players, it is preferable to play first, since playing an extra move is never disadvantageous. In contrast, this is not clearly true for poset games, where the wrong first move can possibly throw the game. Hence, this might be an interesting avenue to separate the computational properties of these two strategy-stealing arguments (since they are both PSPACE-hard under “best play,” i.e., unbounded computational power). More generally, it would be interesting to further understand and formalize the effects of bounded computational power on various existence proofs for winning strategies in combinatorial game theory.

Generalized Strategy-Stealing

Many strategy-stealing arguments can be viewed as a reduction of the game tree to a tautology. To illustrate, the game tree of Chomp may be phrased as follows. Let $X$ be the subgame tree from the starting chocolate bar with the bottom-left-most square removed. The proof of Theorem 2 essentially observes that the Chomp game tree is equal to $X \lor \neg X$, which is true as a formula (meaning a win for the first player) regardless of the value of $X$ (see Figure 4).

Naturally, a reduction of the game tree to any tautology implies a first-player win, including more complicated tautologies in which multiple variables are assigned to multiple subgames. We might call this type of argument generalized strategy-stealing, as it extends the usual proofs.
in the literature that use only $X$ or $\neg X$. For any given tautology it is easy enough to invent an artificial game that admits a generalized strategy-stealing proof via that tautology. However, it would be interesting to find a “natural” game that admits a generalized strategy-stealing proof, using a tautology formally distinct from $X$ or $\neg X$.

**Hardness for Specific Games**

While we have proved hardness for finding winning moves in game classes that include Hex and Chomp, our results do not imply hardness for Hex and Chomp specifically. In particular, it would be interesting to determine whether or not the following problem is in FP: given game board dimensions for Hex or Chomp (or basically any other game mentioned in this paper), written in unary, output a winning move for the first player. This problem is in PSPACE, but it will not be readily possible to prove it PSPACE-hard for the following reason: it is known that no unary language can be NP-complete unless $P = NP$; thus, a unary language complete for PSPACE would imply that $P = NP$ or $NP \neq PSPACE$, which is not known and would constitute a breakthrough in complexity theory. Thus it is unclear what hardness notion should be used to approach this question.

**Other Notions of Constructiveness**

We have proved that it is generally hard to find a winning move in a game, even when strategy-stealing arguments apply. Finding a good first move is one natural formalization of “constructiveness” in PSPACE, but there are others. For example, here is an open question that we have not addressed: for (say) the game Hex, does there necessarily exist a polynomial-size circuit that plays the game optimally, even if it is computationally hard to find the circuit?

---
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Abstract

We study the problem of testing whether a function $f: \mathbb{R}^n \to \mathbb{R}$ is linear (i.e., both additive and homogeneous) in the distribution-free property testing model, where the distance between functions is measured with respect to an unknown probability distribution over $\mathbb{R}^n$. We show that, given query access to $f$, sampling access to the unknown distribution as well as the standard Gaussian, and $\varepsilon > 0$, we can distinguish additive functions from functions that are $\varepsilon$-far from additive functions with $O\left(\frac{1}{\varepsilon^2} \log \frac{1}{\varepsilon}\right)$ queries, independent of $n$. Furthermore, under the assumption that $f$ is a continuous function, the additivity tester can be extended to a distribution-free tester for linearity using the same number of queries. On the other hand, we show that if we are only allowed to get values of $f$ on sampled points, then any distribution-free tester requires $\Omega(n)$ samples, even if the underlying distribution is the standard Gaussian.

1 Introduction

Property testing of Boolean functions studies the problem where, given query access to a function $f: \{0,1\}^n \to \{0,1\}$ and a parameter $\varepsilon > 0$, the goal is to distinguish with high probability the case that $f$ satisfies some predetermined property $P$ from the case that $f$ is $\varepsilon$-far from satisfying $P$. That is, whether we need to change the values of $f(x)$ for at least an $\varepsilon$-fraction of $x \in \{0,1\}^n$ before $f$ satisfies $P$. Since the seminal work by Blum, Luby and Rubinfeld [11], property testing has become a thriving field, and many properties of Boolean functions have been shown to be testable with a number of queries independent of $n$, including linear functions [11], low-degree polynomials [8,26] and $k$-juntas [9,10,18]. For an introductory survey, we recommend [21].

In contrast to Boolean functions, only a few properties of functions on a Euclidean space, that is, $\mathbb{R}^n$, have been studied. For a measurable function $f: \mathbb{R}^n \to \mathbb{R}$, $\varepsilon > 0$, and a property $P$, we say that $f$ is $\varepsilon$-far from $P$ if

$$\Pr_{x \sim \mathcal{N}(0,I)} [f(x) \neq g(x)] > \varepsilon,$$
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for any measurable function $g: \mathbb{R}^n \rightarrow \mathbb{R}$ satisfying $P$, where $\mathcal{N}(0, I)$ is the standard Gaussian. We say that an algorithm is a tester for a property $P$ if, given query access to a measurable function $f: \mathbb{R}^n \rightarrow \mathbb{R}$, sampling access to the standard Gaussian, and $\varepsilon > 0$, it accepts with probability at least 2/3 when $f$ satisfies $P$, and rejects with probability at least 2/3 when $f$ is $\varepsilon$-far from $P$. Testability of a variety of properties has been considered, including surface area of a set [29,34], half spaces [31–33], linear separators [3], high-dimensional convexity [13], and linear $k$-junta [15].

Although the standard Gaussian is natural, it rarely appears in practice. In fact, we typically have little, if any, information about the underlying distribution. This raises the question of whether we can test when the underlying distribution of the data is unknown.

We say that an algorithm is a sample-based tester for the linearity of functions $f: \mathbb{R}^n \rightarrow \mathbb{R}$ if it accesses the standard Gaussian, and $\varepsilon > 0$, it accepts with probability at least 2/3 when $f$ satisfies $P$, and rejects with probability at least 2/3 when $f$ is $\varepsilon$-far from $P$. Distribution-free property testing is an attractive model because it makes minimal assumptions on the environment, and models the scenario most often occurring in practice.

In this work, we consider distribution-free testing of additivity of functions $f: \mathbb{R}^n \rightarrow \mathbb{R}$ and linear $k$-juntas. We say that a function $f: \mathbb{R}^n \rightarrow \mathbb{R}$ is additive if $f(x) + f(y) = f(x+y)$ for any $x,y \in \mathbb{R}^n$. Although the standard Gaussian is natural, it rarely appears in practice. In fact, we typically have little, if any, information about the underlying distribution. This raises the question of whether we can test when the underlying distribution of the data is unknown.

We say that a function $f: \mathbb{R}^n \rightarrow \mathbb{R}$ is homogeneous if $cf(x) = f(cx)$ for any $x \in \mathbb{R}^n$ and $c \in \mathbb{R}$. A function that is both additive and homogeneous is said to be linear. Although additivity and linearity are equivalent for functions over finite groups, there are (pathological) functions $f: \mathbb{R}^n \rightarrow \mathbb{R}$ that are additive but not homogeneous. Hence, the testability of additivity does not immediately imply the testability of linearity. However, when the input function is guaranteed to be continuous, we can also test linearity.

\textbf{Theorem 1.} There exists a one-sided error distribution-free tester for additivity of functions $f: \mathbb{R}^n \rightarrow \mathbb{R}$ with $O\left(\frac{1}{\varepsilon} \log \frac{1}{\varepsilon}\right)$ queries.

Previously no algorithm was known even when the underlying distribution $\mathcal{D}$ is the standard Gaussian. As there is a trivial lower bound of $\Omega\left(\frac{1}{\varepsilon}\right)$, the query complexity of our tester is almost tight.

We say that a function $f: \mathbb{R}^n \rightarrow \mathbb{R}$ is homogeneous if $cf(x) = f(cx)$ for any $x \in \mathbb{R}^n$ and $c \in \mathbb{R}$. A function that is both additive and homogeneous is said to be linear. Although additivity and linearity are equivalent for functions over finite groups, there are (pathological) functions $f: \mathbb{R}^n \rightarrow \mathbb{R}$ that are additive but not homogeneous. Hence, the testability of additivity does not immediately imply the testability of linearity. However, when the input function is guaranteed to be continuous, we can also test linearity.

\textbf{Theorem 2.} Suppose that the input function is guaranteed to be continuous. Then, there exists a one-sided error distribution-free tester for linearity with $O\left(\frac{1}{\varepsilon} \log \frac{1}{\varepsilon}\right)$ queries.

It is also natural to assume that we can get values of the input function only on sampled points. Specifically, we say that a (distribution-free) tester is sample-based if it accesses the input function $f: \mathbb{R}^n \rightarrow \mathbb{R}$ through points sampled from the distributions $\mathcal{D}$ and $\mathcal{N}(0, I)$. We show a strong lower bound for sample-based testers.

\textbf{Theorem 3.} Any sample-based tester for the linearity of functions $f: \mathbb{R}^n \rightarrow \mathbb{R}$ requires $\Omega(n)$ samples, even when $\mathcal{D} = \mathcal{N}(0, I)$.

This lower bound is tight; it is not difficult to see that $O(n)$ samples suffices to test linearity. Indeed $O(n)$ samples will, with high probability, contain $n$ linearly independent vectors. The evaluations of $f$ on these vectors uniquely determines the linear function. This theorem shows
a sharp contrast between query-based and sample-based testers for properties of functions on a Euclidean space. We note that we can show the same lower bound for testing additivity with an almost identical proof.

1.1 Related Work

The question of property testing first appeared (implicitly) in the work of Blum, Luby and Rubinfeld [11]. Among the problems that they studied was linearity testing. Their algorithm, now famously known as the BLR test, has played a key role in the design of probabilistically checkable proofs [2,5,25] and this connection was some of the early motivation for the field of property testing. Since the original paper, the parameters of the BLR test have been extensively refined. Much of this work focused on reducing the amount of randomness, due to this being a key parameter in probabilistically checkable proofs, as well as analyzing the rejection probability (see [36] for a survey). Another line of works considered the testing linearity over more general domains. The works of [7,11,35] showed that the BLR test can be used to test the linearity of any function with \( f : G \to H \) for finite groups \( G \) and \( H \) with \( O(1/\epsilon) \) queries. Following this, a body of work [1,17,19,27] constructed testers for linearity of functions \( f : S \to \mathbb{R} \), where \( S \) is a finite subset of rational numbers, and the distance is measured with respect to the uniform distribution over \( S \). See [28] for a survey. These results were phrased in terms of approximate self-testing and correcting programs. In this setting the queries to \( f \) return a finite approximation of \( f(x) \). Although these results are arguably the most related to our work, our proof differs significantly from theirs and instead takes inspiration from the original BLR test.

Distribution-free testing (for graph properties) was first defined by Goldreich et al. [22], though the first distribution-free testers for non-trivial properties appeared much later in the work of Halevy and Kushilevitz [23]. Subsequently, distribution-free testers have been considered for a variety of Boolean functions including low-degree polynomials, dictators, and monotone functions [23], \( k \)-juntas [6,12,23,30], conjunctions, decision lists, and linear threshold functions [20], monotone and non-monotone monomials [16], and monotone conjunctions [14, 20]. However, to our knowledge the only (partial) distribution-free tester for a class of functions on the Euclidean space is due to Harms [24] who gave an efficient tester for half spaces, that is, functions \( f : \mathbb{R}^n \to \{0,1\} \) of the form \( f(x) = \text{sgn}(w^\top x - \theta) \) for some \( w \in \mathbb{R}^n \) and \( \theta \in \mathbb{R} \), over any rotationally invariant distribution.

1.2 Proof Technique

The construction of our tester for additivity will be done in two steps. First, we construct a constant-query tester for additivity over the standard Gaussian distribution \( \mathcal{N}(0,I) \). Our tester will accept linear functions with probability 1, and so the majority of the work is in showing that if the test accepts the given function \( f : \mathbb{R}^n \to \mathbb{R} \) with high probability, then \( f \) is close to an additive function. To do so, we show that if \( f \) passes a series of tests then there exists a related function \( g : \mathbb{R}^n \to \mathbb{R} \), defined from \( f \), which is additive. Furthermore, if \( f \) is linear then \( f = g \). The definition of \( g \) will allow us to obtain query access to it with high probability, and so we can simply estimate the distance between \( f \) and \( g \). At a high-level, this is somewhat similar to the BLR test, however operating over \( \mathcal{N}(0,I) \) rather than the uniform distribution presents its own set of non-trivial challenges. We discuss these, as well as the definition of \( g \) at the start of Section 3.1.

It is fairly straightforward to generalize this tester for additivity to a distribution-free tester. To do so, we run the additivity tester for the standard Gaussian, except that testing the distance between \( f \) and \( g \) will now be done using samples from the unknown \( D \). This crucially relies on our ability to draw samples from the standard Gaussian.
Any additive function $f : \mathbb{R}^n \to \mathbb{R}$ is linear over the rationals, meaning that $f(qx) = qf(x)$ for every $q \in \mathbb{Q}$. Therefore, in order to test linearity it remains to test whether this holds also for irrationals. Assuming that $f$ is continuous we are able to modify our tester to show that this implies that the additive function $g$ is continuous as well. We then leverage the fact that any continuous additive function is linear in order to obtain our linearity tester.

To prove Theorem 3, the lower bound on sample-based testers for linearity, we construct two distributions, one supported on linear functions, and the other supported on functions which are far from linear. Consider drawing a function $f$ from one of these two distributions with equal probability. By Yao’s minimax principle it suffices to show that any deterministic algorithm which receives $n$ samples from $\mathcal{N}(0, I)$, together with their evaluations on $f$, is unable to distinguish, with high probability, which of the two distribution $f$ came from. To construct the distribution on linear functions, we sample $w \sim \mathcal{N}(0, I)$ and return $f(x) := w^\top x$.

Our distribution on functions which are far from linear is designed so that any function $f$ from this distribution satisfies $f(x + y) \neq f(x) + f(y)$ with probability 1 over $x, y \sim \mathcal{N}(0, I)$. To do so, for every $x \in \mathbb{R}^n$ we sample $\varepsilon_x$ from a one-dimensional Gaussian and return $f(x) := w^\top x + \varepsilon_x$. It is not difficult to show that such functions are far from linear.

### 1.3 Organization

The remainder of the paper is organized as follows. In Section 2 we review several useful facts about probability distributions. In Section 3 we develop our distribution-free tester for additivity by first constructing a tester for additivity over the standard Gaussian in Section 3.1. We generalize this tester to the distribution-free setting in Section 3.2 and to a tester for linearity in Section 4. Finally, we end with our lower bound on the sampling model in Section 5.

### 2 Preliminaries

Let $\mathcal{D}$ and $\mathcal{D}'$ be probability distributions on the same domain $\Omega$. Then, the total variation distance between them, denoted by $d_{TV}(\mathcal{D}, \mathcal{D}')$, is defined as

$$d_{TV}(\mathcal{D}, \mathcal{D}') := \frac{1}{2} \int_{\Omega} |\mathcal{D}(x) - \mathcal{D}'(x)| dx.$$ 

The Kullback-Leibler divergence (or KL-divergence) of $\mathcal{D}'$ from $\mathcal{D}$, denoted $d_{KL}(\mathcal{D} \| \mathcal{D}')$, is defined as

$$d_{KL}(\mathcal{D} \| \mathcal{D}') = \int_{\Omega} \mathcal{D}(x) \log \left( \frac{\mathcal{D}(x)}{\mathcal{D}'(x)} \right) dx.$$ 

We will use the KL-divergence to upper bound the total variation distance, using the following inequality.

> **Theorem 4** (Pinsker’s Inequality). Let $\mathcal{D}$ and $\mathcal{D}'$ be probability distributions on the same domain $\Omega$. Then,

$$d_{TV}(\mathcal{D}, \mathcal{D}') \leq \sqrt{\frac{1}{2} d_{KL}(\mathcal{D} \| \mathcal{D}')}.$$ 

The following allows us to bound the KL-divergence between two Gaussian distributions.
Lemma 5. Let \( D = \mathcal{N}(\mu_1, \Sigma_1) \) and \( D' = \mathcal{N}(\mu_2, \Sigma_2) \) be multivariate Gaussian distributions with \( \mu_1, \mu_2 \in \mathbb{R}^n \) and invertible \( \Sigma_1, \Sigma_2 \in \mathbb{R}^{n \times n} \). Then,

\[
d_{\text{KL}}(D \| D') = \frac{1}{2} \left( \log \left( \frac{\det \Sigma_2}{\det \Sigma_1} \right) + \text{tr} \left( (\Sigma_2)^{-1} \Sigma_1 \right) - n + (\mu_2 - \mu_1)^\top \Sigma_2^{-1} (\mu_2 - \mu_1) \right).
\]

We record a useful lemma about total variation distance of Gaussians with shared covariance matrices.

Lemma 6. Consider two Gaussian distributions \( \mathcal{N}(\mu_1, \Sigma), \mathcal{N}(\mu_2, \Sigma) \) with shared invertible covariance matrices \( \Sigma \in \mathbb{R}^{n \times n} \). Then \( d_{TV}(\mathcal{N}(\mu_1, \Sigma), \mathcal{N}(\mu_2, \Sigma)) \leq \varphi \) holds if \( \|\mu_1 - \mu_2\|_2 \leq 2\varphi/\sqrt{\|\Sigma^{-1}\|_2} \).

Proof. Denote \( \mu := \mu_1 - \mu_2 \). By Lemma 5, \( d_{TV}(\mathcal{N}(\mu_1, \Sigma), \mathcal{N}(\mu_2, \Sigma)) = \sqrt{\frac{1}{2} \mu^\top \Sigma^{-1} \mu} \). Now, because \( \Sigma \) is PSD, \( \mu^\top \Sigma^{-1} \mu \leq \|\mu\|^2_2 \|\Sigma^{-1}\|_2 \), where \( \|\cdot\|_2 \) is the spectral matrix norm. Therefore, we have \( d_{TV}(\mathcal{N}(\mu_1, \Sigma), \mathcal{N}(\mu_2, \Sigma)) \leq \frac{\|\mu\|_2}{2} \sqrt{\|\Sigma^{-1}\|_2} \leq \varphi \).

### 3 Testing Additivity

In this section, we develop our distribution-free tester for additivity. For convenience, we first describe a simpler tester for additivity over the standard Gaussian distribution \( \mathcal{N}(0, I) \) in Section 3.1. Then, in Section 3.2, we describe how to generalize this algorithm to test additivity over an unknown distribution.

#### 3.1 Tester for the Standard Gaussian

Our goal in this section is to design a constant-query tester for the additivity of a measurable function \( f : \mathbb{R}^n \to \mathbb{R} \) over the standard Gaussian.

Theorem 7. There exists a one-sided error \( \Omega \left( \frac{1}{\varepsilon} \log \frac{1}{\varepsilon} \right) \)-query tester for additivity over the standard Gaussian.

At a high-level, our tester consists of two steps. First, we test whether \( f \) satisfies additivity over a set of samples drawn from the distribution. If \( f \) passes this test, then we conclude that there must be an additive function \( g : \mathbb{R}^n \to \mathbb{R} \), which is a self-corrected version of \( f \). Second, by testing the value of \( f \) on a correlated set of points, we are able to get query access to \( g \) with high probability, and therefore we can simply estimate the distance between \( f \) and \( g \). Our tester relies on the fact that it has one-sided error: if \( f \) is additive then our test passes with probability 1. Otherwise, if \( f \) is non-additive and the second step passes with high probability, then \( f \) and \( g \) must be close.

The first step is inspired by the BLR test. Indeed, the evaluation of the function \( g \) at a point \( p \) is defined as the (weighted) majority value of \( f(p - x) + f(x) \) over all \( x \sim \mathcal{N}(0, I) \) (where, \( f(p - x) + f(x) \) is weighted according to the probability of drawing \( x \sim \mathcal{N}(0, I) \)). However, there are some significant challenges in generalizing the BLR test to the standard Gaussian, the most obvious of which is that unlike the uniform distribution, every point in the support of the distribution does not have equal probability. In particular, \( p - x \) is not distributed as \( x \sim \mathcal{N}(0, I) \) for fixed \( p \neq 0 \). In order to overcome this, we exploit the fact that for additive functions \( f \), we have \( f(x) = qf(x/q) \) for every rational \( q \). This allows us to restrict attention to a small ball \( B(0, 1/r) \) of radius \( 1/r \) centered at the origin. Then, for \( p \in B(0, 1/r) \), \( p - x \) is approximately distributed as \( x \) for small enough \( 1/r \). Thus, we get around the issue of unevenly weighted points by defining \( g \) within \( B(0, 1/r) \), and then extrapolating to define \( g \) over \( \mathbb{R}^n \).
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- **Algorithm 1** Standard Gaussian Additivity Tester.

  **Given**: Query access to $f : \mathbb{R}^n \to \mathbb{R}$, sampling access to the distribution $\mathcal{N}(0, I)$;
  
  1. **Reject** if $\text{TestAdditivity}(f)$ returns **Reject**;
  2. for $N_1 := O(1/\varepsilon)$ times do
     3. Sample $p \sim \mathcal{N}(0, I)$;
     4. **Reject** if $f(p) \neq \text{QUERY}-g(p, f)$ or if $\text{QUERY}-g(p, f)$ returns **Reject**.
  5. **Accept**.

- **Algorithm 2** Subroutines.

  **Procedure** TestAdditivity($f$)

  **Given**: Query access to $f : \mathbb{R}^n \to \mathbb{R}$, sampling access to the distribution $\mathcal{N}(0, I)$;
  
  1. for $N_2 := O(1)$ times do
     2. Sample $x, y, z \sim \mathcal{N}(0, I)$;
     3. **Reject** if $f(-x) \neq -f(x)$;
     4. **Reject** if $f(x - y) \neq f(x) - f(y)$;
     5. **Reject** if $f(\frac{x - y}{2}) \neq f(\frac{x - z}{2}) + f(\frac{y - z}{2})$;
  6. **Accept**.

**Procedure** Query-g(p, f)

**Given**: $p \in \mathbb{R}^n$, query access to $f : \mathbb{R}^n \to \mathbb{R}$, sampling access to $\mathcal{N}(0, I)$;

  1. $N_2' := O(\log \frac{1}{\varepsilon})$;
  2. Sample $x_1, \ldots, x_{N_2'} \sim \mathcal{N}(0, I)$;
  3. **Reject** if there exists $i, j \in [N_2']$ such that
     4. $f(p/k_p - x_i) + f(x_i) \neq f(p/k_p - x_j) + f(x_j)$;
  5. return $k_p(f(p/k_p - x_i) + f(x_i))$.

Concretely, we will define $g$ as follows. First, let $r$ be a sufficiently large integer ($r = 50$ suffices). For each point $p \in \mathbb{R}^n$ define

$$k_p := \begin{cases} 1 & \text{if } \|p\|_2 \leq 1/r, \\ \lceil r \cdot \|p\|_2 \rceil & \text{if } \|p\|_2 > 1/r. \end{cases}$$

Now, define $g : \mathbb{R}^n \to \mathbb{R}$ as

$$g(p) := k_p \cdot \max_{\mathcal{N}(0, I)} \left[ f\left( \frac{p}{k_p} - x \right) + f(x) \right],$$

where $\max_{\mathcal{N}(0, I)}$ is the weighted majority function where a value $f(p/k_p - x) + f(x)$ is weighted according to its probability mass under $x \sim \mathcal{N}(0, I)$. Observe that either $p \in B(0, 1/r)$, or $g(p)$ first maps $p$ to a point $p/k_p$ in $B(0, 1/r)$. The value of $g$ is the most likely value (according to $\mathcal{N}(0, I)$) of $f(p/k_p - x) + f(x)$. If $f$ is close to additive, then taking this majority should allow us to correct for the errors in $f$.

An equivalent definition of $g$ which will be useful is the following. For $p \in \mathbb{R}^n$ let $P_p$ be the Lebesgue measurable function such that $\int_A P_p(x)dx$ gives the probability (over $\mathcal{N}(0, I)$) that $f(p/k_p - x) + f(x)$ takes value in $A$. Then $g$ is defined as $g(p) := \arg\max_x P_p(x)$ if $P_p(x) \geq 1/2$. 


Our algorithm is given in Algorithm 1, which uses subroutines given in Algorithm 2. The QUERY-$g$ subroutine allows us to obtain query access to $g$ with high probability, while the TESTADDITIVITY subroutine tests the conditions that we require in order to prove that $g$ is additive.

Lemma 8. If TESTADDITIVITY$(f)$ accepts with probability at least $1/10$, then $g$ is a well-defined, additive function, and furthermore, $\Pr_{x \sim \mathcal{N}(0,1)}[g(p) \neq k_p(f(p/k_p - x) + f(x))] < 1/2$.

We first prove Theorem 7 assuming that Lemma 8 holds.

Proof of Theorem 7. First, observe that if $f$ is an additive function then Algorithm 1 always accepts. It is immediate that TESTADDITIVITY$(f)$ always accepts. To see that it also passes the remaining tests, observe that by additivity, $k_p(f(p/k_p - x) + f(x)) = k_p f(p/k_p) = f(p)$, where the final inequality holds because $k_p \in \mathbb{Z}$ and by homogeneity over the rationals $f(qx) = qf(x)$ for every $q \in \mathbb{Q}$.

We now show that if $f$ is $\varepsilon$-far from additive functions, then Algorithm 1 rejects with probability at least $2/3$. If TESTADDITIVITY$(f)$ accepts with probability at most $1/10$, we can reject $f$ with probability at least $1 - 1/10 > 2/3$. Hence, we assume that TESTADDITIVITY$(f)$ accepts with probability at least $1/10$. Then by Lemma 8, the function $g$ is additive and hence $f$ is $\varepsilon$-far from $g$. Now, we want to bound the probability that Step 2 of Algorithm 1 passes.

First, we bound the probability that QUERY-$g(p, f)$ fails to recover the value of $g(p)$. That is, we bound the probability that $f(p/k_p - x_i) + f(x_i) = f(p/k_p - x_j) + f(x_j)$ for all $i, j \in [N_2']$, but $g(p) \neq k_p(f(p/k_p - x_i) + f(x_i))$. By Lemma 8, the probability that we draw $N_2'$ points which satisfy this is at most $2^{-N_2'} \leq \varepsilon/2$ by choosing the hidden constant in $N_2'$ to be large enough. Therefore, the probability that we correctly recover $g(p)$ is at least $1 - \varepsilon/2$.

Now that we have established that we can obtain query access to $g$ with high probability, it remains to show that we can test whether $f$ and $g$ are close. Indeed, the probability that Step 2 of Algorithm 1 fails to reject is at most

$$
\left( \frac{\Pr_{p \sim \mathcal{N}(0,1)}[f(p) = g(p) \lor \text{QUERY-}g(p, f) \text{ fails to correctly recover } g(p)]}{N_1} \right)^{N_1} \\
\leq \left( 1 - \frac{\Pr_{p \sim \mathcal{N}(0,1)}[f(p) \neq g(p)] + \Pr_{p \sim \mathcal{N}(0,1)}[\text{QUERY-}g(p, f) \text{ fails to correctly recover } g(p)]}{N_1} \right)^{N_1} \\
<\left( 1 - \frac{\varepsilon}{2} \right)^{N_1} < \frac{1}{10},
$$

by choosing the hidden constant in $N_1$ to be large enough. Therefore, Algorithm 1 rejects with probability at least $1 - 1/10 > 2/3$.

It remains to prove Lemma 8 showing that if Algorithm 1 succeeds, then $g$ is an additive function with high probability.

3.1.1 Additivity of the Function $g$

First, we record the basic, but useful observation that if the TESTADDITIVITY subroutine passes then each of its tests hold with high probability over $\mathcal{N}(0, I)$. 
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Lemma 9. If \( \text{TestAdditivity}(f) \) accepts with probability at least \( 1/10 \), then

\[
\Pr_{x,y \sim \mathcal{N}(0, I)} [f(x - y) = f(x) - f(y)] \geq \frac{99}{100},
\]

(1)

\[
\Pr_{z \sim \mathcal{N}(0, I)} [f(-z) = -f(x)] \geq \frac{99}{100},
\]

(2)

\[
\Pr_{x,y,z \sim \mathcal{N}(0, I)} \left[ f\left(\frac{x - y}{2}\right) = f\left(\frac{x - z}{2}\right) + f\left(\frac{z - y}{2}\right)\right] \geq \frac{99}{100}.
\]

(3)

Proof. Suppose for contradiction that at least one of (1), (2), and (3) does not hold. We here assume that (1) does not hold as other cases are similar.

We accept only when all the sampled pairs \((x, y)\) satisfy \( f(x + y) = f(x) + f(y) \). By setting the hidden constant in \( N_2 \) to be large enough, this happens with probability at most

\[
\left(1 - \Pr_{x,y \sim \mathcal{N}(0, I)} [f(x + y) \neq f(x) + f(y)]\right)^{N_2} \leq \left(\frac{99}{100}\right)^{N_2} < \frac{1}{10}.
\]

which is a contradiction.

In order to argue that \( g \) is additive, we will first argue that \( g \) is additive on points within the tiny ball \( B(0, 1/r) \). To do so, we will crucially use the fact that \( p - x \) is distributed approximately as \( x \sim \mathcal{N}(0, I) \) if \( \|p\|_2 \) is small. By Lemma 6 we have a bound on the total variation distance between \( x \) and \( x + p \).

Claim 10. Let \( p \in \mathbb{R}^n \) satisfying \( \|p\|_2 \leq k/r \) for some \( k \in \mathbb{Z}^{>0} \). Then \( d_{TV}(\mathcal{N}(0, I), \mathcal{N}(p, I)) \leq k/100 \).

Proof. By Lemma 6, for \( d_{TV}(\mathcal{N}(0, I), \mathcal{N}(p, I)) \leq k/100 \) it is enough that \( p \) satisfies \( \|0 - p\|_2 \leq 2k/(100 \sqrt{\|I\|_2}) \). Because \( \|p\|_2 \leq k/r = 2k/100 = 2k/(100 \sqrt{\|I\|_2}) \).

After arguing that \( g \) is additive in \((0, 1/r)\), it will follow that \( g \) is additive elsewhere because \( g \) is defined by extrapolating the value of \( g \) within this ball. Therefore, we will focus on proving the additivity of \( g \) within \((0, 1/r)\).

Lemma 11. Suppose that (1) – (3) of Lemma 9 hold. For every \( p, q \in \mathbb{R}^n \) with \( \|p\|_2, \|q\|_2, \|p + q\|_2 \leq 1/r \) it holds that \( g(p + q) = g(p) + g(q) \).

The proof of this lemma will crucially rely on the following two lemmas, which say that the conclusions of Lemma 9 hold with high probability even when one of the points are fixed to a point \((0, 1/r)\). A consequence of this is that \( g \) is well-defined.

Lemma 12. Suppose that (1) – (3) of Lemma 9 hold, then \( g \) is well-defined, and for every \( p \in \mathbb{R}^n \) with \( \|p\|_2 \leq 1/r \),

\[
\Pr_{x \sim \mathcal{N}(0, I)} [g(p) = f(p - x) + f(x)] \geq \frac{9}{10}.
\]

Proof. Fix a point \( p \in \mathbb{R}^n \) with \( \|p\|_2 \leq 1/r \). We will bound the following probability.

\[
A := \Pr_{x,y \sim \mathcal{N}(0, I)} [f(p - x) + f(x) = f(p - y) + f(y)].
\]
Observe that
\[
A = \Pr_{x,y \sim \mathcal{N}(0, I)}[f(x) - f(y) \neq f(p - y) - f(p - x)]
\]
\[
\leq \Pr_{x,y \sim \mathcal{N}(0, I)}[f(x) - f(y) \neq f(x - y)] + \Pr_{x,y \sim \mathcal{N}(0, I)}[f(x - y) \neq f(p - y) - f(p - x)]
\]
\[
< \frac{1}{100} + \Pr_{x,y \sim \mathcal{N}(0, I)}[f(x - y) \neq f(p - y) - f(p - x)]
\]  
(By Lemma 9)

It remains to bound the second term. Intuitively, because \(x - p, y - p \sim \mathcal{N}(-p, I)\) and \(p \approx 0\), the random variables \(p - x\) and \(p - y\) should be distributed similarly to \(x\) and \(y\). Indeed,

\[
\Pr_{x,y \sim \mathcal{N}(0, I)}[f(x - y) \neq f(p - y) - f(p - x)]
\]
\[
= \Pr_{x,y \sim \mathcal{N}(0, I)}[f(x - p + p - y) \neq f(p - y) - f(p - x)]
\]
\[
= \Pr_{x,y \sim \mathcal{N}(-p, I)}[f(x - y) \neq f(-y) - f(-x)]
\]
\[
\leq \Pr_{x,y \sim \mathcal{N}(0, I)}[f(x - y) \neq f(-y) - f(-x)] + 2 \text{d}_{TV}\left(\mathcal{N}(0, I), \mathcal{N}(-p, I)\right)
\]
\[
\leq \Pr_{x,y \sim \mathcal{N}(0, I)}[f(x - y) \neq f(x) - f(y)] + \frac{2}{100} + 2 \Pr_{x \sim \mathcal{N}(0, I)}[f(-x) \neq f(x)] \quad \text{(Claim 10)}
\]
\[
\leq \frac{3}{100} + \frac{2}{100} = \frac{5}{100}
\]  
(By (1) and (2) in Lemma 9)

Plugging this into our previous bound on \(A\), we can conclude that

\[
A \geq 1 - \left(\frac{1}{100} + \frac{5}{100}\right) = 1 - \frac{6}{100} > \frac{9}{10}.
\]

Next, we bound \(A\) above in terms of the probability that \(g(p) \neq f(p - x) + f(x)\). Define \(P_p : \mathbb{R}^n \to \mathbb{R}^+\) to be the bounded Lebesgue-measurable function such that \(\int_{\mathbb{R}} P_p(x)dx\) is the probability that \(f(p - x) + f(x)\) takes value in the (measurable) set \(B\). By Hölder’s inequality with \(p = 1, q = \infty\) we have

\[
A = \int_{\mathbb{R}} P_p^2(x)dx \leq \|P_p\|_{\infty} \int_{\mathbb{R}} P_p(x)dx = \|P_p\|_{\infty},
\]

where the last equality follows because \(P_p\) is a density and \(\int_{\mathbb{R}} P_p(x)dx = 1\) holds. Therefore,

\[
\frac{9}{10} \leq A \leq \|P_p\|_{\infty}.
\]

Because \(\text{argmax}_x P_p(x) \geq 9/10 > 1/2\), we have \(g(p) = \text{argmax}_x P_p(x)\) and hence \(\Pr_{x \sim \mathcal{N}(0, I)}[g(p) = f(p - x) + f(x)] \geq 9/10\).

The following lemma is essentially condition (3) of Lemma 9 with two fixed points.

▶ **Lemma 13.** Suppose that (1) – (3) of Lemma 9 hold then, for every \(p, q \in \mathbb{R}^n\) with \(\|p\|_2, \|q\|_2, \|p + q\| \leq 1/r\),

\[
\Pr_{x,y,z \sim \mathcal{N}(0, I)}[g(p + q) \neq f\left(p - \frac{x - z}{2}\right) + f\left(q - \frac{z - y}{2}\right) + f\left(\frac{x - y}{2}\right)] \leq \frac{2}{10}.
\]
Proof. Fix a pair of points \( p, q \in \mathbb{R}^n \) with \( \|p\|_2, \|q\|_2 \leq 1/r \). We can bound the probability

\[
\Pr_{x,y,z \sim \mathcal{N}(0,I)} \left[ g(p + q) \neq f\left(p - \frac{x - z}{2}\right) + f\left(q - \frac{z - y}{2}\right) + f\left(\frac{x - y}{2}\right) \right]
\]

\[
\leq \Pr_{x,y,z \sim \mathcal{N}(0,I)} \left[ g(p + q) \neq f\left(p + q - \frac{x - y}{2}\right) + f\left(\frac{x - y}{2}\right) \right]
\]

\[
+ \Pr_{x,y,z \sim \mathcal{N}(0,I)} \left[ f\left(p + q - \frac{x - y}{2}\right) \neq f\left(p - \frac{x - z}{2}\right) + f\left(q - \frac{z - y}{2}\right) \right]
\]

To bound the first term, observe that if \( x, y \sim \mathcal{N}(0, I) \), then the random variable \( (x - y)/2 \) is also distributed according to \( \mathcal{N}(0, I) \). Furthermore, because \( \|p + q\|_2 \leq 1/r \), we can apply Lemma 12 and conclude that

\[
\Pr_{x,y,z \sim \mathcal{N}(0,I)} \left[ g(p + q) \neq f\left(p + q - \frac{x - y}{2}\right) + f\left(\frac{x - y}{2}\right) \right] \leq \frac{1}{10}.
\]

To bound the second term, observe that

\[
\Pr_{x,y,z \sim \mathcal{N}(0,I)} \left[ f\left(p + q - \frac{x - y}{2}\right) \neq f\left(p - \frac{x - z}{2}\right) + f\left(q - \frac{z - y}{2}\right) \right]
\]

\[
= \Pr_{x,y,z \sim \mathcal{N}(0,I)} \left[ f\left(\frac{2q + y - (x - 2p)}{2}\right) \neq f\left(\frac{2q + y - z}{2}\right) + f\left(\frac{z - (x - 2p)}{2}\right) \right]
\]

\[
= \Pr_{x \sim \mathcal{N}(-2p,I)} \left[ f\left(\frac{y - x}{2}\right) \neq f\left(\frac{y - z}{2}\right) + f\left(\frac{z - x}{2}\right) \right] + d_{TV}\left(\mathcal{N}(0,I), \mathcal{N}(-2p,I)\right)
\]

\[
\leq 1 + \frac{2}{100} + \frac{2}{100} = \frac{5}{100}.
\]

(By Lemma 9 and Claim 10)

Combining both of these bounds, we have \( \Pr_{x,y,z \sim \mathcal{N}(0,I)} |g(p + q) - f(p - \frac{x - z}{2}) - f(q - \frac{z - y}{2}) + f\left(\frac{x - y}{2}\right)| \leq 1/10 + 2/100 \leq 2/10. \)

The additivity of \( g \) within \( B(0,1/r) \) is an immediate consequence of these two lemmas.

Proof of Lemma 11. Let \( p, q \in \mathbb{R}^n \) be any pair of points satisfying \( \|p\|_2, \|q\|_2, \|p + q\|_2 \leq 1/r \). Our aim is to show that \( g(p + q) = g(p) + g(q) \). By a union bound over Lemmas 12 and 13, the probability that \( x, y, z \sim \mathcal{N}(0,I) \) simultaneously satisfy

1. \( g(p + q) = f(p - \frac{x - z}{2}) + f(q - \frac{z - y}{2}) + f\left(\frac{x - y}{2}\right) \),
2. \( g(p) = f\left(p - \frac{x - z}{2}\right) + f\left(\frac{x - y}{2}\right) \),
3. \( g(q) = f\left(q - \frac{z - y}{2}\right) + f\left(\frac{z - y}{2}\right) \),
4. \( f\left(\frac{x - z}{2}\right) = f\left(\frac{x - y}{2}\right) \)

is at least \( 1 - \frac{2}{10} + 2 \cdot 1/10 + 1/10 \) > 0. Here we are using the fact that \((x - y)/2\) is distributed as \( \mathcal{N}(0, I) \). Fixing such a triple \( (x, y, z) \), we conclude that

\[
g(p + q) = f\left(p - \frac{x - z}{2}\right) + f\left(q - \frac{z - y}{2}\right) + f\left(\frac{x - y}{2}\right)
\]

\[
= g(p) + g(q) + f\left(\frac{x - y}{2}\right) - f\left(\frac{x - z}{2}\right) - f\left(\frac{z - y}{2}\right)
\]

\[
= g(p) + g(q).
\]

Therefore \( g \) is additive within \( B(0,1/r) \).
Finally, we argue that $g$ is additive everywhere. Intuitively this should be true because the values of $g$ on points outside of $B(0, 1/r)$ are defined by extrapolating the values of $g$ on points within $B(0, 1/r)$, where we know $g$ is additive. For the proof, it will be useful to record the following fact.

**Fact 14.** Provided that (1) – (3) of Lemma 9 hold then, for every $p \in \mathbb{R}^n$ with $\|p\|_2 \leq 1/r$ and $c \in \mathbb{Z}^{>0}$, we have $g(p) = cg(p/c)$.

**Proof.** Observe that $g(p) = g((c/c)p) = g(\sum_{i=1}^c p/c) = c \cdot g(p/c)$, where the third equality follows by Lemma 11, noting that $\|kp/c\|_2 \leq 1/r$ for every $k \in [c - 1]$. ▶

**Proof of Lemma 8.** Fix a pair of points $p, q \in \mathbb{R}^n$, we will argue that $g(p + q) = g(p) + g(q)$. Recall that $g(p) := k_p g(p/k_p)$, $g(q) := k_q g(q/k_q)$, and $g(p + q) := k_{p+q} g((p + q)/(p+q))$. Then,

$$g(p) + g(q) = k_p g\left(\frac{p}{k_p}\right) + k_q g\left(\frac{p}{k_q}\right) = k_p k_q k_{p+q} g\left(\frac{p}{k_p k_q k_{p+q}}\right) + k_p k_{p+q} g\left(\frac{p}{k_p k_{p+q}}\right),$$

where the second equality follows by Fact 14, noting that $k_p, k_q, k_{p+q} \in \mathbb{Z}^{>0}$ and so $p/k_p, q/k_q \in B(0, 1/r)$. Furthermore, because $p/(k_p k_q k_{p+q}), q/(k_p k_q k_{p+q})$, $(p + q)/(k_p k_q k_{p+q}) \in B(0, 1/r)$, we can apply Lemma 11 to obtain

$$k_p k_q k_{p+q} \left(g\left(\frac{p}{k_p k_q k_{p+q}}\right) + g\left(\frac{p}{k_p k_q k_{p+q}}\right)\right) = k_p k_q k_{p+q} \cdot g\left(\frac{p + q}{k_p k_q k_{p+q}}\right) = k_{p+q} \cdot g\left(\frac{p + q}{k_{p+q}}\right) = g(p + q),$$

where the second equality follows by Fact 14, noting that $k_p k_q \in \mathbb{Z}^{>0}$ and $(p + q)/k_{p+q} \in B(0, 1/r)$.

Finally, by Lemma 12, $g$ is well-defined within $B(0, 1/r)$. Because $g$ is defined by extrapolating from its value within this ball, it is well-defined everywhere. ▶

**Remark 15.** This tester (and the same proof) will in fact work over any Gaussian $\mathcal{N}(0, \Sigma)$ for arbitrary covariance matrix $\Sigma \in \mathbb{R}^{n \times n}$ by setting the value of $r$ to be $50\sqrt{\|\Sigma^{-1}\|_2}$.

### 3.2 Distribution-Free Tester

In this section, we prove Theorem 1 by adapting our tester for additivity over the standard Gaussian (Algorithm 1) to a distribution-free tester.

Assuming that we are able to draw samples from the standard Gaussian (or in fact any Gaussian), the modification to Algorithm 1 is straightforward. Indeed, we will only have to modify Algorithm 1, the two subroutines will remain the same. Let $D$ be our unknown distribution by which we will measure the distance of $f$ to an additive function. The high-level idea is to first run the `TESTADDITIVITY` subroutine over the standard Gaussian. If it passes, then we know that with high probability $g$ is additive. We can obtain query access to $g(p)$ (with high probability) as before by sampling points $x \sim \mathcal{N}(0, I)$ and checking that the values of $k_p (f(p/k_p - x) + f(x))$ agree for all of the $x$ that we sample. To test whether $f$ and $g$ are $\varepsilon$-far according to $D$ it suffices to sample points $p \sim D$ and check whether $f(p)$ and $g(p)$ agree.

Our algorithm is given in Algorithm 3. We stress that both subroutines `TESTADDITIVITY` and `QUERY-g(p_i)` are being performed over $\mathcal{N}(0, I)$, i.e., they do not use $D$.  
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Algorithm 3 Distribution-Free Additivity Tester.

Given: query access to \( f: \mathbb{R}^n \rightarrow \mathbb{R} \), sampling access to an unknown distribution \( D \), and sampling access to \( N(0, I) \); 

1. Reject if \( \text{TestAdditivity}(f) \) returns Reject;
2. for \( N_3 := O(1/\varepsilon) \) times do
   3. Sample \( p \sim D \);
   4. Reject if \( f(p) \neq \text{Query-g}(p, f) \) or if \( \text{Query-g}(p, f) \) returns Reject.
5. Accept.

Proof of Theorem 1. The proof is nearly identical to the proof of Theorem 7. Again, observe that if \( f \) is an additive function then Algorithm 3 always accepts.

It remain to show that if \( f \) is \( \varepsilon \)-far from additive functions, then Algorithm 3 rejects with probability at least \( 2/3 \). If \( \text{TestAdditivity}(f) \) accepts with probability at most \( 1/10 \), we can reject \( f \) with probability at least \( 1 - 1/10 > 2/3 \). Hence, we assume that \( \text{TestAdditivity}(f) \) accepts with probability at least \( 1/10 \). By Lemma 8, the function \( g \) is additive and hence \( f \) is \( \varepsilon \)-far from \( g \). Note that the probability that \( \text{Query-g}(p, f) \) fails to correctly recover \( g(p) \) is at most \( \varepsilon/2 \) by the same argument as before. It remains to bound the probability that Step 3 fails to reject, which is

\[
\left( \Pr_{p \sim N(0, I)} [f(p) = g(p) \lor \text{Query-g}(p) \text{ fails to correctly recover } g(p)] \right)^{N_3} < \left( 1 - \frac{\varepsilon}{2} \right)^{N_3} < \frac{1}{10}
\]

by choosing the hidden constant in \( N_3 \) to be large enough, by the same argument as before. Therefore, Algorithm 3 rejects with probability at least \( 1 - 1/10 > 2/3 \). \( \blacksquare \)

4 Testing Linearity of Continuous Functions

In this section, we prove Theorem 2 by adapting the tester from the previous section (Algorithm 3) to test whether \( f \) is linear, given that \( f \) is a continuous function.

We would like to argue that if \( f \) is continuous and Algorithm 3 passes then \( g \) is in fact a linear function with high probability. However, in order to exploit continuity, we need \( f \) to satisfy \( f(-x) = -f(x) \) for every \( x \in \mathbb{R}^n \). First, we will show how to argue that \( g \) is linear assuming that \( f(-x) = -f(x) \). After that, we will handle the case when this property does not hold.

Lemma 16. If \( f: \mathbb{R}^n \rightarrow \mathbb{R} \) is a continuous function satisfying \( f(-x) = -f(x) \) and the assumptions of Lemma 8 hold, then the function \( g \) is linear.

The proof will rely on the following claim which was originally proved by Darboux in 1875.

Claim 17. Any additive function \( f: \mathbb{R}^n \rightarrow \mathbb{R} \) which is continuous at a point \( x_0 \in \mathbb{R}^n \) is a linear function.

Proof. First, it is well-known that any additive function which is continuous at a point is continuous everywhere (see e.g., [4]). Next, we argue that the continuity of \( f \) implies that \( f(rx) = rf(x) \) for every \( r \in \mathbb{R} \) and \( x \in \mathbb{R}^n \). Because \( f \) is additive, this homogeneity holds for every \( r \in \mathbb{Q} \), so it suffices to assume that \( r \) is irrational.
Fix $x \in \mathbb{R}^n$ and irrational $r$. Then for any $\zeta > 0$, we can always find $\tilde{r} \in \mathbb{Q}$ such that $|\tilde{r} - r| < \zeta$ and $|\tilde{r}x - rx| < \zeta$. Now, by the continuity of $f$, for any $\xi > 0$ there exists $\zeta > 0$ such that whenever $|\tilde{r}x - rx| < \zeta$, we have $|f(\tilde{r}x) - f(rx)| < \xi$. Now, take a sequence $\{\xi_i\}$ with $\xi_i \to 0$ and consider the corresponding sequence $\{\zeta_i\}$ with $\zeta_i \to 0$. Let $\{\tilde{r}_i\}$ with $r_i \in \mathbb{Q}$ be the sequence of approximations such that $|\tilde{r}_i - r| \leq \zeta_i$ and $|\tilde{r}_i x - rx| \leq \zeta_i$. Then,

$$|f(rx) - rf(x)| \leq |f(rx) - f(\tilde{r}_i x)| + |f(\tilde{r}_i x) - rf(x)| \leq \xi_i + |\tilde{r}_i f(x) - rf(x)| \leq \xi_i + \zeta_i |f(x)|.$$ 

Because $\zeta_i, \xi_i \to 0$, $|f(rx) - rf(x)| \to 0$ and so $f(rx) = rf(x)$. 

With this claim in hand, we are ready to prove Lemma 16.

**Proof of Lemma 16.** Let $f$ be a continuous function satisfying $f(-x) = -f(x)$. By Lemma 8, the function $g$ is additive. Conditioned on this event, we will show that the continuity of $f$ implies that $g$ is linear as well. To do so, we will argue that $g$ is continuous at the origin and then appeal to Claim 17 to conclude that $g$ is linear.

Let $B$ be a ball of mass $1/2$ (with respect to $\mathcal{N}(0, I)$) centred at the origin. Let $\{p_i\}_i$ be any sequence of points with $p_i \in B$, $\|p_i\|_2 \leq 1/r$ and $p_i \to 0$. Now, let $\{x_i\}_i$ be a sequence of points such that $g(p_i) = f(p_i - x_i) + f(x_i)$ and $x_i \in B$. Such a sequence exists because, by Lemma 8 $\Pr_{x \sim N(0, I)}[g(x) = f(p_i - x) + f(x)] \geq 1/2$ and so for every $p_i$ there must exist such an $x_i$ in $B$.

Let $S$ be the ball centred at the origin with twice the radius of $B$. As $S$ is compact and $f$ is continuous, $f$ is uniformly continuous on $S$. Thus for every $\xi > 0$, there exists $\zeta > 0$ such that $|f(p_i - x_i) - f(-x_i)| = |f(p_i - x_i) + f(x_i)| < \xi$ whenever $\|p_i - x_i\|_2 < \zeta$. Now, take a sequence $\{\xi_i\}$ with $\xi_i \to 0$ and consider the corresponding sequence $\{\zeta_i\}$. As $p_i \to 0$, for every $i$, there exists $j$ such that $\|p_j - x_j\|_2 < \zeta_i$ which in particular implies that $|g(p_j)| = |f(p_j - x_j) + f(x_j)| < \xi_i$. Thus, $g(p_j) \to 0$, and $g$ is continuous at the origin. By Claim 17, we can conclude that $g$ is a linear function.

Now we consider the case when $f(-x) \neq -f(x)$ for some $x$. Luckily, in this case we can force $f$ to satisfy $f(-x) = -f(x)$. To do so, we test whether $f$ is $\varepsilon/2$-far from satisfying this property. If it is, then we reject $f$, otherwise, we can replace $f$ with a function $f'$ guaranteed to satisfy this property, by defining

$$f'(x) := \frac{f(x) - f(-x)}{2}.$$ 

We then continue to work over $f'$ rather than $f$. Our modified algorithm is given in Algorithm 4, which uses Algorithm 5 as a subroutine.

**Claim 18.** If $\text{ForceNegativity}(f, D)$ accepts with probability at least $1/10$, then $\Pr_{x \sim D}[f(x) = f'(x)] \geq 1 - \varepsilon$.

**Proof.** Suppose for contradiction that $\Pr_{x \sim D}[f(x) = f'(x)] \leq 1 - \varepsilon$. Observe that for a point $x \in \mathbb{R}$, $f'(x) \neq f(x)$ iff $f(-x) \neq -f(x)$. Therefore, by choosing the hidden constant in $N_5$ to be large enough, the probability that all the sampled points $x$ satisfy $f(x) = -f(x)$ is at most

$$\left(\Pr_{x \sim D}[f(x) = f(x)]\right)^{N_5} < (1 - \varepsilon)^{N_5} \leq \frac{1}{10},$$ 

which is a contradiction.
Algorithm 4 Distribution-Free Linearity Tester.

**Given**: query access to a continuous $f : \mathbb{R}^n \to \mathbb{R}$, sampling access to an unknown distribution $\mathcal{D}$, and sampling access to $N(0, I)$;

1. Reject if $\text{ForceNegativity}(f, \mathcal{D})$ returns Reject;
2. Let $f'$ be the returned function;
3. Reject if $\text{TestAdditivity}(f')$ returns Reject;
4. for $N_4 := O(1/\epsilon)$ times do
   5. Sample $p \sim \mathcal{D}$;
   6. Reject if $f'(p) \neq \text{Query-}g(f', p)$ or if $\text{Query-}g(f', p)$ returns Reject.
7. Accept.

Algorithm 5 Force Negativity Subroutine.

**Procedure** $\text{ForceNegativity}(f, \mathcal{D})$

**Given**: query access to $f : \mathbb{R}^n \to \mathbb{R}$ and sampling access to an unknown distribution $\mathcal{D}$;

1. for $N_5 := O(1/\epsilon)$ times do
   2. Sample $x \sim \mathcal{D}$;
   3. Reject if $f(-x) \neq -f(x)$;
4. Return a function $f' : \mathbb{R}^n \to \mathbb{R}$ where $f'(x) := \frac{f(x) - f(-x)}{2}$.

Therefore if $\text{ForceNegativity}(f, \mathcal{D})$ accepts with probability at least $1/10$, $f$ and $f'$ are $\epsilon/2$-close. Furthermore, because $f$ is continuous and $f'$ is the sum of continuous functions, $f'$ is continuous as well, and so we can proceed with $f'$ in place of $f$.

**Proof of Theorem 2.** First, observe that if $f$ is linear then $f = f'$ and Algorithm 4 always accepts.

Now, we show that if $f$ is $\epsilon$-far from linear functions, then Algorithm 4 rejects with probability at least $2/3$. If either the $\text{TestAdditivity}$ subroutine or the $\text{ForceNegativity}$ subroutine passes with probability at most $1/10$, we can reject $f$ with probability at least $1 - 1/10 > 2/3$. Hence, we assume both the subroutines pass with probability at least $1/10$. Then by Lemma 18, $f$ is $\epsilon/2$-close to $f'$, which means that $f'$ is $\epsilon/2$-far from linear. Also by Lemma 16, because $f'$ is continuous and satisfies $f'(-x) = -f'(x)$, the function $g$ is linear, and so $f'$ is $\epsilon/2$-far from $g$. Therefore, Algorithm 4 rejects $f$ with probability at least $1 - 1/10 > 2/3$. 

5 Lower Bounds on Testing Linearity in the Sampling Model

In this section, we prove Theorem 3, that is, we show without query access, any tester requires a linear number of samples in order to test linearity and additivity over the standard Gaussian. We note that we can obtain the same lower bound for testing additivity just by replacing linearity with additivity in the proof.

By Yao’s minimax principle it suffices to construct two distributions, $\mathcal{D}_{\text{yes}}$ over linear functions and $\mathcal{D}_{\text{no}}$ over functions which are (with probability 1) $1/3$-far from linear such that any deterministic $n$-sample algorithm cannot distinguish between them with probability at least $2/3$. Let $\delta \in \mathbb{R}_{\geq 0}$ be some parameter to be set later; we will think of $\delta$ as tiny. Instances from these two distributions are generated as follows:
= \mathcal{D}_{yes}$: Sample $w \sim \mathcal{N}(0, I)$ and return $f(x) := \langle w, x \rangle$.
- \mathcal{D}_{no}$: Sample $w \sim \mathcal{N}(0, I)$ and for every $x \in \mathbb{R}^n$ sample $\varepsilon \sim \mathcal{N}(0, \delta)$. Return $f(x) := \langle w, x \rangle + \varepsilon$.

The functions in the support of $\mathcal{D}_{yes}$ are linear by definition. It remains to show that the instances in the support of $\mathcal{D}_{no}$ are far from linear.

\textbf{Lemma 19.} With probability 1 any $f \sim \mathcal{D}_{no}$ is 1/3-far from linear.

The proof of this lemma will hinge on the following claim.

\textbf{Claim 20.} Let $f \sim \mathcal{D}_{no}$, for $x, y, z \sim \mathcal{N}(0, 1)$, Pr[$f(\langle z, y \rangle) \neq f(\langle z, y \rangle + f(\langle z, w \rangle)) = 1$.

Proof. Observe that $\Pr[f(\langle z, y \rangle) = f(\langle z, y \rangle + f(\langle z, w \rangle))] = \Pr[\varepsilon(x-y)/2 = \varepsilon(x-z)/2 + \varepsilon(z-y)/2]$, where the probability is over $\varepsilon(x-y)/2, \varepsilon(x-z)/2, \varepsilon(z-y)/2 \sim \mathcal{N}(0, \delta)$. Define the random variable $z := \varepsilon(x-y)/2 - \varepsilon(x-z)/2 - \varepsilon(z-y)/2$, and note that $z$ is distributed according to $\mathcal{N}(0, 3\delta)$. Then

$$\Pr_{z \sim \mathcal{N}(0, 3\delta)}[\varepsilon(x-y)/2 - \varepsilon(x-z)/2 - \varepsilon(z-y)/2] = \Pr_{z \sim \mathcal{N}(0, 3\delta)}[z = 0].$$

By standard arguments, we have $\Pr_{z \sim \mathcal{N}(0, 3\delta)}[z = 0] = 0$. □

\textbf{Proof of Lemma 19.} Let $f^*$ be the closest linear function to $f$. For a point $x \in \mathbb{R}^n$, say that $f(x)$ is bad if $f(x) \neq f(x^*)$. Construct the following matrix: the rows are labelled by every triple $(\frac{x-y}{2}, \frac{x-z}{2}, \frac{z-y}{2})$ and there are three columns. The entries at row $(\frac{x-y}{2}, \frac{x-z}{2}, \frac{z-y}{2})$ are $f(\langle z, y \rangle), f(\langle z, y \rangle)$, and $f(\langle z, w \rangle)$. Note that because $x, y, z \sim \mathcal{N}(0, 1)$, the points $\frac{x-y}{2}, \frac{x-z}{2}, \frac{z-y}{2}$ are distributed according to $\mathcal{N}(0, 1)$.

Henceforth, we will measure mass in terms of probability mass over $\mathcal{N}(0, 1)$. By Claim 20, the probability that each row contains a bad entry is 1. Therefore, there must be some column for which the probability mass of the bad entries is at least $1/3$. This implies that a mass of at least $1/3$ of $f$ must be changed to obtain $f^*$. Because $f^*$ is the closest linear function to $f$, this implies that $f$ is 1/3-far from linear. ▲

Having defined our distributions over linear and far-from-linear functions, it remains to argue that no algorithm receiving $n$ samples can distinguish between them with high probability.

\textbf{Proof of Theorem 3.} Let $\mathcal{D}$ be the distribution that with probability 1/2 draws $f \sim \mathcal{D}_{yes}$ and otherwise draws $f \sim \mathcal{D}_{no}$. Let $A$ be any deterministic algorithm which receives $n$ samples $x_1, \ldots, x_n \sim \mathcal{N}(0, I)$. By Yao’s minimax principle, it suffices to show that $A$ cannot correctly distinguish which distribution of the distributions $\mathcal{D}_{yes}$ or $\mathcal{D}_{no}$ a given sample $f \sim \mathcal{D}$ comes from with probability at least 2/3. That is, we would like to show that

$$\Pr_{f \sim \mathcal{D}_{yes}}_{x_1, \ldots, x_n \sim \mathcal{N}(0, I)}[A(f(x_1), \ldots, f(x_n)) = 1] - \Pr_{f \sim \mathcal{D}_{no}}_{x_1, \ldots, x_n \sim \mathcal{N}(0, I)}[A(f(x_1), \ldots, f(x_n)) = 1] = o(1).$$

Suppose for contradiction that an algorithm $A$ exists that with probability at least 2/3 distinguishes these distributions.

Observe that the (4) can be bounded from above by the total variation distance between the distributions $(f^n(x_1), \ldots, f^n(x_n))$ for $f^n \sim \mathcal{D}_{yes}$ and $(f^n(x_1), \ldots, f^n(x_n))$ for $f^n \sim \mathcal{D}_{no}$, for $x_1, \ldots, x_n \sim \mathcal{N}(0, I)$, as applying the algorithm $A$ can only make the total variation distance smaller. By the definition of $\mathcal{D}_{yes}$ and $\mathcal{D}_{no}$, this means bounding the total variation distance between $(w_y^T x_1, \ldots, w_y^T x_n)$ and $(w_n^T x_1 + \varepsilon x_1, \ldots, w_n^T x_n + \varepsilon x_n)$, where $w_y \sim \mathcal{D}_{yes}$ and $w_n \sim \mathcal{D}_{no}$.
Now, let $X \in \mathbb{R}^n$ be the matrix whose rows are $x_1, \ldots, x_n$. Because $w_y, w_n \sim \mathcal{N}(0, I)$ and $\varepsilon_{x_i} \sim \mathcal{N}(0, \delta)$, it follows that

$$(w^\top x_1, \ldots, w^\top x_n) \sim \mathcal{N}(0, XX^\top),$$

$$(w_n^\top x_1, \ldots, w_n^\top x_n) + (\varepsilon_{x_1}, \ldots, \varepsilon_{x_n}) \sim \mathcal{N}(0, XX^\top + \delta I).$$

Therefore,

$$d_{TV}(\mathcal{N}(0, XX^\top), \mathcal{N}(0, XX^\top + \delta I)).$$

To bound this distance we will appeal to Pinkser’s inequality and Lemma 5. Thus, it will be useful to first record some facts about the covariance matrices of these distribution. First, we show that the rows of the matrix $X$ are linearly independent with high probability.

**Fact 21.** $\Pr_{x_1, \ldots, x_n \sim \mathcal{N}(0, I)}[\text{span}(x_1, \ldots, x_n) = \mathbb{R}^n] = 1$.

It follows that the covariance matrices of these two distributions are positive definite with high probability.

**Claim 22.** With probability $1$ the matrices $XX^\top$ and $XX^\top + \delta I$ are positive definite.

**Proof.** That $XX^\top \succ 0$ is immediate from Fact 21, which implies that rows of $X$ are linearly independent with probability 1. Let $\lambda_1, \ldots, \lambda_n$ be the eigenvalues of $XX^\top$. To prove that $XX^\top + \delta I \succ 0$ note that adding $\delta I$ simply adds $\delta$ to each of the eigenvalues. Thus, the eigenvalues of $XX^\top + \delta I$ are all positive.

With these facts in hand we turn to bounding the total variation distance between $\mathcal{N}(0, XX^\top)$ and $\mathcal{N}(0, XX^\top + \delta I)$. Denote by $\Sigma_{\text{yes}} := XX^\top$ and $\Sigma_{\text{no}} := XX^\top + \delta I$. By Pinkser’s inequality (Theorem 4) and Lemma 5,

$$d_{TV}(\mathcal{N}(0, XX^\top), \mathcal{N}(0, XX^\top + \delta I)) \leq \sqrt{\frac{1}{4} \left( \log \left( \frac{\det \Sigma_{\text{yes}}}{\det \Sigma_{\text{no}}} \right) + \text{tr}\left( \Sigma_{\text{yes}}^{-1} \Sigma_{\text{no}}^{-1} \right) \right)}.$$  

We will bound each of these terms separately.

**Bounding the Determinant**

For simplicity of notation, we will bound the inverse of $\det(\Sigma_{\text{yes}})/\det(\Sigma_{\text{no}})$ below. We have

$$\frac{\det \Sigma_{\text{no}}}{\det \Sigma_{\text{yes}}} = \frac{\det(XX^\top + \delta I)}{\det(XX^\top)}$$

$$= \det \left( XX^\top (XX^\top)^{-1} + \delta (XX^\top)^{-1} \right)$$

$$= \det \left( I + \delta (XX^\top)^{-1} \right).$$

**Claim 23.** If $A$ is a diagonalizable matrix with eigenvalues $\lambda_1, \ldots, \lambda_n$ then $\det(A + I) = \prod_{i=1}^n (\lambda_i + 1)$.

Applying this claim, we have $\det(I + \delta (XX^\top)^{-1}) = (\delta \lambda_1^{-1} + 1) \cdots (\delta \lambda_n^{-1} + 1)$, where $\lambda_1, \ldots, \lambda_n$ are the eigenvalues of $XX^\top$. By Claim 22 the matrix $XX^\top$ is positive definite and so $\lambda_i > 0$ for all $i$. Therefore, $(\delta \lambda_i^{-1} + 1) > 1$ for all $i$, and we can conclude that $\det \Sigma_{\text{no}}/\det \Sigma_{\text{yes}} > 1$. Thus we can upper bound $\det \Sigma_{\text{yes}}/\det \Sigma_{\text{no}}$ by 1.
Bounding the Trace

Next, we bound
\[ \text{tr} \left( \Sigma_{\text{yes}}^{-1} \Sigma_{\text{no}} \right) = \text{tr} \left( (XX^\top)^{-1} (XX^\top + \delta I) \right) \]
\[ = \text{tr} \left( I + \delta (X^\top)^{-1} X^{-1} \right) \]
\[ \leq \text{tr}(I) + \delta \text{tr} \left( (X^\top)^{-1} X^{-1} \right) \]
\[ = n + \delta \sum_{i,j} (x_{i,j}^{-1})^2 \]
\[ \leq n + \delta n^2 \cdot \lambda_{\text{max}}(X^{-1})^2, \]
where $\lambda_{\text{max}}$ is the largest eigenvalue of $X^{-1}$. Noting that the eigenvalues of $X^{-1}$ are the inverse of the eigenvalues of $X$, we have \[ \text{tr} \left( \Sigma_{\text{yes}}^{-1} \Sigma_{\text{no}} \right) \leq n + \delta n^2 / \lambda_{\min}(X)^2. \]

Completing the proof

Putting our previous bounds together we conclude that

\[ d_{TV} \left( \mathcal{N}(0, XX^\top), \mathcal{N}(0, XX^\top + \delta I) \right) \leq \sqrt{\frac{1}{4} \left( \log(1) + n + C - n \right)} = \frac{1}{2} C^{1/2}. \]

By our previous argument we have

\[ (4) \leq d_{TV} \left( \mathcal{N}(0, XX^\top), \mathcal{N}(0, XX^\top + \delta I) \right) \leq \frac{1}{2} C^{1/2}. \]

Setting $C < (2/3)^2$ contradicts our assumption of the existence of an algorithm $A$ which distinguishes a sample drawn from $\mathcal{D}_{\text{yes}}$ from one drawn from $\mathcal{D}_{\text{no}}$ with probability at least $2/3$, completing the proof.

Finally, observe that the same proof goes through for testing additivity as well. Indeed, $\mathcal{D}_{\text{yes}}$ is supported on additive functions, while $\mathcal{D}_{\text{no}}$ is supported on functions which are far from additive with probability 1.

\[ \blacktriangleright \textbf{Corollary 24.} \text{Any sampler for additivity of functions } f : \mathbb{R}^n \rightarrow \mathbb{R} \text{ requires } \Omega(n) \text{ samples when } \mathcal{D} = \mathcal{N}(0, I). \]
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Abstract

We study input compression in a biologically inspired model of neural computation. We demonstrate that a network consisting of a random projection step (implemented via random synaptic connectivity) followed by a sparsification step (implemented via winner-take-all competition) can reduce well-separated high-dimensional input vectors to well-separated low-dimensional vectors. By augmenting our network with a third module, we can efficiently map each input (along with any small perturbations of the input) to a unique representative neuron, solving a neural clustering problem.

Both the size of our network and its processing time, i.e., the time it takes the network to compute the compressed output given a presented input, are independent of the (potentially large) dimension of the input patterns and depend only on the number of distinct inputs that the network must encode and the pairwise relative Hamming distance between these inputs. The first two steps of our construction mirror known biological networks, for example, in the fruit fly olfactory system [9, 29, 17]. Our analysis helps provide a theoretical understanding of these networks and lay a foundation for how random compression and input memorization may be implemented in biological neural networks.

Technically, a contribution in our network design is the implementation of a short-term memory. Our network can be given a desired memory time $t_m$ as an input parameter and satisfies the following with high probability: any pattern presented several times within a time window of $t_m$ rounds will be mapped to a single representative output neuron. However, a pattern not presented for $c \cdot t_m$ rounds for some constant $c > 1$ will be “forgotten”, and its representative output neuron will be released, to accommodate newly introduced patterns.
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1 Introduction

In this work we study brain-like networks that receive potentially complex and high-dimensional inputs (e.g., from sensory neurons representing odors, faces, or sounds) and encode these inputs in a very compressed way. Specifically, we consider networks with $n$ input neurons and $k$ output neurons, where $n$ may be very large. When presented with up to $k$ sufficiently different but otherwise arbitrary input patterns, the goal of the network is...
Clustering, input memorization, and compression are fundamental problems in biological neural networks. Our work is also inspired by the important novelty detection problem \[25, 41\]. Novelty detection requires detecting inputs that differ significantly from previously seen inputs. It is easy to see that this problem can be solved with a neural clustering network, in which all sufficiently far inputs are mapped to different representative neurons and all sufficiently close inputs are mapped to the same neuron. A novel input is detected whenever a new representative neuron is assigned. The novelty detection problem has been considered recently in the fruit fly olfactory system \[16\], where it is believed to be solved using a random projection based method. The high level structure of this method closely resembles the initial stages of our clustering algorithm, and we see a major contribution of our work as providing a theoretical understanding of how random projection can be implemented in biologically inspired neural networks. For further discussion about the connection to fruit fly novelty detection see Section 1.2.

1.1 Our Results

We study the neural clustering problem in a biologically inspired model of stochastic spiking neural networks (stochastic SNNs), which was previously defined in \[33, 34, 35\]. In these networks, computation proceeds in discrete rounds with each neuron either firing (spiking) in a round or remaining silent. Each neuron spikes randomly, with probability determined by its membrane potential. This potential is induced by spikes from neighboring neurons, which can have either an excitatory or inhibitory effect (increasing or decreasing the potential). In general, the input to an SNN is a stream of binary vectors, corresponding to spikes of the input neurons. In our setting we will consider a single binary vector as the input pattern and assume that each input vector is presented for a certain number of consecutive rounds before changing. This allows the network time to stabilize to the correct output associated with the given input.

We demonstrate that clustering can be solved efficiently in these networks, where the cost is measured by (i) the number of auxiliary neurons, besides the input and output neurons, that are required to solve the clustering task and (ii) the number of rounds required to converge to the correct output for a given input, which corresponds to the number of rounds for which the input must be presented for before moving to the next input.

In the clustering problem, we consider a (potentially large) set of \(n\)-length patterns that are clustered around \(k\) base patterns. It is then required to map all patterns in the same cluster to a unique output in \([k]\).

Clustering with Output Reassignment. We also want our network to be reusable, with a memory duration \(t_m\) that is given as an input parameter. Instead of considering a single infinite input stream with at most \(k\) distinct patterns (or clusters of patterns), our memory module allows one having many distinct patterns, as long as their presentation times are sufficiently spaced out. That is, in any window of \(\Theta(t_m)\) rounds, the network is presented at most \(k\) distinct patterns. To handle distinct patterns in each \(\Theta(t_m)\)-round window, the network must forget patterns that have not been introduced for a while and release their allocated outputs so that they can be assigned to new inputs. Specifically, for some fixed
constant $c$, our network remembers a pattern (its cluster) for at least $t_m$ rounds and at most $c \cdot t_m$ round. The output of any pattern not introduced for $c \cdot t_m$ rounds is released with high probability and can be reassigned to represent another input.

**The Neural Clustering Problem.** We now formally define the neural clustering problem, which is parametrized by several parameters: the input dimension $n$, the number of distinct input patterns $k$, the memory duration $t_m$, a bound on the relative distance of input patterns $\Delta$, and the allowed failure probability $\delta$. We require that every pattern introduced as input, remains the input pattern for at least $t_p = poly(k, 1/\Delta, \log(1/\delta))$ (i.e., independent of $n$) consecutive rounds. The $t_p$ parameter is the processing time or mapping time, i.e., the time it takes for the network to converge to the output neuron. Throughout, we will assume that all patterns have $p$ non-zero entries. We conjecture that this assumption can be easily removed however keep it to simplify our arguments.

Define the relative Hamming distance between two inputs $X_i, X_j \in \{0,1\}^n$ to be:

$$\mathcal{RD}(X_i, X_j) = \frac{||X_i - X_j||_1}{\max(||X_i||_1, ||X_j||_1)}.$$

In the basic clustering problem, the network is introduced to a possibly large number of distinct patterns that are clustered around $k$-centers. That is, in every window of $t_m$ rounds, the patterns introduced are clustered around a base-set of $k$ patterns $X_1, \ldots, X_k \in \{0,1\}^n$ such that the relative difference between each pair in the base-set is at least $\Delta$, and any other pattern introduced is sufficiently close to one of the patterns in the base-set (with relative distance $\leq \Delta/\alpha$ for some $\alpha = O(1)$). In the clustering problem the network maps similar patterns to the same unique output neuron $q_i$ for $i \in [k]$ (i.e., the cluster name) and non-similar patterns to distinct names. Formally:

- **Definition 1 (Clustering Input Condition).** An infinite input sequence $Z_1, Z_2, \ldots$ is a well-behaved clustering input sequence with input size $n$, output size $k$, memory duration $t_m$, relative distance parameter $\Delta$, closeness parameter $\alpha$, and input persistence time $t_p$ if:

  - For any set of $t_m$ rounds $T = \{t, t+1, \ldots, t+(t_m-1)\}$ there exist $X_1, X_2, \ldots, X_k \in \{0,1\}^n$ such that $\mathcal{RD}(X_i, X_j) \geq \Delta$ for all $i \neq j$ and for all $i \in T$, $\mathcal{RD}(Z_i, X_j) \leq \Delta/\alpha$ for some $j \in [k]$.
  
  - If $Z_i \neq Z_{i-1}$, then $Z_i = Z_{i+1} = \ldots = Z_{i+t_p}$.

- **Definition 2 (Clustering Network).** A network $\mathcal{N}$ solves the clustering problem for input size $n$, output size $k$, memory duration $t_m$, relative distance parameter $\Delta$, closeness parameter $\alpha$, input duration $t_p$, and failure probability $\delta$ if, on a well-behaved input sequence for the same parameters (Definition 1), on any fixed window of $t_m$ rounds, with probability $\geq 1 - \delta$:

  - Each input pattern $Z$ is mapped to some output $q_j$ for $j \in [k]$. That is, whenever the input changes to $Z$ round $i$ (so $Z_{i-1} \neq Z$ but $Z_i = Z$), there is a unique output neuron $q_j$ that fires at round $i + t_p$ and continues to fire as long as the input remains fixed to $Z$.
  
  - Any pair of far patterns $Z, Z'$ with $\mathcal{RD}(Z, Z') \geq \Delta$ introduced within the $t_m$ time window are mapped to different outputs.
  
  - Any pair of close-patterns $Z, Z'$ with $\mathcal{RD}(Z, Z') \leq \Delta/\alpha$ introduced within the same $t_m$ time window will be mapped to the same output neuron.

Our goal is to design a clustering network that uses small number of auxiliary neurons and requires small input persistence time $t_p$. We show the following theorem.
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Figure 1 High level illustration of the clustering network. Right: The input pattern $\bar{X} \in \{0,1\}^n$ is mapped to an intermediate sparser vector in two steps: random projection and WTA sparsification. Left: In the clustering network, the input $\bar{X}$ is mapped by applying $O(\log(k/\delta))$ parallel repetitions of the random projection + WTA mapping. As a result, $\bar{X}$ is mapped to a vector $\bar{Z}$ with $O(\frac{\log(k/\delta)}{\delta})$ neurons. This vector is mapped to the output unit vector in $\{0,1\}^k$ via a sequential mapping module.

Theorem 3. For any parameters $n, k, t_m, \delta$ and $\Delta$, there is a network $\mathcal{N}$ with $O\left(\frac{(\log(1/\Delta))^3 \log(t_m/\delta) \log(1/\delta)}{\delta^{3/2}}\right)$ auxiliary neurons that solves the clustering problem with these parameters, input persistence time $t_p = O\left(\frac{(\log(1/\Delta))^2 \log(t_m/\delta)}{\Delta}\right)$ and closeness parameter $\alpha = O((\log(1/\Delta))^4)$.

Note that the number of auxiliary neurons and the convergence time of Theorem 3 are independent of the input dimension $n$, which may potentially be very large. The spiking neural network construction that achieves Theorem 3 involves in three steps. The first two steps reduce the input from $n$ neurons to $m \ll n$ neurons, while approximately preserving the relative distances between inputs. These steps use a biologically inspired construction that mirrors circuits seen, for example, in the fruit fly olfactory system [9, 29, 17]. In particular the first step maps the input to a set of intermediate neurons via random projection, and the second step sparsifies the outputs of these intermediate neurons to yield a sparse code representing the input. The final sequential mapping step then solves the clustering problem given these $m$ intermediate neurons as inputs, avoiding the high cost of directly solving the problem on the $n$-dimensional input. See Figure 1 for an illustration.

1.2 Comparison to Previous Work

1.2.1 Broader Agenda: Algorithmic Theory for Brain Networks

Understanding how the brain works, as a computational device, is a central challenge of modern neuroscience and artificial intelligence. Different research communities tackle this problem in different ways, ranging from studies that examine neural network structure as a clue to computational function [43, 3], to functional imaging that studies neural activation patterns [40, 31], to theoretical work on simplified models of neural computation [23, 36], to the engineering of complex neural-inspired machine learning architectures [21, 27]. This paper joins a recent line of work [44, 37, 45, 33, 30, 46, 34, 28, 32, 39, 10, 22] that approach this problem using techniques from distributed computing theory and other branches of theoretical computer science. The ultimate goal of this research direction is to develop an algorithmic theory for brain networks, based on stochastic graph-based neural network models. To understand neural behavior from a theory of computing point of view, we design networks
to solve abstract problems that are inspired by tasks that seem to be solved in actual brains. We believe that the rigorous analysis of such networks in terms of static costs (e.g., the number of neurons), and dynamic costs (e.g., the time to converge to a solution) will lead to a better understanding of how these tasks may be performed in biological neural networks.

1.2.2 Connections to Sparse Recovery

Our work is closely related to sparse recovery (compressed sensing), where the goal is to map high-dimensional but sparse vectors (with dimension $n$ and $s \ll n$ nonzero entries) into a much lower dimensional space, such that the vectors can be uniquely identified and efficiently recovered [19]. We can see that this goal is essentially identical to that of our first two network layers, before the sequential mapping step. Two different $s$-sparse binary vectors have relative hamming distance $\geq 1/s$. Additionally there are $k = O(n^s)$ $s$-sparse binary vectors in $n$ dimensions. Thus, as a Corollary of Lemma 12, our first two layers can uniquely compress all such vectors with high probability into dimension $m = \tilde{O} \left( \frac{\log k}{2^{s/2}} \right) = O(s^{3/2} \log n)$.

It is known that optimal sparse recovery reducing the dimension to $O(s \log n)$ can be achieved using random projections [13]. However, unlike in our setting, these random projections have real valued outputs, which cannot be directly represented by binary spiking neurons. The case when output of the random projection is thresholded to be a binary value has been studied extensively, under the name “one-bit compressed sensing” [6]. In this setting, it is known that dimension $\Theta(s^2 \log n)$ can be achieved and is required for general sparse recovery [1]. If the input vectors are restricted to be binary (as in our case), dimension $O(s^{3/2} \log n)$ is possible [24, 1]. Our results match this bound up to logarithmic factors.

1.2.3 Connections to Fruit Fly Novelty Detection via Bloom Filters

Recently, Dasgupta et al. [16] demonstrated that the fruit fly olfactory circuit implements a variant of a classic Bloom filter [5] to assess the novelty of odors. A bloom filter is a data structure that maintains a set of items, allowing for membership queries, with the possibility of occasional false positives. The filter has $m$ bits and $r$ random hash functions mapping the input space to integers in $1, \ldots, m$. When an item is inserted, it is hashed using these $r$ functions and the bits corresponding to the hashed values are set to 1. A membership query is answered by hashing the input in question and checking that all $r$ bits corresponding to its hashed values are set to 1.

Such a filter can be used to implement novelty detection – a novel pattern is detected whenever an insertion operation sets a new bit to 1 or an membership query returns false. Dasgupta et al. [16] demonstrate that such a scheme is used in the fly olfactory circuit. The hashing step consists of a random projection followed by winner-take-all sparsification, which maps each input into a $r$-sparse binary vector. The $r$ entries of this vector represent the $r$ hash function outputs. This step closely resembles the first two layers of our clustering network.

Our third layer operates differently than a bloom filter, associating each sparsified intermediate vector to with unique output via sequential mapping rather than simply marking the bits corresponding to its entries. However, it can implement the same functionality (and correspondingly can implement novelty detection). Specifically, to implement insertion and deletion operations we can make the following modifications to the sequential mapping sub-network:
The input layer contains an extra neuron that is set to 1 if the operation is insertion, and 0 if the operation is a membership query.

In the sequential mapping step the output layer fires only if this extra neuron fires. In this way, new outputs will only be mapped during insertion operations and not membership queries.

For query operations, we add an output neuron that fires only if there exists an index \( j \in [k] \) for which many memory modules \( m_{ji} \), as well as an association neuron \( a_{ji} \), fire.

Novelty detection can be implemented via an additional output neuron that responds when an insertion causes a new output to be mapped or when a query operation returns false.

## 2 Computational Model and Preliminaries

We start by defining our model of stochastic spiking neural networks.

### Network Structure.

A Spiking Neural Network (SNN) \( \mathcal{N} = \langle X, Q, A, w, b \rangle \) consists of \( n \) input neurons \( X = \{x_1, \ldots, x_n\} \), \( m \) output neurons \( Q = \{q_1, \ldots, q_m\} \), and \( \ell \) auxiliary neurons \( A = \{a_1, \ldots, a_\ell\} \). The directed, weighted synaptic connections between \( X, Q, \) and \( A \) are described by the weight function \( w : [X \cup Q \cup A] \times [X \cup Q \cup A] \to \mathbb{R} \). A weight \( w(u, v) = 0 \) indicates that a connection is not present between neurons \( u \) and \( v \). Finally, for any neuron \( v, \beta(v) \in \mathbb{R}_{\geq 0} \) is the activation bias – as we will see, roughly, \( v \)'s membrane potential must reach \( \beta(v) \) for a spike to occur with good probability.

The in-degree of every input neuron \( x_i \) is zero. That is, \( w(u, x) = 0 \) for all \( u \in [X \cup Q \cup A] \) and \( x \in X \). Additionally, each neuron is either inhibitory or excitatory: if \( v \) is inhibitory, then \( w(v, u) \leq 0 \) for every \( u \), and if \( v \) is excitatory, then \( w(v, u) \geq 0 \) for every \( u \).

### Neuron Chains.

In our implementation, we make use of chains of neurons to create a delay in a response. For a neuron \( u \), and integer \( \ell \), let \( C_\ell(u) \) be a directed path of length \( \ell \) starting with \( u \). All neurons on the chain are excitatory. We then say that a chain \( C_\ell(u) \) is connected to \( v \) if each neuron \( w \in C_\ell(u) \) has an outgoing edge to \( v \).

### The SNN Model.

An SNN evolves in discrete, synchronous rounds as a Markov chain. The firing probability of every neuron at time \( t \) depends on the firing status of its neighbors at time \( t-1 \), via a standard sigmoid function, with details given below. For each neuron \( u \), and each time \( t \geq 0 \), let \( u^t = 1 \) if \( u \) fires (i.e., generates a spike) at time \( t \). Let \( u^0 \) denote the initial firing state of the neuron. Our results will specify the initial input firing states \( x_i^0 \) and assume that \( u^0 = 0 \) for all \( u \in [Q \cup A] \). The firing state of each input neuron \( x_i \) in each round is the input to the network, and our results will specify to which sequences of input firing patterns they apply.

For each non-input neuron \( u \) and every \( t \geq 1 \), let \( \text{pot}(u, t) \) denote the membrane potential at round \( t \) and \( p(u, t) \) denote the corresponding firing probability (Pr[\( u^t = 1 \)]). These values are calculated as:

\[
\text{pot}(u, t) = \sum_{v \in X \cup Q \cup A} w_{v,u} \cdot v^{t-1} - \beta(u) \quad \text{and} \quad p(u, t) = \frac{1}{1 + e^{-\text{pot}(u, t)/\lambda}}
\]  

(1)

where \( \lambda > 0 \) is a temperature parameter, which determines the steepness of the sigmoid. It is easy to see that \( \lambda \) does not affect the computational power of the network. A network can be made to work with any \( \lambda \) simply by scaling the synapse weights and biases appropriately.
For simplicity we assume throughout that $\lambda = \frac{1}{\Omega(n \log(n \cdot k \cdot \Delta \cdot t_m / \delta))}$, where $n, k, \delta, \Delta, t_m$ are the parameters of the clustering problem, defined in Section 1.1. Thus by (1), if $\text{pot}(u, t) \geq 1$, then $u^t = 1$ w.h.p. and if $\text{pot}(u, t) \leq -1$, $u^t = 0$ w.h.p. , where w.h.p. denotes with probability at least $1 - (1/\delta \cdot n \cdot k \cdot \Delta \cdot t_m)^c$ for some constant $c$.

The remainder of the paper is devoted to proving Theorem 3. Our analysis considers the three stages of the network in sequence: random projection, sparsification, and sequential mapping to the final outputs.

3 Layer 1: Random Projection

The goal of this step is to reduce the input size from $n$ input neurons to $m \ll n$ neurons while ensuring that the relative distance between any two $n$-length input vectors is approximately preserved after the mapping. In this way, we can solve the clustering problem working with the much smaller $m$ neuron representation instead of the original $n$ neuron input. While there are many ways in which distance may be preserved, we consider one in particular, based on the membrane potentials induced on the intermediate neurons by the inputs:

Definition 4 (Distance Preserving Dimensionality Reduction). Consider $X_1, \ldots, X_k \in \{0, 1\}^n$ with $RD(X_i, X_j) \geq \Delta$ for $i \neq j$. Consider a network $N$ mapping $n$ input neurons to $m$ intermediate neurons, which are split into $b$ buckets each containing $m/b$ neurons. $N$ is distance preserving for $X_1, \ldots, X_k$ if, for any two $X_i, X_j$, and any round $t$, in the large majority of buckets, the identity of the neuron that in round $t + 1$ has the highest membrane potential below a fixed threshold $\tau$ is different if $X_i$ is presented at round $t$ than if $X_j$ were presented.

Our network satisfies Definition 4 with parameters $m = \tilde{O}\left(\frac{1}{\sqrt{\Delta}}\right)$ and $b = \tilde{O}(1)$. We implement the dimensionality reduction step via random projection. We note that random projection has been studied extensively as a dimensionality reduction tool in computer science, with applications in data analysis [4, 7, 12], fast linear algebraic computation [42, 11], and sparse recovery [8]. See [47] for a survey. In neuroscience, it is thought that random projection may play a key role in neural dimensionality reduction [20, 2]. Random projection for example, underlies sparse coding of inputs in the fruit fly olfactory circuit [9, 17]. Random connections have also been studied in theoretical models for memory formation, in which inputs are mapped to representative output neurons [45, 38, 28].

We start with describing the construction and then analyzing its properties. The main outputs of this section are Corollaries 9 and 11 which show that, with high probability, the identities of the neurons with maximum membrane potential below some threshold $\tau$ in each bucket of the intermediate layer share little overlap for far inputs (with relative distance $\geq \Delta$) and significant overlap for close inputs (with relative distance $\leq \Delta/\alpha$ for $\alpha = O(\log(1/\Delta)^4)$). That is, the network satisfies the distance preserving dimensionality reduction guarantee of Definition 4 for far inputs, along with an analogous guarantee for close inputs.

Our mapping can be understood as an example of local sensitive hashing [18, 15, 17]. In each bucket, the input is hashed to the identity of the maximum potential neuron below $\tau$ in that bucket. Near inputs have many hash collisions, and thus there is significant overlap in the identities of the mapped neurons. Far input have fewer collisions and thus less overlap.

1 We formally define how the membrane potential is calculated in Section 2. “Large majority” will be a constant fraction of the buckets significantly larger than 1/2, which will be specified in our bounds.
Layer Description. The random projection layer consists of $m \cdot \ell$ intermediate auxiliary neurons for $m = \Theta \left( \frac{\log(1/\delta)}{\sqrt{\lambda}} \right)$ and $\ell = \Theta(\log(t_m/\delta))$. The layer is subdivided into $\ell$ buckets $b_1, \ldots, b_\ell$ containing $m$ neurons each. Each input neuron has an excitatory connection to each neuron in the intermediate layer with weight sampled as a Chi-squared random variable (with one degree of freedom). We denote this random weight matrix connecting the two layers by $A \in \mathbb{R}^{m \times n}$. For $b \in 1, \ldots, \ell$, we let $A_b \in \mathbb{R}^{m \times n}$ denote the rows of $A$ corresponding to the intermediate neurons in bucket $b$. In typical applications of random projection, the entries of $A$ are most commonly either Gaussian or Rademacher random variable. Here we use Chi-squared random variables as they are non-negative, a requirement in our setting where the outgoing edge weights from each neuron (corresponding to the entries in $A$) must be either all positive or all negative.

Layer Analysis. When the input neurons $X$ fire with input pattern $X_1 \in \{0, 1\}^n$ at time $t$, by (1) the vector of membrane potentials of the intermediate neurons at time $t + 1$ is given by $A \cdot X_1 \in \mathbb{R}^{m \times \ell}$. Our analysis will focus on the properties of this vector of potentials, which can be viewed as a real valued compressed representation of the input $X_1$. Later, we will show how these properties lead to desirable properties of the spiking patterns of the intermediate neurons.

For technical reasons, we will not focus on the actual largest entry of $A_b X_i$, but on the largest entry bounded by some fixed threshold $\tau$ which can still be identified via a minor modification to a traditional WTA circuit. We begin with a preliminary lemma showing that a Chi-squared distribution (the distribution of each entry in $A_b X_i$) is roughly uniform around its mean. We give a proof in Appendix A.

Lemma 5 (Chi-squared uniformity). Let $D_p$ be the Chi-squared distribution with $p$ degrees of freedom. For any $c$ with $1 \leq c < p^{1/2}$ there are constants $c_t, c_u$ (depending on $c$) such that, for any interval $[r_1, r_2] \subseteq [p - cp^{1/2}, p + cp^{1/2}]$, we have: 
\[
\frac{c_t (r_2 - r_1)}{p^{1/4}} \leq \Pr_{x \sim D_p} [x \in [r_1, r_2]] \leq \frac{c_u (r_2 - r_1)}{p^{1/4}}.
\]
That is, $D_p$ is roughly uniform on the range $[p - cp^{1/2}, p + cp^{1/2}]$.

We also use the fact that the Chi-squared distribution decays far from its mean, which follows from standard sub-exponential concentration bounds.

Lemma 6 (Chi-squared decay). Let $D_p$ be the Chi-squared distribution with $p$ degrees of freedom. For any $c \leq 1$ there is a constant $c_1$ (depending on $c$) such that:
\[
\Pr_{x \sim D_p} \left[ x \notin [p - c_1 p^{1/2}, p + c_1 p^{1/2}] \right] \leq c.
\]

Using the near-uniform distribution property of Lemma 5, we can show that with good probability, for every compressed vector $A_b X_i \in \mathbb{R}^m$ the gap between the two largest entries (bounded by the threshold) is $\Omega(p^{1/2}/m)$ – since there are $m$ entries roughly uniformly distributed in a range of size $\Theta(p^{1/2})$. This gap will be necessary for the neuron with the largest membrane potential (and hence the highest firing probability) to be reliably identified in the second sparsification layer of our network. We remark that in non-neural applications of random projection such a gap would not be necessary: the largest entry in the bucket can be typically be identified exactly.

The complete proof is given in Appendix A.
Lemma 7 (Sufficient Gap). Consider our construction with bucket size $m = c_1$. Let $X \in \{0, 1\}^n$ be any input vector with $\|X\| = p$ for $p \geq 5$. Let $\tau = p + 2p^{1/2}$ and for any $b \in [\ell]$ define:

$$i_{1,b}(X) = \arg \max_{i \in [m]} [A_b X](i) \quad \text{and} \quad i_{2,b}(X) = \arg \max_{i \in [m]} [A_b X](i),$$

where we set $i_{1,b}(X), i_{2,b}(X) = 0$ in the case that no index satisfies the constraint. For sufficiently large constants $c_1, c_2$, with probability $\geq 99/100$ over the random choice of $A_b$, $i_{1,b}(X) \neq 0$, $[A_b X](i_{1,b}(X)) \geq p$, and either $[A_b X](i_{1,b}(X)) - [A_b X](i_{2,b}(X)) \geq \frac{p^{1/2}}{\epsilon_{2m}}$ or $i_{2,b}(X) = 0$.

Along with Lemma 7 we prove that, with good probability, the neuron with the maximum potential below $\tau$ in each bucket differs for any two far inputs.

Lemma 8 (Low Collision Probability – Far Inputs). Let $X_1, X_2 \in \{0, 1\}^n$ be two vectors with $\|X_1\| = \|X_2\| = p$ and $RD(X_1, X_2) \geq \Delta$. Assume that $p \geq c$ for some sufficiently large constant $c$. Consider our construction with bucket size $m = \frac{c_1 \log(1/\Delta)}{\sqrt{\Delta}}$. Then for sufficiently large constants $c_1, c_2$, for any $b \in [\ell]$, defining $i_{1,b}(\cdot)$ and $i_{2,b}(\cdot)$ as in Lemma 7, with probability $\geq 0.9165$:

1. $i_{1,b}(X_1) \neq i_{1,b}(X_2)$.
2. For both $j = 1, 2$: $i_{1,b}(X_j) \neq 0$, $[A_b X_j](i_{1,b}(X_j)) \geq p$, and $[A_b X_j](i_{1,b}(X_j)) - [A_b X_j](i_{2,b}(X_j)) \geq \frac{p^{1/2}}{\epsilon_{2m}}$ or $i_{2,b}(X_j) = 0$.

See Appendix A for the complete proof of Lemma 8. Intuitively, if $X_1$ and $X_2$ each have Hamming weight $p$ and relative distance $\Delta$ they differ on $O(\Delta p)$ entries. If just the shared entries of these vectors fired as inputs, by Lemma 5 each intermediate neuron in the bucket of size $m$ would have its potential distributed roughly uniformly in a range of width $O((1 - \Delta)p^{1/2}) = O(p^{1/2})$. On average these potentials would be spaced out by $O(p^{1/2}/m)$. By setting $m = O(1/\sqrt{\Delta})$ we have average spacing $O(\Delta^{1/2}/p^{1/2})$. This is a small enough spacing, so that when we consider the $\Omega(\Delta p)$ non-shared neurons in the inputs, their contribution to the potential will be large enough to significantly reorder the potentials of the intermediate neurons, so that the neuron with maximum potential is unlikely to be the same for the two different inputs.

From Lemma 8 we can show that our network satisfies the distance preserving dimensionality reduction guarantee of Definition 4, along with the additional condition that the gap between the membrane potentials of the neurons with the largest potentials under $\tau = p + 2p^{1/2}$ is sufficiently large, so that these neurons can be distinguished reliably in the second sparsification layer:

Corollary 9 (Overall Success – Far Inputs). For $m = O\left(\frac{\log(1/\Delta)}{\sqrt{\Delta}}\right)$ and $\ell = O(\log(\ell_m/\delta))$, for any window of $\ell_m$ rounds, with probability $\geq 1 - \delta$, for all pairs of inputs $X_1, X_2$ presented during these rounds with $RD(X_1, X_2) \geq \Delta$, on at least $91/100 \cdot \ell$ of the $\ell$ buckets, letting $\tau = p + 2p^{1/2}$ and defining $i_{1,b}(\cdot)$ and $i_{2,b}(\cdot)$ as in Lemma 7:

1. $i_{1,b}(X_1) \neq i_{1,b}(X_2)$
2. For both $j = 1, 2$: $i_{1,b}(X_j) \neq 0$, $[A_b X_j](i_{1,b}(X_j)) \geq p$, and $[A_b X_j](i_{1,b}(X_j)) - [A_b X_j](i_{2,b}(X_j)) = \Omega\left(\frac{p^{1/2}}{\epsilon_{2m}}\right)$ or $i_{2,b}(X_j) = 0$.

\footnote{When $X$ is binary we often drop the subscript and just use $\|X\|$ to denote the $\ell_1$ norm which is equal to the number of nonzero entries, $|\text{supp}(X)|$.}
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**Proof.** By Lemma 8 and a Chernoff bound, since $\ell = \Theta(\log(\ell m)/\delta)) = \Theta(\log(\ell m)/\delta)$, for any fixed pair of inputs with $\mathcal{RD}(\bar{x}_1, \bar{x}_2) \geq \Delta$, the conditions hold on at least $91/100 \cdot \ell$ buckets with probability $\geq 1 - \delta/\ell^2$. The corollary follows since at most $\ell m$ inputs can be presented in $\ell m$ rounds, and so we can union bound over at most $\ell^2 m$ pairs of far inputs. 

We can give a complementary statement to Lemma 8: if $\bar{x}_1$ and $\bar{x}_2$ are close to each other, it is relatively likely that the index of the largest value of $\Lambda_b \bar{x}_1$ and $\Lambda_b \bar{x}_2$ are the same. We defer the proof to Appendix A.

**Lemma 10** (High Collision Probability – Close Inputs). Let $\bar{x}_1, \bar{x}_2 \in \{0, 1\}^n$ be two vectors with $\mathcal{RD}(\bar{x}_1, \bar{x}_2) \leq \Delta/\alpha$. Consider our construction with bucket size $m = \frac{c_1 \log(1/\Delta)}{\sqrt{2}}$. Then for sufficiently large constants $c_1, c_2$ and $\alpha = O(\log(1/\Delta)^4)$, for any $b \in [\ell]$, defining $i_{1,b}(\cdot)$ and $i_{2,b}(\cdot)$ as in Lemma 7, with probability $\geq 0.97$:

- $i_{1,b}(\bar{x}_1) = i_{1,b}(\bar{x}_2)$.
- For both $j = 1, 2$: $i_{1,b}(\bar{x}_j) \neq 0$, $[\Lambda_b \bar{x}_j](i_{1,b}(\bar{x}_j)) \geq p$, and $[\Lambda_b \bar{x}_j](i_{1,b}(\bar{x}_j)) - [\Lambda_b \bar{x}_j](i_{2,b}(\bar{x}_j)) \geq \frac{p^{1/2}}{m}$ or $i_{2,b}(\bar{x}_j) = 0$.

Lemma 10 yields an analogous corollary to Corollary 9, which follows via a Chernoff bound and a union bound over at most $\ell^2 m$ pairs of close inputs that may be presented over $\ell m$ rounds.

**Corollary 11** (Overall Success – Close Inputs). For $m = O\left(\frac{\log(1/\Delta)}{\sqrt{2}}\right)$, $\ell = O(\log(\ell m)/\delta)$, and $\alpha = O(\log(1/\Delta)^4)$, for any window of $\ell m$ rounds, with probability $\geq 1 - \delta$, for all pairs of inputs $\bar{x}_1, \bar{x}_2$ presented during these rounds with $\mathcal{RD}(\bar{x}_1, \bar{x}_2) \leq \Delta/\alpha$, on at least $96/100 \cdot \ell$ of the $\ell$ buckets, letting $\tau = p + 2p^{1/2}$ and defining $i_{1,b}(\cdot)$ and $i_{2,b}(\cdot)$ as in Lemma 7:

- $i_{1,b}(\bar{x}_1) = i_{1,b}(\bar{x}_2)$.
- For both $j = 1, 2$: $i_{1,b}(\bar{x}_j) \neq 0$, $[\Lambda_b \bar{x}_j](i_{1,b}(\bar{x}_j)) \geq p$, and $[\Lambda_b \bar{x}_j](i_{1,b}(\bar{x}_j)) - [\Lambda_b \bar{x}_j](i_{2,b}(\bar{x}_j)) \geq \Omega\left(\frac{p^{1/2}}{m}\right)$ or $i_{2,b}(\bar{x}_j) = 0$.

4 Layer 2: Sparsification via Winner Takes All

Corollaries 9 and 11 show that the random projection step preserves significant information about input distance, encoded in the membrane potentials of the intermediate neurons, which correspond to the entries of $\Lambda \bar{x}$ when the network is given input $\bar{x}$. These membrane potentials cause the intermediate neurons to fire randomly, as Bernoulli processes with different rates. The goal of our second layer is to convert this random behavior to a uniquely identifying sparse code for each input. We achieve this through a winner-takes-all (WTA) based sparsification process, which is thought to play a major role in neural computation [26, 14, 37]. A separate winner-take-all instance is applied to each bucket, “selecting” the neuron with the highest membrane potential below $\tau$ by inducing its corresponding neuron in the sparsification layer to fire with high probability while all other neurons in the bucket do not fire. Let $\bar{y} \in \mathbb{R}^m$ denote the vector of membrane potentials of a single bucket of the intermediate layer: $\bar{y} = \Lambda_b \bar{x}$. Our WTA layer maps each $\bar{y}$ into a binary unit-vector $\mathbf{z}$ of the same length, in which the only firing neuron corresponds to the neuron with the largest potential in $\bar{y}$ that is bounded by the threshold parameter $\tau$. As explained in Section 3, the random projection step produces $\ell = O(\log(\ell m)/\delta)$ random compressed vectors, one for each of the $\ell$ buckets. Each such copy is an input to an independent WTA circuit and thus, in this section, we focus on our construction restricted to just a single bucket, bearing in mind that in fact our network consists of $\ell$ repetitions of this module.
The first part of the WTA circuit is devoted to reading: the circuit collects firing statistics for a period of $T = O(m^2)$ rounds to obtain a good estimate of the neuron in the bucket that 1) has potential $\leq \tau$ and 2) has the largest firing rate. This neuron corresponds to the neuron with the highest potential in $\overline{Y}$ bounded by $\tau$. This is done by augmenting each neuron $i$ in the bucket with a directed chain $H_i$ of neurons of length $T$. The $j^{th}$ neuron in the chain triggers the firing of the $(j+1)^{th}$ neuron with high probability. As a result, after $T$ rounds, the number of firing neurons in the chain $H_i$ is equal to the number of times $i$ fired within the last $T$ rounds, with high probability. We thus refer to this $H_i$ chain as the history chain of the $i^{th}$ neuron in the bucket. The second part of the circuit first excludes all neurons with potential $\geq \tau$ and then applies a standard WTA circuit to pick the neuron remaining that fires the most in this $T$-length time interval. See Fig. 2 for an illustration of the overall clustering network and the WTA module. The main result of this section is as follows.

Lemma 12. For every pair of input patterns $X_i, X_j$ presented over a period of $t_m$ rounds, with probability at least $1 - \delta$ the following hold:

1. If $RD(X_i, X_j) \geq \Delta$, then $supp(Z_i) \setminus supp(Z_j) \geq 0.9 \cdot \ell$.
2. If $RD(X_i, X_j) \leq \Delta/\alpha$, then $supp(Z_i) \cap supp(Z_j) \geq 0.9 \cdot \ell$.

We first give a detailed description of the specification step via WTA (see Figure 2). We focus on a single bucket, bearing in mind that in fact our network consists of $\ell$ repetitions of this module.

Reading via History Chain. Every neuron $i \in \{1, \ldots, m\}$ in the bucket is connected to a chain $H_i$ of length $T = \Theta(\log(1/\delta) \cdot m^2)$ of neurons where the $j^{th}$ neuron in this chain fires in round $t$ with high probability iff its incoming neighbor on that chain fires in round $t - 1$. This is done by setting the bias value of each neuron to 1 and the edge weights to be $1/2$. As a result we get that the number of firing neurons in this chain equals to the number of times $i$ fires within the last $T$ rounds with high probability.

Omitting the Neurons Exceeding the Threshold Value. For every neuron $i \in \{1, \ldots, m\}$ we introduce an inhibitor copy $r_i$ that has the same incoming weights as $i$ and therefore also has the same potential. We set the bias of $r_i$ such that with high probability it fires iff its potential exceeds the threshold value $\tau$. We then connect $r_i$ to all neurons in the chain $H_i$ with large negative weight. As a result, if the potential of neuron $i$ exceeds $\tau$ with high probability all neurons in $H_i$ will not fire.

Selecting the Maximum Firing Rate with Pairwise Comparisons. For every ordered pair of neurons $i, j \in [1, m]$, we have a designated (threshold gate) neuron $y_{i,j}$ that fires iff the $i^{th}$ neuron in the bucket fires more than the $j^{th}$ neuron within the last $T$ rounds. To accomplish this, each of the neurons in the chain $H_i$ (respectively, $H_j$) is connected to $y_{i,j}$ with a positive (respectively, negative) edge weight of $\pm 1$. Hence, the total weighted sum incoming to $y_{i,j}$ is exactly the difference between $R(i)$ and $R(j)$ where $\overline{R}(i), \overline{R}(j)$ are the number of times that the $i^{th}$ and $j^{th}$ neurons fired in the last $T$ rounds. We set the bias of $y_{i,j}$ such that it fires with high probability iff $\overline{R}(i) - \overline{R}(j) \geq 1$. The $i^{th}$ output neuron in $\overline{Z}$ computes the AND-gate of the threshold-gates $y_{i,1}, \ldots, y_{i,m}$. That is, $z_i$ fires in round $t$ only if every $y_{i,1}, \ldots, y_{i,m}$ fired in round $t - 1$. The AND-gate can be implemented by setting the incoming edge weight from each $y_{i,j}$ to $z_i$ to be $1/m$, and the bias of $Z_i$ to $1 - 1/(2m)$.
**Analysis.** The requirement from the WTA module is that the firing frequency vector \( \overline{R} \) has its largest entry in the same position as the largest entry of \( \overline{Y} \) that is \( \leq \tau \). If this is the case, the WTA circuit indeed selects the neuron corresponding to the largest firing rate \( \leq \tau \), and the only entry in the support of \( \overline{Z} \) is the one corresponding to this entry. For the largest entry in \( \overline{R} \) to reflect the largest entry in \( \overline{Y} \leq \tau \) with probability \( \geq 1 - \delta \), the gap between the largest and second largest firing rates must be \( \Omega \left( \frac{\sqrt{\log(1/\delta)}}{T} \right) \). Using the gap condition of Corollary 9 we will show that this gap is \( \Omega(1/m) \), letting us set \( T = O(\log(1/\delta) \cdot m^2) \). The desired gap is achieved in a large fraction of the buckets, this implies that the WTA picks the maximal entry in most of the buckets as well.

\( \triangleright \) Claim 13. Let \( \overline{Y} \) be a vector with \( i = \arg \max_{j} \overline{Y}(j) \leq \tau \) \( \overline{Y}(j) \) and \( \overline{Y}(i) - \overline{Y}(j) = \Omega(p^{1/2}/m) \) for every \( j \neq i \) with \( \overline{Y}(j) \leq \tau \). Then in the output vector \( \overline{Z} \), \( \overline{Z}(i) = 1 \) and \( \overline{Z}(j) = 0 \) for every \( j \neq i \) with probability at least \( 99/100 \). If \( \overline{Y} \) is first introduced in round \( t \), the desired output vector \( \overline{Z} \) fires in round \( t + T + 2 \) w.h.p.

The proof of Claim 13 and the complete proof of Lemma 12 is given in Appendix B.

![Figure 2](image-url) Left: Overall network description, the input pattern \( \overline{X} \) is mapped to unique output neuron in \([1, k]\) via three main steps. Right: Description of the WTA circuit. For clarity we only show the connections for the second output neuron, but same holds for all \( k \) output neurons. Every input neuron \( i \) in \( \overline{Y} \) is connected to a history chain \( H_i \) of length \( T \) that is used to collect firing statistics. For each pair of input neurons \( i, j \), there is a threshold gate \( q_{i,j} \) that fires only if \( i \) fired at least \( T/2m \) more times than \( j \) within \( T \) rounds. Each history neuron in \( H_i, H_j \) is connected with weight 1 (respectively \(-1\)) to \( q_{i,j} \) and the bias of \( q_{i,j} \) is \( T/2m \). Finally, each output neuron \( q_i \) computes the AND gate of \( q_{i,1}, \ldots, q_{i,m} \), i.e., fires only if all these gates fire in the previous round. As a result a winner \( q_i \) is selected only if \( y_i - y_j = \Omega(1/m) \) for every \( j \neq i \).

5 \ Layer 3: Sequential Mapping

We conclude by discussing the final sequential mapping layer of our network, which maps the binary patterns \( \overline{Z}_i \) of length \( r = O(\ell \cdot m) \) to a single output neuron. The inputs to the third layer are the \( r \) neurons \( Z = \{z_1, z_2, \ldots, z_r\} \) and its outputs are the \( k \) output neurons \( Q = \{q_1, q_2, \ldots, q_k\} \). The \( r \)-length patterns will be mapped to their unique output neuron in a sequential manner, where at each given round, a newly introduced pattern will be mapped to the available output with the smallest index. The mapping will satisfy the following properties: (1) patterns \( \overline{Z}_i, \overline{Z}_j \) that correspond to far input patterns \( \overline{X}_i, \overline{X}_j \) respectively will be mapped to distinct outputs, (2) patterns \( \overline{Z}_i, \overline{Z}_j \) that correspond to close input patterns

\(^3\) This required gap is based on Lemma 7/Corollary 9.
presented within the same time window of $\Theta(t_m)$ rounds will be mapped to the same outputs. Recall that $t_m$ is the memory duration which is a parameter of the network. A key component in our network is the memory module that remembers the association between each previously introduced pattern and its selected output for $\Theta(t_m)$ rounds. Roughly speaking, our network has two intermediate layers: an association layer and a memory layer (see Figure 3), which we describe below.

We first describe the construction by considering the case where a new pattern $Z$ is introduced (and no close pattern to it was introduced before). When $Z$ is presented to the network for the first time, it activates the association layer which contains $r$ neurons $a_{i,1}, \ldots, a_{i,r}$ for each output $q_i$. Let $\text{supp}(Z)$ be the non-zero entries of $Z$. Since $\ell | \text{supp}(Z)| \leq \ell$, it can activate at most $\ell \cdot k$ many neurons $a_{i,j}$ for every $j \in \text{supp}(Z)$ and $i \in \{1, \ldots, k\}$. Every output $q_i$ is connected to its association neurons $a_{i,1}, \ldots, a_{i,r}$ and fires only if many of them fire.

Our construction will make sure that its number of active association neurons of a taken output (i.e., output already mapped to other pattern, far from $Z$) will be small, which will prevent the firing of these outputs when a far pattern is presented. This will be provided due to the memory module appended to each output $q_i$ which remembers the pattern (in fact the cluster of patterns) that were mapped to $q_i$ in the past. For each $j$ in the support of the pattern associated with $q_i$, the memory module corresponding to $q_i$ inhibits all other association neurons associated with $q_i$, while activating the association $a_{i,j}$. This association will be remembered – by the memory module – for at least $c_1 \cdot t_m$ rounds and at most $c_2 \cdot t_m$ rounds, for $c_1 < c_2$ with high probability.

For every available output $q_i$, all its association neurons $a_{i,j}$ for $j \in \text{supp}(Z)$ will start firing once $Z$ is presented, which will in turn activate $q_i$. To select exactly one output neuron among all the available ones, the output layer is connected via a lateral inhibition, where every neuron $q_i$ inhibits all $q_j$ for $j \geq i + 1$.

Overall, our sequential mapping module satisfies:

\begin{itemize}
  \item \textbf{Theorem 14} (The Sequential Mapping Module). There exists a sequential mapping module with $r$ input neurons, $\tilde{\Theta}(r \cdot k)$ auxiliary neurons, and $k$ output neurons that for every pattern $Z$ that is introduced in round $t$ satisfy the following with probability $1 - \delta$:
  \begin{enumerate}
    \item The pattern $Z$ is mapped to one of the outputs $q_1, \ldots, q_k$ in round $t + 6$.
    \item Any pair of close patterns $Z, Z'$ introduced within a span of $c_1 \cdot t_m$ rounds are mapped to the same output neuron.
    \item Any pair of far patterns $Z, Z'$ introduced within a span of $c_1 \cdot t_m$ rounds are mapped to different output neurons.
  \end{enumerate}

In addition, if a pattern $Z$ (or a pattern close to it) is not introduced for $t_m$ rounds, then its unique mapped output $q_j$ is released after $c \cdot t_m$ rounds, for some constant $c \geq 1$.
\end{itemize}

\footnote{As the WTA module picks at most one winning entry in each of the $\ell$ buckets.}
5.1 Complete Network Description of the Sequential Mapping

Next we precisely describe the neurons and edge weights of the sequential mapping sub-network.

**The association layer.** For each neuron \( z_i \) in the input layer, and each neuron \( q_j \) in the output layer, we introduce an association neuron denoted as \( a_{j,i} \). The neuron \( a_{j,i} \) has positive and negative incoming edges from the memory modules that is described in the next paragraph. It also has a positive incoming edge from the neuron \( z_i \) with weight \( w(z_i, a_{j,i}) = 2\ell \), and bias \( \beta(a_{j,i}) = (19/10)\ell - 1 \). We set the connections to this neuron in a way that guarantees it fires only if \( z_i \) fired in the previous round, and no other (far) pattern is already mapped to \( q_j \).

**The memory modules.** For each neuron \( z_i \) in the input layer and output neuron \( q_j \) we introduce a memory of association module \( M_{j,i} \) which remembers the association of neuron \( z_i \) and \( q_j \). The memory module \( M_{j,i} \) contains \( c \cdot \log(1/\delta') \) excitatory neurons denoted as \( M_{j,i}^+ \), where \( \delta' = \delta/\ell \) and \( c \) is chosen to be a sufficiently large constant. For every \( m \in M_{j,i}^+ \) we introduce a feedback neuron \( f_m \) which starts exciting \( m \) once the memory module is being activated. In addition, we introduce a delay chain \( C_{j,i}^M = C_{5}(q_j) \) that starts at the output neuron and ends at each of the neurons \( m \in M_{j,i}^+ \). Finally, the memory module contains two head neurons, an excitatory neuron \( m_{j,i}^+ \) and an inhibitory neuron \( m_{j,i}^- \).

Each excitatory neuron \( m \in M_{j,i}^+ \) has positive incoming edges from \( a_{j,i}, q_j, C_{j,i}^M \), as well as from the corresponding feedback neuron \( f_m \) with the following weights and bias:

\[
w(a_{j,i}, m) = 2\lambda, \quad w(u, m) = 2, \quad w(f_m, m) = \lambda \cdot (\chi + 2) + 9 \cdot \beta(m) = 9 + 2 \cdot \lambda,\]

where \( \chi = \log(t_m - 1) \). Note that if the feedback neuron \( f_m \) fired in the previous round, the memory neuron \( m \) fires with probability at least \( \frac{1}{1 + \frac{1 - \chi}{\ell}} = 1 - 1/t_m \). The feedback neuron \( f_m \) for \( m \in M_{j,i}^+ \) has positive incoming edges from \( m \) and \( m_{j,i}^+ \), with weights \( w(m, f_m) = 2, \ w(m_{j,i}^+, f_m) = 2 \), and bias \( \beta(f_m) = 3 \). Hence, w.h.p. \( f_m \) fires iff \( m \) and \( m_{j,i}^+ \) fired in the previous round. The excitatory head neuron \( m_{j,i}^+ \) has positive incoming edges from all \( m \in M_{j,i}^+ \), with weights \( w(m, m_{j,i}^+) = 2 \) and bias \( \beta(m_{j,i}^+) = c \cdot \log(1/\delta') + 1 \). The head neuron \( m_{j,i}^- \) is an inhibitory copy of \( m_{j,i}^+ \), with the same incoming edges, bias and potential function.

Each association neuron \( a_{j,i} \) has a positive incoming edge from the head memory neuron \( m_{j,i}^+ \), with weight \( w(m_{j,i}^+, a_{j,i}) = \ell \). In addition, \( a_{j,i} \) has negative incoming edges from the inhibitory memory neurons \( m_{j,i}^- \) for every \( i' \in \{1, 2, \ldots, k\} \setminus \{i\} \) with weights \( w(m_{j,i}, a_{j,i}) = -1 \). Note that w.h.p. \( a_{j,i} \) fires in round \( t \) only if \( z_i = 1 \) in round \( t - 1 \). In case where there are at least \( 1/10\ell \) memory modules \( m_{j,i}^- \) that inhibit \( a_{j,i} \), it fires only if its own memory module, namely, \( M_{j,i} \), is active. To prevent a situation of partial memory where only part of the memory modules associated with a pattern are released, if at most 0.9f of the memory modules \( M_{j,1}, \ldots, M_{j,f} \) are active, we activate the inhibition of these firing neurons. For that purpose, for every output neuron \( q_j \), we introduce 3 deletion neurons \( d_{j,1}^+ d_{j,2}^-, d_{j,3}^+ \). The neurons \( d_{j,1}^+ d_{j,2}^- \) detect this situation and the inhibitor \( d_{j,3}^+ \) kills the partial memory. The deletion neuron \( d_{j,1}^+ \) has incoming edges from all head neurons \( m_{j,i}^+ \) for \( i = 1 \ldots r \) with weights \( w(m_{j,i}^+, d_{j,1}^+) = 2 \) and bias \( \beta(d_{j,1}^+) = 1 \). Hence, w.h.p. \( d_{j,1}^+ \) fires in round \( t \) iff at least one memory module fired in round \( t - 1 \). The second deletion neuron has incoming edges from all the inhibitor head neurons \( m_{j,i}^- \) for \( i = 1 \ldots r \) with weights \( w(m_{j,i}, d_{j,2}^-) = -1 \) and bias \( \beta(d_{j,2}^-) = -0.9f + 1 \). Thus, w.h.p. \( d_{j,2}^- \) fires in round \( t \) iff at most 0.9f memory module fired in round \( t - 1 \). The third deletion neuron \( d_{j,3}^+ \) has incoming edges from \( d_{j,1}^+ d_{j,2}^- \) with weights \( w(d_{j,1}^+, d_{j,3}^+) = w(d_{j,2}^-, d_{j,3}^+) = 2 \) and bias \( \beta(d_{j,3}^+) = 3 \). Hence, \( d_{j,3}^+ \) fires in round \( t \) iff \( d_{j,1}^+ \) and \( d_{j,2}^- \) fired in round \( t - 1 \). In addition, the head neurons \( m_{j,i}^+, m_{j,i}^- \) have a negative incoming edge from \( d_{j}^+ \) with weight \( w(d_{j}^+, m_{j,i}^-) = w(d_{j}^+, m_{j,i}^-) = -2c\log(1/\delta') \).
History neurons. If an input pattern $Z$ is already mapped to an output neuron, our goal is to map every pattern close to $Z$ to the same output. To make sure that close patterns $Z, Z'$ are indeed mapped to the same output, for each output neuron $q_j$ we introduce an inhibitory history neuron $h_j$. The role of the history neuron is to take care of a situation where a pattern $\bar{Z}$ is mapped to output $q_j$, but when a close pattern $\bar{Z}'$ is presented later on, an output $q_i$ for $i < j$ is free. Recall that in our construction, each pattern is mapped to the first available output. To do that, the network parameters of the history neurons are defined as follows. Each history neuron $h_j$ has positive incoming edges from all associated excitatory memory neurons $m_{ij}^+$ for $i = 1 \ldots r$ with weights $w(m_{ij}^+, h_j) = 1$. In addition, it has a positive incoming edge from the output neuron $q_j$ with weight $w(q_j, h_j) = \ell$ and bias $\beta(h_j) = -(3/2)\ell - 1$. Thus, the history neuron $h_j$ fires if the output neuron $q_j$ fired and at least a large fraction of the memory modules corresponding to $q_j$ are active (the latter indicates that $q_j$ is indeed taken). The history neuron $h_j$ then inhibits all the preceding output neurons $q_1, \ldots, q_{j-1}$, preventing the input pattern from being mapped to a different output.

The output layer. The output layer $Q$ consists of excitatory neurons. In order to map the input pattern sequentially, for each $q_j \in Q$ we introduce an inhibitor output neuron $q_j^-$ which inhibits the output neurons $q_{j'}$ for $j' \in \{j + 1, \ldots, k\}$. The neuron $q_j$ is connected to $q_j^-$ via a delay chain of length 3 denoted as $C_j^+ = C_3(q_j)$. The neuron $q_j^-$ has incoming edges from $C_j^+$ with weights 2, and a negative bias of $\beta(q_j^-) = 5$. Hence, w.h.p. $q_j^-$ fires iff $q_j$ fired for 3 consecutive rounds.

Each output neuron $q_j$ has positive incoming edges from the association neuron $a_{ji}$, for every $i = \{1, 2, \ldots, k\}$. In addition, $q_j$ has negative incoming edges from all preceding neurons $q_i^-$ for $i < j$ and all successive history neurons $h_i$ where $i > j$. The weights and bias are given by

$$w(a_{ji}, q_j) = 2 \forall i \in [r], \quad w(q_i^-, q_j) = -3\ell \forall i < j, \quad w(h_i, q_j) = -3\ell \forall i > j, \quad \beta(q_j) = \ell - 1$$

Note that $q_j$ fires in round $t$ only if at least $(1/2)\ell$ association neurons fired in round $t - 1$, and no history or inhibitor output neuron inhibit it.

As in previous sections, we assume that before the first round no neuron fires (i.e. $v^0 = 0$ for every neuron $v$ in the network). Figure 4 illustrates the structure of the network and Figure 5 demonstrates the network flow with two inputs.
5.2 Network Dynamics

Before providing the detailed analysis of the network, we give a more detailed description of the network behavior in the two orthogonal cases: mapping close patterns to the same output and mapping far patterns to distinct outputs.

Introduction of a New Pattern $\mathbf{X}_j$. A pattern $\mathbf{X}_j$ is introduced in round $t$ where $q_1, \ldots, q_{i-1}$ are already allocated. We will describe how $\mathbf{X}_j$ is mapped to $q_j$. First, in Step (1), $\mathbf{X}_j$ is mapped to a vector $\mathbf{Y}_j = R_t(\mathbf{X}_j)$. In Step (2), $\mathbf{Y}_j$ is mapped to a binary vector $\mathbf{Z}_j$, which is the input to the sequential mapping sub-network. Let $t'$ be the time in which $\mathbf{Z}_j$ fires. This will cause the firing of the association layer in the following manner. Let $\mathbf{X}_1, \ldots, \mathbf{X}_{j-1}$ be the patterns mapped to $q_1, \ldots, q_{j-1}$.

- For every allocated neuron $q_i$, $i \leq j - 1$, and every entry $i_1 \in \text{supp}(Z_j) \setminus \text{supp}(Z_i)$, their association neuron $a_{i,i_1}$ is inhibited by the memory modules $M_{i,i_2}$ for every $i_2 \in \text{supp}(Z_i)$.
- Thus, for every allocated neuron $q_i$, when introducing $Z_j$, at most $|\text{supp}(Z_i) \cap \text{supp}(Z_j)| \leq 0.1 \cdot \ell$ association neurons $a_{i,j'}$ are active.
- Since an output $q_i$ fires only if at least $1/2\ell$ association neurons are active, $q_i$ will not fire.
- For every free output $q_i$ for $i \in \{j, \ldots, k\}$, all the association neurons $a_{i_1,i}$ for every $i_1 \in \text{supp}(Z_j)$ are now active. Hence, in the next round, all $q_j, \ldots, q_k$ fire.
- Since we have a lateral inhibition, $q_j$ inhibits all other $q_i$ for $i \in \{j + 1, \ldots, k\}$.
- Only at the point where $q_{j+1}, \ldots, q_k$ are inhibited, the memory modules $M_{j,i}$ of the winner output $q_j$ start being active, for every $i_1 \in \text{supp}(Z_j)$. This memory module continues firing from that point on for $\Theta(t_m)$ rounds, even when $\mathbf{X}_j$ is not introduced.
- Each activated module $M_{j,i}$ for every $i_1 \in \text{supp}(Z_j)$ inhibits each of the other association neurons $a_{j,i_2}$ for every $i_2 \neq i_1$. In addition, each $M_{j,i}$ excites its own association neuron $a_{j,i}$ for $i_1 \in \text{supp}(Z_j)$, thus canceling the inhibition from the other $M_{j,i}$ modules. As a result, the only inhibited association neurons are $a_{j,i_2}$ for $i_2 \notin \text{supp}(Z_j)$.

Re-Introduction of a Close-Pattern $\mathbf{X}_j'$. We now consider the situation where $\mathbf{X}_j$ is introduced in round $t$, and a close-pattern $\mathbf{X}_j'$ was introduced in the past (e.g., in a window of $\Theta(t_m)$ rounds). We would like to show that $\mathbf{X}_j'$ will be mapped to the exact same output neuron $q_{j'}$ as $\mathbf{X}_j$.

- For every allocated neuron $q_i$ and every entry $i_1 \in \text{supp}(Z_j) \setminus \text{supp}(Z_i)$, their association neuron $a_{i,i_1}$ is inhibited by the memory modules $M_{i,i_2}$ for every $i_2 \in \text{supp}(Z_i)$.
- Thus, for every allocated neuron $q_i$ for $i \neq j'$, when introducing $Z_j$, at most $|\text{supp}(Z_i) \cap \text{supp}(Z_j)| \leq 0.1 \cdot \ell$ association neurons $a_{i,j'}$ are active. As a result, $q_i$ will not fire.
- In contrast, for the desired output neuron $q_{j'}$, only $|\text{supp}(Z_j) \setminus \text{supp}(Z_j')|$ association neurons are inhibited, while the remaining ones, namely, $a_{j',i}$ for $i_1 \in \text{supp}(Z_j) \cap \text{supp}(Z_j')$ are active. Since $|\text{supp}(Z_j) \cap \text{supp}(Z_j')|$ is sufficiently large, $q_{j'}$ will fire.
- Due to lateral inhibition of $q_{j'}$, all other free outputs $q_{i'}$ for $i' \geq j' + 1$ will not fire.
- It remains to show that all other free outputs $q_i$ for $i \leq j' - 1$ will not be active. Recall that these outputs have a lateral inhibition on $q_{j'}$ that starts inhibiting $q_{j'}$ within a small number of rounds since the activation of $q_i$. It is therefore important to neutralize these outputs before their inhibition on $q_{j'}$ comes into play. Indeed this is the reason for introducing the delay to the lateral inhibition mechanism.

\footnote{In fact, its inhibitor copy will do this inhibition.}
To indicate the fact that $q_{j'}$ was already allocated to a pattern close to $X_j$, we have a history neuron $h_{j'}$ that works as follows. It gets input from all the memory modules of $q_{j'}$, as well as from $q_{j'}$ itself. Since the close patterns $X_j$ and $X_{j'}$ have many entries in common, sufficiently many memory modules of $q_{j'}$ will activate $h_{j'}$. For a free output $q_i$ for $i \leq j' - 1$, the memory modules of $q_i$ are not active and hence the history neuron would not be active.

The history neuron $h_{j'}$ then inhibits all prior outputs $q_i$ for $i \leq j' - 1$ just before their lateral inhibition chain affects $q_{j'}$. In addition, the inhibition on $q_i$ also occurs before the memory modules of $q_i$ start being active. That is, since we want to remember only the association to the correct output $q_{j'}$, we delay the activation of the memory model. The latter starts only after $q_{j'}$ fires for a consecutive constant number of rounds.

### 5.2.1 Correctness

The following definitions are useful in our context.

- **Definition 15.** A pattern $Z$ is mapped to an output neuron $q_j$ in round $t$ if when presenting $Z$ to the sequential mapping network in round $t - 1$, $q_j$ is the only firing output neuron in round $t$.

- **Definition 16.** $M_{j,i}$ is active in round $t$, if its head neurons $m_{j,i}^+, m_{j,i}^-$ fired in round $t$.

In order to prove the main Theorem 14, we start by establishing useful auxiliary claims and observations.

- **Observation 17.** For every output neuron $q_j$ if the number of active memory modules $M_{ij}$ in round $t$ is between 1 and $0.9\ell$, then w.h.p. there are no active memory modules in round $t + 3$.

  **Proof.** For output neuron $q_j$ if the number of active memory modules $M_{ij}$ in round $t$ is at least 1 w.h.p. the deletion neuron $d_{ij}^1$ fires in round $t + 1$. If the number of active memory modules $M_{ij}$ is also less than $0.9\ell$ then w.h.p. $d_{ij}^2$ fires in round $t + 1$ and therefore $d_{ij}^1$ fires in round $t + 2$, inhibiting all memory modules $M_{ij}$ for $i = 1, \ldots, r$.

- **Observation 18.** Given that the deletion neurons of output $q_j$ did not fire in round $t - 1$, w.h.p. a memory module $M_{j,i}$ is active in round $t$ iff at least $(c/2)\log(1/\delta')$ neurons $m \in M_{j,i}^+$ fired in round $t - 1$.
Proof. Recall that a memory module \( M_{j,i} \) is active in round \( t \) if the excitatory neuron \( m^+_{j,i} \) fired. The potential function of \( m^+_{j,i} \) is given by

\[
pot(m^+_{j,i}, t) = \sum_{m \in M^+_{j,i}} 2 \cdot m^{t-1} - 2c \log(1/\delta')(d^3_j)^{t-1} - c \log(1/\delta') + 1.
\]

If at least \( \frac{c}{2} \log(1/\delta') \) neurons in \( M^+_{j,i} \) fired in round \( t-1 \), the potential of \( m^+_{j,i} \) in round \( t \) is at least 1 and the probability that \( m^+_{j,i} \) fire in round \( t \) is at least \( \frac{1}{1+e^{-\Delta/\delta}} \geq 1 - \Theta(\frac{\delta}{\alpha \cdot \lambda \cdot c \cdot \log(1/\Delta)}) \).

On the other hand, if less than \( \frac{c}{2} \log(1/\delta') \) neurons in \( M^+_{j,i} \) fired, the potential of \( m^+_{j,i} \) is at most \(-1 \) and the probability that \( m^+_{j,i} \) fired in round \( t \) is at most \( \frac{1}{1+e^{\Delta/\delta}} \leq \Theta(\frac{\delta}{\alpha \cdot \lambda \cdot c \cdot \log(1/\Delta)}) \). ⪞

\( \triangleright \) Claim 19. If \( Z_1, Z_2 \) are close and \( Z_2, Z_3 \) are close, then \( Z_1, Z_3 \) are close.

Proof. Let \( \overline{X}_1, \overline{X}_2, \overline{X}_3 \) be the corresponding input patterns, where \( Z_i = R_2(\overline{X}_i) \) for \( i \in \{1, 2, 3\} \). By the definition of the clustering instance, every pair of patterns \( \overline{X}_i, \overline{X}_j \) are either with relative distance at least \( \Delta/2 \) (i.e., if these patterns belong to different clusters), or have relative distance at most \( \Delta/\alpha \) (i.e., if they belong to the same cluster) for \( \alpha = \Omega(\log(1/\Delta)) \).

By Lemma 12, input patterns \( \overline{X}_1, \overline{X}_j \) that belong to different (resp., same) clusters are mapped to far (resp., close) vectors \( Z_1, Z_2 \). We therefore have that \( \overline{X}_1, \overline{X}_2, \overline{X}_3 \) are in the same cluster, and also \( \overline{X}_2, \overline{X}_3 \) are in the same cluster, concluding that \( \overline{X}_1, \overline{X}_2, \overline{X}_3 \) are all in the same cluster.

\( \triangleleft \) Claim 20. For every \( j \in [k] \) and \( i \in [\ell] \) w.h.p. the memory module \( M_{j,i} \) is active in round \( t \) given that it was not active in round \( t - 3 \), only if \( C^M_j \) and \( a_{j,i} \) fired in round \( t - 2 \).

Proof. By Observation 18 \( M_{j,i} \) is activated in round \( t \) only if at least \( (c/2) \log(1/\delta') \) neurons \( m \in M^+_{j,i} \) fire in round \( t - 1 \). Since \( M_{j,i} \) was not active in round \( t - 3 \) all feedback neurons \( f_m \) for \( m \in M^+_{j,i} \) was not active in round \( t - 2 \) and the potential of each \( m \in M^+_{j,i} \) in round \( t - 1 \) is \( \sum_{a \in C^M_j} 2 \cdot (u - 2) + 2\lambda \cdot (a_{j,i})^t - 9 - 2\lambda \). Hence, if \( C^M_j \) and \( a_{j,i} \) fired in round \( t - 2 \), in the next round the potential of each \( m \in M^+_{j,i} \) is at least 1 and \( m \) fires in round \( t - 1 \) with probability at least 1 − \( \Theta(\frac{\delta}{\alpha \cdot \lambda \cdot c \cdot \log(1/\Delta)}) \). Thus, by those bound w.h.p. at least \( (c/2) \log(1/\delta') \) neurons \( m \in M^+_{j,i} \) fired in round \( t - 1 \).

On the other hand if \( C^M_j \) and \( a_{j,i} \) did not fire together in round \( t - 2 \), the potential of every \( m \in M^+_{j,i} \) in round \( t - 1 \) is at most \(-2\lambda \) and \( m \) fires with probability at most \( \frac{1}{1+e^{2\lambda}} \).

Using those bound and choosing \( c \) to be sufficiently large, we conclude that \( (c/2) \log(1/\delta') \) neurons \( m \in M^+_{j,i} \) fire in round \( t - 1 \) with probability at most \( \delta' \). ⪞

\( \triangleright \) Observation 21. For every output \( q_j \) at each round w.h.p. the number of memory modules \( M_{j,i} \) that are active is at most \( \ell \).

Proof. Since every pattern has at most \( \ell \) non zero entries, in each round at most \( \ell \) association neurons \( a_{j,i} \) fire. By Claim 20, at each round at most \( \ell \) memory modules \( M_{j,i} \) are activated for the first time. If in round \( t - 3 \) more then \( 0.1\ell \) memory modules were active, the only association neurons firing in round \( t - 2 \) correspond to the activated memory modules and therefore w.h.p. no new modules are activated in round \( t \). Else, by Observation 17 w.h.p. the deletion neuron \( d^3_j \) kills the active memory modules and no memory module is active in round \( t \). ⪞

Using the same arguments, since the deletion neurons erase the partial memory, we can also conclude that for every output neuron all its active memory modules correspond to the same input pattern.
Observation 22. For each output neuron $q_i$ in each round if it has active memory modules, there exists an input pattern $Z$ s.t if $M_{ij}$ is active then $j \in \text{supp}(Z)$.

Claim 23. If $Z$ is mapped to $q_j$ in round $t$, with probability greater than $1 - \delta$ at least $0.8\ell$ memory modules $M_{ji}$ where $i \in \text{supp}(Z)$ are active for $c_1 \cdot t_m$ consecutive round starting from round $t + 8$.

Proof. Let $Z$ be a pattern mapped to $q_j$ in round $t$. Recall that we assume persistence and therefore w.h.p. $Z$ is also mapped to $q_j$ in rounds $t + 1$ to $t + 8$.

First we argue that at least $0.8\ell$ of the association neurons $a_{j,i}$ for $i \in \text{sup}(Z)$ fire in round $t + 6$. From Observation 17 either there where no memory modules corresponding to $q_j$ active before $Z$ was introduces or at least $0.9\ell$ 6. If there where no memory modules active, all association neurons $a_{j,i}$ for $i \in \text{sup}(Z)$ fire starting round $t + 1$ ahead as long as $Z$ persist. Otherwise, since $q_j$ fired in round $t + 7$, we conclude that at least $0.5\ell$ association neurons $a_{j,i}$ fired in round $t + 6$. The association neurons that fired are from the support of $Z$ and together with Observation 22 we conclude that the pattern previously mapped to $q_j$ is close to $Z$ and at least $0.8\ell$ association neurons fired in rounds $t + 6$ (due to Lemma 12).

For $i \in \text{sup}(Z)$ for which $a_{ij}$ fired in rounds $t + 6$, we now calculate the probability that $M_{ij}$ is active in round $t + 8$. By Observation 18 its enough to calculate the probability that at least $(c/2)\log(1/\delta')$ neurons $m \in M_{ji}^+$ fired in round $t + 7$. The potential function of every $m \in M_{ji}^+$ is given by

$$\text{pot}(m, t) = \sum_{u \in C^M_{ji}} 2 \cdot (u)^t + 2 \lambda \cdot (a_{ij})^t + (9 + \lambda \cdot (2 + \chi)) \cdot (f_m)^t - 9 - 2\lambda.$$ 

Since $q_j$ fires in rounds $t$ to $t + 7$, the delay chain $C^M_{ji}$ fired in round $t + 6$, and the probability $m$ fires in round $t + 7$ is at least $1 - \Theta(\frac{\Delta}{\text{log}(1/\delta')})$. Using Chernoff bound with probability greater than $1 - \delta/3\ell$ at least $\frac{c\log(1/\delta')}{2}$ neurons in $M_{ji}$ fire in round $t + 7$ and the head memory neuron $m_{ji}^+$ fires in round $t + 8$.

Next we calculate the probability that $m \in M_{ji}^+$ fires $c_1 t_m$ consecutive rounds starting round $t + 8$ given that $m_{ji}^+$ fired in round $t + 8$. Since $m_{ji}^+$ fired in round $t + 8$, for every $m \in M_{ji}^+$ that fired in round $t + 8$, the feedback neuron $f_m$ is activated in round $t + 9$ and $m$ fires in round $t + 10$ with probability at least $1 - 1/t_m$. Hence, the probability $m \in M_{ji}^+$ fires in rounds $t + 8, t + 9$ and $c_1 t_m$ consecutive rounds is at least $(1 - \Theta(\frac{\Delta}{\text{log}(1/\delta')}))^2 \cdot (\frac{1}{e})$. We chose $c_1$ such that this is greater than $1/2$. Thus, using Chernoff bound and a large enough $c$ (depending on $c_1$) the probability that at least $\frac{c\log(1/\delta')}{2}$ neurons $m \in M_{ji}$ fire in rounds $t + 8, t + 9$ and then for $c_1 t_m$ consecutive rounds is at least $1 - \delta/3 = 1 - \delta/3\ell$. Summing things up, the probability $M_{ji}$, is active for $c_1 \cdot t_m$ consecutive rounds from round $t + 8$ ahead is at least the probability that $m_{ji}^+$ fired in round $t + 8$ and $\frac{c\log(1/\delta')}{2}$ neurons in $M_{ji}^+$ fires $c_1 t_m$ consecutive rounds starting round $t + 8$. By union bound this probability is greater than

$$1 - 3 \cdot (\delta/3\ell) = 1 - \delta/\ell.$$ 

Thus, we conclude that the probability all $0.8\ell$ modules $M_{ji}$ s.t $a_{j,i}$ fired in round $t + 6$ are active for $c_1 \cdot t_m$ consecutive rounds is greater than $1 - \delta$.  

We are now ready to prove the correctness of the sequential mapping step.

6 up too $\pm 3$ rounds, but since we assume persistence its ok.
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Proof of Theorem 14

Proof. We start by proving the 3 main properties of the network. Given a pattern \( Z \) introduced in round \( t \) we will show:

1. \( Z \) is mapped to one of the outputs \( q_1, \ldots, q_k \) in round \( t + 6 \)
2. For any pattern \( Z' \) which is close to \( Z \) and was introduced within a span of \( c_1 \cdot t_m \) rounds from \( t \), \( Z \) and \( Z' \) are mapped to the same output neuron.
3. For any pattern \( Z' \) which is far from \( Z \) and was introduced within a span of \( c_1 \cdot t_m \) rounds from \( t \), \( Z \) and \( Z' \) are mapped to a different output neuron.

By induction on the order of arrival of the patterns. Let \( Z \) be the first pattern arrived in round 0. We show that \( Z \) is mapped to the first (available) neuron \( q_1 \) in round 6. For every \( i \in \text{sup}(Z) \) the potential function of the association neuron \( a_{1,i} \) is given by:

\[
pot(a_{1,i}, t) = 2\ell(z_i)^{t-1} + \ell(m_{1,i}^+)^{t-1} - \sum_{j \neq i} (m_{1,j}^-)^{t-1} - (19/10)\ell - 1.
\]

Since \( Z \) is the first pattern seen, no neuron has fired in round zero and \( \text{pot}(a_{1,1}, 1) = (1/10)\ell - 1 > 1 \), and w.h.p. each \( a_{1,i} \) for \( i \in \text{sup}(Z) \) fires in round 1.

Since \( q_1 \) is the first output, no preceding output neuron inhibits it, and its potential is:

\[
pot(q_1, t) = \sum_{i=1}^{r} (2 \cdot a_{1,i})^{t-1} - \sum_{i=2}^{k} 3\ell h_i - \ell + 1.
\]

By Claim 13, w.h.p. each input pattern \( Z \) (to the sequential mapping network) has at least 0.98\( \ell \) non-zero entries (and at most \( \ell \)). Therefore, at least 0.98\( \ell \) association neurons \( a_{1,i} \) excite \( q_1 \) in round 2. Recall that the history neurons \( h_i \) fire only if at least 1/2 of the corresponding memory modules are active in the previous round. Hence w.h.p. in round 1, no history neuron fires.

We conclude that \( q_1 \) fires in round 2 w.h.p. By Claim 20 every memory module \( M_{i,j} \) becomes active only after having \( q_i \) firing for 5 consecutive rounds (due to the delay chain \( C_i^M \)). For that reason, no memory module fires before round 5. Since the memory neurons are not active, \( a_{1,i} \) keeps firing in rounds 1 to 6, and \( q_1 \) keeps firing in rounds 2 to 7. Since \( q_1 \) is connected to \( q_1^- \) via a delay chain \( C_1^T \) of length 3, starting round 5 (and as long as \( q_1 \) fires), the inhibitor \( \bar{q}_1^- \) inhibits all other output neuron \( q_i \) for \( i \geq 2 \). Thus, for every \( i \geq 2 \) the potential of \( q_i \) in round 6 is at most \( \ell - 2\ell - 1/2\ell + 1 < -1 \). As a result, for \( i \geq 2 \) neuron \( q_i \) does not fire starting round 6.

We next argue that at this point, no memory modules are yet active and consequently the history neurons are inactive as well. This is due to the fact that the delay in the inhibition of \( q_i \) by \( q_1 \) is shorter then the delay chain \( C_i^M \) that starts at \( q_i \) and ends at the memory modules. Thus \( q_i \) is inhibited before its memory modules are activated. We conclude that if \( Z \) is observed, starting from round 6, the output neuron \( q_1 \) is the only active output neuron, and \( Z \) is mapped to \( q_1 \).

Assume the claim holds for the first \( i - 1 \) presented patterns, we next consider the \( i^{th} \) pattern \( Z \) presented in round \( t \).

1. We first show that for every \( Z' \) that is far from \( Z \) introduced in round \( t' \in [t - c_1 \cdot t_m, t - 1] \), the pattern \( Z \) will be mapped to a different output. By the induction assumption, \( Z' \) is mapped in round \( t' + 6 \) to some output neuron, \( q_j \). Since \( Z' \) was introduced within \( c_1 \cdot t_m \) rounds, by Claim 23 at least 0.8\( \ell \) many memory modules \( M_{j,i} \) for \( i \in \text{sup}(Z') \) are active at round \( t \).
Let $X, X'$ be the inputs corresponding to $Z$ and $Z'$ respectively. From Lemma 12, $\|\sup(Z) \cap \sup(Z')\| \leq 0.1\ell$. By Observation 21, the number of active memory modules $M_{j,i}$ in round $t$ is at most $\ell$. Thus, the number of active memory modules $M_{j,i}$ in round $t$ for $i \in \sup(Z)$ is at most $0.2\ell + 0.1\ell = 0.3\ell$.

For every association neuron $a_{j,i}$ whose memory module $M_{j,i}$ is inactive in round $t$, there are at least $0.8\ell$ memory modules that inhibit it. Therefore its potential is $2\ell - 8/10\ell - (19/10)\ell + 1 < -1$, and w.h.p. it does not fire in round $t + 1$. Overall, at most $0.3\ell$ association neurons $a_{j,i}$ start firing from round $t + 1$ and as long as the pattern persists.

We conclude that $q_j$ will stop firing from round $t + 2$.

Next we show that two close patterns $Z'$ and $Z$, introduced within a span of $c_1 \cdot t_m$ rounds are mapped to the same output. First note that by Claim 19, all patterns that are close to $Z$ are close to each other. Hence, by the induction assumption, all patterns close to $Z$ introduced within the last $c_1 t_m$ rounds were mapped to the same output.

We now consider a pattern $Z'$ close to $Z$ introduced in round $t' \in [t - c_1 \cdot t_m, t - 10]$. By the induction assumption, the pattern $Z'$ was mapped to output $q_j$ in round $t' + 6$.

By claim 23, $0.8\ell$ many memory modules $M_{j,i}$ are active in round $t' + 7 < t$ onward (i.e., for $\Theta(t_m)$ rounds). Combining with Lemma 12 because $Z$ is close to $Z'$, at least $0.7\ell$ many memory modules $M_{j,i}$ are active in round $t$. Since there are at most $\ell$ many active memory modules associated with $q_j$ in round $t$, the potential of the association neuron $a_{j,i}$ for which the memory neuron is active in round $t + 1$ is at least $2\ell + \ell - (\ell - 1) - 1.9\ell - 1 = 0.1\ell > 1$. We have that at least $0.7\ell$ many association neuron $a_{j,i}$ fire in round $t + 1$, leading to the firing of $q_j$ in round $t + 2$.

Next, because at least $0.8\ell$ memory modules $M_{j,i}$ are active from round $t + 3$ ahead, the history neuron $h_j$ fires, and by that inhibits all output neurons $q_i$ for $i \leq j - 1$ starting from round $t + 4$. Recall that every inhibitor neuron $q_{i}^{-}$ for $i \leq j - 1$ starts firing only after the delay chain $C_{i}^{L}$ fired, i.e. after 3 rounds that $q_i$ fired. Hence the history neuron $h_j$ inhibits every $q_i$ for $i \leq j - 1$, just before $q_{i}^{-}$ starts firing. We next show that no other $q_i$ fires for $i \geq j + 1$. This holds since $q_{i}^{-}$ inhibits any such $q_i$ in round $t + 6$ via the delay chain $C_{i}^{L}$. Finally, we show that $q_j$ continues firing as long the pattern persists.

Because at least $0.5\ell$ of the association neurons $a_{j,i}$ are firing, and no preceding inhibitor $q_{i}^{-}$ is currently firing (thanks to the history neuron $h_j$), it remains to show that no other history neuron $h_i$ for $i \neq j$ inhibits $q_j$. By the induction assumption, all patterns close to $Z$ were mapped to $q_j$. Hence if for some other output $q_i$ for $i \neq j$, at least $0.5\ell$ of its associated memory modules are active, by Observation 17 at least $0.9\ell$ memory modules are active. Since the pattern $Z''$ that was mapped to $q_i$ is far from $Z$, we have that at most $0.2\ell$ memory modules $M_{i,j}$ for $i' \in \sup(Z)$ are active, thus $q_i$ does not fire and consequently $h_i$ does not fire.

We now consider the case of a newly presented pattern, i.e., no close pattern to it has been presented in the last $\Theta(t_m)$ rounds. We will show that in such a case, $Z$ will be mapped to the left-most available output $q_j$, where by available we mean that no memory module $M_{j,i}$ is active in round $t$. Let $q_{1}, q_{2}, \ldots, q_{a}$ be the available output neurons in round $t$. Hence all the association neurons $a_{i,j}$ for $i \in \sup(Z)$ start firing in round $t + 1$. This is because no memory module $M_{i,j}$ is active. Thus, in round $t + 2$ the output neuron $q_i$ starts firing. As for the unavailable neurons $q_j$, by Observation 17 at least $0.9\ell$ memory modules $M_{j,i}$ are active and by Observation 22 they are associated with a pattern $Z'$ which was mapped to $q_j$. The pattern $Z'$ is far from $Z$ ($Z$ is a new pattern) and therefore at most $0.2\ell$ memory module $M_{j,i}$ for $i \in \sup(Z)$ are active in round $t$.

Hence, at most $0.2\ell$ association neurons $a_{j,i}$ fire starting round $t + 1$ and w.h.p. $q_j$ will
not fire starting round $t + 2$ (and also no history neuron inhibits $q_{i_1}$). Since we assume persistence, and due to the delay in the activation of the memory modules, $q_{i_1}$ fires also in rounds $t + 3$ and $t + 4$, and in round $t + 5$ the inhibitor $q_{i_1}$ starts firing, inhibiting all the successive output neurons $q_j$ for $j \geq i_1 + 1$.

In order to finish the proof of Theorem 14 we will prove the following Lemma.

**Lemma 24 (Reset, Clearance of Memory).** Let $Z$ be a pattern last introduced in round $t$ and mapped to $q_j$. If no close pattern $Z'$ is introduced in rounds $[t, t + c_2 \cdot t_m]$, then $q_j$ is released in some round $\tau \leq t + c_2 t_m$, i.e., all memory modules $M_{j,i}$ stop firing with probability greater than $1 - \delta$.

**Proof.** Let $Z$ be a pattern last introduced in round $t$ and mapped to $q_j$. By Observation 17 if in some round $\tau$ there are less than $0.9\ell$ memory modules corresponding to $q_j$ firing, after 3 round 0 memory modules are active and w.h.p. $q_j$ is released. As long as there are at least 0.9$\ell$ memory modules firing, since all patterns introduced in rounds $t$ to $t + c_2 t_m$ are far from $Z$ by the same arguments used in Lemma 14 starting from round $t + 1$ less than $0.5\ell$ association neurons associated with $q_j$ fire and $q_j$ will not fire for $c_2 t_m$ consecutive rounds starting from round $t + 2$ (as long as it is not already released). Thus, from round $t + 7$ ahead w.h.p. all neurons in the delay chain $C^M_j$ do not fire.

Therefore, the probability neuron $m \in M_{j,i}^+$ fires in round $\tau \in [t + 8, t + c_2 t_m]$ given that $m$ did not fire in round $\tau - 1$ is at most $\Theta(\frac{\delta}{\log(1/\delta \cdot n \cdot k \cdot t_m)})$. Moreover, by union bound the probability that there exists a neuron $m \in M_{j,i}^+$ that fired in some round $\tau \in [t + 8, t + c_2 t_m]$ given that $m$ did not fire in round $\tau - 1$ is at most $\delta/2\ell$.

Next we calculate the probability at least half of the neurons $m \in M_{j,i}^+$ fire for $c_2 t_m$ consecutive rounds. Because the delay chain $C^M_j$ do not fire starting round $t + 7$ the potential of each neuron $m \in M_{j,i}^+$ in round $\tau' \in [t + 7, t + c_2 t_m]$ is bounded by $\lambda \cdot (\chi + 2) = \lambda (\log (t_m - 1) + 2)$. Hence, the probability $m \in M_{j,i}^+$ fires in round $\tau'$ is at most $1 - e^{\frac{-\lambda}{c_2 t_m}} < 1 - \frac{1}{e^{c_2 t_m}}$. We conclude that the probability a neuron $m \in M_{j,i}^+$ fires for $c_2 t_m$ consecutive rounds is at most $e^{c_2 / c^2}$ which for $c_2 > e^2 \log(3)$ is less than $1/3$. Using Chernoff bound and a sufficient large $c$ (constant depending on $c_2$) the probability that at least $(c/2) \log(1/\delta')$ neurons in $M_{j,i}^+$ fire for $c_2 t_m$ consecutive rounds starting round $t + 7$ is at most $\delta/2\ell$.

If $m_{j,i}^+$ fires for $c_2 t_m$ consecutive rounds starting round $t + 8$, be Observation 18 at each round at least $1/2$ of the neurons in $M_{j,i}^+$ fired. Given that no neuron $m \in M_{j,i}^+$ fires in round $\tau \in [t + 8, t + c_2 t_m]$ unless $m$ fired in round $\tau - 1$, the head neuron $m_{j,i}^+$ fires for $c_2 t_m$ consecutive rounds only if at least $1/2$ of the neurons in $M_{j,i}^+$ fires for $c_2 t_m$ consecutive rounds. Thus we conclude that $m_{j,i}^+$ fired for $c_2 t_m$ consecutive rounds starting round $t + 8$ with probability at most $\delta/(2\ell) + \delta/(2\ell) = \delta/\ell$. Note that by Observation 21 at most $\ell$ memory neurons $M_{i,j}$ are active at each round and using union bound we conclude that with probability at least $1 - \delta$ the output neuron $q_j$ is release in round $\tau < t + c_2 t_m$.

This concludes Theorem 14 and therefore also Theorem 3.

---
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A Additional Proofs: Random Projection

We first prove Lemma 5, that a Chi-squared distribution is nearly uniform within a constant number of standard deviations from its mean.

Lemma 5. Let $\mathcal{D}_p$ be the Chi-squared distribution with $p$ degrees of freedom. For any $c$ with $1 \leq c < p^{1/2}$ there are constants $c_1, c_2$ (depending on $c$) such that, for any interval $[r_1, r_2] \subseteq [p - cp^{1/2}, p + cp^{1/2}]$, we have:

$$\frac{c_1(r_2 - r_1)}{p^{1/2}} \leq \Pr_{x \sim \mathcal{D}_p} [x \in [r_1, r_2]] \leq \frac{c_2(r_2 - r_1)}{p^{1/2}}$$

That is, $\mathcal{D}_p$ is roughly uniform on the range $[p - cp^{1/2}, p + cp^{1/2}]$.

Proof. It is well known that $\mathcal{D}_p$ has mean $p$, density $d(x) = \frac{1}{2^{p/2} \Gamma(p/2)}x^{p/2-1}e^{-x/2}$. Since we assume $p^{1/2} > c \geq 1$ we have $p \geq 2$ and the distribution has mode $p - 2$. Additionally, we have $p - cp^{1/2} > 0$. So for $x \in [p - cp^{1/2}, p + cp^{1/2}]$ we can bound:

$$d(x) \leq d(p - 2) = \frac{1}{2^{p/2} \Gamma(p/2)}(p - 2)^{p/2-1}e^{-p/2+1} \leq \frac{1}{\Gamma(p/2)} \left(\frac{p}{2e}\right)^{p/2-1}$$

By Stirling’s approximation, $\Gamma(p/2) \geq \sqrt{2\pi p} \left(\frac{p}{2}\right)^{p/2}$ which gives:

$$d(x) \leq \sqrt{\frac{p}{4\pi}} \frac{2e}{p} = \frac{e}{\sqrt{\pi} \cdot p^{1/2}}. \quad (2)$$

On the other side, since $p - cp^{1/2} > 0$, and since the density of the Chi-squared distribution is monotonically decreasing as $x$ moves further from the mode $p - 2$ either left or right:

$$d(x) \geq \min(d(p - cp^{1/2}), d(p + cp^{1/2})). \quad (3)$$

We lower bound each term in the minimum.

$$d(p - cp^{1/2}) = \frac{1}{2^{p/2} \Gamma(p/2)}(p - cp^{1/2})^{p/2-1}e^{-p/2+(c/2)p^{1/2}}$$

$$\geq \left(1 - \frac{c}{p^{1/2}}\right)^{p/2-1} \cdot e^{(c/2)p^{1/2}}$$

$$\geq \frac{c}{p^{1/2}} \cdot 2^{p/2} \Gamma(p/2) \left(\frac{p}{2e}\right)^{p/2-1} \cdot e^{(c/2)p^{1/2}}.$$

Again using Stirling’s approximation, and a similar argument to the proof of (2), for some constant $c_1$, $\frac{1}{2^{p/2} \Gamma(p/2)} \left(\frac{p}{2e}\right)^{p/2-1}$ is lower bounded by $\frac{c_1}{p^{1/2}}$. Thus,

$$d(p - cp^{1/2}) \geq \frac{c_1}{p^{1/2}} \left(1 - \frac{c}{p^{1/2}}\right)^{p/2-1} \cdot e^{(c/2)p^{1/2}}$$

$$\geq \frac{c_1}{p^{1/2}} \cdot \left(1 - \frac{c}{p^{1/2}}\right)^{p/2-1} \cdot e^{(c/2)p^{1/2}}$$

$$\geq \frac{c_1}{cp^{1/2}} \cdot \left(1 - \frac{c}{p^{1/2}}\right)^{p/2-1} \cdot e^{(c/2)p^{1/2}}$$

$$\geq \frac{c_1 \cdot e^{c^2/2}}{ep^{1/2}} \cdot \left(1 - \frac{c}{p^{1/2}}\right)^{c^2/2-1} \geq \frac{c_1}{p^{1/2}}. \quad (4)$$
for some constant $c'$ that depends on $c$. We give a similar bound for $p + cp^{1/2}$.

\[
d(p + cp^{1/2}) = \frac{1}{2\Gamma(p/2) \sqrt{2c}} \left( \frac{p}{2c} \right)^{p/2-1} 
\left( 1 + \frac{c}{p^{1/2}} \right)^{-p/2-1} \cdot e^{(c/2)p^{1/2}-1}
\geq \frac{c_1}{p^{1/2}} \cdot \left( 1 + \frac{c}{p^{1/2}} \right)^{-p/2-1} \cdot e^{(c/2)p^{1/2}-1}
\geq \frac{c_1}{p^{1/2}} \cdot \left( 1 + \frac{c}{p^{1/2}} \right)^{-1} \cdot \left( 1 + \frac{c}{p^{1/2}} \right) - 1
\geq \frac{c}{cp^{1/2}} \cdot \left( 1 + \frac{c}{p^{1/2}} \right) - 1 \geq c' \frac{2}{p^{1/2}}
\]

(5)

for some $c'$. Combining (4) and (5) with (3) and (2) gives that there exist constants $c_{\ell}, c_u$ such that for all $x \in [p - cp^{1/2}, p + cp^{1/2}],$

\[
\frac{c_{\ell}}{p^{1/2}} \leq d(x) \leq \frac{c_u}{p^{1/2}}.
\]

Thus for any $r_1, r_2$:

\[
\frac{c_{\ell} (r_2 - r_1)}{p^{1/2}} \leq \Pr_{x \sim D_p} [x \in [r_1, r_2]] \leq \frac{c_u (r_2 - r_1)}{p^{1/2}},
\]

completing the lemma.

We next give a complete proof of Lemma 7.

### A.1 Proof of Lemma 7

Since each $|A_b \bar{X}|(i)$ is a Chi-squared random variable with $p$ degrees of freedom, which has median $\leq p$, each $|A_b \bar{X}|(i)$ is upper bounded by $p + \tau = p + 2p^{1/2}$ with probability $\geq 1/2$. Thus, by Lemma 5 applied with $c = 2$, conditioned on $|A_b \bar{X}|(i) \leq p + 2p^{1/2}$, there is some $c_{\ell}$ with:

\[
\Pr[|A_b \bar{X}|(i) \in [p, p + 2p^{1/2}] | |A_b \bar{X}|(i) \leq p + 2p^{1/2}] \geq \frac{c_{\ell} \cdot 2p^{1/2}}{p^{1/2}} = 2c_{\ell}.
\]

Thus, for large enough constant $c_1$ and $m = c_1$, with probability at least $\frac{99}{100}$, we have $i_{1, b, (\bar{X})} \neq 0$ and $|A_b \bar{X}|(i_{1, b, (\bar{X})}) \geq p$. Call this event $\mathcal{E}_1$. Condition on the event that $\mathcal{E}_1$ occurs and, in particular, that $|A_b \bar{X}|(i_{1, b, (\bar{X})}) = x$ for any $x \in [p, p + 2p^{1/2}]$. Call this event $\mathcal{E}_{1,x}$. Then for all $j \neq i_{1, b, (\bar{X})}$, $|A_b \bar{X}|(j)$ is an independent Chi-squared random variable with $p$ degrees of freedom conditioned on either 1) $|A_b \bar{X}|(j) \leq x$ or 2) $|A_b \bar{X}|(j) \geq p + 2p^{1/2}$. Since $|A_b \bar{X}|(j) \leq p \leq x$ with probability at least 1/2, this conditioning at most doubles the density at any one value. Thus, by Lemma 5,

\[
\Pr[|A_b \bar{X}|(j) \in x - \frac{p^{1/2}}{c_2 m}, x] | \mathcal{E}_{1,x} \leq \frac{2c_u \cdot c_1^{1/2}}{p^{1/2}}.\]

By a union bound, we thus have:

\[
\Pr[\exists j: |A_b \bar{X}|(j) \in x - \frac{p^{1/2}}{c_2 m}, x] | \mathcal{E}_{1,x} \leq \frac{2c_u \cdot c_1^{1/2}}{p^{1/2}} = \frac{2c_u}{c_2}.
\]

Setting $c_2$ sufficiently large ensures that this quantity is bounded by $\frac{1}{200}$. Thus, by a union bound with the probability that $\mathcal{E}_1$ occurs, with probability $\geq \frac{99}{100}$: $i_{1, b, (\bar{X})} \neq 0$ and 2) no $|A_b \bar{X}|(j)$ falls in $\left[ x - \frac{p^{1/2}}{m c_2}, x \right] = \left[ |A_b \bar{X}|(i_{1, b, (\bar{X})}) - \frac{p^{1/2}}{m c_2}, |A_b \bar{X}|(i_{1, b, (\bar{X})}) \right]$. This completes the proof.
A.2 Proof of Lemma 8

We first use the relative distance assumption to give a basic claim:

\[ \text{Claim 25.} \quad \text{Write } \bar{X}_1, \bar{X}_2 \text{ as } \bar{X}_1 = \chi + \delta_1 \text{ and } \bar{X}_2 = \chi + \delta_2 \text{ where } \chi \in \{0,1\}^n \text{ is the common vector with } \chi(i) = 1 \text{ iff } \bar{X}_1(i) = \bar{X}_2(i) = 1. \text{ Note that since } ||X_1|| = ||X_2|| = p \text{ we have } ||\delta_1|| = ||\delta_2||. \text{ Letting } \Delta = RD(\bar{X}_1, \bar{X}_2), \]

\[ ||\delta_1|| / p = \Delta / 2. \]

Proof. We can write:

\[ \Delta = RD(\bar{X}_1, \bar{X}_2) = \frac{||\bar{X}_1 - \bar{X}_2||}{p} = \frac{||\delta_1 - \delta_2||}{p} = \frac{||\delta_1|| + ||\delta_2||}{p}. \]

The claim follows since \( ||\delta_1|| = ||\delta_2|| \).

\[ \text{Claim 26.} \quad \text{For } i \in [2] \text{ and } j \in [m] \cup \{0\} \text{ let } \mathcal{E}_j \text{ be the event that } j = i_{1, b}(\bar{X}_1). \text{ With probability } \geq 999/1000 \text{ over the choice of } A_b \chi, \text{ for all } j \text{ we have:} \]

\[ \Pr[\mathcal{E}_j \mid A_b \chi] \leq \frac{1}{16}. \]

Proof. Let \( \Delta = RD(\bar{X}_1, \bar{X}_2) \) and assume for simplicity that \( \Delta \leq 1 \) (we will later see that it is easy to remove this assumption). By Claim 25, \( ||\delta_1|| = ||\delta_2|| \leq \frac{\Delta}{2} \) and thus \( ||\chi|| \geq \frac{\Delta}{2} \). For a constant \( c_3 \) (to be set later) sub-divide the range \( [||\chi|| - c_3 p^{1/2}, ||\chi|| + c_3 p^{1/2}] \) into \( \frac{1}{\Delta^{1/2}} \) subranges of width:

\[ 2c_3 p^{1/2} \Delta^{1/2} = 2\sqrt{2}c_3 ||\delta_1||^{1/2}, \]

where the equality follows from Claim 25. By Lemma 5 (applied with the constant \( c \) in the Lemma set to \( c_3 \)) for any \( i \in [m] \), \( [A_b \chi](i) \) falls into each range with probability \( \Theta(c_3 \cdot \Delta^{1/2}) \). Thus, by a standard Chernoff bound, for \( m = \frac{c_1 \log(1/\Delta)}{\Delta} \) for sufficiently large \( c_1 \), with probability 1999/2000 over the choice of \( A_b \), at least \( c_4 \) indices of \( A_b \chi \) fall within each bucket where \( c_4 \) is a constant to be set later. Note that \( c_1 \) depends on \( c_3, c_4 \). Call the event that \( c_4 \) indices fall into each bucket \( \mathcal{E}_{full-buckets} \). Additionally, as argued in Lemma 7, for sufficiently large \( m \), the maximum value \( [A_b \bar{X}_1](i_{1, b}(\bar{X}_1)) \) below \( p + p^{1/2} \) satisfies \( [A_b \bar{X}_1](i_{1, b}(\bar{X}_1)) \geq p \) with probability at least 1999/2000. Thus, with probability 1999/2000 over the choice of \( A_b \),

\[ \Pr[ [A_b \bar{X}_1](i_{1, b}(\bar{X}_1)) \geq p | A_b \chi] \geq 1999/2000. \]  

(6)

Let \( \mathcal{E}_{good} \) be the event that both \( \mathcal{E}_{full-buckets} \) and (6) hold. \( \mathcal{E}_{good} \) holds with probability \( \geq 999/1000 \) over the choice of \( A_b \). First note that conditioning on \( \mathcal{E}_{good} \), \( \Pr[\mathcal{E}_0 | A_b \chi] \leq \frac{1}{2000} \), easily giving the claim for \( j = 0 \). We now consider \( j \in [m] \). We consider any bucket,

\[ R = \left\{ j : [A_b \chi](j) \in \left[ r, r + 2\sqrt{2}c_3 ||\delta_1||^{1/2} \right] \right\}, \]

where \( r \) is some integer multiple of \( 2\sqrt{2}c_3 ||\delta_1||^{1/2} \). Roughly, since each index in \( R \) has a very similar value in \( A_b \chi \), each has nearly the same likelihood of being the largest entry in \( A_b X_1 \) below \( \tau = p + 2p^{1/2} \). Since \( \mathcal{E}_{full-buckets} \) occurs, there are at least \( c_4 \) of these indices
and thus if \( c_4 \) is large, none has very high probability of being the largest entry. Formally, we will show that, assuming \( \mathcal{E}_{good} \) holds, for each \( j \in R \),

\[
\Pr[A_b \chi] \leq \frac{1}{16}. \tag{7}
\]

Since this bound holds for all buckets in the range \([\|\chi\| - c_3 p^{1/2}, \|\chi\| + c_3 p^{1/2}]\), it will give the claim after arguing that no index with \( A_b \chi \) falling outside this range is likely to have \( \mathcal{E}(1, j) \) occur either.

**Indices in Buckets.** Each entry of \( A_b \delta_1 \) is identically distributed as an independent Chi-squared random variable with \( \|\delta_1\| \) degrees of freedom. Additionally, \( A_b \delta_1 \) is independent of \( A_b \chi \) since \( \delta_1 \) and \( \chi \) have disjoint supports. Consider \( j \in R \) with \( \Pr[|A_b \chi(j)| \geq \tau | A_b \chi] \geq 15/16 \). In this case, since \( \mathcal{E}(1, j) \) can only hold if \( |A_b \chi_1(j)| \leq \tau \), (7) trivially holds.

Next consider \( j \in R \) with \( \Pr[|A_b \chi_1(j)| \geq \tau | A_b \chi] \leq 15/16 \). By Lemma 6 there is some \( c \) with:

\[
\Pr \left[ |A_b \delta_1(j)| \geq \|\delta_1\| + c\|\delta_1\|^{1/2} \right] = \frac{1}{64},
\]

or equivalently since \( |A_b \chi_1(j)| = |A_b \chi(j)| + |A_b \delta_1(j)| \):

\[
\Pr \left[ |A_b \chi_1(j)| \geq |A_b \chi(j)| + \|\delta_1\| + c\|\delta_1\|^{1/2} | A_b \chi \right] = \frac{1}{64}.
\]

Setting \( r_2 = \min \left( |A_b \chi(j)| + \|\delta_1\| + c\|\delta_1\|^{1/2}, \tau \right) \) we thus have that

\[
\Pr[|A_b \chi_1(j)| \in [r_2, \tau] | A_b \chi] \leq \frac{1}{64}. \tag{8}
\]

Additionally, by Lemma 5 there is some \( r_1 \) with \( r_2 - r_1 = \Theta(\|\delta_1\|^{1/2}) \) such that:

\[
\Pr \left[ |A_b \chi_1(j)| \in [r_1, r_2] | A_b \chi \right] = \frac{1}{32},
\]

Since for all \( j' \in R \), \( |[A_b \chi(j)] - [A_b \chi(j')]| \leq 2\sqrt{2}c_3 \|\delta_1\|^{1/2} = O(\|\delta_1\|^{1/2}) \) we have \( r_2 = [A_b \chi(j')] + O(\|\delta_1\|^{1/2}) \) and thus again by Lemma 5, for all \( j' \in R \):

\[
\Pr \left[ |A_b \chi_1(j')| \in [r_1, r_2] | A_b \chi \right] = \Omega(1).
\]

If we set the constant \( c_4 \) large enough, since assuming \( \mathcal{E}_{good} \), \( |R| \geq c_4 \) we have:

\[
\Pr \left[ \exists j' \in R \setminus j : |A_b \chi_1(j')| \in [r_1, r_2] | A_b \chi \right] \geq \frac{31}{32}.
\]

If this event holds, we can only have \( \mathcal{E}(1, j) \) occur if \( |A_b \chi_1(j)| \) falls in \([r_2, \tau] \), which by (8) occurs with probability \( \leq \frac{1}{64} \) conditioned on \( A_b \chi \). Thus by a union bound we have:

\[
\Pr[\mathcal{E}_j | A_b \chi] \leq \frac{1}{16},
\]

giving (7) in this case.
Indices Outside Buckets. We now consider indices not falling in any bucket: that is, \( j \) with \( |A_b \chi(j)| \leq \|\chi\| - c_3 p^{1/2} \) or \( |A_b \chi(j)| \geq \|\chi\| + c_3 p^{1/2} \). For the later, to have \( \mathcal{E}_b(1,j) \) occur we must have \( |A_b \chi(j)| \leq \tau = p + 2p^{1/2} \) and thus \( |A_b \delta_1(j)| \leq \|\delta_1\| - (c_3 - 2) p^{1/2} \leq \|\delta_1\| - 2 / \sqrt{2}\|\delta_1\| \). By Lemma 6, this occurs with probability \( \leq 1/16 \) for all \( \|\delta_1\| \) as long as we set \( c_3 \) large enough. Similarly, for \( j \) with \( |A_b \chi(j)| \leq \|\chi\| - c_3 p^{1/2} \), with probability \( \geq 15/16 \), we will have \( |A_b \delta_1(j)| \leq \|\delta_1\| + c_3 p^{1/2} \) and thus \( |A_b \chi(j)| \leq 16 / p \). Since assuming \( \mathcal{E}_b(1,j) \), the maximum value of \( A_b \chi(j) \) bounded by \( \leq \delta_1 \) is \( \leq \|\chi\| + c_3 p^{1/2} \), thus \( \mathcal{E}_b(1,j) \) will not occur. Thus completes the argument in this case, giving that for all \( j \) with \( |A_b \chi(j)| \leq \|\chi\| - c_3 p^{1/2} \) or \( |A_b \chi(j)| \geq \|\chi\| + c_3 p^{1/2} \), \( \Pr[\mathcal{E}_b(1,j) \mid A_b \chi] \leq 1/16 \).

Removing Bound on \( \Delta \). Finally, we note that we can remove the assumption that \( \Delta \leq 1 \). If \( \Delta \leq 1 \) we can simply have \( \chi \) encompass some of the non-shared entries in \( \chi_1 \) until \( \|\chi\| \geq p / 2 \) and \( \|\delta_1\| \leq p / 2 \) as desired. The bound will go through as argued up to constants, since we will still have \( \frac{\|\delta_1\|}{p} = \Theta(\Delta) \) as in Claim 25 (note that we always have \( \Delta \leq 2 \)).

We can now complete the proof of Lemma 8. We have:

\[
\Pr[i_{1,b}(\chi_1) = i_{1,b}(\chi_2) \mid A_b \chi] = \sum_{j=0}^{m} \Pr[i_{1,b}(\chi_1) = i_{1,b}(\chi_2) = j \mid A_b \chi] \\
= \sum_{j=0}^{m} \Pr[i_{1,b}(\chi_1) = j \mid A_b \chi] \cdot \Pr[i_{1,b}(\chi_2) = j \mid A_b \chi] 
\]

(9)

where the second line follows from the fact that \( A_b \chi_1 \) and \( A \chi_2 \) are independent conditioned on \( A_b \chi \) since \( \delta_1 \) and \( \delta_2 \) are disjoint vectors. By Claim 26, with probability \( \geq 999/1000 \) over the choice of \( A_b \chi \) we can bound (9) by:

\[
\Pr[i_{1,b}(\chi_1) = i_{1,b}(\chi_2) \mid A_b \chi] \leq \sum_{j=0}^{m} \Pr[i_{1,b}(\chi_2) = j \mid A_b \chi] \cdot 1/16 = 1/16 
\]

(10)

where the last line follows simply since \( \sum_{j=0}^{m} \Pr[i_{1,b}(\chi_2) = j \mid A_b \chi] = 1 \). Since (10) holds with probability \( \geq 999/1000 \) over the choice of \( A_b \chi \), overall \( \Pr[i_{1,b}(\chi_1) = i_{1,b}(\chi_2)] \leq 1/16 + 1/1000 \).

Applying Claim 7 and a union bound gives that \( i_{1,b}(\chi_1) \neq i_{1,b}(\chi_2) \) and the gaps between the largest and second largest entries of \( A_b \chi_1 \) and \( A_b \chi_2 \) ( bounded by \( \tau \) ) are at least \( \geq \frac{p^{1/2}}{c_2 m} \) (or there is at most one such entry), and \( |A_b \chi_1(i_{1,b}(\chi_1)), A_b \chi_2(i_{1,b}(\chi_2)) | \geq p \) with probability \( \geq 1 - (1/16 + 1/1000) - 2/100 = .9165 \), giving the lemma.

A.3 Proof of Lemma 10

We now give the deferred proof of Lemma 10, which shows that two close inputs are likely to have the same intermediate neuron with the maximum potential \( \leq \tau \) in each bucket. We restate the lemma below.

> **Lemma 10.** Let \( \chi_1, \chi_2 \in \{0,1\}^n \) be two vectors with \( RD(\chi_1, \chi_2) \leq \Delta / \alpha \). Consider our construction with bucket size \( m = \frac{c_1 \log(1/\Delta)}{\sqrt{\Delta}} \). Then for sufficiently large constants \( c_1, c_2 \) and \( \alpha = O(\log(1/\Delta)^4) \), for any \( b \in [I] \), defining \( i_{1,b}(\cdot) \) and \( i_{2,b}(\cdot) \) as in Lemma 7, with probability \( \geq 0.97 \):

\begin{itemize}
  \item \( i_{1,b}(\chi_1) = i_{1,b}(\chi_2) \).
  \item For both \( j = 1, 2 \): \( i_{1,b}(\chi_j) \neq 0 \), \( |A_b \chi_j(i_{1,b}(\chi_j))| \geq p \), and \( |A_b \chi_j(i_{2,b}(\chi_j)) - A_b \chi_j(i_{2,b}(\chi_j))| \geq \frac{p^{1/2}}{c_2 m} \) or \( i_{2,b}(\chi_j) = 0 \).
\end{itemize}
**Proof.** By Lemma 7, with probability $\geq 99/100$, for all $i \in [m] \setminus i_{1.b}(X_1)$ with $|A_b X_1|(i) \leq \tau$:

$$[A_b X_1](i_{1.b}(X_1)) - [A_b X_1](i) = \Omega \left( \frac{p^{1/2}}{m} \right),$$

(11)

By a similar argument, with probability $\geq 99/100$, for all $i \in [m]$,

$$|\tau - (A_b X_1)| = \Omega \left( \frac{p^{1/2}}{m} \right).$$

(12)

Additionally, by standard sub-exponential concentration (as used in Lemma 6) with probability $\geq 99/100$, for both $i = 1, 2$ and all $i \in m$ we have $|\delta_1|(i) \leq O(\log m \cdot \parallel \delta_1 \parallel^{1/2})$. Note that $\log m = O(\log(1/\Delta))$. Additionally, by Claim 25, since $RD(X_1, X_2) \leq \Delta/\alpha$ for $\alpha = O(\log(1/\Delta)^4)$, we have for both $i = 1, 2$, $\parallel \delta_i \parallel \leq \Delta/\alpha = O \left( \frac{\Delta}{\log(1/\Delta)^4} \right)$. This gives that

$$O(\log m \cdot \parallel \delta_1 \parallel^{1/2}) = O \left( \frac{\Delta^{1/2} p^{1/2}}{\log(1/\Delta)} \right) = O \left( \frac{p^{1/2}}{m} \right).$$

By (11) we have for all $i \neq i_{1.b}(X_1)$ with $[A_b X_1](i) \leq \tau$:

$$[A_b X_2](i_{1.b}(X_1)) - [A_b X_1](i) = [A_b X_1](i_{1.b}(X_1)) - [A_b \delta_1](i_{1.b}(X_1)) + [A_b \delta_2](i_{1.b}(X_1)) - [A_b X_1](i) = \Omega \left( \frac{p^{1/2}}{m} \right).$$

By (12) we also have,

$$[A_b X_2](i_{1.b}(X_1)) = [A_b X_1](i_{1.b}(X_1)) - [A_b \delta_1](i_{1.b}(X_1)) + [A_b \delta_2](i_{1.b}(X_1)) \leq \tau.$$

and similarly, for all $i \neq i_{1.b}(X_1)$ with $[A_b X_1](i) \geq \tau$:

$$[A_b X_2](i) \geq \tau.$$

That is, $i_{1.b}(X_1)$ is the largest entry of $A_b X_2$ under $\tau$, and thus $i_{1.b}(X_1) = i_{1.b}(X_2)$.

Applying Lemma 7 and a union bound gives the second claim with overall probability

$$1 - 1/100 - 1/100 - 1/100 = 97/100.$$

\[\square\]

**B Detailed Analysis of the Sparsification Step via WTA**

**Proof of Claim 13**

**Proof.** Let $i = \arg \max_j \Phi(j) \leq \tau \Phi(j)$. For every neuron $j = \{1, \ldots, m\}$ in the input vector $\Phi$, let $\mathcal{R}(j)$ be the random variable that counts the number of rounds in which $j$ fires in a window of $T = \Theta(m^2 \log m)$ rounds. By the construction described above in which all $j$ with $\Phi(j) \geq \tau$ are inhibited with very strong weight, $\mathcal{R}(j) = 0$ w.h.p. for all such $j$. Thus we focus on $j$ with $\Phi(j) \leq \tau$. We show that if $\Phi(i) - \Phi(j) = \Omega \left( \frac{p^{1/2}}{m} \right)$ for $j \neq i$, then $\mathcal{R}(i) \gg \mathcal{R}(j)$ with probability at least $1 - \Theta(1/m)$.

First, let $P$ be the vector of firing probabilities of each intermediate neuron induced by the potentials in $\Phi$ (ignoring the entries that have been zero’d out since $\Phi(j) \geq \tau$). By (1) we have $P(i) = \frac{1}{1 + e^{-\Phi(i)}}$. Letting $s(x) = 1/(1 + e^{-x})$, we have $s'(x) \in \left[ \frac{1}{2}, \frac{4}{4} \right]$ for $x \in [0, 1]$
and can see that if $\overline{y}(i) - \overline{y}(j) = \Omega(1/m)$, then also $s(\overline{y}(i)) - s(\overline{y}(j)) = \Omega(1/m)$. That is, a gap of $\Omega(1/m)$ between $\overline{y}(i)$ and $\overline{y}(j)$ translates to a gap of $\Omega(1/m)$ between the firing probabilities $P(i)$ and $P(j)$. To ensure that $\overline{y}(i), \overline{y}(j)$ are in $[0,1]$, we can simply rescale the weights of the random connection matrix $A$ by $\frac{1}{2p}$ and shift them by $p$ by adding a bias of $p$ to each intermediate neuron. By Corollary 9, before this shift and scaling, $\overline{y}(i) \in [p, p + 2p^{1/2}]$, so afterwards, $\overline{y}(i) \in [0,1]$. For all $j \neq i$, since by Corollary 9 we had $\overline{y}(i) - \overline{y}(j) = \Omega(\frac{1}{m})$

we still have $\overline{y}(i) - \overline{y}(j) = \Omega(\frac{1}{m})$ as required and thus $P(i) - P(j) = \Omega(\frac{1}{m})$

By Chernoff bound, with probability of at least $1 - c/m$,

$$R(i) \geq T \cdot P(i) - \sqrt{T \cdot P(i) \cdot c \log m} \quad \text{and} \quad R(j) \leq T \cdot P(j) + \sqrt{T \cdot P(j) \cdot c \log m}.$$ 

Hence, with probability $1 - 2c/m$ we get that

$$R(i) - R(j) \geq T \cdot (P(i) - P(j)) - \sqrt{T \cdot P(i) \cdot c \log m} - \sqrt{T \cdot P(j) \cdot c \log m}.$$

$$\geq T \cdot (P(i) - P(j)) - 2 \sqrt{T \cdot P(i) \cdot \log m} = \Omega(T/m) - O(\sqrt{T \cdot \log m})$$

by taking $T = c' \cdot m^2 \log m$ for a sufficiently large constant $c'$.

Since the incoming weight of each neuron $y_{i,j}$ is $\overline{y}(i) - \overline{y}(j) = \omega(1)$, we get that $y_{i,j}$ fires with probability of $1 - \Theta(1/m)$. By doing a union bound over all $m - 1$ neurons, and taking large enough constants, we get that with probability at least $99/100$, all neurons $y_{i,j}$ fire for every $j \neq i$. Hence, $z_i$ is the only firing neuron in $Z$.

Recall that in Step (1), every input vector $\overline{X}_i$ is projected into $\ell$ vectors $\overline{Y}_{i,b} = A_b \cdot \overline{X}_i$ for every $b \in \{1, \ldots, m\}$. On each such vector $\overline{Y}_{i,b}$ we apply the WTA circuit and get a vector $\overline{Z}_{i,b}$. Let $Z_i = Z_{i,1} \circ Z_{i,2} \circ \ldots \circ Z_{i,\ell}$ for $\ell = O(\log(t_m/\delta))$, where $\circ$ denotes vector concatenation.

We conclude this section by showing that the relative gap between input patterns $\overline{X}_i, \overline{X}_j$ is reflected in their output vectors of the WTA circuit. By combining Claim 13 with Cor. 9 and 11, we prove Lemma 12 which completes the correctness of Step (II).

**Proof of Lemma 12**

**Proof.** First observe that for every input $\overline{X}_i$, there are at most $\ell$ non-zero entries in $Z_i$ since the threshold gates fire only if there is a sufficient gap in the firing rates. (I) For a fixed pair $\overline{X}_i, \overline{X}_j$ of far patterns, let $B_{i,j}$ be the set of all buckets $b$ where $\arg \max_{r \in \{m\} \cdot \overline{Y}_{i,b}(r)} \neq \arg \max_{r \in \{m\} \cdot \overline{Y}_{j,b}(r)}$ and the gap between largest and second largest entries in both vectors $\overline{Y}_{i,b}$ and $\overline{Y}_{j,b}$ is $\Omega(p^{1/2}/m)$. By Cor. 9, with probability $1 - \delta$, for every pair of far patterns $\overline{X}_i, \overline{X}_j$, $|B_{i,j}| \geq 0.9 \cdot \ell$.

By Claim 13, if $\overline{Y}_{i,b}$ has a desired gap between the largest entry and other entries then, with probability $p = 99/100$, $\overline{Z}_{i,b}$ has exactly one winning entry corresponding to $\arg \max(\overline{Y}_{i,b})$. In expectation the vectors $\overline{Z}_{i,b}$ differ in $p \cdot |B_{i,j}|$ buckets. Thus by applying Chernoff bound overall $k^2$ pairs, in $0.9\ell$ of the buckets, the WTA picks a distinct winner for the $\overline{X}_i$ and $\overline{X}_j$ patterns. Thus, $\text{supp}(Z_i) \cap \text{supp}(Z_j) \geq 0.9\ell$.

(II) For a fixed pair $\overline{X}_i, \overline{X}_j$ of close patterns, let $B_{i,j}$ be the set of all buckets $b$ where $\arg \max_{r \in \{m\} \cdot \overline{Y}_{i,b}(r)} = \arg \max_{r \in \{m\} \cdot \overline{Y}_{j,b}(r)}$ and the gap between largest and second largest entries in both vectors $\overline{Y}_{i,b}$ and $\overline{Y}_{j,b}$ is $\Omega(p^{1/2}/m)$. By Cor. 11 with probability $1 - \delta$, for every pair of close patterns $\overline{X}_i, \overline{X}_j$, $|B_{i,j}| \geq 0.91 \cdot \ell$. By applying Claim 13 and Chernoff bound overall $k^2$ pairs, in at least $0.9 \cdot \ell$ of the buckets, the selected winner is the same with probability of $1 - \delta$, implying that $\text{supp}(Z_i) \cap \text{supp}(Z_j) \geq 0.9 \cdot \ell$. \hfill $\blacktriangleleft$
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Abstract
We establish a new notion of tropical convexity for signed tropical numbers. We provide several equivalent descriptions involving balance relations and intersections of open halfspaces as well as the image of a union of polytopes over Puiseux series and hyperoperations. Along the way, we deduce a new Farkas’ lemma and Fourier-Motzkin elimination without the non-negativity restriction on the variables. This leads to a Minkowski-Weyl theorem for polytopes over the signed tropical numbers.
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1 Introduction
Tropical convexity is an important notion with applications in several branches of mathematics. It arises from the usual definition of convexity by replacing $+$ with $\max$ and $\cdot$ with $\max$. This notion has been studied for several years involving different approaches from extremal algebra [36], idempotent semirings [18], max-algebra [16], convex analysis [15], discrete geometry [20], matroid theory [22]. So far, it was mainly studied in $T_{\max} = \mathbb{R} \cup \{-\infty\}$. Indeed, this is essentially a restriction to the tropical non-negative orthant, as $r \geq -\infty$ for all $r \in T_{\max}$, where $-\infty$ is the tropical zero element. We remedy this restriction by introducing a notion of tropical convexity involving all orthants. We give our main points of motivation for our generalization.

Mean payoff games are equivalent to feasibility of a tropical linear inequalities
\begin{equation}
\bigoplus_{j \in J_i} a_{ij} + x_j \geq \bigoplus_{j \in [n] \setminus J_i} a_{ij} + x_j \quad \forall j \in [m],
\end{equation}
where $a_{ij}, x \in T_{\max}^n$, for $i \in [n]$, see [3]. This problem is in $\text{NP} \cap \text{co-NP}$, but no polynomial-time algorithm is known [26]. Furthermore, the latter feasibility problem is intimately related to the feasibility problem for classical linear inequality systems [33, 6]. This connection has recently lead to a construction showing that certain interior point methods are not strongly polynomial [7]. The tropical linear feasibility problem is also a special scheduling problem [31] and it can be considered as a particular disjunctive programming problem [13].
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In the context of mean payoff games, signs can be used to represent the two sides of the inequality (1). This system can be concisely written as $A \odot x \geq 0$, $x \geq 0$, where $O$ represents the vector of $-\infty$’s, and $A \in \mathbb{T}_2^{n \times n}$ is a matrix with $A_{ij} = a_{ij}$ if $j \in J_i$ and $A_{ij} = \ominus a_{ij}$ if $j \notin J_i$. Here, $\ominus a_{ij}$ represents a tropically negative number (note that 5 and $-5$ are tropically positive, while $\oplus 5$ and $\ominus -5$ are tropically negative).

Our main motivation is to extend some of the basic concepts and tools from convex geometry and polyhedral combinatorics to signed tropical numbers. Significant work has been done already in this direction, however, some fundamentals are still missing: in particular, a satisfactory notion of convexity for signed tropical numbers has not been given prior to this work.

Such an investigation is motivated both by algorithmic questions as well as in the context of recent developments in tropical geometry. Solving mean payoff games in polynomial time is a major open question. Developing tropical versions of polyhedral combinatorics tools may lead to new approaches to tackle this problem. For example, there is a relatively recent class of polynomial-time algorithms for linear programming are naturally formulated as deciding if the origin is in the convex hull of a set of points, see, e.g., [17]. Our convexity notion provides an analogous formulation for the tropical linear feasibility problem in terms of the signed convex hull of the coefficient vectors.

Signed tropical numbers have been used in important recent results in tropical geometry, for example, in the tropicalization of the simplex method [6]. The study of real tropicalization of semialgebraic sets [27] follows a similar spirit. Another approach to extend from $\mathbb{T}_2^\text{max}$ involving signs is to deduce the structure of a variety by “unfolding” it from the positive orthant into the other orthants, which is formalized by the patchworking introduced in [34] that has several applications in algebraic geometry.

Furthermore, separation theorems like Farkas’ lemma for linear programming have their easiest formulation in terms of separation from the origin leading to powerful generalizations to oriented matroids, see [11]. Our approach allows to formulate an analogous theory for tropical linear programming. This gives new possibilities for studying tropical normal fans and tropical hyperplane arrangements.

Arithmetic operations can be naturally extended from $\mathbb{T}_2^\text{max}$ to the set of signed tropical numbers $\mathbb{T}_2^\pm$. There is however a critical case of degeneracy, namely, adding a positive and a negative number of the same absolute value. In the context of the formulation (1), this corresponds to allowing the same variable $x_j$ on both sides with the same $a_{ij}$ term. Introducing balanced numbers are a standard way to carry out such additions: $5 \oplus (\ominus 5) = \bullet 5$, thus obtaining the symmetrized semiring. Unfortunately, it is not possible to order this structure, and hence, it is desirable to study the geometry restricted to the signed numbers $\mathbb{T}_2^\pm$.

1.1 Our Contributions

Tropical convexity has been well-studied for $\mathbb{T}_2^\text{max}$ (see [6]). Balanced numbers constitute an important challenge in extending this notion to signed tropical numbers. Consider for example the points $(1, 1)$ and $(\ominus 1, \ominus 1)$ in $\mathbb{T}_2^\pm$. It is natural to include all points $(a, a)$ and $(\ominus a, \ominus a)$ for $a \leq 1$ as well as $(-\infty, -\infty)$ as the convex combinations of these points. Our convexity notion will additionally include every point of the form $(a, b)$, $(\ominus a, \ominus b)$, $(\ominus a, b)$, and $(a, \ominus b)$ for $a, b \leq 1$; thus, the convex combination of these two points in $\mathbb{T}_2^\pm$ will be a rectangle rather than a line segment. We obtain these combinations by “resolving” the balanced combination $(\bullet 1, \bullet 1)$ of these two points.

Our definition of signed tropical convexity (Definition 3.1) just arises from the usual definition of tropical convexity by replacing equality “=” with the balance relation “$\neq$” first introduced in [1]. We provide multiple arguments justifying why this is the right...
definition. A standard way to introduce the tropical semiring is via Puiseux lifts. It turns out (Theorem 3.14) that this construction yields the tropicalization of the union of all possible lifts. This notion of signed tropical convexity also comes up naturally in the context of hyperoperations (Section 3.3). Instead of balanced numbers, hyperoperations have a multi-valued addition of signed numbers. Defining convexity for hyperoperations coincides with our notion. However, the advantage of using balanced numbers is to maintain a finite representation for computations.

Certain properties of the signed tropical convex hull are surprising and, compared to usual convexity, harder to deal with. For example, in contrast to the classical notion, there is no unique minimal generating set of a convex set: the convex hulls of the points \{ (1, 1), (⊖1, ⊖1) \} and of \{ (1, ⊕1), (⊖1, 1) \} coincide. The duality of signed tropical convex hulls and tropical linear inequality systems is reflected in the dual notions of non-negative kernel (22) and open tropical cones (23). We formalize a new version of Farkas' lemma (Theorem 4.6) for signed tropically convex sets. We deduce it in a geometric way from new versions of Fourier-Motzkin elimination for signed numbers (Theorem 4.14 and Corollary 4.15).

There is a curious difference between open and closed signed tropical halfspaces in our framework. Whereas open halfspaces are always convex, closed halfspaces are typically not. In fact, even signed tropical hyperplanes are convex in very special cases only (Example 3.8). Whereas we show that the convex hull of a set of points coincides with the intersection of all open halfspaces containing these points (Theorem 5.1), the analogous statement is not true for closed tropical halfspaces (Remark 5.3).

Nevertheless, we can derive a Minkowski-Weyl theorem (Theorem 5.4): for every finite set of points, their convex hull can be obtained as the intersection of finitely many closed halfspaces, and conversely, if the intersection of a finite set of closed halfspaces is convex (which is not always the case), it can be obtained as the convex hull of a finite set of points. The proof of the first direction is based on a version of Fourier-Motzkin elimination for non-strict inequalities. However, the elimination procedure may create balanced coefficients that have to be resolved by signed numbers. Such a transformation can be easily obtained for the case of strict inequalities (Theorem 4.12), but becomes rather challenging in the non-strict case. In fact, our proof (Proposition 5.7) only shows existence, but does not even yield a finite algorithm.

Finally, we relate our notion to the known concept of tropical convexity over \(T_{≥0}\). We show that the signed tropical convex hull can be obtained as the union of unsigned hulls in each orthant (Theorem 6.4).

1.2 Related Work

Our notion of signed tropical convexity heavily relies on the concept of the symmetrized tropical semiring \(S\), which goes back to [1], and was further developed in [4, 32], among others. Signed numbers arise in the context of tropical convexity in [6], however only as coefficients for an inequality system. The technically difficult aspects are the necessary properties of equality and order relations. While [4] also developed different notions replacing orders or equalities, they do not provide all necessary concepts to deal with the new notion of tropical convexity. The relations \(≥, ⊪\) and \(>\) we use also appear in the context of hyperfields in [27], where images of semi-algebraic sets are studied. The duality of the tropical analog of polar cones in [23] can be considered as a predecessor of our duality in Section 4.1. Infeasibility certificates for linear inequality systems were deduced from the duality of mean payoff games in [25, 9]. A tropical version of Fourier-Motzkin elimination was established in [8]. The latter results rely on the (tropical) non-negativity of the variables and cannot be transferred directly to our setting, as we discuss also in Remark 4.18 and Remark 4.7. The tropicalizations of
polynomials [21] or more general semialgebraic sets [27] leads to the image of a single object. However, our construction naturally leads to the tropicalization of a union of polytopes arising as the convex hull of lifts of points. This is in some sense dual to the representation established in [27], where all satisfied equations and inequalities are needed to describe the tropicalization of a single object. Parallel to our work, similar structures for signed numbers are developed in [5, 2].

2 Signed Numbers and Orderings

We introduce the necessary terminology for our purposes. For a recent comprehensive introduction to signed numbers and the symmetrized semiring, see [4].

2.1 Signed Numbers

We define the signed tropical numbers $T_{\pm}$ by glueing two copies of $(\mathbb{R} \cup \{-\infty\})$ at $-\infty$. One copy is declared the non-negative tropical numbers $T_{\geq 0}$ (this is often denoted by $T_{\max}$ in the literature), the other copy forms the non-positive tropical numbers $T_{\leq 0}$. Most of the time, we denote $-\infty$ by $0$ as it is the tropical zero element. The elements in $T_{\leq 0} \{0\}$ are marked by the symbol $\ominus$. The signed tropical numbers $T_{\pm}$ have a natural norm $|.|$ which maps each element of $T_{\geq 0}$ to itself and removes the sign of an element in $T_{\leq 0}$. This gives rise to the order

$$x \leq y \Leftrightarrow \begin{cases} x \in T_{\leq 0} \text{ and } y \in T_{\geq 0} \\ x \leq y \text{ for } x, y \in T_{\geq 0} \\ |x| \geq |y| \text{ for } x, y \in T_{\leq 0} \end{cases}.$$  

(2)

Furthermore, we obtain the strict order $x < y \Leftrightarrow x \leq y \land x \neq y$. The tropical signed space $T_{d}^{\pm}$ is the union of $2^{d}$ orthants which are copies of $T_{\geq 0}$ glued along their boundary.

2.2 Balanced Numbers

To develop the technical tools for dealing with signed numbers, we use the symmetrized semiring $S$ which forms a semiring containing $T_{\pm}$, introduced in [1]. This semiring is constructed with a third copy of $\mathbb{R} \cup \{0\}$ by glueing again at $0$. We denote the third copy, the balanced numbers, by $T_{\bullet}$ and mark the elements by the symbol $\bullet$. Unfortunately, the symmetrized semiring $S$ cannot be ordered. We extend the norm $|.|$ in such a way that it removes the $\bullet$ from an element in $T_{\bullet}$ and leaves the corresponding element in $T_{\geq 0}$. The complementary map tsgn from $S$ to $\{\ominus, \ominus, \bullet, 0\}$ remembers only in which of the sets an elements lies: positive tropical numbers $T_{> 0} = T_{\geq 0} \setminus \{0\}$, negative tropical numbers $T_{< 0} = T_{\leq 0} \setminus \{0\}$, balanced non-zero tropical numbers $T_{\bullet} \setminus \{0\}$ or the tropical zero $\{0\}$.

Next, we define the binary operations of the semiring. For $x, y \in S$, we define the addition by

$$x \oplus y = \begin{cases} \arg\max_{x,y}(|x|, |y|) & \text{if } |\chi| = 1 \\ \bullet \arg\max_{x,y}(|x|, |y|) & \text{else} \end{cases}.$$  

(3)

where $\chi = \{ \text{sgn}(\xi) \mid \xi \in (\arg\max(|x|, |y|)) \}$. Note that we omit the sign for elements in $T_{\geq 0}$. For the multiplication we set

$$x \odot y = (\text{sgn}(x) \ast \text{sgn}(y))(|x| + |y|),$$  

(4)

where the $\ast$-multiplication table is the usual multiplication of $\{-1, 1, 0\}$ for $\{\ominus, \ominus, \bullet\}$ with the additional specialty that multiplication with $0$ yields $0$. 


The operations $\oplus$ and $\odot$ extend to vectors and matrices componentwise. Observe that the operations agree with the usual max-tropical operations on $T_{\geq O}$.

We can also consider $\ominus$ as a unary selfmap of the semiring; to this extent, we set

$$
\ominus x = \begin{cases} 
    \ominus x & \text{if } x \in T_{> O} \\
    |x| & \text{if } x \in T_{< O} \\
    x & \text{if } x \in T_{\bullet}
\end{cases}
$$

The map $\ominus : S \to S$ is a semiring homomorphism. In particular, this justifies to write $a \ominus b$ for $a \oplus (\ominus b)$.

Furthermore, the absolute value fulfills $|a \oplus b| = |a| \oplus |b|$ by definition of the addition.

**Example 2.1.** Using the definitions, we see that $-5$ is positive, $\ominus 6$ and $\ominus -6$ are negative, $\bullet 3$ is balanced. Furthermore, the absolute value of $-5$ is $|-5| = -5$, of $\ominus 6$ is $|\ominus 6| = 6$, and $|\bullet 3| = 3$. Some simple sums are $3 \oplus (\ominus 3) = \bullet 3$, $-3 \oplus 5 = 5$, $-3 \ominus (\ominus 5) = \ominus 5$, $\bullet 2 \ominus 4 = 4$, $\ominus 3 \ominus (\ominus -5) = \ominus -3$. Finally some simple products are $\bullet 3 \ominus 5 = \bullet 8$, $\ominus 4 \ominus -6 = \ominus -2$, $\ominus 1 \ominus (\ominus 1) = \ominus 2$, $\bullet 3 \ominus \ominus 0 = \ominus 0$, $\ominus 4 \ominus \ominus 0 = \ominus 0$.

### 2.3 Extending the Order

As already mentioned, the semiring $S$ cannot be ordered in a consistent way with respect to its binary operations. However, we will equip it with some binary relations, which partly fulfill the tasks of an order. They occur under a different terminology in [27]; see 3.3.

#### 2.3.1 Signed Order

Even if $S$ cannot be ordered totally, we can extend the ordering from $T_{\pm}$ partially by setting

$$
x > y \iff x \ominus y \in T_{> O}.
$$

This is equivalent to

$$
x > y \iff \begin{cases} 
    x > y & \text{for } x, y \in T_{\pm}, \text{ see (2)} \\
    x > |y| & \text{for } x \in T_{\pm}, y \in T_{\bullet} \\
    \ominus |x| > y & \text{with } x \in T_{\bullet}, y \in T_{\pm}
\end{cases}
$$

Note that there are pairs in $T_{\pm} \times T_{\bullet}$ and in $T_{\bullet} \times T_{\pm}$ which are not comparable. In particular, the signed numbers

$$
\{ x \in T_{\pm} \mid x \not< a \text{ and } x \not> a \} ,
$$

which are incomparable to $a \in T_{\bullet}$ via “$<$”, form the interval

$$
U(a) := |\ominus |a|, |a| := \{ x \in T_{\pm} \mid \ominus |a| \leq x \leq |a| \}.
$$

We also denote the set incomparable to a signed element $a \in T_{\pm}$, which is only the singleton $\{ a \}$, by $U(a)$. We extend this to vectors by setting $U(v) = \prod_{i \in [d]} U(v_i)$. Note that also no pair in $T_{\bullet} \times T_{\bullet}$ is comparable.

The relation (6) gives rise to a non-strict relation

$$
x \geq y \iff x > y \text{ or } x = y
$$

which turns out to be a partial order in Corollary 4.9.
Observe that the ordering is compatible with the reflection map, in the sense that
\[ x \geq y \iff \ominus y \geq \ominus x . \]  
(9)

A useful property of strict inequalities is that they can be added together.

**Lemma 2.2.** For \( a, b, c, d \in S \), we have the implication
\[ a < b \text{ and } c < d \implies a \oplus c < b \oplus d . \]  
(10)

**Proof.** By definition, we first get \( b \ominus a > O \) and \( d \ominus c > O \). As addition is closed in \( T_{>0} \), this yields \( b \ominus a \ominus d \ominus c > O \). The claim follows from (5). \( \blacktriangleleft \)

**Remark 2.3.** In general, the strict and non-strict partial order \( < \) and \( \leq \) on \( S \) is not compatible with addition. The inequality \( 3 < 4 \) does not imply \( 3 \oplus 5 < 4 \oplus 5 \), and \( 3 \leq 4 \) does not imply \( \ominus 4 = 3 \ominus 4 \leq 4 \ominus 4 = \cdot 4 \). This is the main motivation for introducing the relation \( \models \) below, which is not an ordering (as it lacks transitivity) but it is compatible with the addition.

An advantage of strict inequalities is the validity of
\[ a \oplus b > c \iff a > c \ominus b . \]

The analogous reformulation
\[ a \oplus b \geq c \iff a \geq c \ominus b . \]

is wrong in general. For example, \( 2 \oplus 5 \geq 5 \) but \( 2 \) is incomparable with \( 5 \ominus 5 = \cdot 5 \). However, such reformulations hold for the relation \( \models \), which we show in Lemma 2.6(a).

### 2.3.2 Balanced Relations

The balance relation \( \Delta \) was introduced in [1]; we will use the notation \( \bowtie \) in this paper. We define
\[ x \bowtie y \iff x \ominus y \in T_{\geq 0} . \]

The following characterizations are immediate from the definitions. For more properties of \( \bowtie \), we refer to [1, §IV].

**Lemma 2.4.** Let \( a, b \in S \).
(a) \( a \bowtie b \) is equivalent to \( (a \in T_\bullet, |a| \geq |b|) \lor (b \in T_\bullet, |b| \geq |a|) \lor (a = b) \).
(b) If \( b \in T_{\pm} \), then \( a \bowtie b \) is equivalent to \( b \in \mathcal{U}(a) \).

**Remark 2.5.** Note that \( \bowtie \) is not an equivalence relation, as the example
\[ 1 \bowtie \cdot 6, \quad \cdot 6 \bowtie 3, \quad \text{but } 1 \nmid 3 \]
shows.

We introduce the binary relation
\[ x \models y \iff x > y \text{ or } x \bowtie y \iff x \ominus y \in T_{\geq 0} \cup T_\bullet . \]  
(11)

Note that \( a \bowtie b \) is equivalent to \( (a \equiv b) \lor (a \nmid b) \). Remark 2.5 shows that \( \models \) is not a partial order.

Recall from Remark 2.3 that bringing terms to the other side of a non-strict inequality with \( \geq \) is not valid in general. The next lemma shows, among other simple properties, that \( \models \) is compatible with the semiring operations; the proof is deferred to the Appendix.
Lemma 2.6. Let \(a, b, c, d \in \mathbb{S}\).
(a) \(a \oplus c \equiv b \iff a \not\equiv b \oplus c\)
(b) \(a \not\equiv b \land c \not\equiv d \Rightarrow a \oplus c \equiv b \oplus d\).
(c) If \(c \in \mathbb{T}_{\geq 0}\), then \(b \not\equiv c\) and \(c \not\equiv a\) imply \(b \equiv a\).
(d) \(a \not\equiv b\) implies \(c \oplus a \oplus d \equiv c \oplus b \oplus d\) for \(c \in \mathbb{T}_{\geq 0}\) and \(c \oplus b \oplus d \equiv c \oplus a \oplus d\) for \(c \in \mathbb{T}_{\leq 0}\).

3 Tropical Convexity of Signed Numbers

3.1 Signed Tropical Convex Combinations

Let us recall the notation that for a matrix \(A \in \mathbb{T}_{d \times n}^{\geq 0}\), and a vector \(x \in \mathbb{T}_{n}^{\geq 0}\), we denote by \(A \odot x \in \mathbb{T}_{d}^{\geq 0}\) the tropical matrix product. The tropical convex hull \(\text{tconv}(A)\) of the columns of a matrix \(A \in \mathbb{T}_{d \times n}^{\geq 0}\), studied in [15, 18, 20], is defined as

\[
\text{tconv}(A) = \left\{ A \odot x \, | \, x \in \mathbb{T}_{n}^{\geq 0}, \bigoplus_{j \in [n]} x_j = 0 \right\} \subseteq \mathbb{T}_{d}^{\geq 0}.
\]

In this definition it is essential that all columns of \(A\) lie in the non-negative orthant \(\mathbb{T}_{d}^{\geq 0}\). For general matrices in \(\mathbb{T}_{d \times n}^{\geq 0}\), the product \(A \odot x\) may contain balanced entries. We now extend the notion of the tropical convex hull to \(\mathbb{T}_{d}^{\pm}\). Note that we switch freely between a matrix and its set of columns.

Definition 3.1 (Inner hull). The (signed) tropical convex hull of the columns of the matrix \(A \in \mathbb{T}_{d \times n}^{\pm}\) is defined as

\[
\text{tconv}(A) = \left\{ z \in \mathbb{T}_{d}^{\pm} \, | \, z \bowtie A \odot x, x \in \mathbb{T}_{n}^{\geq 0}, \bigoplus_{j \in [n]} x_j = 0 \right\} \subseteq \mathbb{T}_{d}^{\pm}.
\]

Such a set is a (signed) tropical polytope. The tropical convex hull of an arbitrary set \(M \subseteq \mathbb{T}_{d}^{\pm}\) is the union

\[
\text{tconv}(M) = \bigcup_{V \subseteq M, V \text{ finite}} \text{tconv}(V).
\]

A subset \(M \subseteq \mathbb{T}_{d}^{\pm}\) is tropically convex if \(M = \text{tconv}(M)\). This hull construction generalizes (12) because if \(A \in \mathbb{T}_{d \times n}^{\geq 0}\) then \(A \odot x \in \mathbb{T}_{d}^{\geq 0}\). In this case, Lemma 2.4(a) implies that \(z \bowtie A \odot x\) holds only for \(z = A \odot x\).

Using Lemma 2.4(b), we can write (13) equivalently as

\[
\text{tconv}(A) = \bigcup \left\{ U(A \odot x) \, | \, x \in \mathbb{T}_{n}^{\geq 0}, \bigoplus_{j \in [n]} x_j = 0 \right\} \subseteq \mathbb{T}_{d}^{\pm}.
\]

Example 3.2. The combinations of the tropical convex hull depicted in Figure 1, where balanced numbers occur, can be calculated via

\[
(-3) \odot \begin{pmatrix} 3 \\ 3 \end{pmatrix} \oplus \begin{pmatrix} 1 \\ 0 \end{pmatrix} = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad (-2) \odot \begin{pmatrix} 3 \\ 3 \end{pmatrix} \oplus \begin{pmatrix} 1 \\ 0 \end{pmatrix} = \begin{pmatrix} 1 \\ 1 \end{pmatrix}
\]

\[
\begin{pmatrix} 3 \\ 3 \end{pmatrix} \oplus (-1) \odot \begin{pmatrix} 4 \\ 2 \end{pmatrix} = \begin{pmatrix} 3 \\ 3 \end{pmatrix}, \quad (-1) \odot \begin{pmatrix} 3 \\ 3 \end{pmatrix} \oplus \begin{pmatrix} 4 \\ 2 \end{pmatrix} = \begin{pmatrix} 4 \\ 2 \end{pmatrix}.
\]

A more precise way, how these points can be used to determine the signed tropical convex hull, via the tropical convex hull of the intersection with each orthant is given in Theorem 6.4.
Figure 1 The signed tropically convex hull of \{ (3,3), (⊖1,⊖0), (⊖4,⊖2) \}. We omit labels for the axes as the origin is \((−∞, −∞)\) and therefore infinitely far away.

Remark 3.3. There is no unique minimal generating set in the usual sense as one can see from \(\text{tconv}(0,0), (⊖0,⊖0) = \text{tconv}(0,0), (⊖0,0))\).

We now derive some elementary properties of this convexity notion. The following are immediate from the definition, as (14) is just a componentwise construction.

Proposition 3.4. (a) The intersection of tropically convex sets is tropically convex. (b) The coordinate projection of tropically convex sets is tropically convex.

Next, we show that convexity follows already by showing the containment of line segments (Proposition 3.6), and that \(\text{tconv}(.)\) is a closure operator, i.e., the convex hull of a set is a tropically convex set (Proposition 3.7). The following technical lemma will be needed for these proofs. The next three proofs are deferred to the Appendix.

Lemma 3.5. (a) Let \(a ∈ S, b ∈ T_{±}, and z ∈ U(a ⊕ b)\). Then there exists an \(a′ ∈ U(a)\) such that \(z ∈ U(a′ ⊕ b)\). (b) If \(a ∈ U(x), b ∈ U(y), and c ∈ T_{±}, then U(c ⊙ a ⊕ b) ⊆ U(c ⊙ x ⊕ y)\).

Proposition 3.6. An arbitrary subset \(M ⊆ T_{±}^d\) is tropically convex if and only if the tropical convex hull \(\text{tconv}\{ p, q \}\) is contained in \(M\) for all \(p, q ∈ M\).

Proposition 3.7. For any matrix \(A ∈ T_{±}^{d×n}\), the convex hull \(\text{tconv}(A)\) is tropically convex. Consequently, \(\text{tconv}(\text{tconv}(A)) = \text{tconv}(A)\).

Example 3.8. A (signed) tropical hyperplane is of the form

\[
\text{Hyp}(a) = \{ x ∈ T_{±}^d \mid a ⊗ x ∈ T_{±}^d \}.
\]

It is easy to see that this set is tropically convex if \(|\text{supp}(a)| = 1\), where \(\text{supp}(a) = \{ i ∈ [d] \mid a_i ≠ O \}\). Therefore, using Proposition 3.4(a), we see that for a subset \(I ⊆ [d]\) and a point \(b ∈ T_{±}^d\), the set

\[
\{ z ∈ T_{±}^d \mid z_i = b_i \text{ for all } i ∈ I \}
\]

is tropically convex.

On the other hand, if \(|\text{supp}(a)| > 1\), then \(\text{Hyp}(a)\) is not tropically convex. To see this, let us assume that \(\text{supp}(a) ≥ \{1, 2\}\). Then \(p = (⊖a_2, a_1, O, . . . , O)\), \(q = (a_2, ⊖a_1, O, . . . , O)\) ∈ \(\text{Hyp}(a)\). Because of \(p ⊕ q = (●a_2, ●a_1, O, . . . , O)\), the point \((a_2, a_1, O, . . . , O)\) is contained in \(\text{tconv}(p, q)\). However, it is not an element of \(\text{Hyp}(a)\).
Example 3.9. For a vector \((a_0, a_1, \ldots, a_d)\) \(\in T_{d+1}^{±}\) we define the \textit{open signed (affine)} tropical halfspace

\[ H^+(a) = \left\{ x \in T_d^{±} \mid a \circ \begin{pmatrix} 0 \\ x \end{pmatrix} > O \right\}. \] (15)

An open signed tropical halfspace is tropically convex. Let \(c \in T_d^{±}, c_0 \in T^{±}, p, q \in T_d^{±}\) and \(\lambda, \mu \in T^{±}_<O\) with \(\lambda \oplus \mu = 0\). For \(p\) and \(q\) contained in the halfspace, we have \(c \circ p \oplus c_0 > O\) and \(c \circ q \oplus c_0 > O\), and by Lemma 2.2,

\[ c \circ (\lambda \circ p \oplus \mu \circ q) \oplus c_0 = \lambda \circ (c \circ p \oplus c_0) \oplus \mu \circ (c \circ q \oplus c_0) > O. \] (16)

If \(\lambda \circ p \oplus \mu \circ q\) has a balanced component \(b \in T_d^{±}\), then the value of \(c \circ (\lambda \circ p \oplus \mu \circ q) \oplus c_0\) cannot depend on this component as it is positive. Hence, we can replace that component by an element in \(U(b)\) and preserve the inequality (16).

Remark 3.10. Let \(P \subset T_d^{d\times d}\) be the set of permutation matrices with 0 as one and \(O\) as zero, and let \(D \subset T_d^{d\times d}\) be the set of matrices with diagonal entries from \(T^{±}\) and \(O\) else. Their union generates the multiplicative group of signed tropical transformations \(ST\). This group is the natural group of transformations which leaves the combinatorial structure of a subset of \(T_d^{±}\) unchanged. It provides a useful tool to simplify technical constructions.

Example 3.11. We want to describe the line segment \(t\text{conv}(p, q)\) for two points \(p, q \in T_d^{±}\). By suitable scaling with elements from \(ST\), we can assume that \(p = (0, \ldots, 0)\), and that the entries of \(q\) are ordered by increasing absolute value.

Figure 2 Several tropical line segments in the plane.
Analogous to the description in [20], one obtains a piecewise-linear structure where the breakpoints are determined by the absolute values of the components of \( q \). As an additional phenomenon, the line segments flip to another orthant at each tropically negative entry of \( q \). If the sign changes in \( \ell \) coordinates at once, the line segment has dimension \( \ell \). We visualize several examples for the two-dimensional case in Figure 2.

**Definition 3.12** (Conic hull). The signed tropical conic hull of the columns of \( A \) is

\[
\text{tcone}(A) = \bigcup_{\lambda \in \mathbb{T}_\geq_0} \mathcal{U}(A \odot \lambda).
\] (17)

The definition together with Proposition 3.7 yields the following.

**Corollary 3.13.** The conic hull of a subset of \( \mathbb{T}_d^\pm \) is tropically convex.

### 3.2 Image of Puiseux Lifts

The aim of this section is to relate our concept of convexity over \( \mathbb{T}_\pm \) to convexity over \( \mathbb{R} \). To achieve this, we move to another ordered field, the field of real Puiseux series \( \mathbb{K} = \mathbb{R}\langle\langle t \rangle\rangle \). This has proven to be a helpful concept in the study of tropical numbers with signs, see [35, 6, 27]. It is formed by formal Laurent series with exponents in \( \mathbb{R} \) and coefficients in \( \mathbb{R} \). The exponent sequence is strictly decreasing and it has no accumulation point. This ordered field is equipped with a non-archimedean valuation \( \text{val} \) which maps all non-zero elements to their leading exponent and zero to \( \mathbb{O} = -\infty \). Additionally, the map \( \text{sgn}: \mathbb{K} \to \{\ominus, \mathbb{O}, \oplus\} \) yields the sign of an element. This gives rise to the signed valuation \( \text{sval}: \mathbb{K} \to \mathbb{T}_\pm \) which maps an element \( k \in \mathbb{K} \) to \( \text{sgn}(k) \text{val}(k) \). It is enough to think of Puiseux series as polynomials in \( t \) with arbitrary exponents and coefficients in \( \mathbb{R} \).

The tropicalization of structured sets over \( \mathbb{K} \), i.e., the study of the image of a subset of \( \mathbb{K}^d \) is a technique which is widely used in tropical geometry. We introduced a concept purely on the tropical side. We will see in Theorem 3.14, that signed tropically convex sets are not the image of the valuation of a single convex hull but of a whole union, ranging over the fibers of tropical points.

In some sense, this is complementary to the main result in [27]. While they consider semialgebraic sets over \( \mathbb{K} \) in general, polytopes, i.e., the convex hull of finitely many points in \( \mathbb{K}^d \), can be considered as a special case. They show that one has to tropicalize all semialgebraic relations fulfilled by a set to describe its image under the signed valuation map.

Recall that for our concept of tropical convexity over \( \mathbb{T}_\pm \) the image of a single polytope under the signed valuation may not be tropically convex as the Example B.1 shows. It is subject to further work to study the special case of polytopes (as semialgebraic sets) from [27] and to see which properties such a notion of signed tropical polytopes could provide.

Note that the next statement is valid for more general fields with a non-trivial non-archimedean valuation \( \text{val} \) which is surjective onto \( \mathbb{T}_\geq_0 \). The proof is given in the Appendix.

**Theorem 3.14.** The signed hull \( \text{tconv}(A) \) is the union of the signed valuations for all possible lifts

\[
\text{tconv} A = \bigcup_{\text{sval}(A) = A} \text{sval} \left( \text{conv} \left( \text{sval}^{-1}(A) \right) \right).
\]

**Remark 15.** Theorem 3.14 generalizes [21, Proposition 2.1], since \( \text{val} \) is a semiring homomorphism from \( \mathbb{K}_{\geq 0} \) to \( \mathbb{T}_\text{max} = \mathbb{T}_{\geq 0} \).

**Corollary 3.16.** The tropical convex hull is the union of the convex hulls of the lifts, i.e.,

\[
\text{tconv}(A) = \text{sval} \left( \text{conv} \left( \text{sval}^{-1}(A) \right) \right).
\]
3.3 Convex Hull from Hyperoperation

As we shall see in Proposition 3.17, our signed tropical convex hull from Definition 3.1 is a natural generalization of the classical convex hull as image of a simplex to hyperoperations. In recent years, hyperfields found their way into matroid theory due to the work [12] building on [30] and [35]. While hyperfields have been used in tropical geometry [27] from an algebraic point of view, they were not used to describe intrinsically defined geometric objects before.

We introduce the necessary notions for hyperfields to define a signed convex hull and compare our binary operations with hyperfield operations (20). Let us briefly introduce the real plus-tropical hyperfield $\mathbb{H}$, see [35]. It has the multiplicative group $(\mathbb{T}_\pm, \circ)$ and its additive hyperoperation on $\mathbb{T}_\pm$ is given by

$$
\begin{align*}
x \oplus y &= \begin{cases} 
\arg\max_{x,y}(|x|,|y|) & \text{if } \chi \subseteq \{+,\O\} \text{ or } \chi = \{-\} \\
|x||y| & \text{else}.
\end{cases}
\end{align*}
$$

We see that the latter addition for non-balanced numbers $x, y \in \mathbb{T}_\pm$ differs from the Definition in (3) in that it has a multi-valued result in the powerset of $\mathbb{T}_\pm$. A balanced outcome $x \in \mathbb{T}_\pm$ is replaced with the interval $\mathcal{U}(z) = [-|z|, |z|]$. One can extend the operations again componentwise and use the symbol $\Box$ for the product of two matrices or vectors. In particular, the operation $\Box$ agrees with $\circ$ on $\mathbb{T}_\pm$. The addition is set-valued in $\mathbb{H}$ if and only if it would be balanced in $\mathcal{S}$. It agrees with $\oplus$ on $\mathbb{T}_{\geq 0}$.

We recall the order relations used in [27] for the multiplicative real tropical hyperfield. Note that they use the multiplication $\circ = "\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\cdot\otimes_1^k \mathbb{T}_\leq 0 \mathbb{S}^d$.
With this notion, one can write $tconv(A) = \bigcup_{z \in A \otimes \Delta_d} U(z)$. By using the hyperoperations in $H$, we can naturally consider the image of the tropical standard simplex $\Delta_k = \{ \lambda \mid \bigoplus_{t \in [k]} \lambda_t = 0 \}$ with respect to matrix multiplication by $V \in T_{d \times k}^\pm$ as a subset of $T_d^\pm$.

**Proposition 3.17.**

$V \boxtimes \Delta_d = tconv(V)$.

**Proof.** This follows directly by the definition of the set-valued addition in (18) from (13) with $U(z) = [\ominus|z|, |z|]$ for $z \in T_\bullet$. ▶

In Appendix B, we compare our convexity notion to $\mathcal{B}$-convexity studied in the literature [15], as well as a cancellative sum construction used in [14].

4 Farkas’ Lemma and Fourier-Motzkin Elimination

4.1 Convexity and Tropical Linear Feasibility

For a matrix $A = (a_{ij}) \in T_{n \times d}^\pm$, we define the non-negative kernel

$$\ker_+ (A) = \{ x \in T_{n \times d}^\geq \setminus \{ O \} \mid A \otimes x \succ O \} \quad (22)$$

This corresponds to the classical definition of a polyhedral cone in the form $Ax = 0, x \geq 0, x \neq 0$. We replace “=” by “$\succ$” and “$\geq$” by “$\succ$”. In terms of the non-negative kernel, we can express containment in the convex hull as follows.

**Proposition 4.1.** For $A \in T_{d \times n}^\pm$ and $b \in T_{d}^\pm$ we have

$$b \in tconv(A) \Leftrightarrow \ker_+ \left( \begin{array}{cc} A & \ominus b \\ 0 & \ominus 0 \end{array} \right) \neq 0 \, .$$

**Corollary 4.2.** The origin $O$ is in the convex hull $tconv(A)$ if and only if the non-negative kernel $\ker_+ (A)$ is not empty.

**Proof.** Setting $b = O$ in Proposition 4.1 implies the equivalence with the definition from (22). ▶

We now define the open tropical cone as the dual to the non-negative kernel (22).

$$\text{sep}_+ (A) = \{ y \in T_{d}^\pm \mid y^\top \otimes A > O \} \quad (23)$$

The name is motivated by the use of the elements of $\text{sep}_+ (A)$ as separators of the columns of $A$ from the origin. Note that the condition “$> O$”, in particular, means that the product “$y^\top \otimes A$” is comparable with $O$ and, equivalently, is in $T_{> O}$.

We can also define $\ker_+ (A)$ and $\text{sep}_+ (A)$ for $A \in S_{d \times n}$. However, this does not provide a wider class of objects. This follows by replacing a balanced number by $O$ in $\ker_+ (A)$ and applying Theorem 4.12 for $\text{sep}_+ (A)$. We still extend the definition to these more general matrices, as it will lead to simplified arguments.
Example 4.3. In the next example we work with the semiring \((\mathbb{R}_{\geq 0}, \max, \cdot)\), as it provides a more natural picture of the behaviour around the origin in the different orthants. Instead of the semiring defined on \(\mathbb{R} \cup \{-\infty\}\) with operations “\(\max\)” and “\(+\)”, one can isomorphically use the semiring \(\mathbb{R}_{> 0} \cup \{0\}\) with “\(\max\)” and “\(\cdot\)”. The exponentiation map

\[
\exp: \mathbb{R} \cup \{-\infty\} \to \mathbb{R}_{> 0} \cup \{0\}
\]

yields an isomorphism between these two semirings. One can further extend this mapping to \(T_{\pm}\) by setting

\[
x \mapsto \text{sgn}(x) \exp(|x|). \]

Note that the image of \(S\) involves a balanced version of positive numbers as it decomposes into the union \(\mathbb{R}_{> 0} \cup \mathbb{R}_{< 0} \cup \mathbb{R}_{> 0} \cup \{0\}\).

The dotted black shape in Figure 3 depicts the \((\max, \cdot)\)-convex hull of the columns of the matrix \(A = \begin{pmatrix} 3 & 1 & -2 \\ 1 & 4 & 3 \end{pmatrix}\). The combinations, where balanced numbers occur, are

\[
\begin{align*}
\frac{1}{2} \cdot \begin{pmatrix} -2 \\ 3 \end{pmatrix} \oplus \begin{pmatrix} 1 \\ 4 \end{pmatrix} &= \begin{pmatrix} 1 \\ 4 \end{pmatrix} & \frac{2}{3} \cdot \begin{pmatrix} 3 \\ 1 \end{pmatrix} \oplus \begin{pmatrix} -2 \\ 3 \end{pmatrix} &= \begin{pmatrix} 2 \\ 3 \end{pmatrix}.
\end{align*}
\]

The blue shaded area is \(\text{sep}_+(A)\). The configuration visualizes Theorem 4.4, as \(\text{sep}_+(A)\) is not empty and the \((\max, \cdot)\)-convex hull of \(A\) does not contain the origin.

Let us now show that weak duality holds between the non-negative kernel and the open tropical cone:

Theorem 4.4 (Weak duality). For a matrix \(A \in T_{d \times n}^{\pm}\) at least one of the sets \(\ker_+(A)\) and \(\text{sep}_+(A)\) is empty. Equivalently, for an arbitrary vector \(y \in T_d^+\) and a non-negative vector \(x \in T_{\geq 0}^d \setminus \{0\}\) at most one of \(A \odot x \in T^d_{\bullet}\) and \(y^\top A > 0\) can hold.

Proof. The claim follows from the fact that \(T_{\bullet}\) is a left- and right-ideal of \(S\), see [4, Definition 2.6]. This means that for \(x \in \ker_+(A)\), the product \(y^\top A \odot x\) is in \(T_{\bullet}\) while \(y^\top A > 0 \Rightarrow y^\top A \odot x > 0\).
Remark 4.5. We give a direct proof of the former statement. We consider the product $y^\top \circ A \circ x$. Scaling the rows of $A$ by arbitrary numbers in $\mathbb{T}_\pm$ does not change whether $x \in \ker^+(A)$, just as scaling the columns of $A$ by a non-negative number in $\mathbb{T}_{\geq 0}$ does not change whether $y \in \text{sep}^+(A)$. Hence, we can assume that $x$ and $y$ only have the entries $0$ or $\mathbb{O}$. Let $a_{pq}$ be the entry of $A$ with maximal absolute value. For $x \in \ker^+(A)$, there is an index $r \in [n]$ such that $a_{pr} = -a_{pq}$. We can assume that $a_{pq} > \mathbb{O} > a_{pr}$. From this we conclude that $y \notin \text{sep}^+(A)$ since the $r$th column of $y^\top \circ A$ cannot be positive.

The key result of this section will be showing the appropriate version of Farkas’ lemma. The proof will follow via Fourier-Motzkin elimination.

Theorem 4.6 (Farkas’ lemma). For a matrix $A \in \mathbb{T}^{d \times n}$ exactly one of the sets $\ker^+(A)$ and $\text{sep}^+(A)$ is nonempty.

Remark 4.7. Theorem 4.6 is similar to [25, Corollary 3.12]. Through a suitable replacement of the balanced coefficients and a careful analysis of the occurring signs, Theorem 4.6 may be deduced from [25]. Note however, that we allow for unconstrained variables in the definition of $\text{sep}^+(A)$ which is not directly covered by [25, Corollary 3.12].

4.2 Technical Properties of the Order Relations

The next lemma is a version of transitivity and it is a preparation for the elimination of a variable in a system of inequalities in Section 4.3. The proofs of the next two propositions are given in the Appendix.

Proposition 4.8. Let $A, B \subseteq \mathbb{S}$ be two finite sets. There is an element $c \in \mathbb{S}$ with

$$c \circ a > \mathbb{O} \text{ and } b \circ c > \mathbb{O} \text{ for all } a \in A, b \in B$$

if and only if

$$b \circ a > \mathbb{O} \text{ for all } (a, b) \in A \times B$$

(24)

Furthermore, the element $c$ can chosen to be signed.

Corollary 4.9. The non-strict relation $x \geq y$ defined in (8) is a partial order.

Proof. Reflexivity and antisymmetry follow directly from (8) and (6). Proposition 4.8 implies transitivity.

Proposition 4.10. Let $A, B \subseteq \mathbb{S}$ be two finite sets. There is an element $c \in \mathbb{T}_\pm$ with

$$c \oplus a \models \mathbb{O} \text{ and } b \oplus c \models \mathbb{O} \text{ for all } a \in A, b \in B$$

if and only if

$$b \oplus a \models \mathbb{O} \text{ for all } (a, b) \in A \times B$$

(26)

To deal with geometric objects in $\mathbb{T}^d$, we will use balanced numbers because this allows for explicit calculations in the semiring $\mathbb{S}$. However, as we are only interested in the signed part of the sets. We provide a first tool to resolve balanced numbers in inequalities. While this is for strict inequalities, Proposition 5.7 provides a tool for the relation $\models$. 
Lemma 4.11. For $a, b \in \mathbb{S}$, we have an equivalence of
\begin{enumerate}[(1)]
    \item $a \odot a \oplus b > O$
    \item $a \oplus b > O$ and $\ominus a \oplus b > O$
    \item For all $c \in [\circ|a|, |a|] = \mathcal{U}(a \odot a)$, it holds $c \oplus b > O$.
\end{enumerate}

Proof. The condition (3) clearly implies (2), as the latter is just a special case. The implication from (2) to (1) follows by adding up the positive values in (2). For the direction from (1) to (3), we use that $a \odot a$ is balanced and, hence, incomparable. Therefore, we have $b > |a|$. Because of $|a| = |\ominus a| = |a \odot a|$, the claim follows. \hfill \blacktriangleleft

Given a matrix $A \in \mathbb{S}^{d \times n}$, let us construct the matrix $B = \xi(A) \in \mathbb{T}^{d' \times n}$ for $d \leq d' \leq 2d$ as follows. We include in $B$ all the columns of $A$ that do not contain any balanced elements. For every column $a_{s_j}$ that contains some balanced elements, we include two columns $a'$ and $a''$ in $B$, such that whenever $a_{ij} = \bullet a$ is a balanced entry, then we set $a'_i = \ominus a$ and $a''_i = \ominus a$. For all other $i \in [d]$, we set $a'_i = a''_i = a_{ij}$.

Theorem 4.12. For every matrix $A \in \mathbb{S}^{d \times n}$, $\text{sep}_+(A) = \text{sep}_+(\xi(A))$.

Proof. Recalling Definition 23, we see that it is enough to consider the transition from $A$ to $B$ column by column. An inequality arising from $A$ (after potentially reordering entries) is of the form $y^\top \odot (a, v) > O$ with $a \in \mathbb{T}^k_\pm$ and $v \in \mathbb{T}^{\rho \times k}$ for some $k \leq d$. It either remains the same in $B$ if it has no balanced entry or it gets transformed to two inequalities. Regrouping the summands by balanced and signed numbers, we deduce the claim from the equivalence of (1) and (3) in Lemma 4.11. \hfill \blacktriangleleft

4.3 Fourier-Motzkin Elimination

We derive three versions of Fourier-Motzkin elimination, which will be useful for deriving further description of signed tropical convex sets in Section 5 and 6. As the elimination process produces balanced coefficients for the inequalities, it is convenient to have an elimination procedure which can directly deal with those (Theorem 4.14). We also need to derive explicit inequalities with signed coefficients (Corollary 4.15) to describe the dual convex hull in Section 6. The version with non-strict inequalities (Theorem 4.19) will be used in constructing an exterior description by closed tropical halfspaces (Theorem 5.4).

For a subset $M$ of $\mathbb{T}_\pm^n$, we define its coordinate projection $\rho_i(M)$ with $i \in [d]$ by
\begin{equation}
\rho_i(M) = \{(x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_d) \mid (x_1, \ldots, x_d) \in M\}.
\end{equation}

We fix a matrix $A = (a_{ij}) \in \mathbb{S}^{d \times n}$. The non-negative matrix $S^{(i)}$ in the group of signed tropical transformations from Remark 3.10 with the sequence $(-|a_{ij}|) \in \mathbb{T}_O^{\rho \times d}$ as diagonal scales the rows of $A$ such that the $i$th row of $A \odot S$ has only entries with absolute value 0 or $O$. As $S$ is non-negative, we directly obtain from the definitions in Section 4.1 the following.

Lemma 4.13. There is a matrix $S^{(i)} \in \mathbb{S}^{d \times d}$ such that the entries in the $i$th row of $A \odot S^{(i)}$ have absolute value 0 or $O$, and $\ker_+(A \odot S^{(i)}) = \ker_+(A)$, $\text{sep}_+(A \odot S^{(i)}) = \text{sep}_+(A)$ and $\{y \in \mathbb{T}_\pm^n \mid y^\top \odot A \equiv O\} = \{y \in \mathbb{T}_\pm^n \mid y^\top \odot S^{(i)} \odot A \equiv O\}$.

We define several sets partitioning $[n]$ based on the sign of the entries in the $i$th row of $A$ by
\begin{equation}
J^+ = \{j \in [n] \mid a_{ij} > O\}, \quad J^- = \{j \in [n] \mid a_{ij} < O\}, \\
J^0 = \{j \in [n] \mid a_{ij} = O\}, \quad J_\bullet = \{j \in [n] \mid a_{ij} = \bullet\}.
\end{equation}
Furthermore, we define \( T^{(i)} = (t_{j,p}) \in \{0, \mathbb{O}\}^{n \times (J^+ \cup J^*) \times (J^* \cup J^-) \cup J^0} \) as the incidence matrix

\[
t_{j,p} = \begin{cases} 
0 & j = k \text{ or } j = \ell \text{ for } p = (k, \ell) \in (J^+ \cup J^*) \times (J^* \cup J^-) \\
0 & j = p \text{ for } p \in J^0 \\
0 & \text{else}
\end{cases}.
\] (30)

We denote by \( A_{-i} \) the matrix obtained from \( A \) by removing the last row.

### 4.3.1 Strict Inequalities

**Theorem 4.14** (Fourier–Motzkin for strict inequalities with balanced numbers). The \( i \)th coordinate projection of the open tropical cone \( \rho_i(sep_+(A)) \) for the matrix \( A \in S_d \times n \) is the open tropical cone \( sep_+(A_{-i} \odot S^{(i)} \odot T^{(i)}) \).

**Proof.** By using an appropriate scaling matrix \( S^{(i)} \), we can assume by Lemma 4.13 that the absolute value of each entry in the \( i \)th row of \( A \) is either 0 or \( \mathbb{O} \) and that this does not affect \( \rho_i(sep_+(A)) \).

To simplify notation, we additionally assume that \( i = d \). Using Lemma 4.11 and ordering the inequalities according to the partition from (29), we get the system

\[
y_d \oplus (y_1, \ldots, y_{d-1}) \odot (a_{1,j}, \ldots, a_{d-1,j})^T \succ \mathbb{O} \text{ for } j \in J^+ \cup J^* \\
\odot y_d \oplus (y_1, \ldots, y_{d-1}) \odot (a_{1,j}, \ldots, a_{d-1,j})^T \succ \mathbb{O} \text{ for } j \in J^- \cup J^*
\] (31)

Proposition 4.8 implies that (31) has a solution \((y_1, \ldots, y_{d-1}, y_d)\) if and only if

\[
(y_1, \ldots, y_{d-1}) \odot A_{-d} \odot T \succ \mathbb{O}
\] (32)

has a solution \((y_1, \ldots, y_{d-1})\) \(\in T_{d-1}^d\). \(\blacksquare\)

We can resolve the balanced entries which can occur in the product with \( T^{(i)} \) by means of Theorem 4.12.

**Corollary 4.15** (Fourier–Motzkin for strict inequalities with signed numbers). The \( i \)th coordinate projection of the open tropical cone \( \rho_i(sep_+(A)) \) is \( sep_+\left(\xi(A_{-i} \odot S^{(i)} \odot T^{(i)})\right) \).

**Example 4.16.** We use the matrix

\[
A = \begin{pmatrix} 3 & 0 & 1 & 0 & 4 \\ 3 & 0 & 0 & 0 & 2 \end{pmatrix}.
\]

from Figure 1.

Eliminating the first row yields

\[
(3 \ominus 0 \ominus 2) \odot \begin{pmatrix} -3 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & -4 \end{pmatrix} \odot \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} = (0 \ 0)
\]

This shows that \( sep_+^+(A) \) is not empty (as all entries of the remaining matrix are positive signed numbers), which can also be seen in Figure 1 using the duality in Theorem 4.6.
Remark 4.17. The crucial difference to classical Fourier–Motzkin elimination happens in the treatment of balanced numbers occurring in the calculation. While classically in each step several variables could be eliminated at the same time we have to deal with their balanced leftovers. For strict inequalities, Lemma 4.11 provides a tool to resolve them by introducing two inequalities instead of one. We will see how to resolve them for non-strict inequalities in Proposition 5.7.

Remark 4.18. The classical technique of Fourier-Motzkin for polytopes, see e.g. [19] has already been successfully adapted to tropical linear inequality systems in [8]. In the latter work, an algorithmic scheme to determine a projection of a tropical inequality system is described. In our Theorem 4.14, we do not have the non-negatively constrained variables but allow arbitrary elements of $\mathbb{T}_\pm$. Classically, one can represent an unconstrained variable as the difference of a pair of non-negative variables. Applying this technique to a system of the form $y^\top \odot A > O$ with unconstrained $y \in \mathbb{T}_d^n$ for a matrix $A \in \mathbb{T}_d^{d \times n}$ yields the system

$$(u^\top, v^\top) \odot \left( \begin{array}{c} A \\ \odot A \end{array} \right) > O \text{ with } u, v \in \mathbb{T}_d^{d \times O}.$$  

(33)

Reordering terms with coefficients in $\mathbb{T}_{<O}$ to the other side of the inequality yields a system which allows to apply [8, Theorem 11]. However, the differences of non-negative variables are harder to resolve as there is no cancellation but it results in balanced entries. This makes our direct approach more tractable for unconstrained variables. Furthermore, we are also interested in the structure of the resulting inequalities in Section 5, whence our approach is more suitable for this setting.

The elimination procedure derived in the last section allows to prove the desired separation in $\mathbb{T}_d^d$.

Proof of Theorem 4.6. At first, we show the claim for $d = 1$. The set $\text{sep}_+(A)$ is non-empty if and only if either all entries are positive or all entries are negative. Otherwise, we can select a balanced entry or a pair of entries with opposite sign by multiplication from the right.

If $\text{sep}_+(A)$ is not empty, then Theorem 4.4 tells us that $\ker_+(A)$ is empty. So, we assume that $\text{sep}_+(A)$ is empty. As the scaling of the columns of $A$ does not change the sets $\text{sep}_+(A)$ or $\ker_+(A)$, we can assume that the absolute value of the entries in the last row of $A$ is 0 or $O$. Let $T$ be the matrix from (30). Then Theorem 4.14 shows that $\text{sep}_+(A \odot T)$ is empty. By induction, there is an element $z$ in $\ker_+(A \odot T)$. We show that $T \odot z \in \ker_+(A)$. By definition of $T$, the elements in the $d$th row of $A \odot T$ are all in $\mathbb{T}_d$. This implies that the $d$th row of $A \odot T \odot z$ is in $\mathbb{T}_d$. Additionally, the choice of $z$ yields $A_{-d} \odot T \odot z \in \mathbb{T}_d^{d-1}$. This finishes the proof.

4.3.2 Non-strict Inequalities

While we mainly considered the strict inequalities as separators from the origin, in light of Theorem 4.6, we develop the elimination theory for non-strict inequalities with a view towards the representation of convex sets as intersection of closed halfspaces in Theorem 5.4. Therefore, we add another coordinate to treat affine halfspaces, which only occurred in Example 3.9 so far. Next, we derive the analogous statement to Theorem 4.14 for the relation “$\succeq$” instead of “$>$”.

Signed Tropical Convexity

Note that this is substantially more subtle than the case of strict inequalities. We require the coefficient matrix of the inequalities to consist of signed numbers only. However, as each elimination step can result in balanced coefficients, we again need a method to resolve those. While this was rather easy for strict inequalities as shown in Theorem 4.12, we need to develop a more technical and less explicit machinery in Proposition 5.7.

We recall the matrices \( S(i) \) from Lemma 4.13 and \( T(i) \) from (30) with \( d \) replaced by \( d + 1 \) and \( J^\star = \emptyset \).

**Theorem 4.19** (Fourier–Motzkin for non-strict inequalities with signed numbers). The \( i \)th coordinate projection of the set

\[
\{ y \in \mathbb{T}_d^\pm \mid (0, y^\top) \odot A \等多种 0 \}\tag{34}
\]

for \( A \in \mathbb{T}_d^{(d+1)\times n} \) is the set

\[
\{ z \in \mathbb{T}_d^{d-1} \mid (0, z^\top) \odot A_{-i} \odot S(i) \odot T(i) \等多种 0 \}\ .
\]

**Proof.** Using Lemma 4.13, we can assume that the absolute value of each entry in the \( i \)th row of \( A \) is either 0 or \( O \) by using an appropriate scaling matrix \( S(i) \).

To simplify notation, we additionally assume that \( i = d \). Ordering the inequalities according to the distinction from (29), we get the system

\[
y_d \oplus (0, y_1, \ldots, y_{d-1}) \odot (a_{0,j}, a_{1,j}, \ldots, a_{d-1,j})^\top \等多种 0 \text{ for } j \in J^+
\]

\[
\ominus y_d \oplus (0, y_1, \ldots, y_{d-1}) \odot (a_{0,j}, a_{1,j}, \ldots, a_{d-1,j})^\top \等多种 0 \text{ for } j \in J^-
\]

Proposition 4.10 implies that (36) has a solution \( (0, y_1, \ldots, y_{d-1}, y_d) \in \mathbb{T}_d^{d+1} \) if and only if

\[
(0, y_1, \ldots, y_{d-1}) \odot A_{-d} \odot S(d) \odot T(d) \等多种 0
\]

has a solution \( (0, y_1, \ldots, y_{d-1}) \in \mathbb{T}_d^d \).

**Example 4.20.** We will see how to obtain an exterior description by closed halfspaces in Theorem 5.4. To determine the exterior description of the one dimensional line segment from \( \ominus 0 \) to 1 in \( \mathbb{T}_d \), one can eliminate \( x_1 \) and \( x_2 \) from the system

\[
\ominus 0 \odot x_1 \ominus 1 \odot x_2 \odot z \等多种 0
\]

\[
0 \odot x_1 \ominus 1 \odot x_2 \odot z \等多种 0
\]

\[
0 \odot x_1 \ominus 0 \odot x_2 \odot 0 \等多种 0
\]

\[
\ominus 0 \odot x_1 \ominus 0 \odot x_2 \odot 0 \等多种 0
\]

\[
0 \odot x_1 \等多种 0
\]

\[
0 \odot x_2 \等多种 0
\]

Eliminating \( x_1 \) yields

\[
\bullet 1 \odot x_2 \bullet z \等多种 0 \text{ from (38a)\&(38b)}
\]

\[
1 \odot x_2 \odot z \等多种 0 \text{ from (38a)\&(38c)}
\]

\[
1 \odot x_2 \odot z \等多种 0 \text{ from (38a)\&(38e)}
\]

\[
\ominus 1 \odot x_2 \odot z \等多种 0 \text{ from (38d)\&(38b)}
\]

\[
\bullet 0 \odot x_2 \bullet 0 \等多种 0 \text{ from (38d)\&(38c)}
\]

\[
\ominus 0 \odot x_2 \odot 0 \等多种 0 \text{ from (38d)\&(38e)}
\]

\[
0 \odot x_2 \等多种 0 \text{ from (38f)}
\]
From further elimination of \( x_2 \) we get by ignoring redundant inequalities of (39)

\[
\mathbf{\bullet \bullet \bullet 0} \not\models 0 \quad \text{from (39b)} &\text{&(39d)} \\
\mathbf{\ominus (-1) \circ z \ominus 0} \not\models 0 \quad \text{from (39b)} &\text{&(39f)} \\
\mathbf{(-1) \circ z \ominus (-1) \not\models 0} \quad \text{from (39g)} &\text{&(39d)} \\
\mathbf{0} \not\models 0 \quad \text{from (39g)} &\text{&(39f)}
\]

This yields the exterior description \( z \not\models \ominus 0 \) and \( z \not\models \ominus 1 \).

### 4.4 On the Complexity of Signed Tropical Inequality Systems

For (regular) linear programs, solving all standard forms such as \( Ax = b, x \geq 0 \) or \( Ax \leq b \) are polynomial-time equivalent. For example, consider a system in the second form with \( A \in \mathbb{R}^{m\times n}, b \in \mathbb{R}^m \). By using variables \( x', x'' \in \mathbb{R}^n \) and \( s \in \mathbb{R}^m \), we can write a system in the first form as \((A, -A, I_m)(x', x'', s) = b, (x', x'', s) \geq 0\). From a feasible solution \((x', x'', s)\), we can recover a feasible solution \( x = x' - x'' \) to the original system.

The situation for tropical LP is different. Consider systems of the form \( A \odot x \oplus b, x \geq 0, x \in \mathbb{T}^d_+ \) and \( A \odot x \not\models b, x \in \mathbb{T}^d_+ \); in both cases, we need to find a nonzero solution. The first system asks for \( \ker_+(A \odot b) \not\models \emptyset \), and is essentially equivalent to solving mean payoff games (1). Deciding whether this system is feasible is in the complexity class \( \text{NP} \cap \text{coNP} \); this can be seen from Farkas’ lemma (Theorem 4.6), and an additional argument showing that if one of the respective systems is feasible, there is a solution of bit complexity bounded in the bit complexity of the input.

It turns out that systems of the form \( A \odot x \not\models b, x \in \mathbb{T}^d_+ \) actually describe a more general problem. We thank Mateusz Skomra for making the connection with the negative cycles in mixed graphs [10] and an anonymous referee for pointing us to a reduction leading to [29] as well as a hinting towards a direct proof which we give here.

**Theorem 4.21.** The feasibility problem for systems of the form \( A \odot x \not\models b, x \in \mathbb{T}^d_+ \) is \( \text{NP-complete} \).

**Proof.** We give a reduction from SAT. For this, we fix an arbitrary SAT formula \( F \) in conjunctive normal form on \( d \) variables. To each clause \((l_1 \lor \cdots \lor l_k)\), composed of the literals \( l_1, \ldots, l_k \), we associate an inequality \( \sigma_1 \circ x_1 \cdots \sigma_k \circ x_k \not\models 0 \) where \( \sigma_i \) is 0 or \( \oplus 0 \) depending if the corresponding literal in the clause is positive or negative. This yields a linear inequality system where the number of inequalities equals the number of clauses in the formula.

For a satisfying assignment \( s \in \{\text{True, False}\}^d \), we construct a vector \( x \in \{0, \oplus 0\}^d \) by replacing \text{True} with 0 and \text{False} with \( \oplus 0 \). As at least one literal yields \text{True} for the assignment \( s \), each inequality becomes \( 0 \not\models 0 \) or \( \bullet 0 \not\models 0 \), which are both true.

On the other hand, let \( x \in \mathbb{T}^d_+ \) be a solution of the associated tropical linear inequality system. We claim that then also \((\text{tsgn}(x_1) 0, \ldots, \text{tsgn}(x_d) 0)\) is a solution. Indeed, at least one term \( \sigma_i \circ x_i \), of each inequality \( \sigma_1 \circ x_1 \cdots \sigma_k \circ x_k \not\models 0 \) has to be 0 or bigger (with respect to \( \geq \)). Hence, we can just set the absolute value of that component to 0 without changing the validity of the inequality. Each component which does not contribute to any of the left hand sides can take any value in the interval \([0,0]\) without violating any of the inequalities. Now, we can again use the correspondence between \((0, \oplus 0)\) and \((\text{True, False})\) to construct a satisfying assignment for \( F \).

Note that the problem is in \( \text{NP} \) as a solution can be checked to fulfill the inequalities in polynomial time. Hence, the problem is \( \text{NP-complete}. \)
Recall that we do not obtain a variant of Farkas’ lemma for the system \( A \odot x = b, x \in \mathbb{T}_d^\pm \) via the above Fourier-Motzkin elimination. The construction analogous to the classical case would transform it to \((A, \ominus A, I_m) \odot (x', x'', s) \triangleright b, (x', x'', s) \geq 0\). However, the solution \( x = x' \ominus x'' \) may contain balanced entries, and it may not be possible to resolve these entries to get a feasible solution.

▶ **Example 4.22.** We consider the system

\[
\begin{pmatrix}
0 & 0 \\
\ominus 0 & 0 \\
0 & \ominus 0
\end{pmatrix}
\odot \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} = \begin{pmatrix} \ominus 0 \\ \ominus 0 \end{pmatrix}.
\]

It does not have a signed solution. However the extended system

\[
\begin{pmatrix}
0 & 0 & \ominus 0 & \ominus 0 & 0 & 0 & 0 & 0 \\
\ominus 0 & 0 & 0 & \ominus 0 & 0 & 0 & 0 & 0 \\
0 & \ominus 0 & \ominus 0 & 0 & 0 & 0 & 0 & 0 \\
\ominus 0 & \ominus 0 & 0 & \ominus 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\odot \begin{pmatrix} x'_1 \\ x'_2 \\ x''_1 \\ x''_2 \\ s_1 \\ s_2 \\ s_3 \\ s_4 \end{pmatrix}
\triangleright \begin{pmatrix} \ominus 0 \\ \ominus 0 \\ \ominus 0 \end{pmatrix}, \quad x', x'', s \geq 0
\]

has the solution \((0, 0, 0, 0, 0, 0, 0, 0)\).

Note that one can use [29, Theorem 1.2] to show that also systems of the form \( A \odot x \succ b, \ x \in \mathbb{T}_d^\pm \) are NP-complete. This is in stark contrast to the intuition from classical equations. While systems of linear equations with the usual arithmetic are solvable in strongly polynomial time, it gets harder when we add non-negativity constraints. The latter is just linear programming and, hence, solvable in weakly polynomial time. Adding a non-negativity constraint to the system of balances above yields a tropical linear programming which is in NP \( \cap \) co-NP.

### 5 Description by Halfspaces

An important property of classical polytopes is the duality between the representation as convex hull and as intersection of finitely many halfspaces. This is more subtle for tropical polytopes over \( \mathbb{T}_d^\pm \). While we establish a description as intersection of open tropical halfspaces (Theorem 5.1) containing a set of points, we need additional properties to formulate a Minkowski-Weyl theorem (Theorem 5.4). All proofs are deferred to Section 5.1.

We saw already in Examples 3.9 that open halfspaces are convex. The outer hull of a set \( M \subseteq \mathbb{T}_d^\pm \) is the intersection of its containing open halfspaces

\[
\bigcap_{M' \subseteq \mathcal{H}^+(a)} \mathcal{H}^+(a).
\]

This construction yields the same as our key Definition 3.1.

▶ **Theorem 5.1.** The outer and the inner hull of a matrix \( A \in \mathbb{T}_d^{m \times n} \) coincide, i.e.,

\[
t_{\text{conv}}(A) = \bigcap_{A' \subseteq \mathcal{H}^+(v)} \mathcal{H}^+(v), \text{ where we identify } A \text{ with the set of its columns.}
\]
Figure 4 Approximation of a triangle by open halfspaces.

Figure 5 Exterior description of $\text{tconv}((\odot 1, \odot 1), (2, 2))$ by closed halfspaces.

As the latter does not give a finite description, one is usually more interested in closed halfspaces. For a vector $(a_0, a_1, \ldots, a_d) \in T_{d+1}^\pm$, we define a closed (signed) tropical halfspace by

$$H^+(a) = \left\{ x \in T_d^\pm \mid a \circ \begin{pmatrix} 0 \\ x \end{pmatrix} \in T_{\geq 0} \cup T_* \right\}. \quad (42)$$

Lemma 5.2. The closed signed tropical halfspace $H^+(a)$ is the topological closure of the open signed halfspace $H^+(a)$.

Observe that the former statement is wrong for inequalities with balanced numbers as coefficients.

Remark 5.3. Closed tropical halfspaces are not as suitable for the hull construction in Equation (41) as open tropical halfspaces. The inner hull of $M = \{(\odot 1, 1), (1, \odot 1)\}$ should contain the origin $O$. However, the closed halfspace $x_1 \oplus x_2 \geq \odot 0$ contains those two points but not the origin. Taking the analogous intersection as in (41) with closed tropical halfspaces for $M$ yields again $M$. Note that this is the same as the intersection of the balanced image $M \odot \Delta_2$ with $T_2^\pm$.

Example 3.8 shows that such a closed signed tropical halfspace is in general not tropically convex. However, a finite intersection of such halfspaces can be tropically convex, as Figure 5 shows.

Hence, to arrive at a Minkowski-Weyl theorem for tropical polytopes over $T_{\pm}$, one has to adapt the condition in the characterization of finite intersections of closed tropical halfspaces.

Theorem 5.4. For each finite set $V \subset T_d^\pm$, there are finitely many closed tropical halfspaces $H$ such that $\text{tconv}(V)$ is the intersection of the halfspaces.

For each finite set $H$ of closed halfspaces, whose intersection $M$ is tropically convex, there is a finite set of points $V \in T_d^\pm$ such that $M = \text{tconv}(V)$.

Corollary 5.5. A tropically convex set is the intersection of its containing closed halfspaces.
Remark 5.6. The crucial difference with Theorem 5.1 is that for open tropical halfspaces the generators are enough, while for closed tropical halfspaces, we have to take the whole set into account.

5.1 Proofs

To prove that the inner hull and the outer hull coincide, we mainly have to use the separation results from Section 4.

Proof of Theorem 5.1. The inclusion $\text{tconv}(A) \subseteq \bigcap_{A \subseteq H^{+}(v)} H^{+}(v)$ follows by combining Proposition 3.4.a and Example 3.9.

For the other inclusion, assume that there is a point $z \in \bigcap_{A \subseteq H^{+}(v)} H^{+}(v) \setminus \text{tconv}(A)$.

By Proposition 4.1, we get that $\ker_{+}(B) = \emptyset$, where $B = (0 \odot 0) - A \odot z$.

Theorem 4.6 implies that $\text{sep}_{+}(B) \neq \emptyset$. Hence, there is a separator $(u_{0}, \bar{u}) = (u_{0}, u_{1}, \ldots, u_{d}) \in T^{d+1}_{\pm}$ with $u_{0} \odot \bar{u}^{\top} \circ a^{(j)} > 0$ for all columns $a^{(j)}$ of $A$, and $\odot u_{0} \odot \bar{u}^{\top} \circ z > 0 \Leftrightarrow u_{0} \odot \bar{u}^{\top} \circ z < 0$. This means that the columns of $A$ lie in the halfspace $H^{+}(u)$ but $z$ does not. This contradicts the choice of $z$ in $\bigcap_{A \subseteq H^{+}(v)} H^{+}(v)$.

\[\text{\textbullet}\]

Showing that a closed tropical halfspace is obtained as the closure of an open tropical halfspace follows from a simple limit argument. We use the notation $[d]_{0} = \{0, 1, 2, \ldots, d\}$.

Proof of Lemma 5.2. Let $z \in T^{d}_{\geq 0}$ be an element of $\overline{H^{+}}(a) \setminus H^{+}(a)$. Set

$J = \arg \max \{ |c_{j} \odot z_{j}| \mid j \in [d]_{0} \}$,

where $z_{0} = 0$, and let $\ell \in J$ with $c_{\ell} \odot z_{\ell} > 0$. Denoting the $k$th unit vector $(0, \ldots, 0, 1, 0, \ldots, 0)$ in $\mathbb{R}^{d}$ by $e_{k}$ for $k \in [d]$ and $e_{0} = (-1, \ldots, -1)$, we define a sequence

$y^{(m)} = z + \frac{1}{m} \cdot e_{\ell}$.

The sequence converges to $z$ but each element of the sequence is an element of $H^{+}(a)$.

\[\text{\textbullet}\]

We will use the Fourier-Motzkin version for the relation “$\models$” (Theorem 4.19) to deduce an exterior description of a tropical polytope. However, the system describing the projection in (35) may contain balanced coefficients. We address this issue in the next statement. It is an existence argument statement that a balanced coefficient can be replaced by a signed coefficient, see also Figure 6.

Proposition 5.7 (Resolving balanced coefficients). Let $M$ be a tropically convex set and $c = (c_{0}, c_{1}, \ldots, c_{d}) \in S^{d}$ with $c_{i} \in \mathbb{T}_{\bullet}$ for some $i \in [d]_{0}$ such that

$M \subseteq H(c) = \left\{ x \in T^{d}_{\pm} \mid c \odot \begin{pmatrix} 0 \\ x \end{pmatrix} = 0 \right\}$.

Then there is an element $b \in U(c_{i})$ such that $M$ is contained in

$\left\{ x \in T^{d}_{\pm} \mid (c_{0}, \ldots, c_{i-1}, b, c_{i+1}, \ldots, c_{d}) \odot \begin{pmatrix} 0 \\ x \end{pmatrix} = 0 \right\}$.
Proof. If \( i = 0 \), then we can set \( b = |c_i| \).

Assuming without loss of generality that \( i = d \), we set \( c_{-d} = (c_0, c_1, \ldots, c_{d-1}) \). Fix \( u \in T_{\pm}^{d-1}, v \in T_{\pm} \) such that \((u,v) \in M\). We define \( w = w(u) = c_{-d} \odot \begin{pmatrix} 0 \\ u \end{pmatrix} \).

If \( v \in T_{< O} \), then
\[
\lambda(u,v) = \arg\max \{ \lambda \in U(c_d) \mid w \oplus \lambda \odot v \not\in O \}.
\]
Let
\[
\underline{\lambda} = \min \{ \lambda(u,v) \mid (u,v) \in M, v \in O \}.
\]
If \( v \in T_{> O} \), then
\[
\lambda(u,v) = \arg\min \{ \lambda \in U(c_d) \mid w \oplus \lambda \odot v \not\in O \}.
\]
Let
\[
\bar{\lambda} = \max \{ \lambda(u,v) \mid (u,v) \in M, v > O \}.
\]
We derive a contradiction to the convexity of \( M \), if \( \bar{\lambda} > \underline{\lambda} \).

Let \((p,q)\) and \((r,s)\) attain \(\underline{\lambda}\) and \(\bar{\lambda}\), respectively. In particular, we have \( q < O \) and \( s > O \).

The inequality \(\bar{\lambda} > \underline{\lambda}\) implies that \(\bar{\lambda} > \ominus |c_d|\) and that \(\underline{\lambda} < |c_d|\). We can assume that \(w(p)\) and \(w(r)\) are signed numbers, as we otherwise can replace them by their absolute value without changing the admissible values of \(\lambda\) in (43) and (45).

Now, the construction of \(\underline{\lambda}\) in (43) implies that \(w(p) = \ominus \lambda \ominus q\) and (45) yields \(w(r) = \ominus \bar{\lambda} \ominus s\).

This implies
\[
w(r) \ominus \ominus q^{-1} = \ominus \bar{\lambda} \ominus \lambda = w(p) \ominus \ominus q^{-1}.
\]

We consider the point in the convex combination of \((p,q)\) and \((r,s)\) given by
\[
z = (\ominus q^{-1} \ominus s^{-1})^{-1} \ominus (\ominus q^{-1} \ominus p \ominus s^{-1} \ominus r, O).
\]
Then
\[
c \odot \begin{pmatrix} 0 \\ z \end{pmatrix} = c \odot \begin{pmatrix} \ominus q^{-1} \ominus s^{-1} \ominus 1 \ominus (\ominus p \ominus s^{-1} \ominus r) & \begin{pmatrix} 0 \\ 0 \end{pmatrix} \\ O \end{pmatrix} =
\]
\[
= (\ominus q^{-1} \ominus s^{-1} \ominus 1 \ominus (\ominus q^{-1} \ominus p \ominus s^{-1} \ominus r)) \odot \begin{pmatrix} 0 \\ 0 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}.
\]
By (47), this implies \(c \odot \begin{pmatrix} 0 \\ z \end{pmatrix} < O\). As \(M\) is convex, this yields \(z \in M \subseteq H(c)\), a contradiction.

So, we can conclude that \(\bar{\lambda} \leq \underline{\lambda}\). Fix any \(b \in (\ominus \bar{\lambda}, \underline{\lambda}] \neq \emptyset\). Let \((u,v) \in M\) with \(v < O\). Then
\[
(c_{-d}, b) \odot \begin{pmatrix} 0 \\ u \\ v \end{pmatrix} = w(u) \oplus b \odot v \not\in w(u) \oplus \ominus \lambda \odot v \not\in w(u) \oplus \lambda(u,v) \odot v \not\in O,
\]
where we use \(b \leq \underline{\lambda}\), (44) and Lemma 2.6.d. The proof for \(v > O\) goes analogously. ▶
Figure 6 Finding a containing halfspace without balanced coefficients.

Example 5.8. A pathological example for the last statement arises from resolving the tautological relation $\bullet(-1) \odot x \oplus \bullet(-1) \odot y \oplus \bullet 0 \nvdash 0$. One obtains the chain of relations

\[
\begin{align*}
\bullet(-1) \odot x \oplus \bullet(-1) \odot y \oplus \bullet 0 & \nvdash 0 \\
\bullet(-1) \odot x \oplus \bullet(-1) \odot y \oplus 0 & \nvdash 0 \\
\bullet(-1) \odot x \oplus 0 & \nvdash 0 \\
0 \odot x \odot 0 & \nvdash 0 .
\end{align*}
\]

Remark 5.9. Indeed, any value of $b \in \mathcal{U}(c_d)$ in the former proof could occur as Figure 6 shows. Any part of the dashed line without opposite (with respect to the origin) points is a tropical line segment.

Example 5.10. The shaded area in Figure 6 shows the feasible region

\[
\{(x, y) \in T^2_\pm \mid \ominus (-1) \odot x_1 \oplus (\bullet 2) \odot x_2 \oplus 0 \nvdash 0 \} .
\]

The red line marks the inequality $\ominus(-1) \odot x_1 \oplus 2 \odot x_2 \oplus 0 \nvdash 0$, while the green line marks the inequality $\ominus(-1) \odot x_1 \oplus (\ominus 2) \odot x_2 \oplus 0 \nvdash 0$. The yellow line corresponds to the inequality $\ominus(-1) \odot x_1 \oplus 0 \nvdash 0$. The blue dashed line interpolates between these three possible extreme closed halfspaces contained in the feasible region.

Our proof of Theorem 5.4 is based on eliminating variables from the canonical exterior description (13). For using those halfspaces, we need to show the additional requirement of tropical convexity for their intersection.

Lemma 5.11. The set

\[
\{(x, z) \in T^{n+d}_\pm \mid A \odot x \bowtie z, x \geq 0 \}
\]

is tropically convex.
Proof. It is enough to show that, for fixed $a \in \mathbb{T}_n^\pm$, the set

$$H = \{ (x, z) \in \mathbb{T}_n^{n+1} \mid a \circ x \bowtie z, x \geq O \}$$

is tropically convex, then the claim follows from Proposition 3.4(a). Let $(p, q), (r, s) \in H$, and $\lambda \in \mathbb{T}_{\geq 0}$, $\lambda \leq 0$. We need to show that $U(p \oplus \lambda \circ r, q \oplus \lambda \circ s) \subseteq H$.

Note that since $p, r \geq O$, we have $p \oplus \lambda \circ r \in \mathbb{T}^\pm$ and therefore $U(p \oplus \lambda \circ r) = \{ p \oplus \lambda \circ r \}$.

By Lemma 2.4(b), we have that $q \in U(a \circ p)$ and $s \in U(a \circ r)$. Using Lemma 3.5(b), we see that

$$U(q \oplus \lambda \circ s) \subseteq U((a \circ p) \oplus \lambda \circ (a \circ r)) = U(a \circ (p \oplus \lambda \circ r)) \ ,$$

completing the proof.

Proof of Theorem 5.4. Equation (13) provides a description by halfspaces involving additional variables. The convex hull of $V$ is the set of those $z \in \mathbb{T}_d^\pm$ for which there is an $x \in \mathbb{T}_n^\pm$ with

$$\begin{pmatrix} A & \circ I_d & 0 \\ \circ A & I_d & 0 \\ 0 & O_d & \circ 0 \\ \circ 0 & O_d & 0 \\ I_n & O_d & 0 \end{pmatrix} \circ \begin{pmatrix} x \\ z \\ 0 \end{pmatrix} = O \ ,$$

(49)

where $I$ is a tropical identity matrix with 0 on the diagonal and $\Theta$ elsewhere.

By Lemma 5.11 and the tropical convexity of $\{ x \in \mathbb{T}_d^\pm \mid \bigoplus_{j \in [n]} x_j = 0, x \geq \Theta \}$, the set of $(x, z) \in \mathbb{T}_d^{n+d}$ fulfilling (49) is the intersection of tropically convex sets and, by Proposition 3.4(a), tropically convex as well.

Hence, we can use Theorem 4.19 to successively project out the $x$-variables. As the inequalities arising from a projection may contain balanced coefficients, we use Proposition 5.7 to replace them by signed coefficients. This yields a description of $tconv(A)$ by non-strict inequalities. Here, we use that resolving a balanced coefficient in an inequality leads to a tighter constraint.

If the intersection of closed tropical halfspaces $M$ is tropically convex, then its intersection with any orthant is tropically convex. By the tropical Minkowski-Weyl theorem in the non-negative orthant [24], each of the parts in the orthants are finitely generated. Taking the tropical convex hull of the union of all these generators yields $M$, as $M$ is tropically convex.

Connection with Tropical Convexity in $\mathbb{T}_\text{max}$

The intersection of a signed tropical convex set with an orthant is just a tropically convex set over $\mathbb{T}_\text{max}$. This allows to study signed tropical convex sets through the existing theory of unsigned tropically convex sets with the hull (12) in each orthant of $\mathbb{T}_\text{max}^d$. The proofs of the main statements are deferred to Section 6.1; these are based on the duality between the non-negative kernels and open tropical cones.

We fix a (finite) set $M \subseteq \mathbb{T}_\text{max}^d$ and interpret $M$ as a matrix whose columns list the points. We will augment $M$ by iteratively intersecting line segments between points in $M$ with coordinate hyperplanes to get a matrix $\zeta(M)$.

To make the construction of $\zeta(M)$ formal, we start with a slight modification of (30). We fix $A = (a_{ij}) \in \mathbb{T}_\text{max}^{d \times n}$ and a row index $i \in [d]$. 
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For two columns \( u \) and \( v \) of \( A \) with \( u_i > O \) and \( v_i < O \), we set
\[
\lambda^+(u, v) = \odot u_i^{-1} \odot (u_i^{-1} \odot \odot u_i^{-1})^{-1}
\]
and
\[
\lambda^-(u, v) = u_i^{-1} \odot (u_i^{-1} \odot \odot u_i^{-1})^{-1}.
\]
These scalars fulfill \( \lambda^+(u, v) + \lambda^-(u, v) = 0 \) and \( \lambda^+(u, v), \lambda^-(u, v) \geq O \).

We define \( T(i) = (t_{j,p}) \in \{0, O\}^{n \times ((J^+ \cup J^*) \times (J^* \cup J^-))} \), using the decomposition from (29) for \( A \), as the incidence matrix
\[
t_{j,p} = \begin{cases} 
\lambda^+(a^{(k)}, a^{(l)}) & j = k \text{ for } p = (k, l) \in (J^+ \cup J^*) \times (J^* \cup J^-) \\
\lambda^-(a^{(k)}, a^{(l)}) & j = \ell \text{ for } p = (k, \ell) \in (J^+ \cup J^*) \times (J^* \cup J^-) \\
0 & j = p \text{ for } p \in J^0 \\
O & \text{else}
\end{cases}
\]

In Theorem 4.14, we could also have used the matrix from (51) instead of multiplying with both \( S^{(i)} \) and \( T^{(i)} \). This is technically slightly more complicated but has the advantage that the resulting columns of the product with \( A \) are tropical convex combinations of the original columns. This motivates the following.

**Definition 6.1.** The matrix \( \zeta_i(A) \) is the \( i \)th elimination matrix of \( A \) and it arises from \( \xi(A \odot T) \) by replacing the \( i \)th row with \( O \).

This allows to describe generators for the intersection of a tropical convex hull with a coordinate hyperplane \( H_i := \{ x \in T^d_+ \mid x_i = O \} \) for \( i \in [d] \).

**Proposition 6.2.** The intersection \( \text{tconv}(A) \cap H_i \) is generated by \( \zeta_i(A) \).

Additionally, we get generators for the intersection with an orthant.

**Proposition 6.3.** The intersection \( \text{tconv}(A) \cap T^d_{\geq O} \) is generated by
\[
\left( A \cup \bigcup_{i \in [d]} (\text{tconv}(A) \cap H_i) \right) \cap T^d_{\geq O}.
\]

Now, we have to combine all possible ways of descending in a chain of intersections of coordinate hyperplanes. Each permutation \( \sigma \) in the symmetric group on \( d \) elements \( S_d \) gives rise to a sequence of matrices \( \zeta_{\sigma(1)}(M), \zeta_{\sigma(2)}(\zeta_{\sigma(1)}(M)) \) until \( \zeta_{\sigma(d)}(\ldots(\zeta_{\sigma(2)}(\zeta_{\sigma(1)}(M)) \ldots)) \). We denote the concatenation of these \( d \) matrices by \( \zeta_{\sigma}(M) \). The concatenation of the matrices for all \( \sigma \in S_d \) forms the matrix \( \zeta(M) \).

**Theorem 6.4.** The convex hull \( \text{tconv}(M) \) of \( M \) is the union
\[
\bigcup_{O \text{ closed orthant of } T^d_+} \text{tconv}(O \cap \zeta(M)).
\]

**Proof.** By Proposition 6.3, we know that \( \text{tconv}(M) \) is generated by the projections on the boundary of the orthants and the generators in the interior. Iteratively applying Proposition 6.2 to the intersection of coordinate hyperplanes yields the claim.

**Example 6.5.** Looking at the points from Example 3.2, we see how we can determine the tropical convex hull of \( \{(3, 3), (0, 1), (0, 0), (0, 4), (0, 2)\} \). It is the union of the tropical convex hulls
\[
\text{tconv} \left( \{(3, 3), (0, 3), (0, 1)\} \right), \quad \text{tconv} \left( \{(0, 1), (0, 1), (0, 3), (0, 4), (0)\} \right)
\]
\[
\text{tconv} \left( \{(0, 1), (0, 0), (0, 2), (0, 1), (0, 4), (0, 0)\} \right).
\]
On the other hand, to get the tropical convex hull \( t_{\text{conv}}((0,0), (\ominus -2, \ominus -2)) \) in Figure 2a, one needs actual multi-valued cancellation.

We get
\[
\begin{align*}
\zeta_1 \left( \begin{pmatrix} 0 \\ 0 \\ \ominus -2 \\ \ominus -2 \end{pmatrix} \right) &= \left\{ \begin{pmatrix} 0 \\ 0 \\ 0 \\ \ominus -2 \end{pmatrix}, \begin{pmatrix} \ominus -2 \\ \ominus -2 \\ 0 \\ 0 \end{pmatrix} \right\} \\
\zeta_2 \left( \begin{pmatrix} 0 \\ 0 \\ \ominus -2 \\ \ominus -2 \end{pmatrix} \right) &= \left\{ \begin{pmatrix} -2 \\ \ominus -2 \\ 0 \\ 0 \end{pmatrix} \right\}.
\end{align*}
\]

From applying \( \zeta_1(\zeta_2(\cdot)) \), we additionally obtain \( \{(0,0)\} \).

For the positive orthant, this yields the generators \( \{(0,0), (0,-2), (-2,0), (0,0)\} \). The other orthants are derived analogously.

\textbf{Corollary 6.6.} \textit{Tropically convex sets are contractible.}

\textbf{Proof.} The space \( T^e_d \) inherits the topology of \( \mathbb{R}^d \) via the map \( \log|x| \), where the origin is mapped to the all-0-point. As tropically convex sets in all orthants are contractible [20, Theorem 2], we can contract to the boundary of the orthants. The claim follows by induction on the dimension \( d \).

For the definition of the covector decomposition in \( (\mathbb{R} \cup \{-\infty\})^d \) and its connection with regular subdivisions of \( \Delta_d \times \Delta_n \) we refer the reader to [28].

\textbf{Corollary 6.7 (Covector decomposition).} \textit{The combinatorics of the tropically convex hull of a matrix \( A \in T_d \times \Delta_n \) can be described by \( 2^d \) regular subdivisions of \( \Delta_d \times \Delta_n \).}

\section{6.1 Proofs}

\textbf{Proof of Proposition 6.2.} Using the construction in (51) and the fact that \( \ominus |z|, |z| \in U(z) \) for \( z \in T_e \), the inclusion \( \zeta_i(A) \subseteq t_{\text{conv}}(A) \cap H_i \) follows from Definition 3.1. Example 3.8 and Proposition 3.4.a imply that \( t_{\text{conv}}(\zeta_i(A)) \subseteq t_{\text{conv}}(A) \cap H_i \).

For the other inclusion, assume that there is a point \( z \in t_{\text{conv}}(A) \) with \( z_i = 0 \) which is not contained in \( t_{\text{conv}}(\zeta_i(A)) \). By Proposition 4.1, this implies that
\[
\ker_+ \begin{pmatrix} 0 \\ \ominus 0 \\ \ominus z \end{pmatrix} = 0.
\]

The Farkas Lemma 4.6 implies that
\[
\text{sep}_+ \begin{pmatrix} 0 \\ \ominus 0 \\ \ominus z \end{pmatrix} \neq 0.
\]

Furthermore, we get
\[
\text{sep}_+ \left( \begin{pmatrix} 0 \\ \ominus 0 \\ \ominus z \end{pmatrix} \right) \neq 0
\]
as, because of \( z_i = 0 \), the last column is unchanged by \( \zeta_i \) and the first row remains the same due to the definition of \( \lambda^+(u,v) \) and \( \lambda^-(u,v) \) for (50).

However, by Corollary 4.15, then also
\[
\text{sep}_+ \begin{pmatrix} 0 \\ \ominus 0 \\ \ominus z \end{pmatrix} = 0.
\]

Using again the Farkas Lemma 4.6, this implies \( z \not\in t_{\text{conv}}(A) \), a contradiction.
To derive the next claim, we start with a more precise description of a signed tropical line segment. There is a natural bijection between \( \Delta_2 = \{ (\nu, \mu) \in T^2_{\geq 0} \mid \max(\nu, \mu) = 0 \} \) and \( \overline{T} = \mathbb{R} \cup \{-\infty, \infty\} \) given by
\[
(\nu, \mu) \mapsto \mu - \nu.
\]
We denote the inverse image of an element \( \eta \in \overline{T} \) with respect to this map by \( \Psi(\eta) \).

This leads to a parametrization of a tropical line segment for \( a, b \in T^d_{\geq 0} \) via \( \text{tconv}(a, b) = \{ L_\eta(a, b) \mid \eta \in \overline{T} \} \) where \( L_\eta(a, b) = \Psi(\eta)_0 \oplus a \oplus \Psi(\eta)_1 \oplus b \). Note that \( L_{-\infty}(a, b) = a \) and \( L_{\infty}(a, b) = b \).

**Proof of Proposition 6.3.** Let \( z \in \text{tconv}(A) \cap T^d_{\geq 0} \) be an element of \( \mathcal{U}(A \circ \lambda) \) with \( \lambda \in \Delta_d \). We consider the tropical line segments from \( z \) to the columns of \( A \). For a fixed column \( a^{(j)} \) of \( A \) with \( a^{(j)} \notin \mathbb{R}^d_{\geq 0} \), there is a minimal \( \eta \in \overline{T} \) such that a component of \( L_\eta(z, a^{(j)}) \) is balanced.

**Intermediate claim I:** All entries of \( L_\eta(z, a^{(j)}) \) are either balanced or in \( T^d_{\geq 0} \). For an arbitrary row \( i \in [d] \), the expression \( \Psi(\eta)_1 \circ z_i \oplus \Psi(\eta)_2 \circ a^{(j)} \) is in \( T^d_{\geq 0} \) for \( \eta = -\infty \). The claim now follows from the piecewise definition of the addition in terms of the absolute values.

Using Proposition 3.6, we see that the point \( b^{(j)} \) obtained from \( L_\eta(z, a^{(j)}) \) by replacing all balanced entries with \( 0 \) is in \( \text{tconv}(A) \cap T^d_{\geq 0} \). For \( a^{(j)} \in \mathbb{R}^d_{\geq 0} \) we set \( b^{(j)} = a^{(j)} \).

**Intermediate claim II:** The point \( z \) is in the convex hull of \( \{ b^{(j)} \mid j \in [n] \} \). It is enough to show that
\[
\ker_{\oplus}(\begin{pmatrix} 0 & \cdots & 0 & \nu \circ z \oplus 0 \\ a^{(1)} & \cdots & a^{(n-1)} & b^{(n)} \end{pmatrix}) \neq \emptyset
\]
because than we can iteratively replace the columns \( a^{(i)} \) by \( b^{(i)} \). Let \( b^{(1)} \in \nu \circ z \oplus \mu \circ a^{(1)} \). Pick an element \( x \) scaled such that \( x_1 = \mu \). Then
\[
\begin{pmatrix} \nu & 0 & \cdots & 0 & 0 \\ \nu \circ z & 0 & \cdots & 0 & \nu \circ \circ z \end{pmatrix} \oplus \begin{pmatrix} 0 & 0 & \cdots & 0 & 0 \end{pmatrix} \oplus \begin{pmatrix} a^{(1)} & a^{(2)} & \cdots & a^{(n)} & \circ z \end{pmatrix} \oplus x
\]
is in \( T^d_{\geq 0} \). Therefore \((0, \ldots, 0)\) is in the non-negative kernel of
\[
\begin{pmatrix} \nu & x_1 & \cdots & x_n & \times (\nu \oplus x_{n+1}) \\ \nu \circ z & \circ x_1 \circ a^{(1)} & \cdots & \circ x_n & \times \circ (\nu \oplus x_{n+1}) & \circ (\circ z) \\ 0 & x_2 & \cdots & x_n & \times (\nu \oplus x_{n+1}) & \circ (\circ z) \\ \nu \circ z \oplus \mu & \circ a^{(1)} & \cdots & \circ a^{(n)} & \times (\nu \oplus x_{n+1}) & \circ (\circ z) \end{pmatrix} =\]
\[
\begin{pmatrix} \mu \circ a^{(1)} & x_2 & \cdots & x_n & \times x_{n+1} \oplus (\circ z) \\ \mu \circ a^{(1)} & \circ x_2 \circ a^{(2)} & \cdots & \circ x_n \circ a^{(n)} & \times x_{n+1} \oplus (\circ z) \end{pmatrix}
\]
For fixed \( i \in [d] \), if \( \nu \circ z_i \oplus \mu \circ a_i^{(1)} \) is not balanced or the maximum absolute value is attained somewhere else in the row, we can replace it by \( b_i^{(1)} \) and \((0, \ldots, 0)\) is still in the non-negative kernel.

Otherwise, \( \circ \nu \circ z_i = \mu \circ a_i^{(1)} \) and \( \nu \oplus x_{n+1} = \nu \). But \((0, \ldots, 0)\) is also in the non-negative kernel of
\[
\begin{pmatrix} \mu \circ a^{(1)} & x_2 & \cdots & x_n & \times x_{n+1} \oplus (\circ z) \end{pmatrix}.
\]
Since \( \mu \circ a_i^{(1)} = \circ \nu \circ z_i \) has the same sign as \( \circ x_{n+1} \circ z_i \) and we have \( \nu \geq x_{n+1} \), there has to be an \( \ell \in [n] \) such that \( x_\ell \circ a^{(1)}_\ell = \circ \mu \circ a_i^{(1)} = \nu \circ z_i \). Therefore, we can replace \( \nu \circ z_i \oplus x_\ell \circ a^{(1)}_\ell \) by \( 0 \) and \((0, \ldots, 0)\) remains in the non-negative kernel.
Therefore, \((0, x_2, \ldots, x_n, (\nu \oplus x_{n+1}))\) is in the non-negative kernel of
\[
\begin{pmatrix}
0 & 0 & \cdots & 0 & \ominus 0 \\
\delta^{(1)} & a^{(2)} & \cdots & a^{(n)} & \ominus \zeta
\end{pmatrix}.
\]
This finishes the proof of claim II. ▶
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A Missing Proofs

Lemma 2.6. Let $a, b, c, d \in S$.
(a) $a \oplus c \vDash b \Leftrightarrow a \vDash b \ominus c$.
(b) $a \vDash b \land c \vDash d \Rightarrow a \ominus c \vDash b \ominus d$.
(c) If $c \in T_{\geq}$, then $b \vDash c$ and $c \vDash a$ imply $b \vDash a$.
(d) $a \vDash b$ implies $c \ominus a \oplus d \vDash c \ominus b \ominus d$ for $c \in T_{\geq 0}$ and $c \ominus b \ominus d \vDash c \ominus a \oplus d$ for $c \in T_{< 0}$.

Proof.
(a) The claim follows directly from the definition and the properties of the semiring $S$.
(b) Using the definition, we obtain $a \ominus b, c \ominus d \in T_{\geq 0} \cup T_{\bullet}$. This implies already $a \ominus c \ominus b \ominus d \in T_{\geq 0} \cup T_{\bullet}$.
(c) For a contradiction, assume $b \not\vDash a$, that is, $b \ominus a \in T_{< 0}$.
Case 1: $|b| > |a|$. In this case, $b \in \mathbb{T}_{<0}$. Since $b \odot c \in \mathbb{T}_{\geq 0} \cup \mathbb{T}_+$, it follows that $c \in \mathbb{T}_{<0}$ and $|c| \geq |b|$, using $c \in \mathbb{T}_{\pm}$. We now get a contradiction to $c \odot a \in \mathbb{T}_{\geq 0} \cup \mathbb{T}_+$, since $|c| \geq |b| > |a|$.

Case 2: $|a| > |b|$. This case follows by an analogous argument. With $a \in \mathbb{T}_{\geq 0}$, the condition $c \odot a \in \mathbb{T}_{\geq 0} \cup \mathbb{T}_+$ implies $c \in \mathbb{T}_{>0}$ and $|c| \geq |a| > |b|$. This contradicts $b \odot c \in \mathbb{T}_{\geq 0} \cup \mathbb{T}_+$.

Case 3: $|a| = |b|$. In this case, we must have $b \in \mathbb{T}_{<0}$ and $a \in \mathbb{T}_{>0}$. We thus obtain $c \in \mathbb{T}_{<0}$ as in case I, but also $c \in \mathbb{T}_{<0}$ as in case II, a contradiction.

(d) The expression $c \odot (a \odot b) = c \odot a \odot c \odot b$ is in $\mathbb{T}_{\geq 0}$ for $c \in \mathbb{T}_{\geq 0}$ and in $\mathbb{T}_{\leq 0}$ for $c \in \mathbb{T}_{\leq 0}$. Now, the statement follows from (b) with $d \equiv d$.

Lemma 3.5.

(a) Let $a \in \mathbb{S}$, $b \in \mathbb{T}_\pm$, and $z \in \mathbb{U}(a \odot b)$. Then there exists an $a' \in \mathbb{U}(a)$ such that $z \in \mathbb{U}(a' \odot b)$.

(b) If $a \in \mathbb{U}(x)$, $b \in \mathbb{U}(y)$, and $c \in \mathbb{T}_\pm$, then $\mathbb{U}(c \odot a \odot b) \subseteq \mathbb{U}(c \odot x \odot y)$.

Proof.

(a) If $a \in \mathbb{T}_\pm$, then $a' = a$ satisfies the requirements. For the rest of the proof, we assume $a \in \mathbb{T}_+$. If $|b| > |a|$, then we can set $a' = |a|$. In this case, $a' \odot b = a \odot b = b \in \mathbb{T}_\pm$. Consider now the case $|a| \geq |b|$, which implies $a \odot b = a$. Then $z \in \mathbb{U}(a \odot b)$ if and only if $|z| \leq |a|$. For $|a| \geq |z| \geq |b|$, we set $a' = z$. If $|a| \geq |b| > |z|$, then we set $a' = \odot b$. In both cases it is easy to see that $z \in \mathbb{U}(a' \odot b)$.

(b) Note that $|a| \leq |x|$ and $|b| \leq |y|$, and consequently, $|c \odot a \odot b| \leq |c \odot x \odot y|$. If $c \odot x \odot y$ is balanced, then the claim follows: $\mathbb{U}(c \odot x \odot y)$ contains all $r \in \mathbb{T}_\pm$ with $|r| \leq |c \odot x \odot y|$; this holds for all $r \in \mathbb{U}(c \odot a \odot b)$.

Hence, assume that $c \odot x \odot y$ is not balanced. In particular, $x$ or $y$ is not balanced. If both $x, y \in \mathbb{T}_\pm$, then $a = x$ and $b = y$ and thus the claim is immediate. The remaining case is when exactly one of $x$ and $y$ is balanced. Let us assume $y \in \mathbb{T}_\pm$; the case $x \in \mathbb{T}_\pm$ follows similarly. Now we have $b = y$, and we must also have $|y| > |x \odot y|$ as otherwise $c \odot x \odot y$ would be balanced. Consequently, $c \odot x \odot y = y$. On the other hand, $|a| \leq |x|$ and $b = y$ imply $|c \odot a| < |b|$, and therefore $c \odot a \odot b = y$, and the claim follows.

Proposition 3.6. An arbitrary subset $M \subseteq \mathbb{T}_\pm^d$ is tropically convex if and only if the tropical convex hull $tconv(p, q) \subseteq M$ for all $p, q \in M$.

Proof. For a tropically convex set, the tropical convex hull of all two-element subsets is contained by definition. In the converse direction, we show by induction on $n$ that if we select any $n$ vectors from $M$ as the columns of a matrix $A \in \mathbb{T}_\pm^{d \times n}$, then $\mathbb{U}(A \odot x) \subseteq M$ for any $x \in \mathbb{T}_\pm^d$. $\bigoplus_{j \in [n]} x_j = 0$. The case $n = 2$ follows by the assumption; consider now $n \geq 3$ and assume that the claim holds for $n - 1$.

Let $z \in \mathbb{U}(A \odot x)$. Without loss of generality, we can assume that $x_1 = 0$. We set $s = \bigoplus_{l=1}^{n-1} x_l \odot a(l) \in \mathbb{S}^d$, where $a(l)$ is the $l$-th column of $A$. We let $q = a(n)$. Then, $A \odot x = s \odot x_n \odot q$.

We can apply Lemma 3.5(a) to each component of $z, s$, and $x_n \odot q$. Thus, we obtain a vector $p \in \mathbb{U}(s)$ such that $z \in \mathbb{U}(p \odot x_n \odot q)$. By induction, $p \in M$, and thus $z \in tconv(p, q) \subseteq M$ by the assumption. This completes the proof.

Proposition 3.7. For any matrix $A \in \mathbb{T}_\pm^{d \times n}$, the convex hull $tconv(A)$ is tropically convex. Consequently, $tconv(tconv(A)) = tconv(A)$. 
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**Proof.** Using Proposition 3.6, it suffices to show that if \( p, q \in \text{tconv}(A) \), \( \lambda \in \mathbb{T}_{\geq 0} \), \( \lambda \leq 0 \), then \( \mathcal{U}(p \oplus \lambda \odot q) \subseteq \text{tconv}(A) \).

Let \( x, y \in \mathbb{T}_{\geq 0}^n \). \( \sum_{j \in [n]} x_j = 0 \), \( \sum_{j \in [n]} y_j = 0 \) such that \( p \in \mathcal{U}(A \odot x) \) and \( q \in \mathcal{U}(A \odot y) \). We let \( z = x \oplus \lambda \odot q \); clearly, \( z \in \mathbb{T}_{\geq 0}^n \) and \( \sum_{j \in [n]} z_j = 0 \). From Lemma 3.5(b), we obtain that

\[
\mathcal{U}(p \oplus \lambda \odot q) \subseteq \mathcal{U}((A \odot x) \oplus (A \odot y)) = \mathcal{U}(A \odot z) \subseteq \text{tconv}(A). \]

**Proposition 4.1.** For \( A \in \mathbb{T}_{\pm}^{d \times n} \) and \( b \in \mathbb{T}_{\pm}^d \) we have

\[
b \in \text{tconv}(A) \iff \ker_+ (A \odot b) \neq \emptyset. \]

**Proof.** The condition \( b \in \text{tconv}(A) \) is equivalent to the existence of an element \( x \in \mathbb{T}_{\geq 0}^n \) with \( \sum_{j \in [n]} x_j = 0 \) and \( A \odot x \asymp b \).

Let \( (x, t) \) be a vector in the non-negative kernel, where \( x \in \mathbb{T}_{\geq 0}^n \) and \( t \in \mathbb{T}_{\geq 0} \) denotes the last component. First, we claim that \( t \neq 0 \). Indeed, \( t = 0 \) would yield \( \sum_{j \in [n]} x_j \asymp 0 \), which implies \( x_j = 0 \) for all \( j \in [n] \). Thus, we obtain \( (x, t) = (0, 0) \), a contradiction. Since \( t \neq 0 \), we can scale \( (x, t) \) such that \( t = 0 \). In this case, the definition of the kernel gives \( A \odot x \asymp b \asymp O \) and \( \sum_{j \in [n]} x_j \asymp 0 \asymp O \). The latter inequality yields \( \sum_{j \in [n]} x_j = 0 \). This is the same as the combination witnessing \( b \in \text{tconv}(A) \) as above.

**Theorem 3.14.** The signed hull \( \text{tconv}(A) \) is the union of the signed valuations for all possible lifts

\[
\text{tconv}(A) = \bigcup_{\text{sval}(A) = A} \text{sval}(\text{conv}(A)).
\]

**Proof.** We start with the inclusion \( \supseteq \). Let \( A \in \mathbb{T}_{\pm}^{d \times n} \) and fix a lift \( A \) of \( A \), this means a matrix \( A \in \mathbb{K}^{d \times n} \) with \( \text{sval}(A) = A \). For a vector \( \lambda \in \mathbb{K}^{\geq 0} \) with \( \sum_{j=1}^n \lambda_j = 1 \) the valuation \( x = \text{sval}(\lambda) \) is in \( \mathbb{T}_{\geq 0}^n \) and fulfills \( \sum_{j=1}^n x_i = 0 \). We want to show that \( b = \text{sval}(\lambda_1 \cdot a^{(1)} + \cdots + \lambda_n \cdot a^{(n)}) \in \text{tconv} A \). For each \( i \in [d] \), let \( c_i = \max \{|\text{sval}(\lambda_j \cdot a^{(j)})| : j \in [n]\} \). Furthermore, we define \( p = A \odot x = \sum_{j \in [n]} x_j \odot a^{(j)} = \sum_{j \in [n]} \text{sval}(\lambda_j \cdot a^{(j)}) \). We fix an \( i \in [d] \) and we want to show that \( b_i \in \mathcal{U}(p_i) \). Note that \( |p_i| = c_i \). If \( p_i \) is not balanced, we already have \( b_i = p_i \). Otherwise, we get \( |b_i| \leq c_i \) and consequently \( b_i \in \{0, c_i\} \). This finishes the proof of the inclusion \( \supseteq \).

For the other direction, we fix \( b \in \mathcal{U}(A \odot x) \) for some \( x \in \mathbb{T}_{\geq 0}^n \). \( \sum_{j \in [n]} x_j = 0 \). We define

\[
\lambda_j = t^{x_j} \left( \sum_{k \in [n]} t^{x_k} \right)^{-1} \text{ for each } j \in [n].
\]

With this, we get \( \lambda \geq 0 \) and \( \sum_{k \in [n]} \lambda_k = 1 \).

For each row \( i \in [d] \), we denote by \( J_i^+ \) the set of indices of the positive elements in the set \( \text{argmax} \{ a_j^{(i)} \odot x_j : j \in [n] \} \), and by \( J_i^- \) analogously for negative elements.

We set \( \ell_i \) to be an arbitrary index in \( \text{argmin} \{|J_i^+|, |J_i^-|\} \), and define

\[
a_j^{(i)} = \begin{cases} 
\text{sgn}(a_{ij}) t^{a_{ij}} + \alpha_i & \text{for } j = \ell_i \\
\text{sgn}(a_{ij}) t^{a_{ij}} & \text{else},
\end{cases}
\]
where
\[
\alpha_i = \frac{1}{\lambda_i} \left( -\sum_{k \in [d]} t\text{sgn}(a_{ik})d_{|a_{ik}|+x_k} + t\text{sgn}(b_i)t_{|b_i|} \right).
\]

Note that \(|b_i| \leq |a_{ik}|+x_k\) and \(|a_{ij}|+x_j-x_k \leq |a_{ik}|\) for all \(j \in [n]\). Therefore, \(s\text{val}(a_{ij}) = a_{ij}\) for all \(i \in [d]\) and \(j \in [n]\). Furthermore, we get
\[
\alpha_i \cdot \lambda = \sum_{k \in [d] \setminus \{\ell_i\}} \lambda_k a_{ik}^{(k)} + \lambda_{\ell_i} a_{\ell_i}^{(\ell_i)}
\]
\[
= \sum_{k \in [d]} t\text{sgn}(a_{ik})d_{|a_{ik}|+x_k} - \sum_{k \in [d]} t\text{sgn}(a_{ik})d_{|a_{ik}|+x_k} + t\text{sgn}(b_i)t_{|b_i|}
\]
\[
= t\text{sgn}(b_i)t_{|b_i|}.
\]

Hence, we have \(s\text{val}(\alpha_i \cdot \lambda) = b_i\) for all \(i \in [d]\). This concludes the proof.

**Proposition 4.8.** Let \(A, B \subseteq \mathbb{S}\) be two finite sets. There is an element \(c \in \mathbb{S}\) with
\[
c \odot a > O \quad \text{and} \quad b \odot c > O \quad \text{for all} \ a \in A, \ b \in B
\]
if and only if
\[
b \odot a > O \quad \text{for all} \ (a, b) \in A \times B.
\]
Furthermore, the element \(c\) can chosen to be signed.

**Proof.** For each pair \((a, b) \in A \times B\), we add the inequalities in (24) using Lemma 2.2 and obtain \(b \odot a \odot c \odot c > O\). This implies \(b \odot a > \mid c \mid \geq O\) and, hence, (25).

For the other direction, note that \(A \subseteq \mathbb{T}_\pm\) or \(B \subseteq \mathbb{T}_\pm\), as two balanced elements are not comparable by “\(>\)”. Because of the symmetry \((9)\), we can assume that \(B \subseteq \mathbb{T}_\pm\). Let \(\beta\) denote the minimum of \(B\). Furthermore, we define \(\alpha\) as the maximum of \(A \cap \mathbb{T}_\pm\) and \(\{|a| \mid a \in A \cap \mathbb{T}_\pm\}\), where either of these two sets could also be empty. We obtain from (25) that \(\beta > \alpha\), where we use that \(b > a \iff b > \mid a\mid\) for \(a \in \mathbb{T}_\pm\). An arbitrary element \(c\) with \(\alpha < c < \beta\) fulfills (24). As the elements in \(B\) are totally ordered, the claim for the inequalities involving \(B\) follows immediately. Distinguishing the balanced and signed elements yields the claim for the inequalities involving \(A\).

**Proposition 4.10.** Let \(A, B \subseteq \mathbb{S}\) be two finite sets. There is an element \(c \in \mathbb{T}_\pm\) with
\[
c \odot a \neq O \quad \text{and} \quad b \odot c \neq O \quad \text{for all} \ a \in A, \ b \in B
\]
if and only if
\[
b \odot a \neq O \quad \text{for all} \ (a, b) \in A \times B
\]

**Proof.** The first direction from (26) to (27) follows from Lemma 2.6(a) and 2.6(c) because of \(c \in \mathbb{T}_\pm\).

For the other direction, let
\[
\alpha_0 = \arg\min \{ \mid a \mid \mid a \in A \cap \mathbb{T}_\pm\}\,
\alpha_1 = \max \{ \mid a \mid \mid a \in A \cap \mathbb{T}_\pm\}\,
\beta_0 = \arg\min \{ \mid b \mid \mid b \in B \cap \mathbb{T}_\pm\}\,
\beta_1 = \min \{ \mid b \mid \mid b \in B \cap \mathbb{T}_\pm\}\,
\]

(54)
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with respect to the ordering “≥”. By construction, we get from (27) the relation \( \beta_1 \ominus \alpha_1 \models O \), which yields \( \beta_1 \geq \alpha_1 \). Furthermore, we obtain \( \beta_1 \ominus \alpha_0 \models O \) implying \( \beta_1 \geq \circ \alpha_0 \) and \( \beta_0 \ominus \alpha_1 \models O \) implying \( |\beta_0| \geq \alpha_1 \). We conclude that

\[
\beta := \min(|\beta_0|, \beta_1) \geq \max(\circ |\alpha_0|, \alpha_1) := \pi ,
\]

using also the trivial inequality \( |\beta_0| \geq \circ |\alpha_0| \).

By checking all possibilities arising from the list in (54), we see that the element \( \gamma \) fulfills \( b \ominus \gamma \models O \) and \( \gamma \ominus a \models O \) for all \( a \in A, b \in B \).

Other Notions of Tropical Convexity

Parallel to the development of tropical convexity, the more general notion of \( B \)-convexity was developed starting with [15]. The notion of \( B \)-convexity boils down to convexity defined over the semiring \( R \geq 0 \) with operations \( \oplus = \max \) and \( \otimes = \cdot \), see [15, Theorem 2.1.1].

Taking logarithms transforms these operations to \( \oplus = \max \) and \( \otimes = + \) on \( R \cup \{-\infty\} \). This gives rise to a transferred version of \( B \)-convexity on \( T_\pm \) by considering the images of \( B \)-convex sets in \( R^d \) under the map \( s\log: x \mapsto \text{sgn}(x) \log(|x|) \).

The following example shows that our notion of signed tropical convexity is an even more restrictive notion than \( B \)-convexity and \( B^\# \)-convexity [14].

Example B.1. The tropical convex hull of \( A = \{(\ominus 2, \ominus 1), (2, 1)\} \) is the set

\[
[\ominus 2, 2] \times [\ominus 1, 1] .
\]

However, the set \( \text{Co}^r(A) \) is

\[
L = \{(2 \ominus \lambda, \lambda) \mid \lambda \in [\ominus 1, 1]\} .
\]

for all \( r \in \mathbb{N} \). In particular, also \( \text{Co}^\infty(A) \) equals \( L \). This implies that \( B(L) = L \). We depict both in Figure 7. Hence, \( t\text{conv}(A) \) strictly contains \( B(A) \). Furthermore, [14, Corollary 4.2.4] shows that \( L \) is also \( B^\# \)-convex.

Interestingly, the set \( L \) is also the image under the signed valuation of the set

\[
\text{conv}\left(\left(-t^2, t^2\right), \left(-t, 0\right)\right) .
\]

Here, we mean the convex hull over the Puiseux series \( R\llcorner t \). So \( L \) is the tropicalization of a single line segment while our hull construction yields the union of line segments whose spanning points tropicalize to \( A \), as we saw in Section 3.2. For example, we get the set \( \{\ominus 2\} \times [\ominus 1, 1] \cup [\ominus 2, 2] \times \{1\} \) as the tropicalization of \( \text{conv}\left(\left(-2t^2, t^2\right), \left(-t, 0\right)\right) \).

Remark B.2. It is tempting to define a cancellative sum for two numbers \( a, b \in T_\pm \) by

\[
a \ominus b = \begin{cases} 
a & |a| > |b| 
b & |b| > |a| 
a \quad a = b 
0 & a = \ominus b \end{cases} .
\]
This can be extended componentwise to $\mathbb{T}^d$.

An iterative version of this construction is used in [14]. A conceptional drawback of the cancellative sum is that it is not associative, as the example

$$0 \oplus (\ominus 0 \ominus -1) = 0 \ominus 0 = O \neq -1 = O \ominus -1 = (0 \ominus 0) \ominus -1$$

shows.

\textbf{Remark B.3.} Recall that Theorem 6.4 gave a way to determine the whole tropical convex hull from the tropical convex hull in each orthant. For sufficiently generic matrices, one can use the cancellative sum from Remark B.2. If there are no antipodal points, no balanced coefficients arise in the elimination and the map $\xi$ used for Theorem 4.12 is just the identity. Hence, the iterative construction of a single intersection point with a coordinate hyperplane suffices.
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1 Introduction

Distributional property testing is a fundamental problem in theoretical computer science (see, e.g. [22]) aiming at determining properties of probability distributions with the least number of independent samples. It has intimate connections and applications to statistics, learning theory, and algorithm design.

The merit of distributional property testing mainly comes from the fact that the testing of many properties admits sublinear algorithms. For instance, given the ability to take samples from a discrete distribution $p$ on $[n] := \{1, \ldots, n\}$, it requires $\Theta(n/\epsilon^2)$ samples to “learn” $p$, © András Gilyén and Tongyang Li; licensed under Creative Commons License CC-BY
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i.e., to construct a distribution \( q \) on \([n]\) such that \( \|p - q\|_1 \leq \epsilon \) with success probability at least \( 2/3 \) (\( \| \cdot \|_1 \) being \( \ell^1 \)-distance). However, testing whether \( p = q \) or \( \|p - q\|_1 > \epsilon \) requires only \( \Theta(\max\{n^{2/3}, n^{1/2}\}) \) samples from \( p \) and \( q \) \([19]\), which is sublinear in \( n \) and significantly smaller than the complexity of learning the entire distributions. See Section 1.4 for more examples and discussions.

In this paper, we study the impact of quantum computation on distributional property testing problems. We are motivated by the emerging topic of “quantum property testing” (see the survey of \([30]\)) which focuses on investigating the quantum advantage in testing classical statistical properties. Quantum speed-ups have already been established for a few specific problems such as testing closeness between distributions \([13, 29]\), testing identity to known distributions \([18]\), estimating entropies \([27]\), etc. In this paper we propose a generic approach for quantum distributional property testing, and illustrate its power on a few examples. This is our attempt to make progress on the question:

Can quantum computers test properties of distributions systematically and more efficiently?

1.1 Problem statements

Throughout the paper, we denote probability distributions on \([n]\) by \( p \) and \( q \); their \( \ell^\alpha \)-distance is defined as \( \|p - q\|_\alpha := \left( \sum_{i=1}^n |p_i - q_i|^\alpha \right)^{1/\alpha} \). Similarly, we denote \( n \times n \) density operators (i.e., quantum distributions) by \( \rho \) and \( \sigma \); their \( \ell^\alpha \)-distance is defined via the corresponding Schatten norm.

Input models. To formulate the problems we address, we define classical and quantum access models for distributions on \([n]\). We begin with the very natural model of sampling.

\begin{definition} \textbf{(Sampling).} A classical distribution \((p_i)_{i=1}^n\) is accessible via classical sampling if we can request independent samples from the distribution, i.e., get a random \( i \in [n] \) with probability \( p_i \). A quantum distribution \( \rho \in \mathbb{C}^{n \times n} \) is accessible via quantum sampling if we can request independent copies of the state \( \rho \).
\end{definition}

Now we define a coherent analogue of the above sampling model. To our knowledge this type of query-access was only studied by a few earlier works \([29, 24]\) and only in the special case of classical distributions. The motivation for this input model is the following: we can think about a density operator as the outcome of some physical process modeled by some black-box. Suppose that the black-box can generate samples on demand. Unlike in the classical (randomized) setting, in a quantum scenario in principle it is always possible to reverse every computational / physical process – including this black-box. If reversion is not feasible, then we get the plain sampling model; however if it is possible to reverse the (quantum) black-box then we get the purified query access model that we describe. For example, if a quantum computer produces the samples via, say, a Monte Carlo method, then the process is easily reversible. However, if the samples come from some source “outside the lab”, then reversing the process might not be possible. Therefore, both input models (purified quantum query access and sampling access) are well-motivated. The surprising fact is that this subtle difference in the input models gives rise to significantly different complexities, as we show later for several problems.

\footnote{For readers less familiar with quantum computing, a density operator (=quantum distribution) \( \rho \in \mathbb{C}^{n \times n} \) is a positive semidefinite matrix with \( \text{Tr}[\rho] = 1 \). Please refer to the textbook \([31]\) for more information.}
Definition 2 (Purified quantum query-access). A density operator $\rho \in \mathbb{C}^{n \times n}$, has purified quantum query-access if we have access to a unitary oracle $U_\rho$ (and its inverse) acting as

$$U_\rho |0\rangle_A |0\rangle_B = |\psi_\rho\rangle_{AB} = \sum_{i=1}^{n} \sqrt{p_i} |\phi_i\rangle_A |\psi_i\rangle_B,$$

where $\langle \phi_i | \phi_j \rangle = \langle \psi_i | \psi_j \rangle = (\text{Kronecker}) \delta_{ij}$

such that $\text{Tr}_A(|\psi_i\rangle\langle\psi_i|) = p_i$. If $|\psi_i\rangle = |i\rangle$, then $\rho = \sum_{i=1}^{n} p_i |i\rangle\langle i|$ is a diagonal density operator which can be identified with the classical distribution $p$, so we can simply write $U_\rho$ instead of $U_\rho$. With a slight abuse of notation sometimes we will concisely write $|\rho\rangle$ instead of $|\psi_\rho\rangle$.

We also define an even stronger input model that is considered in a series of earlier works, see, e.g., [13, 18, 27, 15].

Definition 3 (Classical distribution with discrete query-access). A classical distribution $(p_i)_{i=1}^{n}$, has discrete query-access if we have classical / quantum query-access to a function $f : S \rightarrow [n]$ such that for all $i \in [n]$, $p_i = |\{ s \in [S] : f(s) = i \}|/|S|$. (Typically the interesting regime is when $|S| \gg n$.) In the quantum case a query oracle is a unitary operator $O$ acting on $\mathbb{C}^{[S]} \otimes \mathbb{C}^{n}$ as

$$O : |s,0\rangle \mapsto |s,f(s)\rangle \text{ for all } s \in S.$$  

Note that if one first creates a uniform superposition over $S$ and then makes a query, then the above oracle turns into a purified query oracle to a classical distribution as in Definition 2. Therefore all lower bounds that are proven in this model also apply to the purified query-access oracles. In fact all algorithms that the authors are aware of do this conversion, so they effectively work in the purified query-access model. Moreover, we conjecture that the two input models are equivalent when $|S| \gg n$. For this reason we only work with the purified query-access model in this work.

Another strengthening of the purified query-access model for classical distributions is when we assume access to a unitary (and its inverse) acting as $|0\rangle \mapsto \sum_{i=1}^{n} \sqrt{p_i} |i\rangle$. A very similar input model was thoroughly studied by [4].

Definition 4 (Classical distribution with pure-state preparation access). A classical distribution $(p_i)_{i=1}^{n}$, is accessible via pure state preparation oracle if we have access to a unitary oracle $U_{\text{pure}}$ (and its inverse) acting as

$$U_{\text{pure}} : |0\rangle \mapsto \sum_{i=1}^{n} \sqrt{p_i} |i\rangle.$$ 

This is strictly stronger\(^2\) than the purified query-access model. In order to simulate purified queries we can first do a pure state query and then copy $|i\rangle$ to a second fresh ancillary

\(^2\) $|\psi\rangle \in \mathbb{C}^{n}$ denotes a “ket” vector and $\langle \psi | = (|\psi\rangle)\text{\textsuperscript{\dagger}}$ stands for its conjugate transpose, called “bra” in Dirac notation; $|i\rangle = \vec{e}_i$ is the $i^{\text{th}}$ basis vector. An $\ell^{2}$-normalized $|\psi\rangle$ is called a pure state, and corresponds to density operator $|\psi\rangle\langle\psi|$. For $A = \mathbb{C}^{n}$, $B = \mathbb{C}^{n}$ and $|\phi\rangle \in A \otimes B$ we denote by $\text{Tr}[|\phi\rangle\langle\phi|]_A \in B \otimes B^* = \mathbb{C}^{n \times n}$ the partial trace over $A$.

\(^3\) This can be seen in various ways. We give an argument in the spirit of distributional property testing. Closeness of two unknown distributions $p,q$ can be tolerantly tested in the squared Hellinger distance $H(p,q)^2 = \frac{1}{2} \left\| \sqrt{p} - \sqrt{q} \right\|_2^2$ to precision $\epsilon$ in query complexity $O(1/\sqrt{\epsilon})$ in the model of Definition 4 using amplitude estimation. On the other hand the classical sample complexity of testing equality to $\epsilon$ precision in this metric is $\Theta(\min(n^{2/3}/\epsilon^{2/3}, n^{3/4}/\epsilon))$, as shown in [20]. The results of Chailloux [16] imply that this query complexity improves at most cubically in the model of Definition 2, showing that the input model of Definition 4 is strictly stronger.
register using, e.g., some CNOT gates. Finally, for completeness we mention that one could also consider a model similar to the above where one can only request samples of pure states of the form $\sum_{i=1}^{n} \sqrt{p_i} |i\rangle$, as studied for example in [6, 5].

We will mostly focus on the first two input models and will only use the latter strengthenings of the purified query-access model for invoking and proving lower bounds.

**Property testing problems.** We study three distributional properties: $\ell^\alpha$-closeness testing, independence testing, and entropy estimation. In the classical literature these are well-studied properties, and the corresponding testers motivate general algorithms for testing properties of discrete distributions [20, 1].

For brevity we only give the definitions for classical distributions; similar definitions apply to quantum density matrices if we replace vector norms by the corresponding Schatten norms.

▶ **Definition 5** ($\ell^\alpha$-closeness testing). Given $\epsilon > 0$ and two probability distributions $p, q$ on $[n]$, $\ell^\alpha$-closeness testing is to decide whether $p = q$ or $\|p - q\|_\alpha \geq \epsilon$ with success probability at least $\frac{2}{3}$. Tolerant testing: decide whether $\|p - q\|_\alpha \leq 0.99\epsilon$ or $\|p - q\|_\alpha \geq \epsilon$ with success probability at least $\frac{2}{3}$.

▶ **Definition 6** (Independence testing). Given $\epsilon > 0$ and a probability distribution $p$ on $[n] \times [m]$ with $n \geq m$, independence testing is to decide, with success probability at least $\frac{2}{3}$, whether $p$ is a product distribution or $p$ is $\epsilon$-far in $\ell^1$-norm from any product distribution on $[n] \times [m]$.

▶ **Definition 7** (Entropy estimation). Given $\epsilon > 0$ and a density operator $\rho \in \mathbb{C}^{n \times n}$, entropy estimation is to estimate the Shannon / von Neumann entropy $H(\rho) = -\text{Tr}[\rho \log(\rho)]$ within additive $\epsilon$-precision with success probability at least $\frac{2}{3}$.

### 1.2 New results

We give a systematic study of distributional property testing for classical / quantum distributions, and obtain the following results for the purified quantum query model of Definition 2:

- Entropy estimation of classical / quantum distributions costs $\tilde{O}\left(\frac{\sqrt{n}}{\epsilon}\right)$ and $\tilde{O}\left(\frac{1}{\epsilon^2}\right)$ queries respectively, as we prove in Theorem 12 and Theorem 13.

- Tolerant $\ell^2$-closeness testing of classical / quantum distributions costs $\Theta\left(\frac{1}{\epsilon}\right)$ and $O\left(\min\left(\frac{\sqrt{n}}{\epsilon}, \frac{1}{\epsilon^2}\right)\right)$ queries respectively, as we prove in Theorem 14 and Theorem 15.

- $\ell^1$-closeness testing of classical / quantum distributions costs $\tilde{O}\left(\frac{\sqrt{n}}{\epsilon}\right)$ and $O\left(\frac{n}{\epsilon^2}\right)$ queries respectively, as we prove in Corollary 17.

- Independence testing of classical / quantum distributions costs $\tilde{O}\left(\frac{\sqrt{mn}}{\epsilon}\right)$ and $O\left(\frac{nm}{\epsilon^2}\right)$ queries respectively, as we prove in Corollary 18.

For context, we compare our results with previous classical and quantum results in Table 1 and Table 2. (Note that all of our results are gate efficient, because they are based on singular value transformation and amplitude estimation, both of which have gate-efficient implementations.)

---

4 Throughout the paper, we use $\tilde{O}$ to omit poly-logarithmic factors in $O$, i.e., $\tilde{O}(T) = O(T \polylog(T))$.

5 Recent results of [16] imply that in this model quantum speed-ups are at most cubic.
We call such a unitary a block-encoding with query complexity \(O(\ell)\). The motivating idea behind our approach is that if we can prepare a purification of a quantum operator in the top-left corner, using only two queries to \(U_\rho\). This observation is due to [28].

Example application to \(\ell^3\)-testing. The problem is to decide whether \(\rho = \sigma\) or \(\|\rho - \sigma\|_3 \geq \epsilon\), with query complexity \(O\left(\epsilon^{-\frac{3}{2}}\right)\). The first idea is that if we can prepare a purification of \(\rho\) and \(\sigma\), then we can also prepare a purification of \((\rho + \sigma)/2\) by setting a qubit to the state

As we show our quantum algorithms for classical distributional property testing problems with purified access can be naturally lifted to the case of quantum distributions, incurring an overhead of \(\approx \sqrt{n}\), which is manifested in the complexities of Table 1.

Table 2 Complexities of Shannon / von Neumann entropy estimation with constant precision. It seems that the \(n\)-dependence is roughly quadratically higher for quantum distributions, while coherent quantum access gives a quadratic advantage for both classical and quantum distributions. This suggests that our entropy estimation algorithm has essentially optimal \(n\)-dependence for density operators with purified access, however we do not have a matching lower bound yet.

1.3 New techniques

The motivating idea behind our approach is that if we can prepare a purification of a quantum distribution / density operator \(\rho\), then we can construct a unitary \(U\), which has this density operator in the top-left corner, using only two queries to \(U_\rho\). This observation is due to [28].

We call such a unitary a block-encoding of \(\rho\):

\[
U = \left[
\begin{array}{cccc}
\rho & \cdots \\
\vdots & \ddots & \ddots \\
\vdots & \cdots & \ddots & \ddots \\
\end{array}
\right] \iff \rho = \left(\left|0\right\rangle^\otimes a \otimes I\right)U\left(\left|0\right\rangle^\otimes a \otimes I\right).
\]

One can think of a block-encoding as a post-selective implementation of the linear map \(\rho\): given an input state \(|\psi\rangle\), applying the unitary \(U\) to the state \(\left|0\right\rangle^\otimes a |\psi\rangle\), measuring the first \(a\)-qubit register and post-selecting on the \(\left|0\right\rangle^\otimes a\) outcome, we get a state \(\propto \rho |\psi\rangle\) in the second register. Block-encodings are easy to work with, for example given a block-encoding of \(\rho\) and \(\sigma\) we can easily construct a block-encoding of \((\rho - \sigma)/2\), see for example in the work of [17].
As we show in Appendix A these operators form a projected unitary encoding of \( \sigma \). Therefore we define a slight generalization of block-encodings called projected unitary encodings, which represent a matrix \( A \) in the form of \( \Pi U \bar{\Pi} \), where \( \Pi, \bar{\Pi} \) are orthogonal projectors and \( U \) is a unitary matrix. One can think about \( U \) in a projected unitary encoding as a post-selective implementation of the map \( A \) : \( \text{img}(\bar{\Pi}) \to \text{img}(\Pi) \). Take for example \( U := (U_\rho \otimes I), \Pi := (\sum_{i=1}^{n} |i\rangle \langle i| \otimes |i\rangle \langle i|) \), and \( \bar{\Pi} := (|0\rangle \langle 0| \otimes |0\rangle \langle 0| \otimes I) \). As we show in Appendix A these operators form a projected unitary encoding of

\[
A = \Pi U \bar{\Pi} = \sum_{i=1}^{n} \sqrt{p_i} |\phi_i\rangle |0\rangle \otimes |i\rangle |0\rangle \otimes |i\rangle |i|.
\]

We can use a similar trick for a general density operator \( \rho \) too. However, there is a major difficulty which arises from the fact that we do not a priori know the diagonalizing basis of \( \rho \). Therefore we use slightly different operators. Let \( W \) be a unitary,\(^6\) mapping \( |0\rangle |0\rangle \to \sum_{j=1}^{n} \frac{|j\rangle |j\rangle}{\sqrt{p_j}} \). Let \( U' := (I \otimes U_\rho^\dagger) (W^\dagger \otimes I), \Pi' := (|0\rangle \langle 0| \otimes |0\rangle \langle 0|) \) and \( \bar{\Pi} \) as above. As we show in Appendix A these operators form a projected unitary encoding of

\[
A' = \Pi U' \bar{\Pi} = \sum_{i=1}^{n} \frac{p_i}{\sqrt{n}} |\phi_i\rangle |0\rangle \otimes |0\rangle |0\rangle \otimes |0\rangle |\psi_i|,
\]

where \( \sum_{j=1}^{n} \frac{|j\rangle |j\rangle}{\sqrt{p_j}} = \sum_{j=1}^{n} \frac{|j\rangle |j\rangle}{\sqrt{\sigma_j}} \) is the Schmidt decomposition of the maximally entangled state under the basis \( \{|\phi_1\rangle, \ldots, |\phi_n\rangle\} \).

---

\(^6\) This unitary is easy to implement, e.g., by using a few Hadamard and CNOT gates.
As we can see, the case of general density operators is less efficient, it only gives operational access to the “square root” of $\rho/n$. We note that for (approximately) transforming a block-encoding of $A/\sqrt{n}$ to a block-encoding of $A/\tilde{O}(1)$ it is necessary and sufficient to use the block-encoding of $A/\sqrt{n}$ about $\sqrt{n}$ times [21, Theorems 3&17]. This is essentially the reason for the $\approx \sqrt{n}$ overhead in our quantum algorithms for quantum distributions in Table 1. If the $1/\sqrt{n}$ factor could be directly improved, that would speed up our von Neumann entropy estimation algorithm Theorem 13, which seems unlikely, cf. Table 2. This suggests that it is impossible to obtain a more efficient block-encoding in the general case.

**General recipe.** We summarize our recipe to distributional property testing as follows.

1. Construct quantum circuit / unitary matrix operationally representing the distribution.
2. Transform the singular values of the corresponding matrix according to a desired function.
3. Apply the resulting map to the purification of the distribution, or another suitable state.
4. Estimate the amplitude of the flagged output state and conclude.

The above general scheme describes our approach to the problems we discuss in this paper.

Sometimes it is useful to divide the probabilities / singular values into bins, and fine-tune the algorithm by using the approximate knowledge of the size of the singular values. This divide-and-conquer strategy is at the core of our improved tolerant $\ell^2$-closeness tester of Theorem 14.

### 1.4 Related works on distributional property testing

**Classical algorithms.** Many distributional property testing problems fall into the category of *closeness testing*, where we are given the ability to take independent samples from two unknown distributions $p$ and $q$ with cardinality $n$, and the goal is to determine whether they are the same versus significantly different. For $\ell^1$-*closeness testing*, which is about testing whether $p = q$ or $\|p - q\|_1 \geq \epsilon$, [10] first gave a sublinear algorithm using $\tilde{O}(n^{2/3}/\epsilon^{8/3})$ samples to $p$ and $q$. The follow-up work by [19] determined the optimal sample complexity as $\Theta(\max\{n^{2/3}/\epsilon^{1/3}, n^{1/2}/\epsilon^{1/2}\})$; the same paper also gave a tight bound $\Theta(1/\epsilon)$ for $\ell^2$-*closeness testing*.

Besides closeness testing, a similar problem is *identity testing* where one of the distributions, say $q$, is known and we are given independent samples from the other distribution $p$. For $\ell^1$-*identity testing*, it is known that the sample complexity can be smaller than that of $\ell^1$-closeness testing, which was proved by [9] to be $\tilde{O}(\sqrt{n}/\epsilon^4)$ and then [37] gave the tight bound $\Theta(\sqrt{n}/\epsilon^2)$. More recently, Ref. [20] proposed a modular reduction-based approach for distributional property testing problems, which recovered all closeness and identity testing results above. Furthermore, they also studied *independence testing* (see also the previous studies by [9, 26, 2]), i.e., whether a distribution on $[n] \times [m]$ ($m \geq n$) is a product distribution or at least $\epsilon$-far in $\ell^1$-distance from any product distribution, and determined the optimal bound $\Theta(\max\{n^{2/3}/\epsilon^{1/3}, (nm)^{1/2}/\epsilon^{1/2}\})$.

Apart from the relationship between distributions, properties of a single distribution also have been extensively studied. One of the most important properties is *Shannon entropy* [39] because it measures for example compressibility. The sample complexity of estimating $H(p)$ with additive error $\epsilon$ has been intensively studied [8, 35, 36]; in particular, [40, 41] gave an explicit algorithm for entropy estimation using $\Theta(n/\epsilon \log n)$ samples when $\epsilon = \Omega(n^{-0.03})$ and $\epsilon = O(1)$; for the general case [25] and [42] gave the optimal estimator with $\Theta(n/\epsilon \log n + (\log n)^2/\epsilon^2)$ samples.
Quantum algorithms. The first paper on distributional property testing by quantum algorithms was by [13], which considered classical distributions with discrete quantum query-access (see Definition 3); it gives a quantum query complexity upper bound $O(\sqrt{n}/\epsilon^6)$ for $\ell^2$-closeness testing and $O(n^{1/3}/\epsilon^{1/3})$ for identity testing to the uniform distribution on $[n]$. Subsequently, [18] gave an algorithm for identity testing (to an arbitrary known distribution) with $O(n^{1/3}/\epsilon^5)$ queries, and [29] improved the $\epsilon$-dependence of $\ell^2$-closeness testing to $\tilde{O}(n^{1/6}/\epsilon^2)$. More recently, [27] studied entropy estimation under this model, and gave a quantum algorithm for Shannon entropy estimation with $\tilde{O}(\sqrt{n}/\epsilon^2)$ queries and also sublinear quantum algorithms for estimating Rényi entropies ([38]).

Another type of quantum property testing results ([32, 33, 34, 7, 23]) concern density matrices, where the $\ell^1$-distance becomes the trace distance and the Shannon entropy becomes the von Neumann entropy. To be more specific, for $n$-dimensional density matrices, the number of samples needed for $\ell^1$ and $\ell^2$-closeness testing are $\Theta(n/\epsilon^2)$ and $\Theta(1/\epsilon^2)$ ([7]), respectively. In addition [3] gave upper and lower bounds $O(n^2/\epsilon^2), \Omega(n^2/\epsilon)$ for estimating the von Neumann entropy of an $n$-dimensional density matrix with accuracy $\epsilon$.

1.5 Organization of the paper

The rest of the paper is organized as follows. In Section 2 we introduce two important quantum algorithmic techniques, amplitude estimation and singular value transformation. We give entropy estimators of classical and quantum distributions in Section 3. In Section 4 we give an (essentially) optimal quantum algorithm for tolerantly testing $\ell^1$-closeness of classical distributions, and another efficient tolerant $\ell^2$-closeness tester for quantum distributions. Proof details of projected encodings, polynomial approximations for singular value transformations, and corollaries about $\ell^1$-closeness and independence testing are deferred to Appendix A, B, and C respectively.

2 Preliminaries

2.1 Amplitude estimation

Classically, given i.i.d. samples of a Bernoulli random variable $X$ with $\mathbb{E}[X] = p$, it takes $\Theta(1/\epsilon^2)$ samples to estimate $p$ within $\epsilon$ with high success probability. Quantumly, if we are given a unitary $U$ such that

$$U|0\rangle|0\rangle = \sqrt{p}|0\rangle|\phi\rangle + |0^\perp\rangle,$$

where $||\phi|| = 1$ and $|(0\rangle \otimes I)(0^\perp\rangle) = 0$, (3)

then if measure the output state, we get 0 in the first register with probability $p$. Given access to $U$ we can estimate the value of $p$ quadratically more efficiently than what is possible by sampling:

**Theorem 8 ([12, Theorem 12]).** Given $U$ satisfying (3), the amplitude estimation algorithm outputs $\tilde{p}$ such that $\tilde{p} \in [0, 1]$ and

$$|\tilde{p} - p| \leq \frac{2\pi \sqrt{p(1-p)}}{M} + \frac{\pi^2}{M^2}$$

with success probability at least $8/\pi^2$, using $M$ calls to $U$ and $U^\dagger$.

In particular, if we take $M = \left[2\pi \left(\frac{2\sqrt{p}}{\epsilon} + \frac{1}{\sqrt{\epsilon}}\right)\right] = \Theta\left(\frac{2\sqrt{p}}{\epsilon} + \frac{1}{\sqrt{\epsilon}}\right)$ in (4), we have

$$|\tilde{p} - p| \leq \frac{2\pi \sqrt{p(1-p)}}{2\pi} \epsilon + \frac{\pi^2}{4\pi^2} \epsilon^2 \leq \frac{\epsilon}{2} + \frac{\epsilon}{4} \leq \epsilon.$$
Therefore, using only $\Theta(1/\epsilon)$ implementations of $U$ and $U^\dagger$, we could get an $\epsilon$-additive approximation of $p$ with success probability at least $8/\pi^2$, which is a quadratic speed-up compared to the classical sample complexity $\Theta(1/\epsilon^2)$. The success probability can be boosted to $1 - \nu$ by executing the algorithm for $\Theta(\log 1/\nu)$ times and taking the median of the estimates.

### 2.2 Quantum singular value transformation

Singular value decomposition (SVD) is one of the most important tools in linear algebra, generalizing eigen-decomposition of Hermitian matrices. Recently, [21] proposed quantum singular value transformation which turns out to be very useful for property testing. Mathematically, it is defined as follows:

> **Definition 9 (Singualr value transformation).** Let $f : \mathbb{R} \rightarrow \mathbb{C}$ be an even or odd function. Let $A \in \mathbb{C}^{d \times d}$ have the following singular value decomposition

$$A = \sum_{i=1}^{d_{\min}} \sigma_i |\bar{\psi}_i\rangle \langle \psi_i|,$$

where $d_{\min} := \min(d, \bar{d})$. For the function $f$ we define the singular value transform of $A$ as

$$f^{(SV)}(A) := \begin{cases} \sum_{i=1}^{d_{\min}} f(\sigma_i) |\bar{\psi}_i\rangle \langle \psi_i| & \text{if } f \text{ is odd, and} \\ \sum_{i=1}^{d_{\min}} f(\sigma_i) |\bar{\psi}_i\rangle \langle \psi_i| & \text{if } f \text{ is even, where for } i \in [d] \setminus [d_{\min}] \text{ we define } \sigma_i := 0. \end{cases}$$

Quantum singular value transformation by real polynomials can be efficiently implemented on a quantum computer as follows:

> **Theorem 10 ([21, Corollary 18]).** Let $\mathcal{H}_U$ be a finite-dimensional Hilbert space and let $U, \Pi, \bar{\Pi} \in \text{End}(\mathcal{H}_U)$ be linear operators on $\mathcal{H}_U$ such that $U$ is a unitary, and $\Pi, \bar{\Pi}$ are orthogonal projectors. Suppose that $P = \sum_{k=0}^{n} a_k x^k \in \mathbb{R}[x]$ is a degree-$n$ polynomial such that

1. $a_k \neq 0$ only if $k \equiv n \mod 2$, and
2. for all $x \in [-1,1]$: $|P(x)| \leq 1$.

Then there exist $\Phi \in \mathbb{R}^n$, such that

$$P^{(SV)}(\bar{\Pi}U\Pi) = \begin{cases} (|+\rangle \otimes \bar{\Pi}) \left(|0\rangle\langle 0| \otimes U_\Phi + |1\rangle\langle 1| \otimes U_{-\Phi}\right) (|+\rangle \otimes \Pi) & \text{if } n \text{ is odd, and} \\ (|+\rangle \otimes \bar{\Pi}) \left(|0\rangle\langle 0| \otimes U_\Phi + |1\rangle\langle 1| \otimes U_{-\Phi}\right) (|+\rangle \otimes \Pi) & \text{if } n \text{ is even,} \end{cases}$$

where $U_\Phi = e^{i\phi_1(2\bar{\Pi} - I)} U \prod_{j=1}^{(n-1)/2} (e^{i\phi_2(2\bar{\Pi} - I)} U_1 e^{i\phi_2(2\bar{\Pi} - I)} U_1)^j$.

Thus for an even or odd polynomial $P$ of degree $n$, we can apply singular value transformation of the matrix $\bar{\Pi}U\Pi$ with $n$ uses of $U$, $U^\dagger$ and the same number of controlled reflections $I - 2\Pi, I - 2\bar{\Pi}$.

To apply singular value transformation corresponding to our problems, we need low-degree polynomial approximations to the following functions, which we construct in Appendix B.

---

7 This is the mathematical form for odd $n$; even $n$ is defined similarly.
Lemma 11. (Polynomial approximations) Let $\beta \in (0, 1]$, $\eta \in (0, \frac{1}{2}]$ and $t \geq 1$. There exists polynomials $\tilde{P}, \tilde{Q}, \tilde{S}$ such that

- $\forall x \in \left[\frac{1}{4}, 1\right]: |\tilde{P}(x) - \frac{x}{2t}| \leq \eta$, and $\forall x \in [-1, 1]: -1 \leq \tilde{P}(x) = \tilde{P}(-x) \leq 1$,
- $\forall x \in \left[-\frac{1}{2}, \frac{1}{2}\right]: |\tilde{Q}(x) - tx| \leq \eta$, and $\forall x \in [-1, 1]: \tilde{Q}(x) = -\tilde{Q}(-x) \leq 1$,
- $\forall x \in [\beta, 1]: |\tilde{S}(x) - \frac{\ln(1/x)}{2\ln(2/\beta)}| \leq \eta$, and $\forall x \in [-1, 1]: -1 \leq \tilde{S}(x) = \tilde{S}(-x) \leq 1$,

moreover $\deg(\tilde{P}) = O\left(t \log \left(\frac{1}{\eta}\right)\right)$, $\deg(\tilde{Q}) = O\left(\frac{1}{\beta} \log \left(\frac{1}{\eta}\right)\right)$, and $\deg(\tilde{S}) = O\left(\frac{1}{\beta} \log \left(\frac{1}{\eta}\right)\right)$.

3 Entropy estimation

3.1 Classical distributions with purified quantum query-access

Recall that we introduced purified quantum query-access in Definition 2. In particular, for a classical distribution $p$ on $[n]$, we are given a unitary $U_p$ acting on $\mathbb{C}^{n \times n}$ such that

$$U_p[0]A[0]B = \langle \psi_p \rangle = \sum_{i=1}^{n} \sqrt{p_i} |\psi_i\rangle_A |i\rangle_B. \quad (5)$$

We use $U_p$ and $U^\dagger_p$ to estimate the Shannon entropy $H(p)$:

Theorem 12. For any $0 < \epsilon < 1$, we can estimate $H(p)$ with accuracy $\epsilon$ with success probability at least $2/3$ using $O\left(\frac{n^7 \log^3 \log \frac{n}{\epsilon}}{\epsilon^3}\right)$ calls to $U_p$ and $U^\dagger_p$.

Proof. The general idea is to first construct a unitary matrix that has a specific matrix block with singular values $\sqrt{p_1}, \ldots, \sqrt{p_n}$. We use the construction of Eq. (1) and apply singular value transformation (Theorem 10) by a polynomial $\tilde{S}$ constructed in Lemma 11, setting $\eta = \frac{\epsilon}{24 \ln(2/\beta)}$ and $\beta = \sqrt{\Delta}$ for $\Delta = \frac{\epsilon}{12n \ln(n/\eta)}$. Notice that this $\Delta$ satisfies

$$\Delta \left(\ln \left(\frac{1}{\Delta}\right) + 4 \ln \left(\frac{2}{\beta}\right)\right) = \frac{\epsilon}{12n \ln(n/\epsilon)} \cdot \ln \frac{16(4n \ln n)^3}{\epsilon^3} \leq \frac{\epsilon}{12n \ln(n/\epsilon)} \cdot \ln \frac{\eta^{\frac{3}{2}}}{\epsilon^3} = \frac{\epsilon}{2n}, \quad (6)$$

provided that $\frac{n}{\Delta} \geq 152$. Note that the polynomial $\tilde{S}$ satisfies both conditions in Theorem 10. Applying the singular value transformed version of the operator (1) to the state $|\psi_p\rangle$ gives

$$\langle \tilde{\psi}_p \rangle = \sum_{i=1}^{n} \sqrt{p_i} \tilde{S}(\sqrt{p_i}) |\psi_i\rangle_A |i\rangle_B |0\rangle + \ldots |1\rangle. \quad (7)$$

Preparing $|\tilde{\psi}_p\rangle$ costs $\deg \tilde{S} = O\left(\frac{1}{\beta} \log \left(\frac{1}{\eta}\right)\right) = O\left(\sqrt{\frac{n}{\log(n/\epsilon)}} \log \left(\frac{n}{\epsilon}\right)\right)$ uses of $U_p$ and $U^\dagger_p$ and the same number of controlled reflections through II, II. Furthermore, Lemma 11 implies that for all $i$ such that $p_i \geq \Delta$,

$$|p_i \ln(1/p_i) 4 \ln(2/\beta) - p_i \tilde{S}(\sqrt{p_i})| = p_i \left|\frac{\ln(1/\sqrt{p_i})}{2 \ln(2/\beta)} - \tilde{S}(\sqrt{p_i})\right| \leq \eta p_i. \quad (8)$$

For all $i$ such that $p_i < \Delta$, we have

$$|p_i \ln(1/p_i) 4 \ln(2/\beta) - p_i \tilde{S}(\sqrt{p_i})| \leq \frac{p_i \ln(1/p_i) 4 \ln(2/\beta) + p_i \Delta (\ln(1/\Delta) + 4 \ln(2/\beta))}{4 \ln(2/\beta)} \leq \frac{\epsilon}{8n \ln(2/\beta)}. \quad (9)$$

where the first inequality comes from the fact that $|\tilde{S}(x)| \leq 1$ for all $x \in [-1, 1]$, the second inequality comes from the monotonicity of $x \ln(1/x) + 4 \ln(2/\beta)$ on $(0, \frac{1}{\Delta}]$, and the third inequality comes from (6). As a result of (5), (8), and (9), we have
Therefore, \( |4 \ln(2/\beta)((\psi_p \otimes \langle 0 \rangle) |\Psi_p) - H(p)| \leq 2 \epsilon/3 \). By Theorem 8, we can use \( \Theta(\ln(1/\beta)/\epsilon) \) applications of the unitaries (and their inverses) that implement \( |\psi_p \rangle \) and \( |\Psi_p \rangle \) to estimate \((\psi_p \otimes \langle 0 \rangle) |\Psi_p)\) within additive error \( \epsilon/12 \ln(2/\beta) \). In total, this estimates \( H(p) \) within additive error \( 4 \ln(2/\beta) + 8 \epsilon/3 = \epsilon \) with success probability at least \( 8/\pi^2 \). The total complexity of the algorithm is

\[
\mathcal{O}\left(\frac{\ln(1/\beta)}{\epsilon}\right) \cdot \mathcal{O}\left(\frac{n}{\epsilon} \log \left(\frac{n}{\epsilon}\right) \log \left(\frac{\log n}{\epsilon}\right)\right) = \mathcal{O}\left(\frac{\sqrt{n}}{\epsilon^{1.5}} \log \left(\frac{n}{\epsilon}\right) \log \left(\frac{\log n}{\epsilon}\right)\right).
\]

### 3.2 Density matrices with purified quantum query-access

For a density matrix \( \rho \), we also assume the purified quantum query-access in Definition 2, i.e., a unitary oracle \( U_\rho \) acting as \( U_\rho |0\rangle_A |0\rangle_B = |\rho\rangle = \sum_{i=1}^n \sqrt{p_i} |\phi_i\rangle_A |\psi_i\rangle_B \). We use \( U_\rho \) and \( U_\rho^\dagger \) to estimate the von-Neumann entropy \( H(\rho) = -\text{Tr}[\rho \log \rho] \):

\[\blacktriangleright \text{Theorem 13.} \text{ For any } 0 < \epsilon < 1, \text{ we can estimate } H(p) \text{ with accuracy } \epsilon \text{ with success probability at least } 2/3 \text{ using } \tilde{\mathcal{O}}\left(\frac{\sqrt{n}}{\epsilon}\right) \text{ calls to } U_\rho \text{ and } U_\rho^\dagger.\]

\[\text{Proof.} \text{ We use the construction of Eq. (2). The proof is essentially the same as that of Theorem 12 proceeding by constructing singular value transformation via Theorem 10, with the only difference that all probabilities are rescaled by a factor of } 1/\sqrt{n} \text{ in (2); as a result, the number of calls to } U_\rho \text{ and } U_\rho^\dagger \text{ is blown up to } \tilde{\mathcal{O}}\left(\frac{\sqrt{n}}{\sqrt{\epsilon}}\right) = \tilde{\mathcal{O}}\left(\frac{\sqrt{n}}{\epsilon}\right).\]

### 4 Tolerant testers for \( \ell^2 \)-closeness with purified query-access

First we give an \( \ell^2 \)-closeness tester for unknown classical distributions \( p, q \).

\[\blacktriangleright \text{Theorem 14.} \text{ Given purified quantum query-access for classical distributions } p, q \text{ as in Definition 2, for any } \nu, \epsilon \in (0, 1) \text{ the quantum query complexity of distinguishing the cases } \|p - q\|_2 \geq \epsilon \text{ and } \|p - q\|_2 \leq (1 - \nu)\epsilon \text{ with success probability at least } 2/3 \text{ is } \]

\[
\mathcal{O}\left(\frac{1}{\nu \epsilon} \log^3 \left(\frac{1}{\nu \epsilon}\right) \log \log \left(\frac{1}{\nu \epsilon}\right)\right).
\]

\[\text{Proof.} \text{ The main idea is to first bin the } x \text{ elements based on the approximate value of } p(x) + q(x), \text{ then apply fine-tuned algorithms exploiting the knowledge of the approximate value of } p(x) + q(x). \]

Using amplitude estimation for any \( k \in \mathbb{N} \) we can construct an algorithm \( \mathcal{A}_k \) that for any input \( x \) with \( p(x) + q(x) \geq 2^{-k} \) outputs “greater” with probability at least \( 2/3 \), and for any \( x \) with \( p(x) + q(x) \leq 2^{-k-1} \) outputs “smaller” and uses \( \mathcal{O}\left(2^k\right) \) queries to \( U_p \) and \( U_q \). Using \( \mathcal{O}\left(\log(1/\epsilon^2)\right) \) repetitions we can boost the success probability to \( 1 - \mathcal{O}(\text{poly}(\nu \epsilon)) \). Since our
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algorithm only needs to succeed with constant probability, and will use these subroutines at most $\frac{1}{\log^2 \nu}$ times, we can ignore the small failure probability. Therefore in the rest of the proof we assume without loss of generality, that $A_k$ that solves perfectly the above question with (query) complexity $O\left(2^k \log\left(\frac{1}{\nu}\right)\right)$.

Algorithm 1 Estimating $\log_2(p(x) + q(x))$.

\begin{itemize}
  \item \textbf{input} $x \in [n]$, $\theta \in (0, 1)$
  \item 1: \textbf{for} $k \in K := \{-1, 0, 1, 2, \ldots, \lceil \log_2 \left(\frac{1}{\theta}\right)\rceil\} \textbf{do}$
  \item 2: Run algorithm $A_k$ on $|x\rangle$ if output is “greater” then return $k$
  \item 3: \textbf{return} “less than $\theta$”
\end{itemize}

For any $x$ with $p(x) + q(x) \geq \theta$, Algorithm 1 outputs a $k$ such that $p(x) + q(x) \in (2^{-k-1}, 2^{-k+1})$. However, note that this labeling is probabilistic; let us denote by $s_k(x)$ the probability that $x$ is labeled by $k$. Observe that $s_k(x) = 0$ unless $k \in \{\lceil \log_2 \left(\frac{1}{p(x)+q(x)}\right)\rceil, \lceil \log_2 \left(\frac{1}{p(x)+q(x)}\right)\rceil\}$ (otherwise the return is either “greater” or “less than”). Now let us express $\|p - q\|_2^2$ in terms of this “soft-selection” function $s(x)$.

$$
\|p - q\|_2^2 = \sum_x (p(x) - q(x))^2 = \sum_{k \in K} s_k(x) |p(x) - q(x)|^2 + \eta \\
= \sum_{k \in K} 2^{9-k} \sum_x s_k(x) \frac{p(x) + q(x)}{2} \frac{2^{-k-2}}{p(x) + q(x)} \left(\frac{p(x) - q(x)}{2^{-k+3}}\right)^2 + \eta,
$$

(10)

where the bound on $\eta$ follows from the observation that

$$
\eta \leq \sum_{x: p(x)+q(x) < \theta} \left|p(x) - q(x)\right|^2 \leq \sum_{x: p(x)+q(x) < \theta} (p(x) + q(x))^2 < \theta \sum_{x: p(x)+q(x) < \theta} p(x)+q(x) < 2\theta.
$$

If for all $k \in K$ we have a $2^{k-9} \frac{\theta}{|K|}$-precise estimate of

$$
\sum_x s_k(x) \frac{p(x) + q(x)}{2} \frac{2^{-k-2}}{p(x) + q(x)} \left(\frac{p(x) - q(x)}{2^{-k+3}}\right)^2,
$$

(11)

then we get a $3\theta$-precise estimate of $\|p - q\|_2^2$. In particular setting $\theta := \nu \epsilon^2 / 6$, this solves the tolerant testing problem, since if $\|p - q\| \geq \epsilon$ then $\|p - q\|_2^2 \geq \epsilon^2$, on the other hand if $\|p - q\| \leq (1 - \nu)\epsilon$ then $\|p - q\|_2^2 \leq (1 - \nu)\epsilon^2 \leq (1 - \nu)\epsilon^2 = \epsilon^2 - \nu \epsilon^2$.

Now we describe how to construct a quantum algorithm that sets the first output qubit to $|0\rangle$ with probability (11). Start with preparing a purification of the distribution of $P(x) \cdot q(x)$, then set the label of $x$ to $k$ with probability $s_k(x)$ using Algorithm 1 terminating it after using $A_k$. Then separately apply the maps $\sqrt{\frac{2^{-k-2}}{p(x)+q(x)}}$ and $\sqrt{\frac{p(x)-q(x)}{2^{-k+3}}}$ to the state.

Note that we do not need to apply the above transformations exactly, it is enough if apply them with precision $2^{k-11} \frac{\theta}{|K|}$. We analyze the complexity of (approximately) implementing the above sketched algorithm. To implement the map $\sqrt{\frac{2^{-k-2}}{p(x)+q(x)}}$, we use the unitary of Eq. (1), and transform the singular values by the polynomial $\tilde{P}$ from Lemma 11 using Theorem 10. In order to implement the map $\frac{p(x)-q(x)}{2^{k+3}}$, we again use the unitary of Eq. (1), but now separately for $p$ and $q$. We amplify both the singular values $\sqrt{p(x)}$ and $\sqrt{q(x)}$. 


by a factor $\sqrt{2^{k/2}}$ using the polynomial $\tilde{Q}$ from Lemma 11 in Theorem 10. Then we create a block-encoding of both and $2^{k/2}p(x)$ and $2^{k/2}q(x)$ and then combine them to get a block-encoding of $p(x) - q(x)$. In both cases the query complexity of $O(\theta/K)$-precisely implementing the transformations is $O(2^{k/2}\log((K/\theta)))$. Since computing the label $k$ also costs $O(2^{k/2}\log(1/(\nu K)))$, this is the overall complexity so far. Finally we estimate the probability of the first qubit being set to $|0\rangle$ with setting $M = O((2^{k/2}/(\nu K)))$ in Theorem 8, and boost the success probability to $1 - O(1/K)$ with $O(\log(K))$ repetitions. Thus for any $k \in \mathbb{K}$ the overall complexity of estimating Eq. (11) with sufficient precision has (query) complexity $O\left(\frac{1}{\nu} \log \left(\frac{1}{\nu} \log \log \frac{1}{\nu} \right)\right)$. Therefore estimating $\|p - q\|_2^2$ to precision $\nu \epsilon^2/6$ with high probability has (query) complexity

$$O\left(\frac{1}{\nu} \log^3 \left(\frac{1}{\nu} \log \log \frac{1}{\nu} \right)\right).$$

It is easy to see an $O\left(\frac{1}{\nu} \right)$ lower bound on the above problem even in the strongest quantum pure state input model Definition 4. Indeed, consider the case $n = 2, q = (\frac{1}{2}, \frac{1}{2})$ (the uniform distribution on $\{1, 2\}$) and we want to test whether $p = q$ or $\|p - q\|_2 \geq \epsilon$. This is equivalent to test whether $p_1 = \frac{1}{2}$ or $|p_1 - \frac{1}{2}| \geq \epsilon \sqrt{2}$; due to the optimality of amplitude estimation in Theorem 8, this task requires $\Omega(\frac{1}{\nu})$ quantum queries to the unitary $U$ preparing the state $\sqrt{\frac{1}{2}} \{|0\rangle + \sqrt{\frac{1}{2}}|1\rangle\}$.

Now we prove the result below on (tolerant) $L^2$-closeness testing for quantum distributions:

**Theorem 15.** Given $\epsilon, \nu \in (0, 1)$ and two density operators $\rho, \sigma \in \mathbb{C}^{n \times n}$ with purified quantum query-access to $U_\rho$ and $U_\sigma$ as in Definition 2, it takes $O\left(\min\left(\frac{\sqrt{n}}{\epsilon}, \frac{1}{\nu}\right)\right)$ queries to $U_\rho U_\sigma^\dagger, U_\sigma U_\rho^\dagger$ to decide whether $\|\rho - \sigma\|_2 \geq \epsilon$ or $\|\rho - \sigma\|_2 \leq (1 - \nu)\epsilon$, with success probability at least $2/3$.

**Proof.** We can combine the block-encodings of $\rho$ and $\sigma$ to apply the map $\frac{\rho - \sigma}{\epsilon}$ to the maximally entangled state $\sum_{j=1}^{n} \frac{|j\rangle|j\rangle}{\sqrt{n}}$, which gives

$$\sum_{j=1}^{n} \frac{|j\rangle|j\rangle}{\sqrt{n}} \rightarrow \left(\frac{\rho - \sigma}{\epsilon} \otimes I\right) \sum_{j=1}^{n} \frac{|j\rangle|j\rangle}{\sqrt{n}}|0\rangle + \cdots |1\rangle.$$  

The probability of measuring the $|0\rangle$ ancilla state is

$$\sum_{i,j=1}^{n} \frac{\langle i|\langle i| \left(\frac{\rho - \sigma}{\epsilon} \right)^2 \otimes I\right) \frac{|j\rangle|j\rangle}{\sqrt{n}}}{}= \frac{1}{4n} \sum_{i=1}^{n} \langle i|\langle i| (\rho - \sigma)^2|i\rangle = \frac{1}{4n} \text{Tr}[(\rho - \sigma)^2].$$

Thus it suffices to apply amplitude estimation with $M = \Theta\left(\frac{\sqrt{n}}{\epsilon^2}\right)$ calls to $U_\rho, U_\sigma^\dagger, U_\sigma, U_\rho^\dagger$.

On the other hand, we can estimate $\|\rho - \sigma\|_2^2$ by observing that $\|\rho - \sigma\|_2^2 = \text{Tr}[(\rho - \sigma)^2] = \text{Tr}[\rho^2] - 2\text{Tr}[\rho \sigma] + \text{Tr}[\sigma^2]$. Since the success probability of the SWAP test ([14]) on input states $\rho, \sigma$ is $\frac{1}{2}(1 + \text{Tr}[\rho \sigma])$, we can individually estimate the latter quantities with precision $O(\nu \epsilon^2)$ using amplitude estimation (Theorem 8) with $O\left(\frac{1}{\nu} \log\log\frac{1}{\nu}\right)$ queries to $U_\rho, U_\sigma^\dagger, U_\sigma, U_\rho^\dagger$. As a result, we could decide whether $\|\rho - \sigma\|_2 \geq \epsilon$ or $\|\rho - \sigma\|_2 \leq (1 - \nu)\epsilon$ using $O\left(\frac{1}{\nu} \log\log\frac{1}{\nu}\right)$ queries. The result of Theorem 15 hence follows by taking the minimum of the two complexities. ▶

8 If we have a projected unitary encoding of $\Pi U \Pi = A = \sum \phi_i |\psi_i\rangle\langle 0, i|$ with $\Pi = |0\rangle\langle 0| \otimes I$, we can immediately turn it into a block-encoding of $A^\dagger A = \sum \phi_i^2 |\psi_i\rangle\langle \psi_i|$ by e.g. applying Theorem 10 with the polynomial $x^2$. 
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Future work and open questions

Our paper raises a couple of natural open questions for future work, including:

- For which other distributional property testing problems can we get faster and simpler quantum algorithms using the presented methodology?
- Can we prove quantum lower bounds that match our upper bounds? For instance, can we prove an $\Omega(\frac{1}{\epsilon})$ lower bound on estimating the von Neumann entropy in the purified quantum query-access model for density operators?
- Is there a lower bound technique which naturally fits our purified quantum query input model?
- Can we prove the conjecture that the purified and discrete query input models are equivalent for classical distributions, with respect to the query complexity of (distributional) property testing problems? For some recent progress in this direction see [11].
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A Projected unitary encodings used for singular value transformation

First we handle the case of classical distributions. Let $U_p$ be a purified quantum oracle of a classical distribution $p$ as in Definition 2, and let $U := (U_p \otimes I)$, also let $\Pi := (\sum_{i=1}^n I \otimes |i\rangle\langle i| I \otimes |i\rangle\langle i|)$, $\bar{\Pi} := (|0\rangle\langle 0| \otimes |0\rangle\langle 0| \otimes I)$, then

$$\Pi U \bar{\Pi} = \Pi (U_p \otimes I) \bar{\Pi} = \left(\sum_{i=1}^n I \otimes |i\rangle\langle i| I \otimes |i\rangle\langle i|\right) (U_p \otimes I) (|0\rangle\langle 0| \otimes |0\rangle\langle 0| \otimes I)$$

$$= \sum_{i=1}^n \left( I \otimes |i\rangle\langle i| U_p (|0\rangle \otimes |0\rangle) \otimes |i\rangle\langle i| \right)$$

$$= \sum_{i=1}^n \left( |i\rangle \otimes |i\rangle U_p (|0\rangle \otimes |0\rangle) \right) \otimes |i\rangle \otimes |i\rangle$$
... = \sum_{i=1}^{n} \left( (I \otimes |i\rangle\langle i|) \sum_{j=1}^{n} \sqrt{p_j} |\phi_j\rangle |j\rangle \langle 0| \langle 0| \otimes | i\rangle\langle i| \right) \\
= \sum_{i=1}^{n} \sqrt{p_i} |\phi_i\rangle |0\rangle \otimes | i\rangle\langle i|. \\

Now we turn to quantum distributions where we do not know the diagonalizing basis of the density operator \( \rho \). Let \( U_\rho \) be a purified quantum oracle of a quantum distribution \( \rho \) as in Definition 2, and \( W \) a unitary, mapping \( |0\rangle|0\rangle \mapsto \sum_{j=1}^{n} \frac{|j\rangle\langle j|}{\sqrt{n}} \). Let \( U' := (I \otimes U_\rho^\dagger)(W^\dagger \otimes I) \), \( \Pi' := (I \otimes |0\rangle\langle 0| \otimes |0\rangle\langle 0|) \) and \( \tilde{H} \) as above, then

\[
\Pi'U'\tilde{H} = \Pi'(I \otimes U_\rho^\dagger)(W^\dagger \otimes I)\tilde{H} \\
= (I \otimes (|0\rangle\langle 0| \otimes |0\rangle\langle 0|)) \left( \sum_{j=1}^{n} \frac{|j\rangle\langle j|}{\sqrt{n}} \right) (|0\rangle \otimes I) \\
= (I \otimes \sum_{i=1}^{n} \sqrt{p_i} |\phi_i\rangle |0\rangle\langle 0|) \left( \sum_{j=1}^{n} \frac{\sqrt{n} |\phi_j\rangle |j\rangle}{\sqrt{n}} \right) (|0\rangle \otimes I) \\
= \sum_{i=1}^{n} \sqrt{p_i} |\phi_i\rangle |0\rangle \otimes | i\rangle\langle i|,
\]

where \( \sum_{j=1}^{n} \frac{\sqrt{n} |\phi_j\rangle |j\rangle}{\sqrt{n}} = \sum_{j=1}^{n} \frac{|j\rangle\langle j|}{\sqrt{n}} \) is the Schmidt decomposition of the maximally entangled state under the basis \( (|\phi_1\rangle, \ldots, |\phi_n\rangle) \).

**B Polynomial approximations for singular value transformation**

We use the following result based on local Taylor series:

- **Lemma 16** ([21, Corollary 66]). Let \( x_0 \in [-1,1], r \in (0,2], \nu \in (0,r) \) and let \( f: [-x_0 - r - \nu, x_0 + r + \nu] \to \mathbb{C} \) and be such that \( f(x_0 + x) = \sum_{x=0}^{\infty} a_x x^x \) for all \( x \in [-r - \nu, r + \nu] \). Suppose \( B > 0 \) is such that \( \sum_{x=0}^{\infty} (r + \nu)^x |a_x| \leq B \). Let \( \epsilon \in \left(0, \frac{1}{2\nu} \right] \), then there is an efficiently computable polynomial \( P \in \mathbb{C}[x] \) of degree \( O\left(\frac{1}{\nu} \log \left(\frac{B}{\epsilon} \right) \right) \) such that\(^9\)

\[
\| f(x) - P(x) \|_{[-x_0 - r - x_0 + r]} \leq \epsilon \\
\| P(x) \|_{[-1,1]} \leq \epsilon + \| f(x) \|_{[-x_0 - r - \nu/2, x_0 + r + \nu/2]} \leq \epsilon + B \\
| P(x) |_{[-1,1]} \leq \epsilon + \| f(x) \|_{[-x_0 - r - \nu/2, x_0 + r + \nu/2]} \leq \epsilon + B
\]

We can use the above result to construct the following useful polynomial approximations.

- **Lemma 11.** (Polynomial approximations) Let \( \beta \in (0,1], \eta \in (0, \frac{1}{2}) \) and \( t \geq 1 \). There exists polynomials \( P, Q, \bar{S} \) such that

  - \( \forall x \in \left[ \frac{1}{t}, 1 \right]: |\bar{P}(x) - \frac{1}{2t^t}| \leq \eta, \) and \( \forall x \in [-1,1]: -1 \leq P(x) = \bar{P}(x) \leq 1, \)
  - \( \forall x \in \left[ -\frac{1}{t}, -\frac{1}{2t^t} \right]: |Q(x) - tx| \leq \eta \cdot |tx|, \) and \( \forall x \in [-1,1]: Q(x) = -\bar{Q}(x) \leq 1, \)
  - \( \forall x \in [\beta,1]: |\bar{S}(x) - \frac{\ln(\beta)}{2\ln(2\beta)}| \leq \eta, \) and \( \forall x \in [-1,1]: -1 \leq \bar{S}(x) = \bar{S}(x) \leq 1, \)
  - moreover deg(\( \bar{P} \)) = \( O\left( t \log \left(\frac{1}{\eta} \right) \right) \), deg(\( Q \)) = \( O\left( \frac{1}{\beta} \log \left(\frac{1}{\eta} \right) \right) \), and deg(\( \bar{S} \)) = \( O\left( \frac{1}{\beta} \log \left(\frac{1}{\eta} \right) \right) \).

\(^9\) For a function \( g: \mathbb{R} \to \mathbb{C} \), and an interval \( [a,b] \subseteq \mathbb{R} \), we define \( \| g \|_{[a,b]} := \max_{x \in [a,b]} |g(x)| \).
Proof. For the construction of the \( \tilde{P} \) and \( \tilde{Q} \) polynomials see Corollary 67 and Theorem 30 of [21], respectively. It remains to construct the polynomial \( \tilde{S} \) above.

Denote \( f(x) = \frac{\ln(1/x)}{2 \ln(2/\beta)} \); by taking \( \epsilon = \eta/2 \), \( x_0 = 1 \), \( r = 1 - \beta \), \( \nu = \frac{\beta}{2} \), and \( B = \frac{1}{2} \) in Corollary 16, we have a polynomial \( S \in \mathbb{C}[x] \) of degree \( O\left(\frac{1}{\beta} \log(\frac{B}{\eta})\right) = O\left(\frac{1}{\beta} \log\left(\frac{\nu}{\eta}\right)\right) \) such that

\[
\|f(x) - S(x)\|_{[\beta,2-\beta]} \leq \eta/2 \tag{12}
\]

\[
\|S(x)\|_{[-1,1]} \leq B + \eta/2 \leq (1 + \eta)/2 \tag{13}
\]

\[
\|S(x)\|_{[-1,\frac{\eta}{2}]} \leq \eta/2. \tag{14}
\]

Note that \( B = \frac{1}{2} \) is valid because the Taylor series of \( f(x) \) at \( x = 1 \) is \( \frac{1}{2 \ln(2/\beta)} \sum_{l=1}^{\infty} \frac{(-1)^l x^l}{l} \), and as a result we could take

\[
B = \frac{1}{2 \ln(2/\beta)} \sum_{l=1}^{\infty} \frac{(1 - \beta/2)^l}{l} = - \frac{1}{2 \ln(2/\beta)} \sum_{l=1}^{\infty} \frac{(-1)^l}{l} (-1 + \beta/2)^l
\]

\[
= - \frac{1}{2 \ln(2/\beta)} \ln \frac{\beta}{2} = \frac{1}{2}.
\]

However, \( S \) is not an even polynomial in general; we instead take \( \tilde{S}(x) = S(x) + S(-x) \) for all \( x \in [-1,1] \). Then by (12) and (14) we have

\[
\|f(x) - \tilde{S}(x)\|_{[\beta,1]} \leq \|f(x) - \tilde{S}(x)\|_{[\beta,1]} + \|\tilde{S}(-x)\|_{[\beta,1]} \leq \frac{\eta}{2} + \frac{\eta}{2} = \eta. \tag{15}
\]

Furthermore, \( \tilde{S} \) is an even polynomial such that \( \text{deg}(\tilde{S}) = O\left(\frac{1}{\beta} \log\left(\frac{\nu}{\eta}\right)\right) \); hence (13) and (14) imply

\[
\|\tilde{S}(x)\|_{[-1,1]} = \|\tilde{S}(x)\|_{[0,1]} \leq \|S(x)\|_{[0,1]} + \|S(x)\|_{[-1,0]} \leq \frac{1 + \eta}{2} + \frac{\eta}{2} \leq 1
\]

given \( \eta \leq 1/2 \). (Finally we can take the real part of \( \tilde{S}(x) \) if it has some complex coefficients.)

\[\text{\textbullet}\]

C. Corollaries of our \( \ell^2 \)-closeness testing results

C.1 \( \ell^1 \)-closeness testing with purified query-access

\begin{itemize}
  \item \textbf{Corollary 17.} Given \( \epsilon > 0 \) and two distributions \( p,q \) on the domain \([n]\) with purified quantum query-access via \( U_p \) and \( U_q \) as in Definition 2, it takes \( \tilde{O}\left(\frac{\sqrt{n}}{\epsilon^2}\right) \) queries to \( U_p, U_p^+, U_q, U_q^+ \) to decide whether \( p = q \) or \( \|p-q\|_1 \geq \epsilon \) with success probability at least 2/3.

  Similarly for density operators \( \rho, \sigma \in \mathbb{C}^{n \times n} \) with purified quantum query-access via \( U_p \) and \( U_q \), it takes \( \tilde{O}\left(\frac{n}{\epsilon^2}\right) \) queries to \( U_{\rho}, U_{\rho}^+, U_{\sigma}, U_{\sigma}^+ \) to decide whether \( \rho = \sigma \) or \( \|\rho-\sigma\|_1 \geq \epsilon \) with success probability at least 2/3.
\end{itemize}

\textbf{Proof.} By the Cauchy-Schwartz inequality we have \( \|p-q\|_2 \geq \frac{1}{\sqrt{n}} \|p-q\|_1 \), therefore Theorem 14 implies our claim by taking \( \epsilon \leftarrow \epsilon/\sqrt{n} \) therein. Similarly, Theorem 15 implies our claim for quantum distributions \( \rho \) and \( \sigma \). \[\text{\textbullet}\]
C.2 Independence testing with purified query-access

**Corollary 18.** Given $\epsilon > 0$ and a classical distribution $p$ on $[n] \times [m]$ with the purified quantum query-access via $U_p$ as in Definition 2, it takes $\tilde{O}(\sqrt{nm})$ queries to $U_p, U_p^\dagger$ to decide whether $p$ is a product distribution on $[n] \times [m]$ or $p$ is $\epsilon$-far in $\ell^1$-norm from any product distribution on $[n] \times [m]$ with success probability at least $2/3$.

**Proof.** We define $p_A$ to be the margin of $p$ on the first marginal space, i.e., $p_A(i) = \sum_{j=1}^m p(i,j)$ for all $i \in [n]$. We similarly define $p_B$ to be the margin of $p$ on the second marginal space, i.e., $p_B(j) = \sum_{i=1}^n p(i,j)$ for all $j \in [m]$. Assume the quantum oracle $U_p$ from Definition 2 acts as

$$U_p|0\rangle_A|0\rangle_B|0\rangle_C = \sum_{i=1}^n \sum_{j=1}^m \sqrt{p(i,j)}|i\rangle_A|j\rangle_B|\psi_{i,j}\rangle_C;$$

if we denote $|\phi_i\rangle = \sum_{j=1}^m \sqrt{p(i,j)}|\psi_{i,j}\rangle$ for all $i \in [n]$ and $|\varphi_j\rangle = \sum_{i=1}^n \sqrt{p(i,j)}|\psi_{i,j}\rangle$ for all $j \in [m]$, then we have

$$U_p|0\rangle_A|0\rangle_B|0\rangle_C = \sum_{i=1}^n \sqrt{p_A(i)}|i\rangle_A|\phi_i\rangle_B,C = \sum_{j=1}^m \sqrt{p_B(j)}|j\rangle_B|\varphi_j\rangle_A,C.$$

As a result, we have

$$(U_p \otimes U_p)(|0\rangle^\otimes) = \sum_{i=1}^n \sum_{j=1}^m \sqrt{p_A(i)} \sqrt{p_B(j)}|i\rangle|j\rangle|\phi_i\rangle|\varphi_j\rangle;$$

in other words, one purified quantum query to the distribution $p_A \times p_B$ can be implemented by two queries to $U_p$.

If $p$ is a product distribution on $[n] \times [m]$, then $p = p_A \times p_B$; if $p$ is $\epsilon$-far in $\ell^1$-norm from any product distribution on $[n] \times [m]$, then $\|p - p_A \times p_B\|_1 \geq \epsilon$. Therefore, the problem of independence testing reduces to $\ell^1$-closeness testing for distributions on $[n] \times [m]$, and hence Corollary 18 follows from Corollary 17.

Similarly, Corollary 17 implies that the quantum query complexity of testing independence of quantum distributions is $O(\frac{nm}{\epsilon})$. 
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Abstract

Non-signaling strategies are a generalization of quantum strategies that have been studied in physics for decades, and have recently found applications in theoretical computer science. These applications motivate the study of local-to-global phenomena for non-signaling functions.

We prove that low-degree testing in the non-signaling setting is possible, assuming that the locality of the non-signaling function exceeds a threshold. We additionally show that if the locality is below the threshold then the test fails spectacularly, in that there exists a non-signaling function which passes the test with probability 1 and yet is maximally far from being low-degree.

Along the way, we present general results about the local testability of linear codes in the non-signaling setting. These include formulating natural definitions that capture the condition that a non-signaling function “belongs” to a given code, and characterizing the sets of local constraints that imply membership in the code. We prove these results by formulating a logical inference system for linear constraints on non-signaling functions that is complete and sound.

1 Introduction

Locally testable codes (LTCs) are error correcting codes in which one can verify whether a given string belongs to the code by reading only a few (randomly chosen) bits from the string. Goldreich and Sudan [6] have described LTCs as the “combinatorial counterparts of the complexity theoretic notion of PCPs”, motivating the standalone study of these objects.
In this work we study local testability for non-signaling strategies, which are a class of non-local strategies that generalize quantum strategies, capturing the maximum amount of "non-local correlation" that can occur under the assumption that spatially-isolated parties cannot communicate instantaneously. Non-signaling strategies have been studied in physics for decades [14, 10, 12], in order to better understand quantum entanglement. Recently they have gained attention in computer science due to their applications to hardness of approximation [8] and delegation of computation [7, 9]. PCPs sound against non-signaling strategies (nsPCPs) underlie these applications, which motivates the study of local testability in the non-signaling setting.

Given an integer $n$, a field $F$, and a locality parameter $k \leq n$, the object that we study is a $k$-non-signaling function $F : [n] \rightarrow F$, which extends the notion of a function $f : [n] \rightarrow F$ as follows.

### Definition 1.

A $k$-non-signaling function $F : [n] \rightarrow F$ is a collection $\{F_S\}_{S \subseteq [n] : |S| \leq k}$ where each $F_S$ is a distribution over local functions $g : S \rightarrow F$, and for any two subsets $R \subseteq S \subseteq [n]$ with $|S| \leq k$ it holds that the distribution $F_R$ and the marginal distribution $F_S|_R$ are equal.\(^2\) (The set of all such $F$ are the solutions to the $k$-relaxation in the Sherali–Adams hierarchy [16].)

The evaluation of $F$ on a set $S$ is a single sample $g : S \rightarrow F$ from the distribution $F_S$. Intuitively, a $k$-non-signaling function is like a quantum function: evaluation is probabilistic and only happens once, just like quantum measurement; and $F$ can only be evaluated on at most $k$ points simultaneously, which is similar to the uncertainty principle. As $k$ approaches $n$, $F$ behaves more like a classical function and, when $k = n$, $F$ is a distribution over functions $f : [n] \rightarrow F$.

Local testability of non-signaling functions may sound like an oxymoron, because non-signaling functions, at least superficially, are collections of local distributions with no global structure that we can talk about. Yet prior work has shown that local-to-global phenomena are possible.

For example, [4] shows that any non-signaling function passing the linearity test [3] with high probability is well-approximated by a quasi-distribution supported on linear functions. This result was later used in [5] to show that the exponential-length constant-query PCP of [2] is sound against non-signaling strategies.

The results obtained in [4, 5] naturally raise the question of whether local testability in the non-signaling setting is possible for other codes, like those based on low-degree polynomials. After all, both linearity testing and low-degree testing do work in the quantum setting [11].

Recall that, in the classical setting, local testability plays a central role in PCP constructions, many of which can be described as having two main components.

- **Property testing:** check with few queries whether or not the given proof $\pi$ belongs to a code $C$.
- **Checking computation:** given that $\pi$ is a codeword in $C$ (or at least is close to a codeword), check with few queries whether or not $\pi$ proves the desired statement.

This modular approach has enabled the study of local testability as a natural standalone goal, which in turn has led to improved PCP constructions.

---

1. There are two distinct definitions of a non-signaling strategy, depending on whether the strategy is meant to represent isolated parties or a function. The former is used for MIPs [7, 9], while the latter is used for PCPs and property testing [7, 9, 4, 5]. We use the latter definition, although equivalent statements of all our results will hold when adopting the former definition (see the appendix in [4]).

2. A common relaxation of this condition requires that these two distributions are only statistically (or computationally) close. While we consider the standard definition, we note that this is without loss of generality as [4] shows that every statistically (or computationally) non-signaling strategy is close to an (exact) non-signaling strategy.
1.1 Low-degree testing against non-signaling functions

We show that a simple low-degree test, the evenly-spaced points test, tests proximity to degree-\(d\) non-signaling functions when \(k \geq O(d^2)\), and fails to test proximity when \(k \leq O(d^2)\).

The evenly-spaced points test. Let \(m, d \in \mathbb{N}\) and \(p\) be a prime with \(p \geq d + 2\). Given a function \(f : \mathbb{F}_p^m \to \mathbb{F}_p\), the degree-\(d\) evenly-spaced points test: (1) samples a random point \(x \in \mathbb{F}_p^m\) and slope \(h \in \mathbb{F}_p^m \setminus \{0^m\}\), (2) checks that \(\sum_{i=0}^{d+1} c_i f(x + ih) = 0\), where \(c_i = (-1)^i \binom{d+1}{i}\). It is well-known that if \(f\) passes the degree-\(d\) evenly-spaced points test with high probability, then \(f\) is close to (the evaluation of) an \(m\)-variate polynomial of total degree at most \(d\) [15]. Below we ask whether the test is also sound in the non-signaling setting.

Suppose that a \(k\)-non-signaling function \(\mathcal{F} : \mathbb{F}_p^m \to \mathbb{F}_p\) passes the evenly-spaced points test with high probability. Can we deduce any global low-degree structure about \(\mathcal{F}\)?

In more detail, the probabilistic experiment that we consider is this: first we sample \(x\) and \(h\) according to the distribution of the evenly-spaced points test, and let the query set \(S\) be \(\{x + ih : i \in \{0, \ldots, d + 1\}\}\); then we sample a local function \(g : S \to \mathbb{F}_p\) according to the distribution \(\mathcal{F}_S\); and finally we check that \(\sum_{i=0}^{d+1} c_i g(x + ih) = 0\).

The answer to the above question will, in general, depend on the locality parameter \(k\) of \(\mathcal{F}\). At minimum, we need \(k \geq d + 2\) for otherwise we cannot even run the evenly-spaced points test (\(k\) is the maximum number of simultaneous queries to \(\mathcal{F}\)). At the other extreme, when \(k\) has the maximum value (\(k = p^m\)) then we are back to the classical case because \(\mathcal{F}\) is now a distribution over functions \(f : \mathbb{F}_p^m \to \mathbb{F}_p\); hence if \(\mathcal{F}\) passes the test with high probability then (one can verify that) with high probability a function \(f\) sampled according \(\mathcal{F}\) is close to low-degree. In fact, even when \(k \geq O(d^m)\), we are in a trivial case, as one can query \(\mathcal{F}\) on an interpolating set, a “cube of \((d + 1)^m\) points”.

We are thus interested in whether or not the test works for non-trivial values of \(k\), namely when \(O(d) \leq k < O(d^m)\), and thus we will assume that \(m \geq 2\). In this regime, \(k\) is large enough to run the test, and yet is small enough so that one cannot query an interpolating set. Our first result shows that the test succeeds in the non-signaling setting when \(k \geq O(d^2)\). This is a non-signaling analogue of the evenly-spaced points test, similar to how [4] gives a non-signaling analogue of the linearity test of [3].

Theorem 2 (informal). Let \(\mathcal{F} : \mathbb{F}_p^m \to \mathbb{F}_p\) be a \(k\)-non-signaling function that passes the degree-\(d\) evenly-spaced points test with high probability, where \(k \geq (d + 2)^2\). Then \(\mathcal{F}\) has a global individual degree-\(d\) structure.

One drawback of the above theorem is that the conclusion only asserts that \(\mathcal{F}\) has an individual degree-\(d\) structure, when one would like to conclude that \(\mathcal{F}\) has a total degree-\(d\) structure. We discuss the difficulty of extending the result to total degree-\(d\) in Remark 13.

Our second result shows that the test fails when \(k \leq O(d^2)\), and moreover it fails even when the test passes with probability 1, namely, it fails in the worst possible sense.

Theorem 3 (informal). For every \(k\) with \(2d + 2 \leq k < \frac{1}{16}(d + 2)^2\), there exists a \(k\)-non-signaling function that passes the evenly-spaced points test with probability 1, and yet is \((1 - \frac{1}{p})\)-far from all degree-\(d\) \(k\)-non-signaling functions.
Theorem 3 is surprising, as it reveals that in the non-signaling setting, there is a regime of \( k \) in which the low-degree test fails. This stands in sharp contrast to the fact that for linearity testing, there is no regime of \( k \) in which non-signaling linearity test fails. Our results thus suggest that low-degree testing is a qualitatively different task, as it has a regime of \( k \) where a natural test fails.

Theorem 3 also shows that in the case of bivariate testing when \( m = 2 \), there is (up to constants) no non-trivial value of \( k \) where the test succeeds. This is counterintuitive, as bivariate testing is a natural test for which we would expect some guarantee to hold (regardless of how weak), at the very least when the test passes with probability 1.

Other low-degree tests. We note that Theorem 3 generalizes to any low-degree test over an arbitrary finite field \( \mathbb{F} \) that (1) works by checking constraints that lie along a line, and (2) has perfect completeness.

Beyond low-degree testing. Our theorems on low-degree testing come from applying more general results that we prove about the structure of local characterizations for any linear code, in the non-signaling setting. We view our general results on local characterizations as a significant technical contribution within this paper, and we now discuss them.

1.2 Local characterizations and linear proofs

Local characterizations are fundamental to the study of locally testable codes [15]. They express membership in a given linear code via a set of low-weight constraints, and they naturally induce a canonical tester: sample a random low-weight constraint and check if the given word satisfies it. In order to prove the negative result in Theorem 3, we do not need to consider distributions on constraints, but instead we only need to study how constraints express code membership, via exact local characterizations [15]. Below we describe one of our main technical contributions, which informally consists of establishing necessary and sufficient conditions for when a constraint set is a local characterization for a code, in the non-signaling setting. We begin by recalling known facts about local characterizations in the classical setting, and then proceed to the non-signaling setting.

The classical setting. A constraint set \( T \subseteq \mathbb{F}^n \) for a linear code \( C \subseteq \mathbb{F}^n \) is a subset of its dual code \( C^\perp \). A constraint set \( T \) is a \( \ell \)-local characterization of \( C \) if every \( \alpha \in T \) has at most \( \ell \) non-zero entries, and the condition \( \langle \alpha, f \rangle = 0 \) for every \( \alpha \in T \) implies that \( f \in C \) (and conversely).

For example, the set \( \{e_x + e_y - e_{x+y} : x,y \in \{0,1\}^n\} \) where \( e_x \) is the \( x \)-th standard basis vector in \( \{0,1\}^{10.1} \) is a 3-local characterization of the Hadamard code, because \( f(x) + f(y) - f(x+y) = 0 \) for every \( x,y \in \{0,1\}^n \) implies that \( f \) is a linear function, and conversely. As another example, the Reed–Muller code containing all polynomials \( f : \mathbb{F}^m \to \mathbb{F} \) in \( m \) variables of total degree at most \( d \) has a \( (d+2) \)-local characterization \( T \), where \( T \) contains a constraint \( \alpha \) for each subset \( S \) of \( \mathbb{F}^m \) of size \( d + 2 \) that is contained in a line.

There is a simple condition that is both necessary and sufficient for a constraint set \( T \) to be a local characterization for \( C \): the span of \( T \) equals \( C^\perp \). In this work it is useful to view this condition instead through the lens of mathematical logic, as follows. Given a constraint set \( T \) and \( \alpha \in \mathbb{F}^n \), we define the notion of a linear proof.
Definition 4 (Linear proof). We write \( T \vdash \alpha \) (\( T \) proves \( \alpha \)) if there exists a sequence \((\alpha_0:=0^n, \alpha_1, \ldots, \alpha_{r-1}, \alpha_r:=\alpha)\) with each \( \alpha_i \in \mathbb{F}^n \) such that, for every \( i \in [r] \), one of the following holds:

1. \( \exists j < i \) and \( b \in \mathbb{F} \) such that \( \alpha_i = b \alpha_j \).
2. \( \exists j < i \) and \( \gamma \in T \) such that \( \alpha_i = \alpha_j + \gamma \).
3. \( \exists j_1, j_2 < i \) such that \( \alpha_i = \alpha_{j_1} + \alpha_{j_2} \).

As an example, suppose that \( \alpha = \sum_{i=1}^r b_i \gamma_i \) with each \( b_i \in \mathbb{F} \) and \( \gamma_i \in T \). Then the sequence \((0^n, \gamma_1, b_1 \gamma_1, \ldots, \gamma_r, b_r \gamma_r, \alpha_1, \ldots, \alpha_r)\), where each \( \alpha_i \) is the partial sum \( b_1 \gamma_1 + \cdots + b_r \gamma_i \), gives a linear proof that \( \alpha \in \text{span}(T) \).

One can immediately see that \( T \vdash \alpha \) if and only if \( \alpha \in \text{span}(T) \). In particular, we have the following lemma.

Lemma 5. Linear proofs are (i) complete: if \( \langle \gamma, f \rangle = 0 \) for every \( \gamma \in T \) implies \( \langle \alpha, f \rangle = 0 \), then \( T \vdash \alpha \); and (ii) sound: if \( \langle \gamma, f \rangle = 0 \) for every \( \gamma \in T \) and \( T \vdash \alpha \), then \( \langle \alpha, f \rangle = 0 \). In particular, a constraint set \( T \) is a local characterization of a linear code \( C \) if and only if \( T \vdash C^\perp \).

Our goal is to establish a non-signaling analogue of Lemma 5.

A motivating example. We illustrate via an example why a statement like Lemma 5 is non-trivial in the non-signaling setting. Let \( n \in \mathbb{N} \) be even, and let \( T = \{1^n - e_i : i \in [n]\} \subseteq \{0,1\}^n \), i.e. \( T \) contains every vector that is 1 in all but one of the coordinates, where it is 0. Classically, one can check that \( T \) is a \((n-1)\)-local characterization of the code \( C = \{0^n\} \), as if \( f \in \{0,1\}^n \) satisfies \( \langle \alpha, f \rangle = 0 \) for every \( \alpha \in T \) (equivalently, \( \sum_{\ell \neq i} f(\ell) = 0 \) for every \( i \in [n] \)), then we must have \( f = 0^n \), since \( n \) is even. This is because \( T \vdash e_i \), and so \( f \) must satisfy \( f(\ell) = 0 \).

However, there exist \((n-1)\)-non-signaling functions that satisfy every constraint in \( T \) and yet are not identically 0; the non-signaling function which outputs uniformly random bits with parity 0 on every set of size exactly \( n-1 \) is one such example. In particular, \( T \) is not a \((n-1)\)-local characterization of \( C \). To see why, let us examine where the classical argument that \( f(i) = 0 \) fails for \((n-1)\)-non-signaling functions. Recall that an \((n-1)\)-non-signaling function can only be evaluated simultaneously at \( n-1 \) points. Thus, while one can classically argue, for example, that \( f(i) + f(j) = 0 \) via the argument that \( \sum_{\ell \neq i} f(\ell) = 0 \) and \( \sum_{\ell \neq j} f(\ell) = 0 \) implies that \( f(i) + f(j) = \sum_{\ell \neq i} f(\ell) + \sum_{\ell \neq j} f(\ell) = 0 \), this reasoning is no longer valid in the non-signaling setting because it requires \( f \) to be simultaneously defined at every \( i \in [n] \), which is \( n > k = n-1 \) points. In particular, any proof that \( \langle e_i, f \rangle = 0 \) from \( T \) requires \( f \) to be simultaneously defined on all \( n \) points, so this logical reasoning is not valid in the non-signaling setting.

An equivalence for non-signaling functions. We prove an analogous equivalence in the non-signaling setting, which informally states that a suitable notion of local characterization for any linear code is equivalent to being able to prove all low weight elements of \( C^\perp \) using \textit{local} proofs. This equivalence is a strict generalization of Lemma 5. The example above can thus be viewed as a case where a low weight element of \( C^\perp \) (namely, \( e_i \)) has no local proof from a particular \( T \).

We begin by formulating a notion of local characterization that works for constraint sets applied to non-signaling functions rather than (classical) functions. There are two main qualitative differences with the classical case. First, the definition depends on the locality parameter \( k \) because we need to specify the locality of the non-signaling functions that we
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consider. Second, the requirement that a non-signaling function “belongs” to a code $C$ is expressed via a property that we call $C$-explainability, on which we comment after the definition.

**Definition 6** (informal). A constraint set $T \subseteq C^\perp$ is a $\ell$-local characterization for $(C,k)$ if every $\alpha \in T$ has at most $\ell$ non-zero entries, and the set of $k$-non-signaling functions that satisfy every $\alpha \in T$ with probability 1 equals the set of $k$-non-signaling functions that are “$C$-explainable”.

The term “$C$-explainable” refers to the condition that the given non-signaling function is, with probability 1, consistent with the restriction of some codeword in $C$. This condition is motivated by non-trivial properties of the Fourier spectrum of non-signaling functions that we discuss later on (see Section 2.5). For now, it suffices to say that if a non-signaling function $F$ is $C$-explainable then $F$ satisfies natural global properties that extend code membership to the non-signaling setting.

We remark that Definition 6 reduces to the classical notion of local characterization when setting $k := n$. We now introduce the notion of local linear proofs that we use in our equivalence.

**Definition 7** ($k$-local linear proof). Given a constraint set $T$ and $\alpha \in F^n$, we write $T \vdash_k \alpha$ if there exists a sequence $(\alpha_0 := 0^n, \alpha_1, \ldots, \alpha_{r-1}, \alpha_r := \alpha)$ with each $\alpha_i \in \mathbb{F}^n$ such that, for every $i \in [r]$, one of the following holds:

- $\exists j < i$ and $b \in F$ such that $\alpha_i = b \alpha_j$
- $\exists j < i$ and $\gamma \in T$ such that $|\text{supp}(\alpha_j) \cup \text{supp}(\gamma)| \leq k$ and $\alpha_i = \alpha_j + \gamma$
- $\exists j_1, j_2 < i$ such that $|\text{supp}(\alpha_{j_1}) \cup \text{supp}(\alpha_{j_2})| \leq k$ and $\alpha_i = \alpha_{j_1} + \alpha_{j_2}$.

Above, $\text{supp}(\alpha)$ denotes the set of indices $i \in [n]$ where $\alpha_i \neq 0$, and $\text{wt}(\alpha)$ is the size of $\text{supp}(\alpha)$. Notice that Definition 7 is nearly identical to Definition 4: the only change is the addition of the restriction on the support size in the second and third bullets.

The motivation behind Definition 7 is the following fact: if $T \vdash_k \alpha$ then any $k$-non-signaling function that satisfies every constraint in $T$ must satisfy $\alpha$ as well. Definition 7 thus captures a notion of constraint propagation for non-signaling functions. The restriction on the support size in the second and third bullets is there because querying a $k$-non-signaling function on more than $k$ points simultaneously is undefined.

We now state our main technical contribution in this section, a non-signaling analogue of Lemma 5.

**Theorem 8** (informal). $k$-local linear proofs are complete and sound for $k$-non-signaling functions. In particular, a constraint set $T$ is a $\ell$-local characterization for $(C,k)$ if and only if $T \vdash_k \alpha$ for every $\alpha \in C^\perp$ with $\text{wt}(\alpha) \leq k$.

Proving that $k$-local linear proofs are sound is straightforward; the interesting component of Theorem 8 is showing that $k$-local linear proofs are complete. We do this by showing that for every $T$ there exists a $k$-non-signaling function that satisfies every $\alpha$ where $T \vdash_k \alpha$, and violates every $\alpha$ where $T \not\vdash_k \alpha$ with probability $1 - \frac{1}{|T|}$.

When $k = n$ in Theorem 8 we recover the classical statement (Lemma 5). This is because when $k = n$, $T \vdash_k \alpha$ iff and only if $T \vdash \alpha$. However, when $k < n$, the equivalence is qualitatively different from its classical analogue. While Lemma 5 essentially captures a simple linear algebraic statement (the constraints span the dual code), Theorem 8 is a non-trivial statement that does not involve linear spaces. This is because the requirement $T \vdash_k \alpha$ depends on $k$ in a way that breaks linearity, as exhibited by our motivating example earlier.
1.3 Roadmap

In Section 2 we provide an overview of the proofs of our results. Then, in Section 3 and Section 4 we formally define non-signaling functions, quasi-distributions, and discuss the relationship between them using Fourier analysis. In Section 5 we discuss what it means for a non-signaling function to “belong” to a given linear code. In Section 6 we prove that the non-signaling low-degree test works (Theorem 2). In Section 7 we prove an equivalence between local characterizations for non-signaling linear codes and local linear proofs (Theorem 8). We conclude in Section 8, by using Theorem 8 to show that the non-signaling low-degree test fails for small locality (Theorem 3).

2 Techniques

We outline the techniques used to prove our results. We begin by explaining the Fourier structure of non-signaling functions in Section 2.1. This structure is fundamental to the proofs of our results. We then outline the proof of Theorem 2 in Section 2.2. In Section 2.3 we outline our proof of the relationship between local characterizations and local linear proofs. In Section 2.4 we use the techniques and main theorem from Section 2.3 to show Theorem 3, that any low-degree lines test fails for non-signaling functions when \( k \leq O(d^2) \). Finally, in Section 2.5 we justify our definition of “C-explainability”.

Notation. A \( k \)-non-signaling function \( \mathcal{F} \) is defined by local distributions \( \mathcal{F}_S \) for each \( S \subseteq [n] \) with \( |S| \leq k \). Because of this, when studying non-signaling functions we naturally encounter situations where we only consider subsets of a domain containing at most \( k \) elements, or vectors in \( \mathbb{F}^n \) of weight at most \( k \). We introduce notation to make referring to these notions more convenient. For a subset \( S \subseteq [n] \) we write \( S \subseteq [n]_{\leq k} \) if \( |S| \leq k \). For a vector \( \alpha \in \mathbb{F}^n \), we let \( \text{supp}(\alpha) = \{ i \in [n] : \alpha_i \neq 0 \} \) and \( \text{wt}(\alpha) = |\text{supp}(\alpha)| \). For a set of vectors \( R \subseteq \mathbb{F}^n \), we let \( R_{\leq k} \subseteq R \) denote the subset \( \{ \alpha \in R : \text{wt}(\alpha) \leq k \} \). In particular, \( \mathbb{F}^n_{\leq k} \) denotes the set \( \{ \alpha \in \mathbb{F}^n : \text{wt}(\alpha) \leq k \} \). For a subset \( S \subseteq [n] \), we use similar notation and let \( R_{\leq S} = \{ \alpha \in R : \text{supp}(\alpha) \subseteq S \} \).

2.1 The Fourier structure of non-signaling functions

We make frequent use of Fourier analysis to state and establish properties of non-signaling functions. Below we recall basic facts about Fourier analysis, explain their application to quasi-distributions, and state an equivalence between non-signaling functions and quasi-distributions. This equivalence motivates a definition for the Fourier spectrum of a non-signaling function.

Refresher on Fourier analysis. Let \( \mathbb{F} \) be the finite field of size \( q \) with characteristic \( p \), and \( \mathbb{F}_p \) the prime subfield of \( \mathbb{F} \). The inner product of \( F_1, F_2 : \mathbb{F}^n \to \mathbb{C} \) is \( \langle F_1, F_2 \rangle := \frac{1}{q^n} \sum_{f} F_1(f) \overline{F_2(f)} \). The character corresponding to \( \alpha \in \mathbb{F}^n \) is the function \( \chi_\alpha : \mathbb{F}^n \to \mathbb{C} \) defined as \( \chi_\alpha(f) := \omega^{\text{Tr}(\langle \alpha, f \rangle)} \) where: \( \text{Tr} : \mathbb{F} \to \mathbb{F}_p \) is the trace map; \( \langle \alpha, f \rangle \) is the inner product \( \sum_{i=1}^n \alpha_i f_i \); \( \omega = e^{2\pi i/p} \) is a primitive complex \( p \)-th root of unity; and \( \omega^j \) is defined by thinking of \( j \in \mathbb{F}_p \) as an integer in \( \{0, 1, \ldots, p-1\} \). The characters \( \{\chi_\alpha\}_{\alpha \in \mathbb{F}^n} \) form an orthonormal basis of the space of all functions \( F : \mathbb{F}^n \to \mathbb{C} \), so every function \( F : \mathbb{F}^n \to \mathbb{C} \) can be written as

\[
F(\cdot) = \sum_{\alpha \in \mathbb{F}^n} \hat{F}(\alpha) \chi_\alpha(\cdot),
\]

where \( \hat{F}(\alpha) := \langle \chi_\alpha, F \rangle \).

The values \( \{\hat{F}(\alpha)\}_{\alpha \in \mathbb{F}^n} \) are called the Fourier coefficients of \( F \).
On Local Testability in the Non-Signaling Setting

Quasi-distributions. A quasi-distribution $Q$ over functions $f: [n] \rightarrow \mathbb{F}$ is a distribution where the probability weights are complex numbers that “add up” to real probabilities. More formally, a quasi-distribution is a function $Q: \mathbb{F}^n \rightarrow \mathbb{C}$ where $\sum_{f \in \mathbb{F}^n} Q(f) = 1$. (We abuse notation and identify a function $f: [n] \rightarrow \mathbb{F}$ with the vector in $\mathbb{F}^n$ corresponding to its evaluation table.) We say that $Q$ is $k$-local if the marginals $Q|_S$ for each $S \subseteq [n]_{\leq k}$ are distributions, namely, if for each $S \subseteq [n]_{\leq k}$ and $g: S \rightarrow \mathbb{F}$ it holds that $\sum_{f \in \mathbb{F}^n, f|_S = g} Q(f)$ is a non-negative real number. We can decompose a quasi-distribution $Q$ according to the Fourier basis: we can write $Q(f) = \sum_{\alpha \in \mathbb{F}^n} \hat{Q}(\alpha) \chi_\alpha(f)$, where $\{\chi_\alpha\}_{\alpha \in \mathbb{F}^n}$ are the characters and $\{\hat{Q}(\alpha)\}_{\alpha \in \mathbb{F}^n}$ are the Fourier coefficients of $Q$.

Equivalence lemma. The following lemma shows that $k$-local quasi-distributions and $k$-non-signaling functions are equivalent, and exposes the Fourier structure of non-signaling functions.

Lemma 9. A quasi-distribution $Q$ is equivalent to a $k$-non-signaling function $F$ if and only if for every $\alpha \in \mathbb{F}^n_{\leq k}$ it holds that $\hat{Q}(\alpha) = \frac{1}{q^n} \sum_{j \in \mathbb{F}_p} \omega^{-j} \Pr[\text{Tr}(\langle \alpha, F \rangle) = j]$, where the random variable $\langle \alpha, F \rangle$ has the probability distribution given by

$$\Pr[(\alpha, F) = b] := \Pr_{f \leftarrow \mathbb{F}^n_{\text{supp}(\alpha)}} \left[ \sum_{i \in \text{supp}(\alpha)} \alpha_i f(i) = b \right]_{b \in \mathbb{F}}.$$ 

The foregoing lemma motivates defining the Fourier coefficients of a $k$-non-signaling function $F$ as follows: for every $\alpha \in \mathbb{F}^n$ with $\text{wt}(\alpha) \leq k$ we define

$$\hat{F}(\alpha) := \frac{1}{q^n} \sum_{j \in \mathbb{F}_p} \omega^{-j} \Pr[\text{Tr}(\langle \alpha, F \rangle) = j].$$

For more details on the above, including the proof of our Equivalence Lemma, see Section 4.

2.2 Low-degree testing

We outline the proof of Theorem 2. As a simple case, we first state and prove the theorem in the zero error case (when test passes with probability 1), and then we briefly explain how to extend the proof to the robust case (when the test passes with probability $1 - \varepsilon$).

The zero error case. Let $C$ be the set of all $m$-variate polynomials of individual degree $d$. Formally, we first show the following.

Theorem 10 (formal version of Theorem 2, zero error case). Let $m, d \in \mathbb{N}$ and $p$ be a prime with $p \geq d + 2$. Let $F: \mathbb{F}_p^m \rightarrow \mathbb{F}_p$ be a $k$-non-signaling function, and suppose that $F$ passes the degree-$d$ evenly-spaced points test with probability 1. Then $F$ (viewed as a $[k/(d + 2)]$-non-signaling function) is $C$-explainable.

In the language of Section 1.2, Theorem 10 shows that $T$, the set of linear constraints checked by the degree-$d$ evenly spaced points test, is a $(d + 2)$-local characterization of $C$.

Theorem 10 is a non-signaling analogue of the following classical fact: if $f: \mathbb{F}_p^m \rightarrow \mathbb{F}_p$ passes the evenly-spaced points test with probability 1, then $f$ is a polynomial of total degree $d$. (Note that in Theorem 10 we only conclude that $F$ has individual degree $d$. We remark on the difference after the proof.) Our proof of Theorem 10 can be interpreted as taking a local proof of the aforementioned classical fact, and lifting it to the non-signaling setting.

Concretely, let us consider the following simple classical statement.
Theorem 11 (folklore). Let \( f : \mathbb{F}_p^m \to \mathbb{F}_p \) be a function such that, for every line \( L \), \( f \) agrees with a univariate degree-\( d \) polynomial on \( L \). Then for every \( S \subseteq \mathbb{F}_p^m \), there exists a degree-\( d \) function \( g \) such that \( g|_S = f|_S \).

There are multiple known proofs of Theorem 11. To demonstrate the challenges in the non-signaling setting, we first outline a standard classical proof of Theorem 11 that will not generalize to the non-signaling setting. The proof uses the following lemma.

Lemma 12. Suppose that \( f : \mathbb{F}_p^m \to \mathbb{F}_p \) is a polynomial where \( \deg(f) = d < p \). Then there exists a line \( L \) in \( \mathbb{F}_p^m \) such that \( f|_L \) is a univariate polynomial of degree exactly \( d \).

The above lemma is shown by considering the function \( f(a + tb) \) where \( a, b \in \mathbb{F}_p^m \), and arguing that the coefficient of \( t^d \) in \( f(a + tb) \) is a non-zero polynomial in the variables \( a, b \), and hence does not vanish for all \( a, b \in \mathbb{F}_p^m \). Thus, there exists a line \( L(t) = a + tb \) for which the coefficient of \( t^d \) is non-zero, and therefore \( f|_L \) has degree exactly \( d \).

With the above lemma, one can prove Theorem 11 as follows. Suppose that \( f \) is a polynomial of degree \( d' > d \). Then by the lemma there exists a line \( L \) such that \( f|_L \) has degree \( d' > d \), contradicting the fact that \( f|_L \) has degree at most \( d \).

The above proof is a good example of a proof that will not extend to the non-signaling setting. This is because the proof of Lemma 12 is “global”, in the sense that arguing about the polynomial coefficients of \( f \) requires “knowing” \( f(a) \) for \( \Omega(d^m) \) points \( a \in \mathbb{F}_p^m \), as this is the minimum number of evaluations of \( f \) needed for all polynomial coefficients of \( f \) to be fixed. As indicated by Section 1.2, the types of classical proofs that will extend to the non-signaling setting are those with small locality, i.e. ones that require looking at \( f(a) \) for only a small number of \( a \) at a time. This implies that the above proof will not work for \( k \)-non-signaling functions when \( k \leq O(d^m) \), i.e., when \( k \) is a non-trivial value.

We instead present the following local proof of Theorem 11. Since this proof has small locality it will extend to the non-signaling setting, and thus imply Theorem 10.

Let \( S \subseteq \mathbb{F}_p^m \). We wish to show that \( f|_S = g|_S \) for some \( g \in \mathbb{C} \). Let \( S_0 = \emptyset \), and for each \( i \in [n] \) define \( S_i \subseteq \mathbb{F}_p^i \) to be the projection of \( S \) to the first \( i \) coordinates, so \( S_i \) is the set of all \( (a_1, \ldots, a_i) \in \mathbb{F}_p^i \) such that \( (a_1, \ldots, a_i, b_{i+1}, \ldots, b_m) \in S \) for some \( (b_{i+1}, \ldots, b_m) \in \mathbb{F}_p^{m-i} \). Note that \( S_m = S \).

We prove by induction that for every \( i \in [m] \) and every \( b_{i+1}, \ldots, b_m \in \mathbb{F}_p \) there exists an individual degree-\( d \) polynomial \( g_i : \mathbb{F}_p^i \to \mathbb{F}_p \) such that \( f|_{S_i \times \{b_{i+1}, \ldots, b_m\}} = g_i|_{S_i} \). This proves Theorem 11, as \( S_m = S \). The base case \((i = 1)\) holds since \( f \) looks degree-\( d \) on every line, so in particular \( f \) is degree-\( d \) on the line \( \mathbb{F}_p \times \{(b_2, \ldots, b_m)\} \), which contains \( S_1 \).

We now argue the induction step. Suppose that the induction hypothesis holds for \( i - 1 \) and every \( b_1, \ldots, b_{m-i} \in \mathbb{F}_p \). The induction hypothesis implies that for each \( j \in \{0, \ldots, d\} \), there exists an individual degree-\( d \) polynomial \( \delta_{i-1}^{(j)} \) such that \( g_i|_{S_{i-1}} = f|_{S_{i-1} \times \{j\}} \). Let \( \delta_j : \mathbb{F}_p^d \to \mathbb{F}_p \) be defined by interpolating the \( \delta_{i-1}^{(j)} \)'s along the \( i \)-th axis, i.e. \( \delta_j(x_1, \ldots, x_i) := \sum_{j=0}^d \delta_j(x_i) \cdot \delta_{i-1}^{(j)}(x_1, \ldots, x_{i-1}) \) where \( \delta_j(y) \) is the unique degree-\( d \) univariate polynomial that is \( 1 \) if \( y = j \) and \( 0 \) otherwise. We then argue that \( f \) agrees with \( g_i \) on \( S_{i-1} \times \mathbb{F}_p \). This is because \( f \) agrees with \( g_i \) on \( S_{i-1} \times \{0, \ldots, d\} \) (since here \( g_i = \delta_{i-1}^{(j)} = f \) by the induction hypothesis), and therefore agrees with \( g_i \) on \( S_{i-1} \times \mathbb{F}_p \) by polynomial interpolation, since \( f \) looks degree-\( d \) on any axis-parallel line along the \( i \)-th axis.

---

3 The argument as stated does not quite work, as the lemma only holds when \( d' < p \). Here, we ignore this technicality to simplify the presentation of the argument.
The above proof can be adapted to an $|S|(d + 2)$-local proof (as stated above, it is $|S|p$-local). We thus conclude that if a $k$-non-signaling function $F$ looks degree-$d$ on every line $L$, then it also looks individual degree-$d$ on every $S$ where $|S|(d + 2) \leq k$, i.e., $F$ (viewed as a $\lfloor k/(d + 2) \rfloor$-non-signaling function) is C-explainable.

In the aforementioned argument, we have crucially required that $F$ looks low-degree along every line, rather than merely on sets of evenly-spaced points, which are the only constraints checked by the test. Thus, we must show that if $F$ passes the degree-$d$ evenly-spaced points test with probability 1, then $F$ looks degree-$d$ on arbitrary subsets of any line. This last step can be viewed as the following. Let $T$ be the set of constraints checked by the evenly-spaced test, and let $T'$ be the set of all low-weight line constraints (weight at most $k - d - 2$) satisfied by degree-$d$ polynomials. We show that $T \vdash_k T'$, so $F$ (by Theorem 8) must also satisfy all constraints in $T'$, and thus looks degree-$d$ on arbitrary subsets of lines, which concludes the proof of Theorem 10.

▶ Remark 13 (total degree vs. individual degree). Theorem 2 only concludes that $F$ has an individual degree-$d$ structure, when one might expect to conclude that it has a total degree-$d$ structure, as it passes the evenly-spaced points test along random lines. Indeed, this is the conclusion in the classical setting. The difficulty in establishing such a result comes from Lemma 12. The classical analysis of the low-degree test proceeds by induction, initially concluding that $f : \mathbb{F}^m \rightarrow \mathbb{F}$ is a polynomial that is degree-$d$ in $x_m$ and total degree-$d$ in all the other variables, and hence is a total degree-$2d$ polynomial. Then, by using Lemma 12 one concludes that in fact $f$ has total degree-$d$, not $2d$. A non-signaling analogue of Lemma 12 would allow us to conclude a total degree-$d$ structure. However, as explained earlier the classical proof of Lemma 12 is not local, so it does not lift to a non-signaling one. Exploring whether or not the gap between total and individual degree is necessary in the non-signaling setting is thus an intriguing open question.

**The robust case.** We now explain how to adapt the above proof to the robust case. Our goal now is to show that $F$ is close to a $C$-explainable non-signaling function, where the distance between two $k$-non-signaling functions $F$ and $G$ is defined as

$$
\Delta_k(F, G) = \max_{S \subseteq [n], |S| \leq k} \Delta_{TV}(F_S, G_S),
$$

where $\Delta_{TV}$ is the total variation distance between distributions [4]. As in the case of linearity testing in [4], this is impossible, as the definition of distance requires that $F$ be close to $C$-explainable on all sets $S \subseteq \mathbb{F}_p^m$ with $|S| \leq k$. In particular, if $F$ looks low-degree on all lines but one, then $F$ will be very far from $C$-explainable. Following [4], we instead show that an appropriately defined self-correction of $F$, denoted by $F$, is close to $C$-explainable. Informally, $F(x)$ is defined by querying $F$ on a random evenly-spaced line $L$ passing through $x$, and then setting $F(x)$ to be the value at $x$ obtained by locally decoding $F$ along $L$. $F$ is a $k$-non-signaling function, where $k = k/(d + 1)$.

We prove Theorem 2 via the following four steps:

1. Average to worst case reduction: we show that if $F$ passes the evenly-spaced points test with high probability, then $F$ looks low-degree on every set of evenly-spaced set of points contained in a line $L$ with high probability.

2. From evenly-spaced points to arbitrary subsets of a line: we show that if $F$ looks low-degree on every set of evenly-spaced set of points contained in a line, then $F$ looks low-degree on every subset of every line $L$. 


3. Robust local characterization: we show that $T$, the set of constraints where the support of the constraint is contained in some line $L$, is a robust local characterization of $C$, i.e., that if $\hat{F}$ satisfies every $\alpha \in T$ with high probability, then $\hat{F}$ satisfies every $\alpha \in C_{\leq k'}$ with high probability, where $k' = \hat{k}/(d + 2)$.

4. Finishing the proof: we show that if $\hat{F}$ satisfies every $\alpha \in C_{\leq k'}$ with high probability, then $\hat{F}$ is close to a $C$-explainable non-signaling function.

We have already discussed the proofs of the second and third steps in the zero error case. In the robust case, the main difference is that we now pay some small error in union bounds every time we use the fact that $\hat{F}$ looks low-degree along an evenly-spaced line.

The first step follows from our non-trivial definition of $\hat{F}$. Naively, one might define $\hat{F}$ for each $x$ by locally decoding its value from $F$ along a random evenly-spaced line containing $x$. This does not work. Instead, we decode its value along the line $L_x(t) = x + iw_x$, where the slopes (the $w_x$'s) are correlated so that $w_{x+y} = w_x + w_y - w_0$. These correlations, combined with the fact that $L(t)$ looks random for each $x$, allows us to show that $\hat{F}$ looks low-degree on every evenly-spaced set of points.

The final step follows abstractly from the more general statements we show for all linear codes, and relies on our characterization of the Fourier spectrum of $C$-explainable non-signaling functions.

### 2.3 Local characterizations and linear proofs

We outline the proof of Theorem 8; we assume familiarity with the notions introduced in Section 1.2. We begin by formally defining local characterizations.

**Local characterizations.** We say that a $k$-non-signaling function $F$ is $C$-explainable if for every $S \subseteq [n]_{\leq k}$, with probability 1 the function $f : S \rightarrow \mathbb{F}$ sampled from $F_S$ is in $C|_S$. (See Section 2.5 for a discussion of this definition.) Recall from Definition 6 that a subset $T \subseteq C^\perp$ is an $\ell$-local characterization of $(C, k)$ if every $\alpha \in T$ has $\text{wt}(\alpha) \leq \ell$ and the set of $k$-non-signaling functions $F$ where $\Pr[(\alpha, F) = 0] = 1$ for every $\alpha \in T$ equals the set of $C$-explainable $k$-non-signaling functions.

**Outline of the proof.** The proof of Theorem 8 has two directions: completeness and soundness. For soundness, we show that if $T \vdash_k \alpha$, then for any $k$-non-signaling function $F$ where $\langle \gamma, F \rangle = 0$ holds with probability 1 for every $\gamma \in T$, it also holds that $\langle \alpha, F \rangle = 0$ with probability 1. Intuitively, this means that any $k$-non-signaling function satisfying every constraint in $T$ must satisfy $\alpha$ as well, and therefore shows that our definition of “proof” makes sense. The proof of this direction is straightforward, and can be found in Section 7.1.

To show completeness, we explicitly construct a $k$-non-signaling function $F$ that satisfies every constraint $\alpha$ where $T \vdash_k \alpha$ with probability 1, and satisfies every other constraint $\alpha$ with probability $\frac{1}{|T|}$. Our construction of $F$ makes crucial use of the notion of a local subspace that we introduce.

**Definition 14.** A $k$-local subspace $V$ is a subset of $\mathbb{F}_{\leq k}^n$ that looks like a subspace when restricted to local views of size at most $k$, i.e., $V_{\leq S}$ is a linear subspace in $\mathbb{F}^n$ for every $S \subseteq [n]_{\leq k}$.

We show that for any $k$-local subspace $V$ there is a $k$-non-signaling function $F$ where $\Pr[(\alpha, F) = 0] = 1$ for every $\alpha \in V$ and $\Pr[(\alpha, F) = 0] = \frac{1}{|T|}$ otherwise. We then show that the set of $\alpha$’s provable from $T$, which is $\{\alpha \in \mathbb{F}_{\leq k}^n : T \vdash_k \alpha\}$, is a $k$-local subspace. This latter step is straightforward, and the proof is in Section 7.3. We now discuss the first step, which is non-trivial.
Non-signaling functions from local subspaces. Given a $k$-local subspace $V$, we argue that there is a $k$-non-signaling function $F$ where $\Pr[(\alpha, F) = 0] = 1$ for every $\alpha \in V$, and $\Pr[(\alpha, F) = 0] = \frac{1}{|V|}$ for every $\alpha \not\in V$. We construct $F = \{F_S\}_{S \subseteq [n], |S| \leq k}$ by specifying its local distributions $F_S$.

A distribution over functions $f : S \rightarrow \mathbb{F}$ is a function that maps each $f$ to a non-negative real number such that the total sum is 1. With this viewpoint, we first define $F_S$ as a function that maps each $f : S \rightarrow \mathbb{F}$ to a complex number. Then, we show that the total sum is 1 and that each $f$ is mapped to a non-negative real number, so that the function $F_S$ is indeed a distribution.

We define the function $F_S : \mathbb{F}^S \rightarrow \mathbb{C}$ by specifying its Fourier coefficients:

$$\hat{F}_S(\alpha) := \begin{cases} \frac{1}{|S|} & \text{if } \alpha \in V \\ 0 & \text{if } \alpha \not\in V \end{cases},$$

These “local” Fourier coefficients should not be confused with the Fourier coefficients of $F$ that are defined in Section 2.1. In fact, at this point the non-signaling function $F$ is not yet defined.

This completely specifies $F_S$ as a function $\mathbb{F}^S \rightarrow \mathbb{C}$. We show that since $V$ is a $k$-local subspace, $F_S$ is in fact a distribution. First, $\sum_{f \in \mathbb{F}^S} F_S(f) = 1$ because $\hat{F}_S(0^S) = 1/|S|$, since $V$ is a $k$-local subspace, and thus must contain $0^S$. Hence, it suffices to show that $F_S(f) \in \mathbb{R}_{\geq 0}$ for each $f \in \mathbb{F}^S$. For each $f \in \mathbb{F}^S$ we have

$$F_S(f) = \sum_{\alpha \in \mathbb{F}^S} \hat{F}_S(\alpha) \chi_\alpha(f) = \sum_{\alpha \in V \subseteq S} \hat{F}_S(\alpha) \chi_\alpha(f),$$

since we have defined $F_S$ in this way using its Fourier coefficients. There are two cases: either $\langle \alpha, f \rangle = 0$ for every $\alpha \in V \subseteq S$, in which case the sum is $|V \subseteq S|/|q^{|S|}|$, or $\langle \alpha, f \rangle \neq 0$ for some $\alpha \in V \subseteq S$. In the latter case, we use the fact that $V \subseteq S$ is a linear subspace to show that the sum is 0. In either case, we conclude that $F_S(f)$ is a non-negative real number, and therefore that $F_S$ is a distribution.

Next, we argue that the collection of local distributions $\{F_S\}_{S \subseteq [n], |S| \leq k}$ is indeed non-signaling. This follows from a lemma that we prove that shows that a collection of local distributions is non-signaling if and only if the Fourier coefficients of the local distributions (after removing the normalization factors) are the same. Thus the $k$-non-signaling function $F$ is well-defined.

Finally, we show that $F$ satisfies the desired properties. This follows from our definition of each $F_S$, as the construction implies that the Fourier coefficients of $F$ satisfy:

$$\hat{F}(\alpha) := \begin{cases} \frac{1}{|V|} & \text{if } \alpha \in V \\ 0 & \text{if } \alpha \not\in V \end{cases}.$$

This corresponds to having $\Pr[(\alpha, F) = 0] = 1$ for every $\alpha \in V$, and the random variable $\langle \alpha, F \rangle$ having the uniform distribution when $\alpha \not\in V$, which completes the proof.

2.4 Low-degree testing fails for small locality

We discuss how to prove Theorem 3. We let $C$ denote the linear code of polynomials $f : \mathbb{F}^m \rightarrow \mathbb{F}$ of total degree-$d$, and let $T$ be the set of all $\alpha \in C^\perp$ whose support is contained in a line in $\mathbb{F}^m$. Note that for any low-degree test that only checks line constraints and has perfect completeness, if we let $T_0$ be the set of constraints checked by this test, we will have $T_0 \subseteq T$. 
The main combinatorial quantity that we use in our proof is the rank of an element \( \alpha \in \mathbb{C}^4 \), defined as

\[
\text{rank}_T(\alpha) := \min_{T' \subseteq T, \alpha \in \text{span}(T')} |T'|.
\]

Note that \( \text{rank}_T(\alpha) \) is a non-negative integer, as \( \text{span}(T) = \mathbb{C}^4 \).

We now sketch the proof of Theorem 3 in three steps.

(1) **Interval Cut Lemma.** We show a generic lemma about the relationship between rank and provability from \( T \). Informally, we show that in order for \( T \) to prove \( \alpha \) of rank at least \( r \), \( T \) must also prove some \( \beta \) of “intermediate” rank. Formally, we show that if there is an interval \([r/2, r]\) such that every \( \beta \) with rank in this interval is *not* provable from \( T \), then every \( \alpha \) of rank at least \( r \) is also not provable from \( T \). We prove this *Interval Cut Lemma* via the fact that \( \text{rank}_T \) is subadditive, that is, \( \text{rank}_T(\alpha + \beta) \leq \text{rank}_T(\alpha) + \text{rank}_T(\beta) \). Subadditivity implies that for every interval \([r/2, r]\), in order to prove a constraint of rank \( \geq r \) from constraints of rank \(< r/2 \) there must be an intermediate constraint \( \beta \) with rank in \([r/2, r]\) bridging the gap.

(2) **Two combinatorial facts.** We prove two combinatorial facts about the dual code of \( \mathbb{C} \).

- There exists \( \alpha^* \in \mathbb{C}^2 \) where \( \text{wt}(\alpha) = 2d + 2 \) and \( \text{supp}(\alpha) \subseteq \{(a, a^2, 0, m - 2) : a \in \mathbb{F}\} \subseteq \mathbb{F}^m \), i.e., \( \text{supp}(\alpha) \) is contained along the curve \( x_1^2 - x_2 = 0 \) embedded on the plane \( x_3 = x_4 = \cdots = x_m = 0 \) of \( \mathbb{F}^m \).

  *Proof sketch.* If \( f \) is an \( m \)-variate polynomial of total degree \( d \) then \( f(t, t^2, 0, \ldots, 0) \) is a polynomial of degree \( \leq 2d \) in \( t \). Thus, there is an element \( \alpha^* \in \mathbb{C}^2 \) supported on this curve of weight \( 2d + 2 \) that checks some linear constraint. This shows the existence of the desired \( \alpha^* \).

- For every \( \beta \in \mathbb{C}^4 \) with \( \text{rank}_T(\beta) \in \{(d + 2)/4, \ldots, (d + 2)/2\} \) it holds that \( \text{wt}(\beta) \geq \frac{3}{10}(d + 2)^2 \).

  *Proof sketch.* Any \( \beta \) of rank \( r \) is the sum of *exactly* \( r \) line constraints, where each constraint is on a distinct line. Each new constraint adds at least \( d + 2 \) weight to \( \beta \), ignoring the weight that is removed by cancellation. The amount of cancellation is at most the number of intersection points, which is not too large when \( r \) is in \( \{(d + 2)/4, \ldots, (d + 2)/2\} \), thus implying that \( \text{wt}(\beta) \geq \frac{3}{10}(d + 2)^2 \).

(3) **Completing the proof.** Theorem 3 follows from the Interval Cut Lemma, the two combinatorial facts, and Theorem 8. Any \( \beta \in \mathbb{C}^4 \) with rank in \( \{(d + 2)/4, (d + 2)/2\} \) has weight \( \geq \frac{3}{10}(d + 2)^2 \), and thus is *not* provable when \( k < \frac{3}{10}(d + 2)^2 \). Since \( \alpha^* \) has weight \( 2d + 2 \) and is supported only on the diagonal, it has rank \( \geq d + 1 \), as each line constraint increases the number of points on the curve by at most 2, by Bézout’s theorem. The Interval Cut Lemma implies that \( \alpha^* \) is also not provable. The non-signaling function constructed in the proof of Theorem 8 thus passes the random lines test with probability 1 yet satisfies \( \alpha^* \) with probability only \( 1/|\mathbb{F}| \). But, \( \alpha^* \) must be satisfied with probability 1 by any non-signaling function that is “locally low-degree”, which completes the proof.

### 2.5 Fourier spectrum of non-signaling linear codes

We have so far adopted the definition that a \( k \)-non-signaling function \( F \) is “in” a linear code \( \mathbb{C} \subseteq \mathbb{F}^n \) if a function \( f: S \to \mathbb{F} \) sampled from \( F_S \) is in \( \mathbb{C}_S \) with probability 1 for every \( S \subseteq [n] \leq k \). Indeed, we use this “\( \mathbb{C} \)-explainability” to define the notion of a *local characterization* (see Definition 6).
We now provide thorough justification for this choice. We view the definitions and results below as a conceptual contribution that sheds light on basic properties of non-signaling functions.

In the classical setting, a function \( f : [n] \rightarrow \mathbb{F} \) “looks like” a codeword of \( \mathbf{C} \) if, well, it equals some codeword in \( \mathbf{C} \). The issue at hand is that, in the non-signaling setting, it is not immediately clear what it means for a non-signaling function \( \mathbf{F} \) to be “in” \( \mathbf{C} \) because \( \mathbf{F} \) is a collection of local distributions. Below are two natural ways to capture this notion.

▶ **Definition 15** (informal). Let \( \mathbf{F} : [n] \rightarrow \mathbb{F} \) be a \( k \)-non-signaling function.

- We say that \( \mathbf{F} \) is **\( \mathbf{C} \)-supported** if it is equivalent to a \( k \)-local quasi-distribution \( \mathcal{Q} : \mathbb{F}^n \rightarrow \mathbf{C} \) that is supported on \( \mathbf{C} \), namely, \( \mathcal{Q}(f) = 0 \) for all \( f \notin \mathbf{C} \).\(^4\)
- We say that \( \mathbf{F} \) is **\( \mathbf{C} \)-explainable** if, for all \( S \subseteq [n] \leq k \), the distribution \( \mathbf{F}_S \) is supported on \( \mathbf{C}|_S \). In other words, the output of \( \mathbf{F} \) is always consistent with the restriction of some codeword in \( \mathbf{C} \).

The first definition is motivated by our Equivalence Lemma (Lemma 9), and imposes a “global” property on the non-signaling function. The second definition, implied by the first one, instead takes a “local” approach, imposing consistency with relevant restrictions of the code.

In the following lemma, we quantify the difference between the notions of “\( \mathbf{C} \)-supported” and “\( \mathbf{C} \)-explainable” by characterizing the Fourier spectrum in each case. For convenience, we denote by \( \mathbf{C}_{\leq k} \) the set \( \{ \alpha \in \mathbf{C}^\perp : \text{wt}(\alpha) \leq k \} \), which are the constraints with at most \( k \) non-zero entries.

▶ **Lemma 16** (informal). Let \( \mathbf{F} : [n] \rightarrow \mathbb{F} \) be a \( k \)-non-signaling function.

- \( \mathbf{F} \) is **\( \mathbf{C} \)-supported** \( \iff \) the Fourier coefficients \( \{ \hat{\mathbf{F}}(\alpha) \}_{\alpha \in \mathbb{F}^n_{\leq k}} \) are constant on each coset of \( \mathbf{C}^\perp \).
- \( \mathbf{F} \) is **\( \mathbf{C} \)-explainable** \( \iff \) the Fourier coefficient \( \hat{\mathbf{F}}(\alpha) \) equals \( 1/\mathbb{F} \) for every \( \alpha \in \mathbf{C}_{\leq k} \).

We additionally prove that the foregoing structure is robust to errors: \( \mathbf{F} \) is close to being \( \mathbf{C} \)-supported if and only if its Fourier coefficients are almost constant on every coset of \( \mathbf{C}^\perp \); moreover \( \mathbf{F} \) is close to being \( \mathbf{C} \)-explainable if and only if \( \hat{\mathbf{F}}(\alpha) \) is close to \( 1/\mathbb{F} \) for every \( \alpha \in \mathbf{C}_{\leq k} \).

One may interpret Lemma 16 as “bad news” because it shows that the notions of “\( \mathbf{C} \)-supported” and “\( \mathbf{C} \)-explainable” are in fact distinct. Which one is the correct one to use? From the perspective of local testability, we may regard “\( \mathbf{C} \)-supported” as more desirable, because it requires a global structure to hold. We prove that, fortunately, the two notions are equivalent up to a small change in parameters, reinforcing our belief that we have identified the right notions.

▶ **Lemma 17** (informal). Let \( \mathbf{F} : [n] \rightarrow \mathbb{F} \) be a \( k \)-non-signaling function.

- If \( \mathbf{F} \) is \( \mathbf{C} \)-supported, then \( \mathbf{F} \) is \( \mathbf{C} \)-explainable.
- If \( \mathbf{F} \) is \( \mathbf{C} \)-explainable, then \( \mathbf{F} \) (viewed as a \( k/2 \)-non-signaling function) is \( \mathbf{C} \)-supported.

In light of the above, it suffices to study non-signaling functions that are \( \mathbf{C} \)-explainable. We have used this notion in our results on local characterizations (see Definition 6), as it is more natural in this setting: the set of \( \mathbf{C} \)-explainable \( k \)-non-signaling functions are precisely those that are consistent with the set of constraints \( \mathbf{C}_{\leq k}^\perp \).

\(^4\) When \( \mathbf{C} \) is the Hadamard code, this definition equals the notion of a linear non-signaling function from [4].
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The dimension of \( V1 \) is \(|C| - 1\) because the \(|C|\) free terms are subject to a single linear
constraint. The dimension of \( V2 \) is \( q^n / |C| - 1 \) because the Fourier coefficients are constant
on each coset of \( C^\perp \), and on each coset they may have an arbitrary value; the one exception
is the coset \( C^\perp \), where the Fourier coefficients must be \( \frac{1}{q^n} \). Recalling that \( q^n = |C| \cdot |C^\perp| \),
we deduce that \( \dim(V1) = \dim(V2) \).
2.5.2 Fourier spectrum of a \( C \)-explainable function
We outline the proof of the second item of Lemma 16. The characterization of \( C \)-explainable
functions relies on the fact that the Fourier coefficient \( \hat{F}(\alpha) \) is related to the distribution of
the random variable \( \langle \alpha, F \rangle \), i.e., the distribution \( (\Pr[\langle \alpha, F \rangle = b])_{b \in \mathbb{F}} \). This intuition can be
quantified via (a generalization of) the DFT matrix \( M \in \mathbb{C}^{q \times q} \), which is the matrix defined as
\( M_{a,b} := \omega^{-\langle a,b \rangle} \) (entries are indexed by \( \mathbb{F} \)); \( M \) is invertible and \( \frac{1}{\sqrt{q}}M \) is unitary.
Recall that the Fourier coefficients of \( F \) are defined as follows:
\[
\forall \alpha \in \mathbb{F}_q^n, \quad \hat{F}(\alpha) := \frac{1}{q^n} \sum_{j \in \mathbb{F}_q} \omega^{-j} \Pr[\langle \alpha, F \rangle = j].
\]
Letting \( v := (\Pr[\langle \alpha, F \rangle = b])_{b \in \mathbb{F}} \), expanding the definitions shows that \( Mv = (q^n \hat{F}(a\alpha))_{a \in \mathbb{F}} \).
The linear transformation \( M \) thus quantifies the relation between the distribution \( (\Pr[\langle \alpha, F \rangle = b])_{b \in \mathbb{F}} \) and the Fourier coefficients \( (q^n \hat{F}(a\alpha))_{a \in \mathbb{F}} \).
Now, given a $k$-non-signaling function $F$, we first show that $F$ is C-explainable if and only if $\Pr[(\alpha, F) = 0] = 1$ for every $\alpha \in C_{\leq k}$. This follows from the fact that any local function $g: S \mapsto \mathbb{F}$ that satisfies every $\alpha \in C_{\leq k}$ can be extended into a codeword $f \in C$.

Using the matrix $M$, we can relate the condition that $F$ satisfies every $\alpha \in C_{\leq k}$ with probability 1 to its Fourier spectrum. Specifically, we have that $\Pr[(\alpha, F) = 0] = 1$ if and only if $(q^n \tilde{F}(aa))_{a \in \mathbb{F}} = M(1,0,\ldots,0)^\top$. Since $M(1,0,\ldots,0)^\top = (1,\ldots,1)^\top$, we get that $\Pr[(\alpha, F) = 0] = 1$ if and only if $\tilde{F}(aa) = \frac{1}{q^n}$ for every $a \in \mathbb{F}$, completing the proof.

### 2.5.3 The relationship between C-supported and C-explainable

We outline the proof of Lemma 17. First note that Lemma 16 immediately implies that a C-supported $k$-non-signaling function $F$ is C-explainable, because if $F$ is C-supported then $\tilde{F}(\alpha) = \tilde{F}(0^n) = \frac{1}{q^n}$ for every $\alpha \in C_{\leq k}$, implying that $F$ is C-explainable.

Conversely, if $F$ is C-explainable, then for any $\alpha, \alpha' \in F_{\leq k/2}$ with $\alpha - \alpha' \in C^\bot$ we get that for any $b \in \mathbb{F}$,

$$\Pr[(\alpha, F) = b] = \Pr[(\alpha', F) + (\alpha - \alpha', F) = b] = \Pr[(\alpha', F) = b],$$

since $\Pr[(\alpha - \alpha', F) = 0] = 1$ as $\alpha - \alpha' \in C^\bot$ and $F$ is C-explainable. This shows that the vectors $(\Pr[(\alpha, F) = b])_{b \in \mathbb{F}}$ and $(\Pr[(\alpha', F) = b])_{b \in \mathbb{F}}$ are equal, which implies that the Fourier coefficients $\tilde{F}(\alpha)$ and $\tilde{F}(\alpha')$ are equal. By Lemma 16, this completes the proof. Note that we crucially need $\text{wt}(\alpha), \text{wt}(\alpha') \leq k/2$ so that $\text{wt}(\alpha - \alpha') \leq k$, as otherwise $\Pr[(\alpha - \alpha', F) = 0]$ is undefined.

### 3 Preliminaries

Throughout this paper we let $n \in \mathbb{N}$ be an arbitrary positive integer, and $k \in \mathbb{N}$ a positive integer that is at most $n$. We use $\mathbb{F}$ to denote the finite field of size $q$ with characteristic $p$, and $\mathbb{F}_p$ to denote the prime subfield of $\mathbb{F}$. We often abuse notation and identify a function $f: [n] \to \mathbb{F}$ with its evaluation table in $\mathbb{F}^n$. For a vector $\alpha \in \mathbb{F}^n$ we let $\text{supp}(\alpha) := \{i \in [n]: \alpha_i \neq 0\}$, and we let $\text{wt}(\alpha) := |\text{supp}(\alpha)|$. For a set of vectors $R \subseteq \mathbb{F}^n$, we let $R_{\leq \ell} \subseteq R$ denote the subset $\{\alpha \in R: \text{wt}(\alpha) \leq \ell\}$. In particular, $\mathbb{F}_{\leq k}^n$ contains all vectors $\alpha \in \mathbb{F}^n$ of weight at most $k$. For a subset $S \subseteq [n]$, we let $R_{\leq S} = \{\alpha \in R: \text{supp}(\alpha) \subseteq S\}$; we also write $S \subseteq [n]_{\leq \ell}$ if $|S| \leq \ell$.

### 3.1 Non-signaling functions

We define non-signaling functions and quasi-distributions, and introduce useful notation for them. The definitions are almost identical to those in [4], but extended to any finite field.

**Definition 18.** A $k$-non-signaling function $F: [n] \to \mathbb{F}$ is a collection $F = \{F_S\}_{S \subseteq [n], |S| \leq k}$ where (i) each $F_S$ is a distribution over functions $f: S \to \mathbb{F}$, and (ii) for every two subsets $S$ and $R$ each of size at most $k$, the restrictions of $F_S$ and $F_R$ to $S \cap R$ are equal as distributions.

Note that any function $f: [n] \to \mathbb{F}$ induces a $n$-non-signaling function by setting $F_S$ to be the distribution that outputs $f|_{S}$ with probability 1. More generally, any distribution $D$ over functions $f: [n] \to \mathbb{F}$ induces a corresponding $n$-non-signaling function by defining $F_S$ to be the distribution that samples $f \leftarrow D$ and outputs $f|_{S}$.

Given a set $S \subseteq [n]_{\leq k}$ and function $g \in \mathbb{F}^S$, we define

$$\Pr[ F(S) = g ] := \Pr[ g \leftarrow F_S].$$
The non-signaling property in this notation is the following: for every two subsets \( S, R \subseteq [n] \leq k \) and every string \( g \in \mathbb{F}^{n \times T} \), \( \Pr[\mathcal{F}(S) = g] = \Pr[\mathcal{F}(T) = g] \), where the probability is over the randomness of \( \mathcal{F} \).

We extend the above notation to every \( E \subseteq \mathbb{F}^S \) in the natural way by defining \( \Pr[\mathcal{F}(S) \in E] \) to be \( \Pr_{f \leftarrow \mathcal{F}_g}[f \in E] \). We highlight the case when \( E \) is an “inner product event”, as we will encounter this case frequently.

**Definition 19.** Let \( \mathcal{F} : [n] \to \mathbb{F} \) be a \( k \)-non-signaling function. For \( \alpha \in \mathbb{F}_{\leq k}^n \) and \( b \in \mathbb{F} \), we define

\[
\Pr[(\alpha, \mathcal{F}) = b] := \Pr_{f \leftarrow \mathcal{F}_{\text{supp}(\alpha)}} \left[ \sum_{i \in \text{supp}(\alpha)} \alpha_i f(i) = b \right].
\]

Similarly, we define \( \Pr[\text{Tr}(\langle \alpha, \mathcal{F} \rangle) = j] := \sum_{b \in \mathbb{F} : \text{Tr}(b) = j} \Pr[(\alpha, \mathcal{F}) = b] \) for every \( j \in \mathbb{F}_p \).

The non-signaling property in this notation is the following: for every two subsets \( S, R \subseteq [n] \leq k \) and every string \( g \in \mathbb{F}^{n \times T} \), \( \Pr[\mathcal{F}(S) = g] = \Pr[\mathcal{F}(T) = g] \), where the probability is over the randomness of \( \mathcal{F} \).

We extend the above notation to every \( E \subseteq \mathbb{F}^S \) in the natural way by defining \( \Pr[\mathcal{F}(S) \in E] \) to be \( \Pr_{f \leftarrow \mathcal{F}_g}[f \in E] \). We highlight the case when \( E \) is an “inner product event”, as we will encounter this case frequently.

**3.2 Quasi-distributions**

A quasi-distribution extends the notion of a probability distribution by allowing probabilities to be complex, and is the main tool that we use to analyze non-signaling functions.

**Definition 20.**

- A quasi-distribution is a function \( Q : \mathbb{F}^n \to \mathbb{C} \) where \( \sum_{f \in \mathbb{F}^n} Q(f) = 1 \).
- For a set of functions \( R \subseteq \mathbb{F}^n \), we say that \( Q \) is supported on \( R \) if \( \{ f \in \mathbb{F}^n : Q(f) \neq 0 \} \subseteq R \).
- For a positive integer \( \ell \), we say that \( Q \) is \( \ell \)-local if the marginals \( Q|_S \) for each \( S \subseteq [n] \leq \ell \) are distributions \( \sum_{f \in \mathbb{F}^n : f|_S = g} Q(f) \) is a non-negative real number for each \( S \subseteq [n] \leq \ell \), and \( g : S \to \mathbb{F} \).

If \( Q \) is \( \ell \)-local, then for every subset \( S \subseteq [n] \leq \ell \), we may view \( Q|_S \) as a probability distribution over \( \mathbb{F}^S \). If \( Q \) is \( \ell \)-local then it is \( s \)-local for every \( s \in \{0, 1, \ldots, \ell \} \).

**Definition 21.** Given a quasi-distribution \( Q \), a subset \( S \subseteq [n] \), and \( g \in \mathbb{F}^S \), we define the quasi-probability of the event “\( Q(S) = g \)” to be the following complex number

\[
\Pr[Q(S) = g] := \sum_{f \in \mathbb{F}^n : f|_S = g} Q(f).
\]

(The tilde above \( \Pr \) denotes that quasi-probabilities are not necessarily non-negative real numbers.)

Given a subset \( E \subseteq \mathbb{F}^S \), we similarly define \( \Pr[Q(S) \in E] := \sum_{f \in \mathbb{F}^n : f|_S \in E} Q(f) \).

As for non-signaling functions, we highlight the case when \( E \) is an inner product event.

**Definition 22.** Let \( Q : \mathbb{F}^n \to \mathbb{C} \) be a quasi-distribution. For \( \alpha \in \mathbb{F}^n \) and \( b \in \mathbb{F} \), we define

\[
\Pr[(\alpha, Q) = b] := \sum_{f \in \mathbb{F}^n : \langle \alpha, f \rangle = b} Q(f).
\]

Similarly, we define \( \Pr[\text{Tr}(\langle \alpha, Q \rangle) = j] := \sum_{b \in \mathbb{F} : \text{Tr}(b) = j} \Pr[(\alpha, Q) = b] \) for every \( j \in \mathbb{F}_p \).
Definition 23 (statistical distance). Given a finite domain $[n]$ and an integer $\ell \in \{1, \ldots, |D|\}$, the $\Delta_\ell$-distance between two quasi-distributions $Q$ and $Q'$ is

$$\Delta_\ell(Q, Q') := \max_{S \subseteq [n]} \Delta(Q|_S, Q'|_S) ,$$

where $\Delta(Q|_S, Q'|_S) := \max_{E \subseteq 2^S} \left| \Pr[Q(S) \in E] - \Pr[Q'(S) \in E] \right|$. We say that $Q$ and $Q'$ are $\epsilon$-close in the $\Delta_\ell$-distance if $\Delta_\ell(Q, Q') \leq \epsilon$; else, they are $\epsilon$-far.

Remark 24 (distance for non-signaling functions). The definition of $\Delta_\ell$-distance naturally extends to defining distances between $k$-non-signaling functions, as well as between quasi-distributions and $k$-non-signaling functions, provided that $\ell \leq k$.

The notion above generalizes the standard notion of statistical (total variation) distance: if $Q$ and $Q'$ are distributions then their $\Delta_\ell$-distance equals their statistical distance. Also note that if $Q$ and $Q'$ are $\ell$-local quasi-distributions then their $\Delta_\ell$-distance equals the maximum statistical distance, across all subsets $S \subseteq [n]$ with $|S| \leq \ell$, between the two distributions $Q|_S$ and $Q'|_S$ — in particular this means that any experiment that queries exactly one set of size at most $\ell$, cannot distinguish between the two quasi-distributions with probability greater than $\Delta_\ell(Q, Q')$.

We stress that $\Delta_\ell(Q, Q') = 0$ does not necessarily mean that $Q = Q'$! In fact, it is possible to have $\Delta_\ell(Q, Q') = 0$ while $\sum_{f \in U} |Q(f) - Q'(f)|$ is arbitrarily large. We also remark that the $\Delta_\ell$-distance is not necessarily upper bounded by $1$, and is in general unbounded.

Definition 25 (approximate locality). Given a finite domain $[n]$, an integer $\ell \in \{1, \ldots, n\}$, and a real number $\epsilon \geq 0$, a quasi-distribution $Q$ over $U_n$ is $(\ell, \epsilon)$-local if, for every subset $S \subseteq [n]$, and every event $E \subseteq \{0, 1\}^S$,

$$\min_{x \in [0, 1]} \left\{ \left| \Pr[Q(S) \in E] - x \right| \right\} \in [0, \epsilon] .$$

Approximate locality generalizes the notion of (exact) locality as in Definition 20. Below, we state a lemma that if $Q$ is $(\ell, \epsilon)$-local and is supported over a linear code $C$, then there is an $\ell$-local $Q'$ over $C$ that is close to $Q$. The proof idea is similar to that of “smoothening” almost-feasible solutions to Sherali–Adams relaxations into feasible ones [13].

Lemma 26. If $Q$ is a $(\ell, \epsilon)$-local quasi-distribution over $C$, then there is an $\ell$-local quasi-distribution $Q'$ over $C$ such that $\Delta_\ell(Q, Q') < q^\ell \epsilon$.

We omit the proof of Lemma 26 as it is identical to the proof of lemma 7.8 in [4], just replacing the field $\mathbb{F}_2 = \{0, 1\}$ with a general field $\mathbb{F}$.

4 Fourier analysis of non-signaling functions

We prove statements about the Fourier structure of non-signaling functions, and prove the Equivalence Lemma. In Section 4.1 we recall basic facts about Fourier analysis of functions over finite fields. In Section 4.2 we relate Fourier coefficients to probabilities and quasi-probabilities. In Section 4.3 we prove that non-signaling functions and quasi-distributions are equivalent notions.
4.1 Fourier analysis of functions over finite fields

We consider functions of the type $F : \mathbb{F}^n \to \mathbb{C}$. For two such functions $F_1$ and $F_2$, we define their inner product as $(F_1, F_2) := \frac{1}{q^n} \sum_{x \in \mathbb{F}^n} F_1(x) F_2(x)$. For every $\alpha \in \mathbb{F}^n$, we define the character $\chi_\alpha : \mathbb{F}^n \to \mathbb{C}$ as $\chi_\alpha(x) := \omega^{\text{Tr}(\alpha, x)}$ where: (1) $\text{Tr} : \mathbb{F} \to \mathbb{F}_p$ is the trace map; (2) $(\alpha, x)$ is the inner product $\sum_{i=1}^n \alpha_i x_i$; (3) $\omega$ is a primitive $p$-th root of unity; and (4) $\omega^j$ is defined by thinking of $j \in \mathbb{F}_p$ as an integer in $\mathbb{Z}$. The functions $\{\chi_\alpha\}_{\alpha \in \mathbb{F}^n}$ form an orthonormal basis of the space of all functions $f : \mathbb{F}^n \to \mathbb{C}$, so every function $F : \mathbb{F}^n \to \mathbb{C}$ can be written as

$$F(\cdot) = \sum_{\alpha \in \mathbb{F}^n} \hat{F}(\alpha) \chi_\alpha(\cdot), \text{ where } \hat{F}(\alpha) : = \langle \chi_\alpha, F \rangle.$$

The values $\{\hat{F}(\alpha)\}_{\alpha \in \mathbb{F}^n}$ are the Fourier coefficients of $F$. We recall and prove a few useful identities.

**Parseval’s identity.** For every two functions $F, G : \mathbb{F}^n \to \mathbb{C}$,

$$(F, G) = \frac{1}{q^n} \sum_{x \in \mathbb{F}^n} F(x) G(x) = \sum_{\alpha \in \mathbb{F}^n} \hat{F}(\alpha) \hat{G}(\alpha).$$

**Proof.**

$$\frac{1}{q^n} \sum_{x \in \mathbb{F}^n} F(x) G(x) = \frac{1}{q^n} \sum_{x \in \mathbb{F}^n} \left( \sum_{\alpha \in \mathbb{F}^n} \hat{F}(\alpha) \chi_\alpha(x) \right) \left( \sum_{\beta \in \mathbb{F}^n} \hat{G}(\beta) \chi_\beta(x) \right) = \sum_{\alpha \in \mathbb{F}^n} \sum_{\beta \in \mathbb{F}^n} \hat{F}(\alpha) \hat{G}(\beta) \langle \chi_\alpha, \chi_\beta \rangle = \sum_{\alpha \in \mathbb{F}^n} \hat{F}(\alpha) \hat{G}(\alpha),$$

since $\{\chi_\alpha\}_{\alpha \in \mathbb{F}^n}$ are orthonormal.

**Plancherel’s identity.** As a corollary of the above,

$$\frac{1}{q^n} \sum_{x \in \mathbb{F}^n} |F(x)|^2 = \sum_{\alpha \in \mathbb{F}^n} |\hat{F}(\alpha)|^2.$$

**The case of indicator functions.** When analyzing non-signaling functions and quasi-distributions we will apply the above identities in the case where $F$ is an indicator function $\mathbf{1}_E$ for a set $E \subseteq \mathbb{F}^n$. In this case, by Plancherel’s identity we have that $|E|/q^n = \sum_{\alpha \in \mathbb{F}^n} |\hat{\mathbf{1}}_E(\alpha)|^2$. In particular, by the Cauchy–Schwarz inequality, this implies that

$$\|\hat{\mathbf{1}}_E\| = \sum_{\alpha \in \mathbb{F}^n} |\hat{\mathbf{1}}_E(\alpha)| \leq \sqrt{\sum_{\alpha \in \mathbb{F}^n} |\hat{\mathbf{1}}_E(\alpha)|^2} \cdot \sqrt{\sum_{\alpha \in \mathbb{F}^n} 1} \leq \sqrt{|E|/q^n \cdot q^n/2} = \sqrt{|E|}.$$

If we let $F(x) = \mathbf{1}_E(x)$, then Parseval’s identity becomes the following lemma.

**Lemma 27.** Let $G : \mathbb{F}^n \to \mathbb{C}$ be a function and $E \subseteq \mathbb{F}^n$. Then

$$\frac{1}{q^n} \sum_{x \in E} G(x) = \frac{1}{q^n} \sum_{\alpha \in \mathbb{F}^n} \hat{\mathbf{1}}_E(\alpha) \sum_{x \in \mathbb{F}^n} G(x) \omega^{-\text{Tr}(\alpha, x)} = \sum_{\alpha \in \mathbb{F}^n} \hat{\mathbf{1}}_E(\alpha) \hat{G}(\alpha).$$
4.2 Relating the Fourier spectrum to the probabilities of events

A quasi-distribution $Q$ is a function $Q: \mathbb{F}^n \to \mathbb{C}$ that maps a function $f: [n] \to \mathbb{F}$ (identified with the corresponding vector $\mathbb{F}^n$) to $Q(f)$. We can write $Q(\cdot) = \sum_{\alpha \in \mathbb{F}^n} \hat{Q}(\alpha)\chi_\alpha(\cdot)$, where $\{\chi_\alpha\}_{\alpha \in \mathbb{F}^n}$ are the characters and $\{\hat{Q}(\alpha)\}_{\alpha \in \mathbb{F}^n}$ are $Q$’s Fourier coefficients. For $S \subseteq [n]$ and $\alpha \in \mathbb{F}^S$, we abuse notation and use $\hat{Q}(\alpha)$ to refer to $\hat{Q}(\beta)$ where $\beta \in \mathbb{F}^n$ has $\beta_i = \alpha_i$ for all $i \in S$ and 0 otherwise.

The lemma below relates the inner product quasi-probabilities defined in Definition 22 to the Fourier coefficients of $Q$.

**Lemma 28.** Let $Q: \mathbb{F}^n \to \mathbb{C}$ be a quasi-distribution. For every $\alpha \in \mathbb{F}^n$, 
\[
\hat{Q}(\alpha) = \frac{1}{q^n} \sum_{j \in \mathbb{F}_p} \omega^{-j} \text{Tr}[\text{Tr}(\langle \alpha, Q \rangle) = j].
\]

**Proof of Lemma 28.** By definition,
\[
\hat{Q}(\alpha) = \langle \chi_\alpha, Q(\cdot) \rangle = \frac{1}{q^n} \sum_f \chi_\alpha(f)Q(f) = \frac{1}{q^n} \sum_{j \in \mathbb{F}_p} \omega^{-j} \sum_{f: \chi_\alpha(f) = j} Q(f).
\]

The above lemma implies that the Fourier coefficients $(\hat{Q}(\alpha))_{\alpha \in \mathbb{F}^n}$ are determined by the quasi-probabilities $(\text{Pr}[^{\alpha, Q} = b])_{b \in \mathbb{F}}$, as the quasi-probabilities $(\text{Pr}[^{\alpha, Q} = b])_{b \in \mathbb{F}}$ determine the quasi-probabilities $(\text{Pr}[^{a, Q} = b])_{b \in \mathbb{F}}$ for every $a \in \mathbb{F}$. In fact, there is a linear transformation $M$ that maps $(\text{Pr}[^{\alpha, Q} = b])_{b \in \mathbb{F}}$ to $(q^n \hat{Q}(\alpha\alpha))_{\alpha \in \mathbb{F}}$. Below, we state a well-known lemma about $M$.

**Lemma 29.** Let $M \in \mathbb{C}^{q \times q}$ be the matrix defined as $M_{ab} := \omega^{-\text{Tr}(ab)}$ (entries are indexed by $\mathbb{F}$). Then $M$ is invertible and $\frac{1}{\sqrt{q}} M$ is unitary (namely, $M^\dagger \cdot M = q I$). In particular, for every vector $(v_b)_{b \in \mathbb{F}}$ with values in $\mathbb{C}$, the map $(v_b)_{b \in \mathbb{F}} \mapsto (\sum_{b \in \mathbb{F}} \omega^{-\text{Tr}(ab)} v_b)_{a \in \mathbb{F}}$ is a bijection.

We additionally prove the following lemma, which relates the Fourier spectrum of the quasi-distribution $Q|_S$ to the Fourier spectrum of $Q$.

**Lemma 30.** Let $Q: \mathbb{F}^n \to \mathbb{C}$ be a quasi-distribution. Let $S \subseteq [n]$, and let $Q|_S$ denote the restriction of $Q$ to $S$, namely, $Q|_S$ is the quasi-distribution from $\mathbb{F}^S$ to $\mathbb{C}$ where $Q|_S(g) := \sum_{f: f|_S = g} Q(f)$. Then for every $\alpha \in \mathbb{F}^S$, it holds that $(q^n \hat{Q}|_S(\alpha)) = q^n \hat{Q}(\alpha)$.\(^5\)

**Proof of Lemma 30.**
\[
q^n \hat{Q}|_S(\alpha) = \sum_{g \in \mathbb{F}^S} Q|_S(g)\omega^{-\text{Tr}(\alpha, g)} = \sum_{f \in \mathbb{F}^n} Q(f)\omega^{-\text{Tr}(\alpha, f)} = q^n \hat{Q}(\alpha).
\]

If $F: [n] \to \mathbb{F}$ is a $k$-non-signaling function, then for any $\alpha \in \mathbb{F}_k^n$ and $b \in \mathbb{F}$ we have defined $\text{Pr}[^{\alpha, F} = b]$ in Definition 19 to be $\text{Pr}_{f \sim F_\text{app}(\alpha)}[^{\alpha, f} = b]$. Note that the probability is well-defined since $\text{wt}(\alpha) \leq k$ (so we query $F$ on at most $k$ points). Also note that Lemma 28 implies that, for every $\alpha \in \mathbb{F}_k^n$, we can define the Fourier coefficient $\hat{F}(\alpha)$ of $F$ as
\[
\hat{F}(\alpha) := \frac{1}{q^n} \sum_{j \in \mathbb{F}_p} \omega^{-j} \text{Pr}[\text{Tr}(\langle \alpha, F \rangle) = j].
\]

\(^5\) The vector $\alpha$ in $\hat{Q}(\alpha)$ is treated as a element in $\mathbb{F}^n$ with $\alpha_j = 0$ for all $j \notin S$
With the above definitions, we can prove the following two corollaries of Lemma 27. The first is for non-signaling functions, and the second is for quasi-distributions.

**Corollary 31.** For any \( k \)-non-signaling function \( F : [n] \rightarrow F \), set \( S \subseteq [n] \), and event \( E \subseteq \mathbb{F}^S \),

\[
\Pr[F(S) \in E] = \sum_{\alpha \in \mathbb{F}^S} \sum_{j \in \mathbb{F}_p} \omega^{-j} \Pr[\langle \alpha, F \rangle] = j = q^n \sum_{\alpha \in \mathbb{F}^S} \hat{F}(\alpha).
\]

**Proof.** Apply Lemma 27 with \( G : \mathbb{F}^S \rightarrow C \) defined as \( G(x) = \Pr[F_S(i) = x, \forall i \in S] \).

**Corollary 32.** For any quasi-distribution \( Q : \mathbb{F}^n \rightarrow C \), set \( S \subseteq [n] \), and event \( E \subseteq \mathbb{F}^S \),

\[
\tilde{\Pr}[Q(S) \in E] = \sum_{f : f(S) \in E} Q(f) = \sum_{\alpha \in \mathbb{F}^S} \sum_{j \in \mathbb{F}_p} \omega^{-j}\tilde{\Pr}[\langle \alpha, Q \rangle] = j = q^n \sum_{\alpha \in \mathbb{F}^S} \hat{Q}(\alpha).
\]

**Proof.** Apply Lemma 27 to the function \( G : \mathbb{F}^S \rightarrow C \) that is the quasi-distribution \( Q|_{S} \). Then observe that for every \( \alpha \in \mathbb{F}^S \), \( q^{\frac{|S|}{2}}Q(\alpha) = q^n \hat{Q}(\alpha) \) by Lemma 30.

The above two lemmas allow us to bound the distance between a \( k \)-non-signaling function \( F \) and a quasi-distribution \( Q \) in terms of their Fourier spectra.

**Lemma 33.** Let \( F : [n] \rightarrow F \) be a \( k \)-non-signaling function and \( Q : \mathbb{F}^n \rightarrow C \) a quasi-distribution. For any set \( S \subseteq [n] \leq k \) and event \( E \subseteq \mathbb{F}^S \),

\[
\left| \Pr[F(S) \in E] - \tilde{\Pr}[Q(S) \in E] \right| \leq q^n \sum_{\alpha \in \mathbb{F}^S} \left| \hat{F}(\alpha) - \hat{Q}(\alpha) \right|.
\]

In particular, \( \Delta_k(Q, F) \leq q^{n+k/2} \max_{\alpha \in \mathbb{F}_p} \left| \hat{F}(\alpha) - \hat{Q}(\alpha) \right| \).

**Corollary 34.** Let \( F : [n] \rightarrow F \) be a \( k \)-non-signaling function and \( Q : \mathbb{F}^n \rightarrow C \) a quasi-distribution. Then \( \Delta_k(Q, F) = 0 \) if and only if \( \hat{F}(\alpha) = \hat{Q}(\alpha) \) for every \( \alpha \in \mathbb{F}_p \).

**Proof of Lemma 33.** The first equation follows immediately from Corollary 31 and Corollary 32. For the second part of the lemma,

\[
\Delta_k(Q, F) \leq \max_{S \subseteq [n] \leq k} \max_{E \subseteq \mathbb{F}^S} q^n \sum_{\alpha \in \mathbb{F}^S} \left| \hat{F}(\alpha) - \hat{Q}(\alpha) \right|
\]

\[
\leq q^n \max_{S \subseteq [n] \leq k} \left( \max_{E \subseteq \mathbb{F}^S} \sum_{\alpha \in \mathbb{F}^S} \left| \hat{F}(\alpha) - \hat{Q}(\alpha) \right| \right)
\]

\[
\leq q^n \left( \max_{S \subseteq [n] \leq k} q^{\frac{|S|}{2}} \right) \max_{\alpha \in \mathbb{F}_p} \left| \hat{F}(\alpha) - \hat{Q}(\alpha) \right|
\]

\[
\leq q^{n+k/2} \max_{\alpha \in \mathbb{F}_p} \left| \hat{F}(\alpha) - \hat{Q}(\alpha) \right|.
\]

**Proof of Corollary 34.** If \( \hat{F}(\alpha) = \hat{Q}(\alpha) \) for every \( \alpha \in \mathbb{F}_p \), then by Lemma 33 it follows that \( \Delta_k(Q, F) = 0 \). Conversely, if \( \Delta_k(Q, F) = 0 \), then for every \( \alpha \in \mathbb{F}_p \) and \( j \in \mathbb{F}_p \) it holds that \( \tilde{\Pr}[\langle \alpha, Q \rangle = j] = \Pr[\langle \alpha, F \rangle = j] \), as these are both events. This implies that \( q^n \hat{Q}(\alpha) = \sum_{j \in \mathbb{F}_p} \omega^{-j} \tilde{\Pr}[\langle \alpha, Q \rangle = j] = \sum_{j \in \mathbb{F}_p} \omega^{-j} \Pr[\langle \alpha, F \rangle = j] = q^n \hat{F}(\alpha) \).

Suppose that we are given a collection of local distributions \( \{ F_S \}_{S \subseteq [n] \leq k} \), namely, \( F_S \) is a distribution over functions \( f : S \rightarrow F \). We can think of each local distribution \( F_S \) as a function \( \hat{F}_S : \mathbb{F}^S \rightarrow C \), and in this way define for each local distribution \( F_S \) the Fourier coefficients \( \hat{F}_S(\alpha) \) for each \( \alpha \in \mathbb{F}_p \). In the following lemma, we characterize when \( (F_S)_{S \subseteq [n] \leq k} \) is \( k \)-non-signaling in terms of the Fourier spectra of the local distributions.
Lemma 35. Let \((F_S)_{S \subseteq [n] \leq k}\) be a collection of local distributions. Then \((F_S)_{S \subseteq [n] \leq k}\) is a k-non-signaling function if and only if \(q^{\text{S}} F_S(\alpha) = q^{\text{R}} F_R(\alpha)\) for every \(S \subseteq [n] \leq k\), \(R \subseteq S\), and \(\alpha \in \mathbb{F}_2^n\).

Proof. Suppose \((F_S)_{S \subseteq [n] \leq k}\) is a k-non-signaling function. Fix \(S \subseteq [n] \leq k\), \(R \subseteq S\), and \(\alpha \in \mathbb{F}_2^n\). Since the collection of local distributions is k-non-signaling we have that \(F_S|R = F_R\). Therefore by Lemma 30 we have that \(q^{\text{S}} F_S(\alpha) = q^{\text{R}} F_R(\alpha)\).

Now, fix \(S \subseteq [n] \leq k\) and \(R \subseteq S\). Applying Corollary 32 to the distributions \(F_S\) and \(F_R\), we see that if \(q^{\text{S}} F_S(\alpha) = q^{\text{R}} F_R(\alpha)\) for every \(\alpha \in \mathbb{F}_2^n\), then \(F_S|R = F_R\). Hence, \((F_S)_{S \subseteq [n] \leq k}\) is k-non-signaling. ▶

4.3 Equivalence between non-signaling functions and quasi-distributions

We show that k-non-signaling functions and k-local quasi-distributions are equivalent. Every k-local quasi-distribution \(Q\) induces a k-non-signaling function \(F\) (Proposition 36). Conversely, every k-non-signaling function \(F\) can be described by a k-local quasi-distribution \(Q\) (Proposition 37). In fact, the set of such quasi-distributions is an affine subspace of co-dimension \(\sum_{i=0}^k \binom{n}{i} \cdot (q-1)^i\) in \(\mathbb{C}^q^n\). The first direction of the equivalence is elementary; the other direction is the interesting one.

The aforementioned result is a special case of a result of Abramsky and Brandenburger [1] that establishes an equivalence between non-signaling empirical models (a general notion of non-signaling experiments in the language of sheaf theory) and quasi-distributions over global sections. Our result strengthens this equivalence by giving an explicit characterization of the affine subspace of quasi-distributions describing a non-signaling function, by leveraging Fourier-analytic tools. This also extends to any finite field \(\mathbb{F}\) the equivalence lemma for \(\mathbb{F}_2\) presented in [4].

Proposition 36. For every k-local quasi-distribution \(Q\) over functions \(f : [n] \rightarrow \mathbb{F}\) there exists a k-non-signaling function \(F : [n] \rightarrow \mathbb{F}\) such that \(\Delta_k(Q, F) = 0\).

Proof. For every subset \(S \subseteq [n] \leq k\), define \(F_S\) to be the distribution over functions \(f : S \rightarrow \mathbb{F}\) where \(\Pr[F_S \text{ outputs } f] := \Pr_Q[Q(S) = f(S)]\), namely, such that \(F_S \equiv Q|_S\). Note that \(F_S\) is a distribution because \(Q\) is k-local, so the relevant probabilities are in \([0, 1]\) and sum to 1. The definition immediately implies that \(\Pr[F(S) = g] = \Pr_Q[Q(S) = g]\) for every string \(g \in \mathbb{F}^S\), and so \(\Delta_k(Q, F) = 0\). We are left to argue that \(F = \{F_S\}_{S \subseteq [n] \leq k}\) is k-non-signaling. Let \(S \subseteq [n] \leq k\), and let \(R \subseteq S\). By definition of \(F\) and Lemma 30 we have that for every \(\alpha \in \mathbb{F}_2^n\), \(q^{\text{S}} F_S(\alpha) = q^{\text{S}} Q|_S(\alpha) = q^{\text{R}} Q|_R(\alpha) = q^{\text{R}} F_R(\alpha)\). By Lemma 35, it follows that \(F\) is k-non-signaling. ▶

Proposition 37. For every k-non-signaling function \(F : [n] \rightarrow \mathbb{F}\), there exists a k-local quasi-distribution \(Q\) over functions \(f : [n] \rightarrow \mathbb{F}\) such that \(\Delta_k(F, Q) = 0\). Moreover, the set of such \(Q\)’s (viewed as vectors in \(\mathbb{C}^q^n\)) is the affine subspace of co-dimension \(\sum_{i=0}^k \binom{n}{i} \cdot (q-1)^i\) in \(\mathbb{C}^q^n\) given by \(Q_0 + \text{span}\{\chi_{\alpha} : \alpha \in \mathbb{F}_2^n, \text{wt}(\alpha) > k\}\), where \(Q_0\) is any solution.

\footnote{The characterization further extends to functions taking values in any finite alphabet \(\Sigma\) (not necessarily a field) by adding an abelian group structure to \(\Sigma\) (for example, by identifying \(\Sigma\) with \(\mathbb{Z}/|\Sigma|\mathbb{Z}\)), and then using analogous tools from Fourier analysis over finite abelian groups.}
We wish to define what it means for a non-signaling function to being supported on \( C \). For each of the two definitions, we characterize the Fourier spectrum of non-signaling functions supported on a given linear code. In the exact and in the robust case. Also, we prove a corollary about non-signaling functions.

5.1 Quasi-distributions supported on linear codes

The equivalence between non-signaling functions and quasi-distributions in Section 4.3 suggests a natural way to capture when a non-signaling function is “in” a given linear code.

Definition 38. Given a k-non-signaling strategy \( F: [n] \to \mathbb{F} \), code \( C \subseteq \mathbb{F}^n \) and parameter \( k' \leq k \), we say that \( F \) is \((C,k')\)-supported if there exists a \( k'\)-local quasi-distribution \( Q: \mathbb{F}^n \to \mathbb{C} \) supported on \( C \) such that \( \Delta_{k'}(Q,F) = 0 \).

In light of the characterization of the Fourier spectra of quasi-distributions equivalent to a given non-signaling function in Section 4.3, it is natural to ask if the Fourier spectrum of a quasi-distribution supported on \( C \) has a special structure. In the following lemma, we characterize the Fourier spectrum of quasi-distributions supported on a given linear code \( C \). Informally, we show that the condition “Fourier coefficients are constants on cosets of \( C^\perp \)” is necessary and sufficient.

Lemma 39. Let \( C \subseteq \mathbb{F}^n \) be a linear code. A quasi-distribution \( Q: \mathbb{F}^n \to \mathbb{C} \) is supported on \( C \) if and only if \( \hat{Q}(\alpha) = \hat{Q}(\alpha') \) for all \( \alpha, \alpha' \in \mathbb{F}^n \) such that \( \alpha - \alpha' \in C^\perp \).

The foregoing statement immediately gives us a corollary about non-signaling functions.

Corollary 40. A k-non-signaling strategy \( F: [n] \to \mathbb{F} \) is \((C,k')\)-supported if and only if for all \( \alpha, \alpha' \in \mathbb{F}^n \) such that \( \alpha - \alpha' \in C \) it holds that \( \hat{F}(\alpha) = \hat{F}(\alpha') \).

Next, we wish to study the Fourier spectrum of a quasi-distribution \( Q \) that is merely close to being supported on \( C \). For this case, we give the following “robust” version of Lemma 39.
Lemma 41. Let $C \subseteq \mathbb{F}_2^n$ be a linear code, and let $Q$ be a quasi-distribution. Suppose that there exists a quasi-distribution $Q'$ supported on $C$ such that $\Delta_k(Q, Q') \leq \delta$. Then for all $\alpha, \alpha' \in \mathbb{F}_2^n$ and $\alpha - \alpha' \in C^\perp$, it holds that $|\hat{Q}(\alpha) - \hat{Q}(\alpha')| \leq \frac{2\delta}{\sqrt{n}}$.

Conversely, suppose that for all $\alpha, \alpha' \in \mathbb{F}_2^n$ and $\alpha - \alpha' \in C^\perp$ it holds that $|\hat{Q}(\alpha) - \hat{Q}(\alpha')| \leq \frac{2\delta}{\sqrt{n}}$. Then there exists a quasi-distribution $Q'$ supported on $C$ such that $\Delta_k(Q, Q') \leq \delta^{k/2} \cdot 2\delta$.

We note that in Lemma 41, neither quasi-distribution is required to be local.

5.1.1 Proof of Lemma 39

Define the affine spaces

$$V_1 = \left\{ Q : \mathbb{F}_2^n \to \mathbb{C} \text{ s.t. } \sum_{f \in C} Q(f) = 1 \text{ and } Q(f) = 0 \forall f \notin C \right\}.$$  

$$V_2 = \left\{ Q : \mathbb{F}_2^n \to \mathbb{C} \text{ s.t. } \hat{Q}(0^n) = 1 \text{ and } \hat{Q}(\alpha) = \hat{Q}(\alpha + \gamma) \forall \alpha \in \mathbb{F}_2^n, \gamma \in C^\perp \right\}.$$  

It suffices to prove that $V_1 = V_2$. First we show that $\dim(V_1) = \dim(V_2)$. The dimension of $V_1$ is $|C| - 1$ because the $|C|$ free terms are subject to a single linear constraint. The dimension of $V_2$ is $q^n/|C^\perp| - 1$ because the Fourier coefficients are constant on each coset of $C^\perp$, and on each coset they can take on an arbitrary value; the one exception is the coset $C^\perp$, on which the Fourier coefficients must be $1/\sqrt{n}$. Recalling that $q^n = |C| \cdot |C^\perp|$, we deduce that $\dim(V_1) = \dim(V_2)$.

Next we show that $V_1 \subset V_2$. Fix $Q \in V_1$. Since $\sum_f Q(f) = 1$, we have $\hat{Q}(0^n) = \frac{1}{q^n} \sum_f Q(f) \cdot \omega^0 = \frac{1}{q^n}$. Moreover, for any $\alpha \in \mathbb{F}_2^n$ and $\gamma \in C^\perp$,

$$\hat{Q}(\alpha + \gamma) = \frac{1}{q^n} \sum_f Q(f) \cdot \omega^{-\text{Tr}((\alpha + \gamma), f)} = \frac{1}{q^n} \sum_f Q(f) \cdot \omega^{-\text{Tr}(\alpha, f) - \text{Tr}(\gamma, f)}.$$  

Since $Q \in V_1$, if $Q(f) \neq 0$ then $f \in C$ and hence $\omega^{\text{Tr}(\gamma, f)} = \omega^{\text{Tr}(0)} = 1$. Therefore,

$$\hat{Q}(\alpha + \gamma) = \frac{1}{q^n} \sum_f Q(f) \cdot \omega^{-\text{Tr}(\alpha, f)} = \hat{Q}(\alpha).$$  

Thus $V_1 \subset V_2$. Since $\dim(V_1) = \dim(V_2)$ and $V_1 \subset V_2$, we conclude that $V_1 = V_2$.

5.1.2 Proof of Lemma 41

Suppose $Q : \mathbb{F}_2^n \to \mathbb{C}$ is a quasi-distribution such that there exists a quasi-distribution $Q'$ supported on $C$ with $\Delta_k(Q, Q') \leq \delta$. Fix $\alpha \in \mathbb{F}_2^n$, so that $S = \text{supp}(\alpha)$ has $|S| \leq k$. Since $\Delta_k(Q, Q') \leq \delta$, we have that $\sum_{g \in \mathbb{F}_2^n} |\text{Pr}[Q(S) = g] - \text{Pr}[Q'(S) = g]| \leq \delta$. Therefore,

$$|\hat{Q}(\alpha) - \hat{Q}'(\alpha)| \leq \frac{1}{q^n} \sum_{j \in \mathbb{F}_2} |\omega^{-j}||\text{Pr}[\text{Tr}(\alpha, Q) = j] - \text{Pr}[\text{Tr}(\alpha, Q') = j]|$$

$$= \frac{1}{q^n} \sum_{j \in \mathbb{F}_2} \sum_{g \in \mathbb{F}_2^{S}: \text{Tr}(\alpha, g) = j} |\text{Pr}[Q(S) = g] - \text{Pr}[Q'(S) = g]|$$

$$\leq \frac{1}{q^n} \sum_{g \in \mathbb{F}_2^{S}} |\text{Pr}[Q(S) = g] - \text{Pr}[Q'(S) = g]| \leq \frac{\delta}{q^n}.$$
By Lemma 39, we know that for every \( \alpha, \alpha' \in \mathbb{F}^n \) such that \( \alpha - \alpha' \in \mathbb{C}^\perp \) it holds that 
\[
|\tilde{Q}(\alpha) - \tilde{Q}(\alpha')| = 0.
\]
Hence, for every \( \alpha, \alpha' \in \mathbb{F}^n_{\leq k} \) such that \( \alpha - \alpha' \in \mathbb{C}^\perp \) it holds that 
\[
|\tilde{Q}(\alpha) - \tilde{Q}(\alpha')| \leq |\tilde{Q}(\alpha) - \tilde{Q}(\alpha')| + |\tilde{Q}(\alpha') - \tilde{Q}(\alpha')| + |\tilde{Q}(\alpha') - \tilde{Q}(\alpha')| \leq \frac{\delta}{q^n} + 0 + \frac{\delta}{q^n} = \frac{2\delta}{q^n}.
\]

Now, suppose that \( Q \) is a quasi-distribution such that 
\[
|\tilde{Q}(\alpha) - \tilde{Q}(\alpha')| \leq \frac{2k}{q^n}
\]
for all \( \alpha, \alpha' \in \mathbb{F}^n_{\leq k} \) such that \( \alpha - \alpha' \in \mathbb{C}^\perp \). For each \( \alpha \in \mathbb{F}^n \), let \( \gamma_\alpha \) be an element of the coset \( \alpha + \mathbb{C}^\perp \) of minimal weight (ties are broken arbitrarily). Define \( \tilde{Q}' \) to be the quasi-distribution where 
\[
\tilde{Q}'(\alpha) := \tilde{Q}(\gamma_\alpha) \text{ if } \text{wt}(\gamma_\alpha) \leq k \text{ and } 0 \text{ otherwise.}
\]
By construction, for any \( \alpha, \alpha' \in \mathbb{F}^n \) such that \( \alpha - \alpha' \in \mathbb{C}^\perp \) it holds that \( \tilde{Q}'(\alpha) = \tilde{Q}'(\alpha') \), so \( \tilde{Q}' \) is supported on \( \mathbb{C} \) by Lemma 39. Let \( \alpha \in \mathbb{F}^n_{\leq k} \).

By construction, we know that 
\[
|\tilde{Q}(\alpha) - \tilde{Q}(\alpha')| \leq \left| \tilde{Q}(\alpha) - \tilde{Q}(\gamma_\alpha) \right| + \left| \tilde{Q}(\gamma_\alpha) - \tilde{Q}(\alpha') \right| \leq \frac{2k}{q^n} + 0 = \frac{2k}{q^n},
\]
since \( \alpha - \gamma_\alpha \in \mathbb{C}^\perp \) and \( \text{wt}(\gamma_\alpha) \leq \text{wt}(\alpha) \leq k \). Therefore, by Lemma 33 we have that 
\[
\Delta_k(Q, Q') \leq q^{k/2} \cdot 2\delta.
\]

5.2 Locally-explainable non-signaling functions

We introduce another natural definition that captures when a non-signaling function \( F \) is “in” a given linear code \( \mathbb{C} \subseteq \mathbb{F}^n \). This time we take the perspective of local consistency, namely, we shall require that the output of \( F \) is always consistent with a codeword in \( \mathbb{C} \).

\begin{definition}
Given a \( k \)-non-signaling strategy \( F : [n] \rightarrow \mathbb{F} \), code \( \mathbb{C} \subseteq \mathbb{F}^n \), and parameter \( k' \leq k \), we say that \( F \) is \( (\mathbb{C}, k') \)-explainable if for every set \( S \subseteq [n]_{\leq k'} \) it holds that 
\[
\Pr[F(S) \in \mathbb{C}|S] = 1.
\]
\end{definition}

Note that \( F \) is \( (\mathbb{C}, k') \)-explainable if and only if \( \Pr[\langle \alpha, F \rangle = 0] = 1 \) for every \( \alpha \in \mathbb{C}^\perp_{\leq k'} \).

The non-trivial direction of the equivalence is implied by the following lemma.

\begin{lemma}
Let \( \mathbb{C} \subseteq \mathbb{F}^n \) be a linear code, \( S \subseteq [n]_{\leq k} \), and \( g : S \rightarrow \mathbb{F} \). If \( \langle \alpha, g \rangle = 0 \) for every \( \alpha \in \mathbb{C}^\perp_{\leq k} \), then there is a codeword \( f \in \mathbb{C} \) satisfying \( f|_S = g \).
\end{lemma}

\begin{proof}
Since \( \mathbb{C} \subseteq \mathbb{F}^n \) is a linear code, there is a pivotal set \( P \subseteq [n] \) of size \( |P| = \dim(\mathbb{C}) \) such that for all \( y : P \rightarrow \mathbb{F} \) there is a unique codeword \( f \in \mathbb{C} \) satisfying \( f|_P = y \). Such \( P \) need not be unique.

Let \( P^* \subseteq [n] \) be a pivotal set such that \( |P^* \cap S| \) is maximal, and let \( P_S := P^* \cap S \). Define \( f' : P^* \rightarrow \mathbb{F} \) by letting \( f'(i) = g(i) \) for all \( i \in P_S \), and letting \( f'(j) \) be arbitrary for all \( j \in P^* \setminus P_S \). Since \( P^* \) is a pivotal set, there exists a unique \( f \in \mathbb{C} \) such that \( f|_P = f' \).

It remains to show that \( f|_S = g \). Let \( i \in S \). If \( i \in P_S \), then \( f(i) = f'(i) = g(i) \), as required. Suppose that \( i \notin P_S \). Since \( P^* \) is maximal, there exists \( \alpha \in \mathbb{C}^\perp \) such that \( \alpha_i = 1 \) and \( \text{supp}(\alpha) \subseteq P_S \cup \{i\} \subseteq S \). Indeed, if no such \( \alpha \) exists then for any codeword \( h \in \mathbb{C} \), \( h(i) \) is not determined by \( \{h(j) : j \in P_S\} \). Hence, the set \( P_S \cup \{i\} \) can be extended into a pivotal set for \( \mathbb{C} \), which contradicts the maximality of \( P^* \). Therefore, such an \( \alpha \) exists. Since \( \langle \alpha, f \rangle = 0 \) and \( \langle \alpha, g \rangle = 0 \), we get that \( 0 = \langle \alpha, f \rangle - \langle \alpha, g \rangle = f(i) + \sum_{j \in P_S} \alpha_j f(j) - g(i) - \sum_{j \in P_S} \alpha_j g(j) = f(i) + \sum_{j \in P_S} \alpha_j g(j) - g(i) - \sum_{j \in P_S} \alpha_j g(j) = f(i) - g(i) \), and therefore \( f(i) = g(i) \). We conclude that \( f|_S = g \), as required.
\end{proof}

We provide a characterization of the Fourier spectrum of \( \mathbb{C} \)-explainable non-signaling functions, both in the exact and in the robust cases, as captured by the respective lemmas below. Both lemmas make crucial use of Lemma 29.
Lemma 44. Let $F: [n] \rightarrow F$ be a $k$-non-signaling function. Then $F$ is $(C, k')$-explainable if and only if $\hat{F}(a) = \frac{1}{q^n}$ for every $a \in C_{\leq k'}$.

Proof. We know that $F$ is $(C, k')$-explainable if and only if for every $a \in C_{\leq k'}$, it holds that $Pr[(a, F)] = 0$ and $Pr[(a, F)] = 1$. By Lemma 29, we know that $Pr[(a, F)] = 0$ if and only if $\hat{F}(a) = \frac{1}{q^n}$ for every $a \in F$, as $M$ is invertible and maps the distribution $Pr[(a, F)] = 0$ and $Pr[(a, F)] = 1$ for all other $b$ to the vector $1_q$. We conclude the proof by noting that if $a \in C_{\leq k'}$, then $aa \in C_{\leq k'}$ for any $a \in F$.

Lemma 45. Let $F: [n] \rightarrow F$ be a $k$-non-signaling function, and let $a \in F_0^{\leq k}$.

1. If $Pr[(a, F)] = 0 \geq 1 - \varepsilon$, then $|\hat{F}(a) - \frac{1}{q^n}| \leq \frac{\varepsilon}{q^n}$ for every $a \in F$.

2. If $|\hat{F}(a) - \frac{1}{q^n}| \leq \frac{\varepsilon}{q^n}$ for every $a \in F$, then $Pr[(a, F)] = 0 \geq 1 - \varepsilon$.

Proof. Suppose that $Pr[(a, F)] = 0 \geq 1 - \varepsilon$. This immediately implies that, for every $a \in F$, $Pr[(a, F)] = 0 \geq 1 - \varepsilon$. Therefore,

$$|q^n\hat{F}(a) - 1| = |-1 + \sum_{b \in F} \omega^{-Tr(ab)} Pr[(a, F) = b]|$$

$$\leq |-1 + Pr[(a, F) = 0]| + \sum_{b \neq 0} |\omega^{-Tr(ab)}||Pr[(a, F) = b]|$$

$$\leq \varepsilon + \sum_{b \neq 0} Pr[(a, F) = b]$$

$$= \varepsilon + (1 - Pr[(a, F) = 0]) \leq 2\varepsilon$$

This proves the first direction.

For the second direction, let $v \in C^q$ be the vector where $v_b = Pr[(a, F) = b]$ and let $w \in C^q$ be the vector where $w_a = q^n\hat{F}(a)$. Note that $Mv = w$, where $M$ is the matrix from Lemma 29. Suppose that $|\hat{F}(a) - \frac{1}{q^n}| \leq \frac{\varepsilon}{q^n}$ for every $a \in F$, so that $|w - 1| \leq \varepsilon$ for every $a \in F$. Then, we have that $||w - 1||_{\ell_2} \leq \sqrt{\varepsilon}$, so that $||w - 1||_{\ell_2} \leq \varepsilon$. Let $u \in C^q$ be the vector where $u_b = 1$ and $u_b = 0$ for all other $b \in F$. Observe that $Mu = 1_q$. Since $\sqrt{\varepsilon}M$ is unitary, we have that $||M(u - v)||_{\ell_2} = ||\frac{1}{\sqrt{\varepsilon}}(w - 1)||_{\ell_2} \leq \frac{\varepsilon}{\sqrt{\varepsilon}} = \varepsilon$. Therefore, $|v_b - u_b| \leq \varepsilon$ for all $b \in F$. In particular, $|v - 1| \leq \varepsilon$, so that $Pr[(a, F) = 0] \geq 1 - \varepsilon$.

5.3 The relationship between the two definitions

We have given two natural definitions of what it means for a non-signaling function to be in a linear code. Which of the two definitions is more “correct”? Lemma 39 and Lemma 44 show that Definition 38 implies Definition 42, in the sense that if $F$ is $(C, k')$-supported then $F$ is $(C, k')$-explainable. We prove that, conversely, Definition 42 implies Definition 38 up to a factor of 2 in the locality $k'$. We conclude that the two definitions are essentially equivalent.

Lemma 46. Let $C \subseteq F^n$ be a linear code, and let $F: [n] \rightarrow F$ be a $k$-non-signaling function.

1. If $F$ is $(C, k')$-supported then $F$ is $(C, k')$-explainable.

2. If $F$ is $(C, k')$-explainable then $F$ is $(C, k'/2)$-supported.

Remark 47. For specific choices of $C$ one can achieve stronger versions of the above lemma. For example, when $C$ is the Hadamard code (all linear functions), one can prove the lemma with $k' - 1$ in place of $k'/2$. Also, some gap in locality is necessary: taking again $C$ to be the Hadamard code, there exists a non-signaling function $F$ that is $(C, k)$-explainable and $(C, k - 1)$-supported but not $(C, k)$-supported. (The foregoing statements are shown implicitly in [4].)
Proof. Lemma 39 and Lemma 44 imply the first direction, as any \((C,k')\)-supported \(k\)-non-signaling function \(F\) satisfies \(\hat{F}(\alpha) = F(0^n) = \frac{1}{q}\) for every \(\alpha \in C_{\leq k'}\), implying that \(F\) is \((C,k')\)-explainable.

We now prove the second direction. Fix \(\alpha \in C_{\leq k'}\), and let \(S := \{i \in [n] : \alpha_i \neq 0\}\). Note that \(|S| \leq k'\) since \(|S| = \text{wt}(\alpha)\). We first show that \(\Pr[\langle \alpha, F \rangle = 0] = 1\). Indeed, since \(F\) is \((C,k')\)-explainable, we have that
\[
\Pr[\langle \alpha, F \rangle = 0] = \Pr[\langle \alpha, F \rangle = 0 \land \exists f \in C\text{ s.t. } F(S) = f|_S]
= \Pr[\langle \alpha, f \rangle = 0 \land \exists f \in C\text{ s.t. } F(S) = f|_S]
= \Pr[\exists f \in C\text{ s.t. } F(S) = f|_S] = 1,
\]
and so \(\Pr[\langle \alpha, F \rangle = 0] = 1\).

Now, for any \(\alpha, \alpha' \in \mathbb{F}_q^{\leq k'/2}\) with \(\alpha - \alpha' \in C\), we get that for any \(b \in \mathbb{F}\),
\[
\Pr[\langle \alpha, F \rangle = b] = \Pr[\langle \alpha', F \rangle + \langle \alpha - \alpha', F \rangle = b] = \Pr[\langle \alpha', F \rangle = b],
\]
since \(\Pr[\langle \alpha - \alpha', F \rangle = 0] = 1\) as \(\alpha - \alpha' \in C\) with \(\text{wt}(\alpha - \alpha') \leq k'\). This shows that the vectors \((\Pr[\langle \alpha, F \rangle = b])_{b \in \mathbb{F}}\) and \((\Pr[\langle \alpha', F \rangle = b])_{b \in \mathbb{F}}\) are the same. Thus, \(\hat{F}(\alpha) = \hat{F}(\alpha')\), by the definition of \(F\)'s Fourier coefficients. By Lemma 39, it follows that \(F\) is \((C,k'/2)\)-supported.

\section{Low-degree testing}

In this section, we prove Theorem 2. Throughout this section, we let \(m, d, k \in \mathbb{N}\) be parameters, and \(p\) be a prime where \(p \geq d + 2\). Let \(\text{RS}^m[\mathbb{F}_p, d]\) denote the code of polynomials from \(\mathbb{F}_p^m\) to \(\mathbb{F}_p\) of individual degree at most \(d\) in each variable. We let \(F : \mathbb{F}_p^m \rightarrow \mathbb{F}_p\) be a \(k\)-non-signaling function. For a subset \(S \subseteq \mathbb{F}_p\) and \(a \in S\), we let \(\delta_{a,S}(x) = \prod_{a' \in S \setminus \{a\}}(x - a')\)
be the degree \(|S| - 1\) polynomial satisfying \(\delta_a(x) = \begin{cases} 1 & \text{if } x = a, \\ 0 & \text{if } x \in S \setminus \{a\} \end{cases}\).

We begin by recalling the degree-\(d\) evenly-spaced points test.

\textbf{Definition 48 (Evenly-spaced points test).} Given a function \(f : \mathbb{F}_p^m \rightarrow \mathbb{F}_p\), the degree-\(d\) evenly-spaced points test:
1. samples a random point \(x \in \mathbb{F}_p^m\) and slope \(h \in \mathbb{F}_p^m \setminus \{0^m\}\),
2. checks that \(\sum_{i=0}^{d+1} c_i f(x + ih) = 0\), where \(c_i = (-1)^i (d+1-i)\).

\textbf{Definition 49 (Evenly-spaced self-correction).} The evenly-spaced self-correction of \(F\), denoted \(\hat{F}\), is a \((k/(d+1))\)-non-signaling function defined as follows. Let \(w_0, w_1, \ldots, w_m \in \mathbb{F}_p^m\) be independent uniformly random vectors in \(\mathbb{F}_p^m\), and for each \(x \in \mathbb{F}_p^m\) let \(w_x = w_0 + \sum_{i=1}^{m} x_i w_i\).

For an input set \(S\) and \(g : S \rightarrow \mathbb{F}_p\), the distribution of \(\hat{F}(S)\) correction is defined as
\[
\Pr[\hat{F}(S) = g] = \frac{\Pr_{w_0, \ldots, w_m, \mathcal{F}}[-\sum_{j=1}^{d+1} c_j F(x + j w_z) = g(x) \forall x \in S]}{1}.
\]

Our main theorem is the following.

\textbf{Theorem 50 (Formal version of Theorem 2).} Let \(p\) be a prime, and let \(m, d \in \mathbb{N}\) with \(p \geq d + 2\). Let \(F : \mathbb{F}_p^m \rightarrow \mathbb{F}_p\) be a \(k\)-non-signaling function. Suppose that \(F\) passes the degree-\(d\) evenly-spaced points test with probability \(1 - \varepsilon\). Then there exists a \(k'\)-non-signaling function \(G : \mathbb{F}_p^m \rightarrow \mathbb{F}_p\) that is \((\text{RS}^m[\mathbb{F}_p, d], k')\)-supported such that \(\Delta_k(\hat{F}, G) \leq O(p^{k'/(2(d+1)^m)}\varepsilon)\), where \(k' = \lceil \frac{k}{2(d+1)^m} \rceil - 3\).
When $\varepsilon = 0$, the theorem can be simplified considerably to the statement below.

**Theorem 51** (Formal version of Theorem 2, zero error case). Let $p$ be a prime, and let $m, d \in \mathbb{N}$ with $p \geq d + 2$. Let $F: \mathbb{F}_p^m \rightarrow \mathbb{F}_p$ be a $k$-non-signaling function. Suppose that $F$ passes the degree-$d$ evenly-spaced points test with probability 1. Then $F$ is $(\text{RS}^\oplus \mathbb{F}_p, d, \lfloor k/(d + 2) \rfloor - 1)$-supported.

We prove Theorem 50 via the following statements, each proved in one of the following sections.

**Lemma 52** (Average to worst case). Suppose that $F$ passes the degree-$d$ evenly-spaced points test with probability $1 - \varepsilon$, i.e. that $\mathbb{P}_{x,h \neq 0^m, x \cdot F} \left[ \sum_{i=0}^{d+1} c_i F(x + ih) = 0 \right] \geq 1 - \varepsilon$. Then for every $x, h \in \mathbb{F}_p^m$ with $h \neq 0^m$ it holds that $\mathbb{P}_F \left[ \sum_{i=0}^{d+1} c_i F(x + ih) = 0 \right] \geq 1 - (d + 1)\varepsilon$.

**Lemma 53** (Evenly-spaced points to axis-parallel lines). Let $\hat{F}: \mathbb{F}_p^m \rightarrow \mathbb{F}_p$ be a $\hat{k}$-non-signaling function, with $\hat{k} \geq 2d + 3$. Suppose that for every $x, h \in \mathbb{F}_p^m$ with $h \neq 0^m$ it holds that $\mathbb{P}_F \left[ \sum_{i=0}^{d+1} c_i \hat{F}(x + ih) = 0 \right] \geq 1 - \varepsilon$. Then for every $b_1, \ldots, b_m \in \mathbb{F}_p$, $i \in [m]$, and $S \subseteq \mathbb{F}_p \setminus \{b_i\}$ of size $|S| = d + 1 \leq k - d - 2$ it holds that

$$\mathbb{P}_F \left[ \hat{F}(b_1, \ldots, b_m) = \sum_{a \in S} \delta_{a,S}(b_i) \cdot \hat{F}(b_1, \ldots, b_{i-1}, a, b_{i+1}, \ldots, b_m) \right] \geq 1 - p\varepsilon .$$

**Lemma 54** (Robust local characterization). Let $\hat{F}: \mathbb{F}_p^m \rightarrow \mathbb{F}_p$ be a $\hat{k}$-non-signaling function, and suppose that for every $i \in [m]$, $b_1, \ldots, b_m \in \mathbb{F}_p$, and $S' \subseteq \mathbb{F}_p \setminus \{b_i\}$ of size $|S'| = d + 1$ it holds that

$$\mathbb{P}_{\hat{F}} \left[ \hat{F}(b_1, \ldots, b_m) = \sum_{a \in S'} \delta_{a,S'}(b_i) \cdot \hat{F}(b_1, \ldots, b_{i-1}, a, b_{i+1}, \ldots, b_m) \right] \geq 1 - \varepsilon .$$

Then for every $S \subseteq \mathbb{F}_p^m$ with $|S| \leq \lfloor \hat{k}/(d + 2) \rfloor$ it holds that $\mathbb{P}_F \left[ \hat{F}(S) \in \text{RS}^\oplus \mathbb{F}_p, d \right] \geq 1 - 2|S| \cdot (d + 1)^{m-1} \varepsilon$.

**Lemma 55.** Let $\hat{F}: \mathbb{F}_p^m \rightarrow \mathbb{F}_p$ be a $\hat{k}$-non-signaling function, and let $k' \leq \hat{k}$. Suppose that for every $S \subseteq \mathbb{F}_p^m$ with $|S| \leq k'$ it holds that $\mathbb{P}_F \left[ \hat{F}(S) \in \text{RS}^\oplus \mathbb{F}_p, d \right] \geq 1 - \varepsilon$. Then there exists a $k'/2$-non-signaling function $G$ that is $(\text{RS}^\oplus \mathbb{F}_p, d, k'/2)$-supported and $\Delta_{k'/2}(F, G) \leq (p^{k'/2} + 1) \cdot p^{k'/4} \cdot 2\varepsilon$.

### 6.1 Step 1: Average to worst case reduction

We prove Lemma 52. Fix $x, h \in \mathbb{F}_p^m$ with $h \neq 0^m$. Observe that $w_{x+ih} = w_x + i(w_h - w_0)$. Therefore

$$\mathbb{P}_F \left[ \sum_{j=0}^{d+1} c_j \hat{F}(x + ih) = 0 \right] = \mathbb{P}_F \left[ \sum_{i=0}^{d+1} c_i \sum_{j=1}^{d+1} -c_j F(x + ih + jw_{x+ih}) = 0 \right]$$

$$\mathbb{P}_F \left[ \sum_{j=1}^{d+1} c_j \sum_{i=0}^{d+1} -c_j F(x + ih + jw_x + ij(w_h - w_0)) = 0 \right] \geq \mathbb{P}_F \left[ \sum_{i=0}^{d+1} c_i F(x + jw_x + i(h + j(w_h - w_0))) = 0 \forall j \in [d + 1] \right]$$

$$\geq 1 - (d + 1)\varepsilon .$$
We prove Lemma 53. Note that by the assumption for every $x \in \mathbb{F}_p^m$ and $h = c_i$ it holds that $\Pr[\sum_{\ell=0}^{d+1} c_i \hat{F}(x + \ell c_i) = 0] \geq 1 - \varepsilon$. Fix $i \in [m], b_1, \ldots, b_{i-1}, b_{i+1}, \ldots, b_m \in \mathbb{F}_p$, and $S \subseteq \mathbb{F}_p$ of size $|S| = d + 2$. We claim that

$$\Pr[\exists g \in \mathbb{R}[\mathbb{F}_p, d] \text{ s.t. } \hat{F}(b_1, \ldots, b_{i-1}, s, b_{i+1}, \ldots, b_m) \equiv g(s) \forall s \in S] \geq 1 - \varepsilon.$$  

This clearly implies Lemma 53.

In order to prove Equation (1), let us order the elements of $S$ as $s_1 \leq s_2 \leq \cdots \leq s_{d+2}$ by treating $s_i$’s as integers in $\{0, 1, 2, \ldots, p - 1\} \subseteq \mathbb{N}$. For each $j \in \mathbb{F}_p$, define the interval

$$I_j = \{j, j + 1, j + 2, \ldots, j + d + 1\},$$

and denote $Q_j = \{s \in S : s \leq j + d + 2\} \cup I_j$. We claim that with high probability $\hat{F}$ on the points corresponding to $Q_j$ agrees with some univariate polynomial. Specifically, we prove the following claim.

\textbf{Claim 56.} For each $j = 0, 1, \ldots, p - 1$ it holds that

$$\Pr[\exists g \in \mathbb{R}[\mathbb{F}_p, d] \text{ s.t. } \hat{F}(b_1, \ldots, b_{i-1}, s, b_{i+1}, \ldots, b_m) \equiv g(s) \forall s \in Q_j] \geq 1 - (j + 1)\varepsilon.$$  

It is clear that the statement of Claim 56 for $j = p - 1$ implies Equation (1), and hence proves Lemma 53.

\textbf{Proof of Claim 56.} The proof is by induction in $j$. For the base case of $j = 0$ we query $\hat{F}$ on the set $I_0$. By the assumption of the lemma we have

$$\Pr[\exists g \in \mathbb{R}[\mathbb{F}_p, d] \text{ s.t. } \hat{F}(b_1, \ldots, b_{i-1}, \ell, b_{i+1}, \ldots, b_m) \equiv g(\ell) \forall \ell \in I_0] \geq 1 - \varepsilon,$$

and the claim hold since for $j = 0$ we have $Q_0 = I_0$.

For the induction step suppose that the statement of the claim holds for $j - 1$, i.e., with probability $1 - j\varepsilon$ there exists a univariate polynomial $g$ of degree $d$ that agrees with $\hat{F}$ on $Q_{j-1}$. Note that the set $Q_{j-1}' = Q_{j-1} \setminus \{j - 1\}$ contains the $d + 1$ consecutive points $\{j, j + 1, \ldots, j + d\}$, and these points uniquely define the polynomial $g$ of degree $d$. Therefore

$$\Pr[\exists g \in \mathbb{R}[\mathbb{F}_p, d] \text{ s.t. } \hat{F}(b_1, \ldots, b_{i-1}, \ell, b_{i+1}, \ldots, b_m) \equiv g(\ell) \forall \ell \in Q_{j-1}'] \geq 1 - j\varepsilon.$$

On the other hand, by the assumption that $\hat{F}$ satisfies evenly-spaced constraints with probability $\geq 1 - \varepsilon$ we have

$$\Pr[\exists g' \in \mathbb{R}[\mathbb{F}_p, d] \text{ s.t. } \hat{F}(b_1, \ldots, b_{i-1}, \ell, b_{i+1}, \ldots, b_m) \equiv g'(\ell) \forall \ell \in I_j] \geq 1 - \varepsilon.$$  

Note that the above statement requires that $p \geq d + 2$, as passing the evenly-spaced points test along a line corresponds to being a univariate polynomial only when $p \geq d + 2$.

Query $\hat{F}$ on the set $Q_{j-1}' \cup I_j$. By union bound, the above events both hold with probability $\geq 1 - (j + 1)\varepsilon$, so that there exists $g, g' \in \mathbb{R}[\mathbb{F}_p, d]$ such that $\hat{F}(b_1, \ldots, b_{i-1}, \ell, b_{i+1}, \ldots, b_m) = g(\ell)$ for all $\ell \in Q_{j-1}'$ and $\hat{F}(b_1, \ldots, b_{i-1}, \ell, b_{i+1}, \ldots, b_m) = g'(\ell)$ for all $\ell \in I_j$. However, since $Q_{j-1}'$ intersects $I_j$ on $d + 1$ points it must be the case that $g = g'$. Hence, $\hat{F}(b_1, \ldots, b_{i-1}, \ell, b_{i+1}, \ldots, b_m) = g(\ell)$ for all $\ell \in Q_{j-1}' \cup I_j$. Since $Q_{j-1} \subseteq Q_{j-1}' \cup I_j$, this proves the induction step. Since $|Q_{j-1}' \cup I_j| \leq |S| + d + 2$ and $|Q_j| \leq |S| + d + 2$, it follows that this is valid for all $S$ with $|S| \leq k - d - 2$, which completes the proof of Claim 56.
6.3 Step 3: A robust local characterization of low-degree polynomials

We prove Lemma 54. We begin by introducing some notation. For each \(i \in [m]\) define \(S_i \subseteq \mathbb{F}_p^i\) to be the projection of \(S\) to the first \(i\) coordinates, i.e. that

\[
S_i := \{(a_1, \ldots, a_i) \in \mathbb{F}_p^i : \exists b_{i+1}, \ldots, b_m \in \mathbb{F}_p \text{ s.t. } (a_1, \ldots, a_i, b_{i+1}, \ldots, b_m) \in S\}.
\]

Note that \(S_m = S\). For any set \(R \subseteq \mathbb{F}_p^i\) and \(b_{i+1}, \ldots, b_m \in \mathbb{F}_p\), we define the extension of \(R\) as

\[
R^{(b_{i+1}, \ldots, b_m)} := R \times \{(b_{i+1}, \ldots, b_m)\}
\]

We prove by induction that for every \(i \in [m]\) and every \(b_{i+1}, \ldots, b_m \in \mathbb{F}_p\) it holds that

\[
\Pr[\exists g_i \in \mathbb{R}^{\otimes i}[\mathbb{F}_p, d] \text{ s.t. } \hat{F}(a_1, \ldots, a_i, b_{i+1}, \ldots, b_m) = g_i(a_1, \ldots, a_i) \forall (a_1, \ldots, a_i) \in S_i] \geq 1 - \varepsilon_i,
\]

(2)

where \(\varepsilon_i = |S| \sum_{j=i}^{m}(d+1)^{-j-1} \varepsilon\). Note that the above probability is well-defined since we query \(\hat{F}\) on the set \(\mathbb{S}_i^{(b_{i+1}, \ldots, b_m)}\), which contains at most \(|S| \leq k' \leq k\) points. Equation (2) proves Lemma 54, as \(\mathbb{S}_m = S\) and \(\varepsilon_m \leq |S| \sum_{j=1}^{m}(d+1)^{-j-1} \varepsilon \leq \frac{(d+1)^m - 1}{d+1} |S| \varepsilon \leq 2(d+1)^{-m-1} |S| \varepsilon\).

We first show the base case: \(i = 1\). Let \(R \subseteq S_1\) be a subset of size \(\min(d+1, |S_1|)\).

Query \(\hat{F}\) on \(S_1^{(b_{i+1}, \ldots, b_m)}\), and let \(g_1 \in \mathbb{R}^{\otimes 1}[\mathbb{F}_p, d]\) be the univariate polynomial \(g_1(x) = \sum_{a \in R} \delta_{a,R}(a) \cdot \hat{F}(a, b_2, \ldots, b_m)\). Then,

\[
\Pr[\exists g_1 \in \mathbb{R}^{\otimes 1}[\mathbb{F}_p, d] \text{ s.t. } \hat{F}(a_1, b_2, \ldots, b_m) = g_1(a_1) \text{ for all } a_1 \in S_1] \geq 1 - |S_1| \varepsilon = 1 - \varepsilon_1.
\]

This is because if \(a_1 \in R\), then \(\hat{F}(a, b_2, \ldots, b_m) = g_1(a)\) is trivially true by definition of \(g_1\), and if \(a_1 \in S_1 \setminus R\) then this is true because

\[
\hat{F}(a_1, b_2, \ldots, b_m) = \sum_{a \in R} \delta_{a,R}(a) \cdot \hat{F}(a, b_2, \ldots, b_m) = g_1(a_1),
\]

with probability \(1 - \varepsilon\), by the assumption on \(\hat{F}\).

We now show the induction step. Suppose that Equation (2) holds for \(i - 1\) and every \(b_{i+1}, \ldots, b_m \in \mathbb{F}_p\). Let \(R_i = S_i \cup (S_{i-1} \times \{0, \ldots, d\})\). Fix \(b_{i+1}, \ldots, b_m \in \mathbb{F}_p\), and query \(\hat{F}\) on \(R_i^{(b_{i+1}, \ldots, b_m)}\). Note that this is well-defined since \(|R_i^{(b_{i+1}, \ldots, b_m)}| \leq |S_i| + (d+1)|S_{i-1}| \leq (d+2)|S| \leq (d+2)k' \leq k\).

We have that \(S_{i-1} \times \{0, \ldots, d\} \subseteq R_i\), and so for every \(j \in \{0, \ldots, d\}\), the induction hypothesis implies (by setting \(b_i = j\) that with probability at least \(1 - \varepsilon_{i-1}\) there exists \(g_{i-1}^{(j)} \in \mathbb{R}^{\otimes i-1}[\mathbb{F}_p, d]\) such that \(\hat{F}(a_1, \ldots, a_{i-1}, j, b_{i+1}, \ldots, b_m) = g_{i-1}^{(j)}(a_1, \ldots, a_{i-1})\) for every \((a_1, \ldots, a_{i-1}) \in S_{i-1}\).

For \(j \in \{0, \ldots, d\}\), let \(\delta_j(x) := \delta_j[0, \ldots, d](x)\). Let \(g_i \in \mathbb{R}^{\otimes i}[\mathbb{F}_p, d]\) be defined as \(g_i(x_1, \ldots, x_i) = \sum_{j=0}^d \delta_j(x_i) \cdot g_{i-1}^{(j)}(x_1, \ldots, x_{i-1})\). We show that

\[
\Pr[\hat{F}(a_1, \ldots, a_i, b_{i+1}, \ldots, b_m) = g_i(a_1, \ldots, a_i) \text{ for all } (a_1, \ldots, a_i) \in S_i] \geq 1 - \varepsilon_i.
\]

Indeed, note that for any \((a_1, \ldots, a_i) \in S_i\) we have \((a_1, \ldots, a_{i-1}) \in S_{i-1}\), and so with probability \(1 - \varepsilon_{i-1}\) all the \(g_{i-1}^{(j)}\)'s exist, and so we have that for all \((a_1, \ldots, a_i) \in S_i\) it holds that

\[
g_i(a_1, \ldots, a_i) = \sum_{j=0}^d \delta_j(a_i) \cdot g_{i-1}^{(j)}(a_1, \ldots, a_{i-1}) = \sum_{j=0}^d \delta_j(a_i) \cdot \hat{F}(a_1, \ldots, a_{i-1}, j, b_{i+1}, \ldots, b_m)
\]
By the assumption on $\hat{F}$, we have
\[
\Pr\left[ \sum_{j=0}^{d} \delta_j(a_i) \cdot \hat{F}(a_1, \ldots, a_{i-1}, j, b_{i+1}, \ldots, b_m) \right] = \hat{F}(a_1, \ldots, a_i, b_{i+1}, \ldots, b_m) \quad \forall (a_1, \ldots, a_i) \in S_i \geq 1 - |S_i|\varepsilon .
\]

Combining the two equations shows that $g_i(a_1, \ldots, a_i) = \hat{F}(a_1, \ldots, a_i, b_{i+1}, \ldots, b_m)$ with probability $1 - (d+1)\varepsilon_1 - |S_i|\varepsilon \geq 1 - (d+1)\varepsilon_1 - |S|\varepsilon = 1 - \varepsilon_1$, as required, completing the proof.

### 6.4 Step 4: Completing the proof

The following generic lemma immediately implies Lemma 55.

**Lemma 57.** Let $C \subseteq \mathbb{F}_2^n$ be a linear code, and let $F$ be a $k$-non-signaling function. Suppose that $\Pr[\langle \alpha, F \rangle = 0] \geq 1 - \varepsilon$ for every $\alpha \in C_{\leq k}^\perp$. Then there exists a $k/2$-non-signaling function $G$ that is $(C, k/2)$-supported such that $\Delta_{k/2}(F, G) \leq (q^{k/2} + 1) \cdot q^{k/4} \cdot 2\varepsilon$.

**Proof.** Let $\alpha, \alpha' \in \mathbb{F}_2^n \subseteq C_{\leq k/2}$ such that $\alpha - \alpha' \in C^\perp$. Then
\[
\left| \hat{F}(\alpha) - \hat{F}(\alpha') \right| = \left| \frac{1}{q^n} \sum_{j \in \mathbb{F}_2} \omega^{-j} \left( \Pr[\text{Tr}(\langle \alpha, F \rangle) = j] - \Pr[\text{Tr}(\langle \alpha', F \rangle) = j] \right) \right|
\leq \frac{1}{q^n} \sum_{j \in \mathbb{F}_2} |\omega^{-j}| \left| \Pr[\text{Tr}(\langle \alpha, F \rangle) = j] - \Pr[\text{Tr}(\langle \alpha', F \rangle) = j] \right|
\leq \frac{1}{q^n} \sum_{j \in \mathbb{F}_2} \left| \Pr[\text{Tr}(\langle \alpha, F \rangle) = j \land \langle \alpha - \alpha', F \rangle \neq 0] - \Pr[\text{Tr}(\langle \alpha', F \rangle) = j \land \langle \alpha - \alpha', F \rangle \neq 0] \right|
\leq \frac{1}{q^n} \sum_{j \in \mathbb{F}_2} \left( |\Pr[\text{Tr}(\langle \alpha, F \rangle) = j \land \langle \alpha - \alpha', F \rangle \neq 0] + |\Pr[\text{Tr}(\langle \alpha', F \rangle) = j \land \langle \alpha - \alpha', F \rangle \neq 0] \right)
\leq \frac{2}{q^n} \cdot \Pr[|\langle \alpha - \alpha', F \rangle| = 0] \leq \frac{2\varepsilon}{q^n} ,
\]

since $\alpha - \alpha' \in C^\perp$ and $\text{wt}(\alpha - \alpha') \leq k$. By Lemma 41, there exists a quasi-distribution $Q$ supported on $C$ such that $\Delta_{k/2}(F, Q) \leq q^{k/4} \cdot 2\varepsilon$. By Lemma 26, there exists a quasi-distribution $Q'$ supported on $C$ such that $\Delta_{k/2}(Q, Q') \leq q^{k/2} \cdot q^{k/4} \cdot 2\varepsilon$. Letting $G$ be the $k/2$-non-signaling function corresponding to $Q'$ completes the proof. ▶

### 7 Local characterizations and linear proofs

We prove Theorem 8 in this section. For this section, we let $k' \leq k$ be an integer. We let $C \subseteq \mathbb{F}_2^n$ be a linear code, and $T \subseteq \mathbb{F}_2^n$ be a set of constraints. Given a $k$-non-signaling function $F$, we say that $F$ satisfies a constraint $\alpha \in \mathbb{F}_2^n$ if $\Pr[\langle \alpha, F \rangle = 0] = 1$.

**Definition 58.** We let $\text{Consistent}(T, k)$ denote the set of $k$-non-signaling functions $F$ where $\Pr[\langle \alpha, F \rangle = 0] = 1$ for every $\alpha \in T$. That is, $\text{Consistent}(T, k)$ is the set of $k$-non-signaling functions that are consistent with $T$.

We note that by Lemma 44, $\text{Consistent}(C_{\leq k}^\perp, k)$ is the set of $k$-non-signaling functions that are $(C, k')$-explainable.

With the above definition, the definition of local characterization can be rephrased as follows.
Definition 59. For $\ell \leq k' \leq k$, a set of constraints $T \subseteq \mathbb{C}^{2n}_{\leq k}$ is a $\ell$-local characterization of $(\mathbb{C}, k', k)$ if $\text{Consistent}(T, k)$ equals the set of $k$-non-signaling functions that are $(\mathbb{C}, k')$-explainable, i.e. that $\text{Consistent}(T, k) = \text{Consistent}(\mathbb{C}^{2n}_{\leq k'}, k)$.

In this language, [4] shows that $T = \{e_x + e_y - e_{x+y} : x, y \in \{0,1\}^n\}$ is a 3-local characterization of $(\mathbb{C}, k-1, k)$, where $\mathbb{C}$ is the Hadamard code.

We briefly recall the definition of a $k$-local linear proof introduced in Section 1.2.

Definition 60 (k-local linear proof). Given a constraint set $T$ and $\alpha \in \mathbb{F}^n$, we write $T \vdash_k \alpha$ if there exists a sequence $(\alpha_0 := 0^n, \alpha_1, \ldots, \alpha_{\ell-1}, \alpha_{\ell} := \alpha)$ with each $\alpha_i \in \mathbb{F}^n$ such that, for every $i \in [\ell]$, one of the following holds:

- $\exists j < i$ and $b \in \mathbb{F}$ such that $\alpha_i = b\alpha_j$
- $\exists j < i$ and $\gamma \in T$ such that $|\text{supp}(\alpha_j) \cup \text{supp}(\gamma)| \leq k$ and $\alpha_i = \alpha_j + \gamma$
- $\exists j_1, j_2 < i$ such that $|\text{supp}(\alpha_{j_1}) \cup \text{supp}(\alpha_{j_2})| \leq k$ and $\alpha_i = \alpha_{j_1} + \alpha_{j_2}$

Theorem 8 is stated formally as the theorem below.

Theorem 61 (Formal version of Theorem 8). $k$-local linear proofs are complete and sound for $k$-non-signaling functions. In particular, for $\ell \leq k' \leq k$, a set of constraints $T \subseteq \mathbb{C}^{2n}_{\leq \ell}$ is a $\ell$-local characterization of $(\mathbb{C}, k', k)$ if and only if $T \vdash_k \mathbb{C}^{2n}_{\leq k'}$.

The proof of Theorem 61 relies on the notion of a $k$-local subspace, which we define below.

Definition 62. A $k$-local subspace $\mathcal{V}$ is a subset of $\mathbb{F}^n$ such that $\mathcal{V} \subseteq \mathbb{F}^n$ is a linear subspace for every $S \subseteq [n]_{\leq k}$.

We prove Theorem 61 by showing the following three lemmas.

Lemma 63 (Soundness). If $T \vdash_k \alpha$, then $\text{Consistent}(T, k) = \text{Consistent}(T \cup \{\alpha\}, k)$.

Lemma 64. For every $k$-local subspace $\mathcal{V} \subseteq \mathbb{F}^n$, there exists a $k$-non-signaling function $\mathcal{F}$ such that $\Pr[\langle \alpha, \mathcal{F} \rangle = 0] = 1$ for every $\alpha \in \mathcal{V}$, and $\Pr[\langle \alpha, \mathcal{F} \rangle = 0] = \frac{1}{|\mathcal{V}|}$ otherwise.

Lemma 65. $\{\alpha \in \mathbb{F}^n : T \vdash_k \alpha\} \subseteq \mathbb{F}^n$ is a $k$-local subspace.

The following corollary follows immediately from Lemma 64 and Lemma 65.

Corollary 66 (Strong completeness). There exists a $k$-non-signaling function such that $\Pr[\langle \alpha, \mathcal{F} \rangle = 0] = 1$ for every $\alpha$ where $T \vdash_k \alpha$, and $\Pr[\langle \alpha, \mathcal{F} \rangle = 0] = \frac{1}{|\mathcal{V}|}$ otherwise.

Proof of Theorem 61. Completeness and soundness are shown in Corollary 66 and Lemma 63. It remains to show the equivalence for local characterizations.

Suppose that $T \vdash_k \mathbb{C}^{2n}_{\leq k'}$. Then by Lemma 63 we have that $\text{Consistent}(T, k)$ and $\text{Consistent}(T \cup \mathbb{C}^{2n}_{\leq k'})$ are equal. Since $T \subseteq \mathbb{C}^{2n}_{\leq k}$ and $\ell \leq k'$, we get that $T \subseteq \mathbb{C}^{2n}_{\leq k'}$. Hence, $\text{Consistent}(T, k) = \text{Consistent}(T \cup \mathbb{C}^{2n}_{\leq k'}, k) = \text{Consistent}(\mathbb{C}^{2n}_{\leq k'}, k)$, as required.

Conversely, suppose that $T$ is an $\ell$-local characterization of $(\mathbb{C}, k', k)$. By Lemma 64 and Lemma 65, there exists a $k$-non-signaling function $\mathcal{F}$ such that $\Pr[\langle \alpha, \mathcal{F} \rangle = 0] = 1$ for every $\alpha \in \mathbb{F}^n$ such that $T \vdash_k \alpha$, and $\Pr[\langle \alpha, \mathcal{F} \rangle = 0] = \frac{1}{|\mathcal{V}|}$ otherwise. Since $T \vdash_k \alpha$ for every $\alpha \in T$, it follows that $\mathcal{F} \in \text{Consistent}(T, k)$, which implies that $\mathcal{F} \in \text{Consistent}(\mathbb{C}^{2n}_{\leq k'}, k)$ as $T$ is an $\ell$-local characterization of $(\mathbb{C}, k', k)$. This implies that $T \vdash_k \alpha$ for all $\alpha \in \mathbb{C}^{2n}_{\leq k'}$, since for all such $\alpha$ it holds that $\Pr[\langle \alpha, \mathcal{F} \rangle = 0] = 1$, and thus $T \vdash_k \alpha$. Hence, $T \vdash_k \mathbb{C}^{2n}_{\leq k'}$, as required.
7.1 Proof of Lemma 63

It is clear that from the definition that \( \text{Consistent}(T, k) \supseteq \text{Consistent}(T \cup \{\alpha\}, k) \) for all \( \alpha \in \mathbb{F}^n \). Below we prove the containment in the other direction. Suppose that \( T \vdash_k \alpha \), and let \( \alpha_0 = 0^n, \alpha_1, \ldots, \alpha_r = \alpha \) be a \( k \)-local proof of \( \alpha \) from \( T \). Let \( \mathcal{F} \in \text{Consistent}(T, k) \), that is, \( \mathcal{F} \) is a \( k \)-non-signaling function such that \( \forall \gamma \in T, \Pr[\gamma, \mathcal{F} = 0] = 1 \). We prove by induction that for \( i \in [r] \) it holds that \( \Pr[\alpha_i, \mathcal{F} = 0] = 1 \).

For the base case of \( i = 0 \) it must be the case that \( \alpha_0 = 0^n \). Therefore, \( \Pr[\langle \alpha_0, \mathcal{F} \rangle = 0] = 1 \).

For the induction step let \( i \geq 1 \), and consider the following three cases.

1. There exists \( j < i \) and \( b \in \mathbb{F} \setminus \{0^n\} \) such that \( \alpha_i = b \alpha_j \). Then,
   \[
   \Pr[\langle \alpha_i, \mathcal{F} \rangle = 0] = \Pr[b\langle \alpha_j, \mathcal{F} \rangle = 0] = \Pr[\langle \alpha_j, \mathcal{F} \rangle = 0] = 1 ,
   \]
   where the last equality uses the induction hypothesis.

2. There exist \( j < i \) and \( \gamma \in T \) such that \( \alpha_i = \alpha_j + \gamma \) with \( |\text{supp}(\alpha_j) \cup \text{supp}(\gamma)| \leq k \). Since \( \mathcal{F} \in \text{Consistent}(T, k) \) we have that \( \Pr[\langle \gamma, \mathcal{F} \rangle = 0] = 1 \), as \( \gamma \in T \). Therefore,
   \[
   \Pr[\langle \alpha_i, \mathcal{F} \rangle = 0] = \Pr[\langle \alpha_j, \mathcal{F} \rangle + \langle \gamma, \mathcal{F} \rangle = 0] \geq \Pr[\langle \alpha_j, \mathcal{F} \rangle = 0 \land \langle \gamma, \mathcal{F} \rangle = 0] = 1 ,
   \]
   as required. Note that \( \Pr[\langle \alpha_j, \mathcal{F} \rangle = 0 \land \langle \gamma, \mathcal{F} \rangle = 0] \) is well-defined because we have \( |\text{supp}(\alpha_j) \cup \text{supp}(\gamma)| \leq k \).

3. There exist \( j_1, j_2 < i \) such that \( \alpha_i = \alpha_{j_1} + \alpha_{j_2} \) and \( |\text{supp}(\alpha_{j_1}) \cup \text{supp}(\alpha_{j_2})| \leq k \). By the induction hypothesis we know that \( \Pr[\langle \alpha_{j_1}, \mathcal{F} \rangle = 0] = 1 \) and \( \Pr[\langle \alpha_{j_2}, \mathcal{F} \rangle = 0] = 1 \). Thus,
   \[
   \Pr[\langle \alpha_i, \mathcal{F} \rangle = 0] = \Pr[\langle \alpha_{j_1}, \mathcal{F} \rangle + \langle \alpha_{j_2}, \mathcal{F} \rangle = 0] \geq \Pr[\langle \alpha_{j_1}, \mathcal{F} \rangle = 0 \land \langle \alpha_{j_2}, \mathcal{F} \rangle = 0] = 1 ,
   \]
   and therefore \( \Pr[\langle \alpha_i, \mathcal{F} \rangle = 0] = 1 \). Again, we require \( |\text{supp}(\alpha_{j_1}) \cup \text{supp}(\alpha_{j_2})| \leq k \) in order for the last probability to be well-defined.

In particular, this implies that \( \Pr[\langle \alpha, \mathcal{F} \rangle = 0] = \Pr[\langle \alpha_r, \mathcal{F} \rangle = 0] = 1 \), and hence \( \mathcal{F} \in \text{Consistent}(T \cup \{\alpha\}, k) \). Therefore \( \text{Consistent}(T, k) \subseteq \text{Consistent}(T \cup \{\alpha\}, k) \), which completes the proof of Lemma 63.

7.2 Proof of Lemma 64

We define \( \mathcal{F} \) specifying its local distributions \( \mathcal{F}_S \) for each \( S \subseteq [n] \leq k \). We define the function \( \mathcal{F}_S : \mathbb{F}^S \to \mathbb{C} \) by specifying its (local) Fourier coefficients as follows. We set the Fourier coefficient \( \mathcal{F}_S(\alpha) \) to be \( \frac{1}{q^{|S|}} \) if \( \alpha \in \mathcal{V} \), and 0 otherwise.

We now show that each \( \mathcal{F}_S \) is a distribution. For any \( f : S \to \mathbb{F} \) we have
\[
\mathcal{F}_S(f) = \sum_{\alpha \in \mathbb{F}^S} \mathcal{F}_S(\alpha) \chi_\alpha(f) = \sum_{\alpha \in \mathcal{V}_S} \frac{1}{q^{|S|}} \chi_\alpha(f) = \frac{1}{q^{|S|}} \sum_{\alpha \in \mathcal{V}_S} \omega^\text{Tr}(\langle \alpha, f \rangle) .
\]
For each \( b \in \mathbb{F} \), let \( \mathcal{V}_b \subseteq \mathcal{V}_S \) be the set of \( \alpha \in \mathcal{V}_S \) where \( \langle \alpha, f \rangle = b \). Let \( \pi : \mathcal{V}_S \to \mathbb{F} \) be the map where \( \pi(\alpha) = \langle \alpha, f \rangle \). Since \( \mathcal{V}_S \) is a subspace, \( \pi \) is a homomorphism. It follows that either \( \mathcal{V}_b = \mathcal{V}_S \) or \( |\mathcal{V}_b| = |\mathcal{V}_0| \) for every \( b \in \mathbb{F} \). In the first case, \( \sum_{\alpha \in \mathcal{V}_S} \omega^\text{Tr}(\langle \alpha, f \rangle) = |\mathcal{V}_S| \geq 0 \). In the second case,
\[
\sum_{\alpha \in \mathcal{V}_S} \omega^\text{Tr}(\langle \alpha, f \rangle) = \sum_{b \in \mathbb{F}} \sum_{\alpha \in \mathcal{V}_b} \omega^\text{Tr}(b) = \sum_{b \in \mathbb{F}} |\mathcal{V}_b| \omega^\text{Tr}(b) = |\mathcal{V}_0| \sum_{b \in \mathbb{F}} \omega^\text{Tr}(b) = 0 .
\]
This implies that in either case, \( \mathcal{F}_S(f) \geq 0 \), and so \( \mathcal{F}_S \) is a distribution.
We now show that the collection of local distributions \( \{ F_S \}_{S \subseteq [n] \leq k} \) is indeed non-signaling. This follows from Lemma 35. If \( \alpha \in V \) then we have that \( q^{[S]} \bar{F}_S(\alpha) = 1 = q^{[R]} \bar{F}_R(\alpha) \) for every \( S, R \in [n] \leq k \) such that \( \text{supp}(\alpha) \subseteq S \cap R \), and otherwise we have \( q^{[S]} \bar{F}_S(\alpha) = 0 = q^{[R]} \bar{F}_R(\alpha) \). Thus, the collection of local distributions is a \( k \)-non-signaling function \( F \).

It remains to show that \( F \) satisfies the desired property. Observe that for every \( \alpha, \bar{F}(\alpha) = q^{[\text{supp}(\alpha)]} \bar{F}_{\text{supp}(\alpha)}(\alpha) = 1 \) if \( \alpha \in V \), and otherwise \( \bar{F}(\alpha) = 0 \). By Lemma 29 it follows that \( F \) has the desired properties.

### 7.3 Proof of Lemma 65

Let \( V = \{ \alpha \in F^n : \exists T \vdash_k \alpha \} \). We show that \( V \) is a \( k \)-local subspace. Let \( S \subseteq [n] \leq k \). We need to show that \( V_{\leq S} \) is a linear subspace of \( F^n \). We first observe that \( 0^n \) is always in the set, as \( T \vdash_k 0^n \) always.

Let \( \alpha \in V_{\leq S} \) and let \( b \in \mathbb{F} \setminus \{0\} \). Then we have that \( T \vdash_k \alpha \) which implies that \( T \vdash_k \alpha \). Since \( \text{supp}(\alpha \cdot b) = \text{supp}(\alpha) \subseteq S \), it follows that \( \alpha \cdot b \in V_{\leq S} \).

Let \( \alpha, \beta \in V_{\leq S} \). Then, since \( |\text{supp}(\alpha) \cup \text{supp}(\beta)| \leq |S| \leq k \) we have that \( (\alpha, \beta, \alpha + \beta) \) is a hyperedge in \( \Gamma_k \). Thus, since \( T \vdash_k \{ \alpha, \beta \} \) it follows that \( T \vdash_k \alpha + \beta \). Since \( \text{supp}(\alpha + \beta) \subseteq \text{supp}(\alpha) \cup \text{supp}(\beta) \subseteq S \), it follows that \( \alpha + \beta \in V_{\leq S} \).

We have thus shown that \( V_{\leq S} \) is a linear subspace of \( F^n \), which completes the proof.

### 8 Low-degree testing fails for small locality

In this section, we prove Theorem 3. The proof relies heavily on Theorem 8.

We let \( C \) be the linear code of \( m \)-variate polynomials \( P : \mathbb{F}^m \rightarrow \mathbb{F} \) of total degree at most \( d \), with \( m \geq 2 \), and let \( T \) be the set of \( \alpha \)'s in \( C^\perp \) where the \( \text{supp}(\alpha) \) is contained in exactly one line.

We define the rank of an element in \( C^\perp \) to be

\[
\text{rank}_T(\alpha) := \min_{T' \subseteq T : \alpha \in \text{span}(T')} |T'|.
\]

Note that since \( \text{span}(T) = C^\perp \), the rank of \( \alpha \) is well-defined for all \( \alpha \in C^\perp \).

We let \( T_0 \) denote the subset of \( T \) that only contains elements whose support is \( \text{evenly-spaced} \) along a line and has weight \( d + 2 \). With this notation, the non-signaling evenly-spaced test (i) samples \( \alpha \leftarrow T_0 \) uniformly at random, and (ii) checks that \( \langle \alpha, F \rangle = 0 \).

The main theorem we prove is stated below, and is the formal statement of Theorem 3.

**Theorem 67 (Formal version of Theorem 3).** For every \( k \) with \( 2d + 2 \leq k < \frac{1}{16} (d + 2)^2 \), there exists a \( F \)-non-signaling function such that \( \Pr[(\alpha, F) = 0] = 1 \) for every \( \alpha \in T_{\leq k} \), and yet \( \Delta_{2d+2}(F, F') \geq (1 - \frac{1}{16}) \) for every \( (2d + 2) \)-non-signaling function \( F' \) that is \( (C, 2d + 2) \)-explainable.

We begin the proof of Theorem 67 by showing the following lemma. This lemma follows from earlier statements, and outlines a sufficient condition to prove Theorem 67.

**Lemma 68.** Suppose that there exists \( \alpha^* \in C^\perp \) with \( \text{wt}(\alpha^*) = 2d + 2 \) such that for every \( k < \frac{1}{16} (d + 2)^2 \) it holds that \( T \vdash_k \alpha^* \). Then for every \( k \) with \( 2d + 2 \leq k < \frac{1}{16} (d + 2)^2 \) there exists a \( k \)-non-signaling function \( F \) such that \( \Pr[(\alpha, F) = 0] = 1 \) for every \( \alpha \in T_{\leq k} \), and yet \( \Delta_{2d+2}(F, F') \geq 1 - \frac{1}{16} \) for every \( (2d + 2) \)-non-signaling function \( F' \) that is \( (C, 2d + 2) \)-explainable.
Proof. Applying Corollary 66, for every $k$ with $2d + 2 \leq k < \frac{3}{10}(d + 2)^2$, we get that there exists a $k$-non-signaling function $F$ such that $\Pr[(\alpha, F) = 0] = 1$ for every $\alpha \in T_{\leq k}$ and $\Pr[(\alpha^*, F) = 0] = \frac{1}{m}$. Let $F'$ be a $(2d + 2)$-non-signaling function that is $(C, 2d + 2)$-explainable. Since for every $S \subseteq F^m$ with $|S| \leq 2d + 2$ we have that $\Pr[F'(S) \in C, s] = 1$ and $\alpha^* \in C^+$ has $\text{wt}(\alpha^*) = 2d + 2$, it follows that $\Pr[(\alpha^*, F') = 0] = 1$. Therefore, $\Delta_{2d+2}(F, F') \geq |\Pr[(\alpha^*, F) = 0] - \Pr[(\alpha^*, F') = 0]| = 1 - \frac{1}{m}$.

By Lemma 68 it suffices to find such an $\alpha^*$. We let $\alpha^* \in C^+$ be any constraint where $\text{supp}(\alpha)$ has size $2d + 2$ and is contained on the curve $x_1^2 - x_2 = 0$ embedded on the plane $x_3 = x_4 = \cdots = x_m = 0$ in $F^m$. We note that $\alpha^*$ is one of the constraints that checks that $P(t, t^2, 0, \ldots, 0)$ is a univariate polynomial of degree at most $2d$ in $t$.

We show that $\alpha^*$ satisfies the desired properties in two main lemmas. We first show the following generic lemma, which gives us a way to prove that $T \not\vdash_k \alpha^*$.

**Lemma 69** (Interval cut Lemma). Fix $\alpha \in C^+$. Suppose that there exists $r \in \mathbb{R}$ with $2 \leq r \leq \text{rank}_T(\alpha)$ such that for every $\beta \in C^+$ with $\text{rank}_T(\beta) \in [r/2, r)$ it holds that $T \not\vdash_k \beta$. Then $T \not\vdash_k \alpha$.

We then show that every $\beta \in C^+$ of rank in $[(d + 2)/4, (d + 2)/2)$ must have large weight, implying that they are not provable from $T$ when $k$ is small.

**Lemma 70.** For every $\beta \in C^+$ with $\text{rank}_T(\beta) \in [(d + 2)/4, (d + 2)/2)$ it holds that $\text{wt}(\beta) \geq \frac{1}{10}(d + 2)^2$. In particular, if $k < \frac{3}{10}(d + 2)^2$ then $T \not\vdash_k \beta$.

With the above two lemmas, we now finish the proof of Theorem 67.

**Proof of Theorem 67.** Let $k < \frac{3}{10}(d + 2)^2$. We first show that $\text{rank}_T(\alpha^*) \geq d + 1$. Since the curve $x_1^2 - x_2 = 0$ is irreducible in $\mathbb{F}[x_1, x_2, \ldots, x_m]$, any line $L$ intersects the curve on at most 2 distinct points. It follows that $\text{rank}_T(\alpha^*) \geq (2d + 2)/2 = d + 1$, as any constraint $\beta \in T$ can only have at most 2 points on the curve $x_1^2 - x_2 = 0$.

Since $k < \frac{3}{10}(d + 2)^2$, Lemma 70 implies that $T \not\vdash_k \beta$ for every $\beta$ with $\text{rank}_T(\beta) \in [(d + 2)/4, (d + 2)/2)$. Thus, by Lemma 69 it follows that $T \not\vdash_k \alpha^*$. Hence, $\alpha^*$ satisfies the assumptions of Lemma 68, and so applying Lemma 68 completes the proof of Theorem 67.

Next we turn to the proofs of Lemma 69 and Lemma 70.

**Proof of Lemma 69.** First, observe that by definition of rank, $\text{rank}_T(\alpha_1 + \alpha_2) \leq \text{rank}_T(\alpha_1) + \text{rank}_T(\alpha_2)$. By the assumption of the lemma, there exists $r \in \mathbb{R}$ with $2 \leq r \leq \text{rank}_T(\alpha)$ such that for every $\beta \in C^+$ with $\text{rank}_T(\beta) \in [r/2, r)$ it holds that $T \not\vdash_k \beta$. We need to show that $T \not\vdash_k \alpha$.

Suppose toward a contradiction that $T \vdash_k \alpha$. Then there exists a path $(\alpha_1, \ldots, \alpha_t = \alpha)$ in $\Gamma_k(C^+, T)$ from $0^0$ to $\alpha$. Let $S_1$ be the set of $\alpha_i$’s such that $\text{rank}_T(\alpha_i) < r/2$, and let $S_2$ be the set of $\alpha_i$’s such that $\text{rank}_T(\alpha_i) \geq r$. Note that $S_1 \cup S_2 = \{\alpha_1, \ldots, \alpha_t\}$, as otherwise there would exist some $i$ such that $\alpha_i$ has rank in $[r/2, r)$, which would contradict the assumption that $T \vdash_k \alpha_i$ for all $i \in [t]$.

Since $\text{rank}_T(\alpha) \geq r$ it follows that $\alpha \in S_2$, and hence $S_2 \neq \emptyset$. Let $\ell$ be the smallest index such that $\alpha_\ell \in S_2$. We have that $\alpha_\ell \neq 0^n$ since $\alpha_\ell \in S_2$, and there does not exist $i < \ell$ and $b \in \mathbb{F}$ \{0\} such that $\alpha_\ell = b\alpha_i$, as then $\text{rank}_T(\alpha_i) = \text{rank}_T(\alpha_\ell) \geq r$, thus contradicting the minimality of $\ell$. Suppose that there exists $i < \ell$ and $\gamma \in T$ such that $\alpha_i = \alpha_\ell + \gamma$. By the minimality of $\ell$, we must have that $\alpha_i \in S_1$, and hence $r \leq \text{rank}_T(\alpha_i) \leq \text{rank}_T(\alpha_\ell) + \text{rank}_T(\gamma) < r/2 + 1 \leq r/2 + r/2 = r$, which is also a contradiction. Therefore, there must either exist $j_1, j_2 < \ell$ such that $\alpha_\ell = \alpha_{j_1} + \alpha_{j_2}$. By the minimality of $\ell$, we must
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have that \( \alpha_1, \alpha_2 \in S_1 \), and hence \( r \leq \text{rank}_T(\alpha) \leq \text{rank}_T(\alpha_1) + \text{rank}_T(\alpha_2) < r/2 + r/2 = r \), which is, again, a contradiction. In all cases we have reached a contradiction to the assumption that \( T \vdash \alpha \), which completes the proof of Lemma 69.

\[ \triangleright \]

Remark 71. We note that in the foregoing proof we only required that \( \text{rank}_T \) is subadditive, i.e., that \( \text{rank}_T(\alpha_1 + \alpha_2) \leq \text{rank}_T(\alpha_1) + \text{rank}_T(\alpha_2) \), \( \text{rank}_T(\alpha) = 1 \) for every \( \alpha \in T \), and \( \text{rank}_T(0^n) = 0 \). Thus, the Interval Cut Lemma holds for any such subadditive function.

Proof of Lemma 70. Let \( \beta \in C^2 \) be such that \( \text{rank}_T(\beta) = r \in [(d + 2)/4, (d + 2)/2] \). Then there exist lines \( L_1, \ldots, L_r \) such that \( \beta = \sum_{i=1}^{r} \beta_i \) where \( \text{supp}(\beta_i) \subseteq L_i \). The \( L_i \)'s must be distinct, as otherwise we could add two constraints contained in the same line and we would then get \( \text{rank}_T(\beta) < r \). We have that \( \text{wt}(\beta_i) \geq d + 2 \) for each \( i \). Hence, \( \text{wt}(\beta) \geq r(d + 2) - 2\binom{r}{2} \), since each \( \beta_i \) contributes at least \( d + 2 \) to the weight, and there are at most \( \binom{r}{2} \) intersection points as each of the \( r \) lines is distinct. The function \( f(r) = r(d + 2) - r^2 \) for \( r \in \left[ \frac{d + 2}{4}, \frac{d + 2}{2} \right] \) is minimized when \( r = \frac{d + 2}{4} \), and hence \( \text{wt}(\beta) \geq r(d + 2) - r^2 \geq \frac{1}{16}(d + 2)^2 \), which completes the proof.

References


Local Access to Huge Random Objects Through Partial Sampling

Amartya Shankha Biswas
CSAIL, MIT, Cambridge, MA, USA
asbiswas@mit.edu

Ronitt Rubinfeld
CSAIL, MIT, Cambridge, MA, USA
ronitt@csail.mit.edu

Anak Yodpinyanee
CSAIL, MIT, Cambridge, MA, USA
anak@csail.mit.edu

Abstract
Consider an algorithm performing a computation on a huge random object (for example a random graph or a “long” random walk). Is it necessary to generate the entire object prior to the computation, or is it possible to provide query access to the object and sample it incrementally “on-the-fly” (as requested by the algorithm)? Such an implementation should emulate the random object by answering queries in a manner consistent with an instance of the random object sampled from the true distribution (or close to it). This paradigm is useful when the algorithm is sub-linear and thus, sampling the entire object up front would ruin its efficiency.

Our first set of results focus on undirected graphs with independent edge probabilities, i.e. each edge is chosen as an independent Bernoulli random variable. We provide a general implementation for this model under certain assumptions. Then, we use this to obtain the first efficient local implementations for the Erdős-Rényi $G(n,p)$ model for all values of $p$, and the Stochastic Block model. As in previous local-access implementations for random graphs, we support Vertex-Pair and Next-Neighbor queries. In addition, we introduce a new Random-Neighbor query. Next, we give the first local-access implementation for All-Neighbors queries in the (sparse and directed) Kleinberg’s Small-World model. Our implementations require no pre-processing time, and answer each query using $O(poly(log n))$ time, random bits, and additional space.

Next, we show how to implement random Catalan objects, specifically focusing on Dyck paths (balanced random walks on the integer line that are always non-negative). Here, we support Height queries to find the location of the walk, and First-Return queries to find the time when the walk returns to a specified location. This in turn can be used to implement Next-Neighbor queries on random rooted ordered trees, and Matching-Bracket queries on random well bracketed expressions (the Dyck language).

Finally, we introduce two features to define a new model that: (1) allows multiple independent (and even simultaneous) instantiations of the same implementation, to be consistent with each other without the need for communication, (2) allows us to generate a richer class of random objects that do not have a succinct description. Specifically, we study uniformly random valid $q$-colorings of an input graph $G$ with maximum degree $\Delta$. This is in contrast to prior work in the area, where the relevant random objects are defined as a distribution with $O(1)$ parameters (for example, $n$ and $p$ in the $G(n,p)$ model). The distribution over valid colorings is instead specified via a “huge” input (the underlying graph $G$), that is far too large to be read by a sub-linear time algorithm. Instead, our implementation accesses $G$ through local neighborhood probes, and is able to answer queries to the color of any given vertex in sub-linear time for $q \geq 9\Delta$, in a manner that is consistent with a specific random valid coloring of $G$. Furthermore, the implementation is memory-less, and can maintain consistency with non-communicating copies of itself.
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1 Introduction

Consider an algorithm performing a computation on a huge random object (for example a huge random graph or a “long” random walk). Is it necessary to generate the entire object prior to the computation, or is it possible to provide local query access to the object and generate it incrementally “on-the-fly” (as requested by the algorithm)? Such an implementation would ideally emulate the random object by answering appropriate queries, in a manner that is consistent with a specific instance of the random object, sampled from the true distribution. This paradigm is useful when we wish to simulate a sub-linear algorithm on a random object, since sampling the entire object up front would ruin its efficiency.

In this work, we focus on generating huge random objects in a number of new settings, including basic random graph models that were not previously considered, Catalan objects, and random colorings of graphs. One emerging theme that we develop further is to provide access to random objects through more complex yet natural queries. For example, consider an implementation for Erdős-Rényi $G(n, p)$ random graphs, where the simplest query $\text{VERTEX-PAIR}(u, v)$ would ask about the existence of edge $(u, v)$, which can be answered trivially by flipping a coin with bias $p$ (thus revealing a single entry in the adjacency matrix). However, many applications involving non-dense graphs would benefit from adjacency list access, which we provide through $\text{NEXT-NEIGHBOR}$ and $\text{RANDOM-NEIGHBOR}$ queries.

The problem of sampling partial information about huge random objects was pioneered in [26, 24, 25], through the implementation of indistinguishable pseudo-random objects of exponential size. Further work in [41, 18] considers the implementation of different random graph models. [18] introduced the study of $\text{NEXT-NEIGHBOR}$ queries which provide efficient access to the adjacency list representation. In addition to supporting $\text{VERTEX-PAIR}$ and $\text{NEXT-NEIGHBOR}$, we also introduce and implement a new $\text{RANDOM-NEIGHBOR}$ query for undirected graphs with independent edge probabilities.

Finally, we define a new model that allows us to generate a richer class of random objects that do not have a succinct description. Specifically, we study uniformly random valid $q$-colorings of an input graph $G$ with max degree $\Delta$. This is in contrast to prior work in the area, where random objects are defined as a distribution with $O(1)$ parameters (for example, $n$ and $p$ in the $G(n, p)$ model). The distribution over valid colorings is instead specified via a “huge” input (the underlying graph $G$), that is too large to be read by a sub-linear time algorithm. Instead, our implementation accesses $G$ using local neighborhood probes.

This new model can be compared to Local Computation Algorithms, which also implement query access to a consistent valid solution, and read their input using local probes. Inspired by this connection, we extend our model to support memory-less implementations. This allows multiple independent (possibly simultaneous) instantiations to agree on the same

---

1 $\text{VERTEX-PAIR}(u, v)$ returns whether $u$ and $v$ are adjacent, $\text{NEXT-NEIGHBOR}(v)$ returns a new neighbor of $v$ each time it is invoked (until none is left), and $\text{RANDOM-NEIGHBOR}(v)$ returns a uniform random neighbor of $v$ (if $v$ is not isolated).
random object, without any communication. We show how to implement local access to color of any given node in a random coloring, using sub-linear resources. Unlike LCAs which can generate an arbitrary valid solution, our model requires a uniformly random one.

**Random Graphs (Section 3 and Section E)**

Random graphs are one of the most well studied types of random object. We consider the problem of implementing local access to a number of fundamental random graph models, through natural queries, including **Vertex-Pair**, **Next-Neighbor**, and a newly introduced **Random-Neighbor** query\(^1\), using polylogarithmic resources per query. Our results on random graphs are summarized in Table 1.

**Undirected Random Graphs with Independent Edge Probabilities.** We implement the aforementioned queries for the generic class of undirected graphs with independent edge probabilities \(\{p_{uv}\}_{u,v \in V}\), where \(p_{uv}\) denotes the probability that there is an edge between \(u\) and \(v\). Under reasonable assumptions on the ability to compute certain values pertaining to consecutive edge probabilities, our implementations support **Vertex-Pair**, **Next-Neighbor**, and **Random-Neighbor** queries\(^1\), using \(O(\text{poly}(\log n))\) time, space, and random bits. Note that in this setting, **Vertex-Pair** queries are trivial by themselves, since the existence of an edge depends on an independent random variable. However, maintaining all three types of queries simultaneously is much harder. As in [18] (and unlike many of the implementations presented in [24, 26]), our techniques allow unlimited queries, and the generated random objects are sampled from the true distribution (rather than just being indistinguishable). In particular, our construction yields local-access implementations for the Erdös-Rényi \(G(n,p)\) model (for all values of \(p\)) and the Stochastic Block model with random community assignment.

<table>
<thead>
<tr>
<th>Model</th>
<th><strong>Vertex-Pair</strong></th>
<th><strong>Next-Neighbor</strong></th>
<th><strong>Random-Neighbor</strong></th>
<th><strong>All-Neighbors</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>(G(n,p)) with (p = \frac{\log^{O(1)}}{n})</td>
<td>[41]</td>
<td>[41]</td>
<td>[41]</td>
<td>[41]</td>
</tr>
<tr>
<td>(G(n,p)) for arbitrary (p)</td>
<td>This paper</td>
<td>This paper</td>
<td>This paper</td>
<td>X</td>
</tr>
<tr>
<td>Stochastic Block Model with (\log^{O(1)}) communities</td>
<td>This paper</td>
<td>This paper</td>
<td>This paper</td>
<td>X</td>
</tr>
<tr>
<td>BA Preferential Attachment</td>
<td>[18]</td>
<td>[18]</td>
<td>??</td>
<td>X</td>
</tr>
<tr>
<td>Small world model</td>
<td>This paper</td>
<td>This paper</td>
<td>This paper</td>
<td>This paper</td>
</tr>
<tr>
<td>Random ordered rooted trees</td>
<td>This paper</td>
<td>This paper</td>
<td>This paper</td>
<td>This paper</td>
</tr>
</tbody>
</table>

Table 1 (Local access implementations for random graphs): All the implementations in this table use polylogarithmic time, additional space and random bits per query. A X in the **All-Neighbors** column indicates that the graphs in this model may have un-bounded degree, and it is therefore impossible to sample **All-Neighbors** efficiently. A ?? entry indicates a sampling problem with no known efficient solution.

While **Vertex-Pair** and **Next-Neighbor** queries have been considered in prior work [18, 24, 41], we provide the first implementations of these in non-sparse random graph models. Prior results for implementing queries to \(G(n,p)\) focused on the sparse case where \(p = \frac{\log^{O(1)}}{n}\) [41]. The dense case where \(p = \Theta(1)\) is also relatively simple because most of the adjacency matrix is filled, and neighbor queries can be answered by performing \(\Theta(1)\) **Vertex-Pair** queries until an edge is found. The case of general \(p\) is more involved, and
was not considered previously. For example, when \( p = \frac{1}{\sqrt{n}} \), each vertex has high degree \( O(\sqrt{n}) \) but most of the adjacency matrix is empty, thus making it difficult to generate a neighbor efficiently. **Next-Neighbor** queries were introduced in [18] in order to access the neighborhoods of vertices in non-sparse graphs in **lexicographic order**. This query however, does not allow us to efficiently explore graphs in some natural ways, such as via random walks, since the initially returned neighbors are biased by the lexicographic ordering. We address this deficiency by introducing a new **Random-Neighbor** query, which would be useful, for instance, in sub-linear algorithms that employ random walk processes. We provide the first implementation of all three queries in non-sparse graphs as follows:

**Theorem 1.** Given a random graph model defined by the probability matrix \( \{p_{uv}\}_{u,v \in [n]} \), and assuming that we can compute the quantities \( \prod_{u=1}^{b} (1 - p_{vu}) \) and \( \sum_{u=1}^{b} p_{vu} \) in \( O(\log^{O(1)} n) \) time, there exists an implementation for this model that supports local access through **Random-Neighbor**, **Vertex-Pair**, and **Next-Neighbor** queries using \( O(\log^{O(1)} n) \) running time, additional space, and random bits per query.

We show that these assumptions can be realized in Erdös-Rényi random graphs and the Stochastic Block Model. SBM presents additional challenges for assigning community labels to vertices (Section 2.1.1).

**Corollary 2.** There exists an algorithm that implements local access to an Erdös-Rényi \( G(n, p) \) random graph, through **Vertex-Pair**, **Next-Neighbor**, and **Random-Neighbor** queries, while using \( O(\log^{3} n) \) time, \( O(\log^{3} n) \) random bits, and \( O(\log^{2} n) \) additional space per query with high probability.

**Corollary 3.** There exists an algorithm that implements local access to a random graph from the \( n \)-vertex Stochastic Block Model with \( r \) randomly-assigned communities, through **Vertex-Pair**, **Next-Neighbor**, and **Random-Neighbor** queries, using \( O(r \log^{3}(n)) \) time, random bits, and space per query w.h.p.

We remark that while we are able to generate Erdös-Rényi random graphs on-the-fly supporting all three types of queries, our construction still only requires \( \tilde{O}(m + n) \) time and space to generate a complete \( G(n, p) \) graph, which is optimal up to logarithmic factors.

**Corollary 4.** The final algorithm in Section 3 can generate a complete random graph from the Erdös-Rényi \( G(n, p) \) model using overall \( \tilde{O}(n + m) \) time, random bits and space, which is \( \tilde{O}(pn^{2}) \) in expectation. This is optimal up to \( O(\log^{O(1)} n) \) factors.

**Directed Random Graphs – The Small World Model (Section E).** We consider local-access implementations for directed graphs through Kleinberg’s Small World model, where the probabilities are based on distances in a 2-dimensional grid. This model was introduced in [31] to capture the geographical structure of real world networks, in addition to reproducing observed properties of short routing paths and low diameter. We implement **All-Neighbors** queries for the Small World model, using \( O(\log^{3}(n)) \) time, space and random bits. Since such graphs are sparse, the other queries follow directly.

**Theorem 5.** There exists an algorithm that implements **All-Neighbors** queries for a random graph from Kleinberg’s Small World model, where probability of including each directed non-grid edge \( (u, v) \) in the graph is \( c/([\text{dist}(u, v)])^{2} \), where the range of allowed values of \( c \) is \( \log^{\pm O(1)} n \) and \( \text{dist} \) denotes the Manhattan distance, using \( O(\log^{2} n) \) time and random words per query with high probability.
Catalan Objects (Section 4)

Catalan objects capture a well studied combinatorial property and admit numerous interpretations that include well bracketed expressions, rooted trees and binary trees, Dyck languages etc. In this paper, we focus on the Dyck path interpretation and implement local access to a uniformly random instance of a Dyck path. Since Dyck paths have natural bijections to other Catalan objects, we can use our Dyck Path implementation to obtain implementations of these random Catalan objects.

A Dyck path is defined as a sequence of \( n \) upward (+1) steps, and \( n \) downward (−1) steps, with the added constraint that the sum of any prefix of the sequence is non-negative.

A random Dyck path may be viewed as a constrained one dimensional balanced random walk. A natural query on Dyck paths is \( \text{Height}(t) \) which returns the position of the walk after \( t \) steps (equivalently, sum of the first \( t \) sequence elements). \( \text{Height} \) queries correspond to \( \text{Depth} \) queries on rooted trees and bracketed expressions (Section 4.1).

We also introduce and support \( \text{First-Return}(t) \) queries, where \( \text{First-Return}(t) \) returns the first time when the random walk returns to the same height as it was at time \( t \), as long as \( \text{Height}(t + 1) = \text{Height}(t) + 1 \) (Section 4.1 presents the rationale for this definition). This allows us to support more involved queries that are widely used; for example, \( \text{First-Return} \) queries are equivalent to finding the next child of a node in a random rooted tree, and also to finding a matching closing bracket in random bracketed expressions.

\( \text{Height} \) queries for unconstrained random walks follow trivially from the implementation of interval summable functions in [26, 23]. However, the added non-negativity constraint introduces intricate non-local dependencies on the distribution of positions. We show how to overcome these challenges, and support both queries using \( \mathcal{O}(\text{poly}(\log n)) \) resources.

\[ \text{Theorem 6.} \quad \text{There is an algorithm using } \mathcal{O}(\log^{O(1)} n) \text{ resources per query that provides access to a uniformly random Dyck path of length } 2n \text{ by implementing the following queries:} \]

- \( \text{Height}(t) \) returns the position of the walk after \( t \) steps.
- \( \text{First-Return}(t) \): If \( \text{Height}(t + 1) > \text{Height}(t) \), then \( \text{First-Return}(t) \) returns the smallest index \( t' \), such that \( t' > t \) and \( \text{Height}(t') = \text{Height}(t) \) (i.e. the first time the Dyck path returns to the same height). Otherwise, if \( \text{Height}(t + 1) < \text{Height}(t) \), then \( \text{First-Return}(t) \) is not defined.

Random Coloring of Graphs – A New Model (Section 5)

So far, all the results in this area have focused on random objects with a small description size; for instance, the \( G(n, p) \) model is described with only two parameters \( n \) and \( p \). We introduce a new model for implementing random objects with huge input description; that is, the distribution is specified as a uniformly random solution to a huge combinatorial problem. The challenge is that now our algorithms cannot read the entire description in sub-linear time.

In this model, we implement query access to random \( q \)-colorings of a given huge graph \( G \) with maximum degree \( \Delta \). A random coloring is generated by proposing \( \mathcal{O}(n \log n) \) color updates and accepting the ones that do not create a conflict (Glauber dynamics). This is an inherently sequential process with the acceptance of a particular proposal depending on all preceding neighboring proposals. Moreover, unlike the previously considered random objects, this one has no succinct representation, and we can only uncover the proper distribution by probing the underlying graph (in the manner of local computation algorithms [48, 5]). Unlike LCAs which can return an arbitrary valid solution, we also have to make sure that we return a solution from the correct distribution. We are able to construct an efficient oracle that returns the final color of a vertex using only a sub-linear number of probes when \( q \geq 9\Delta \).
This implementation also has the feature that multiple independent instances of the algorithm having access to the same random bits, will respond to queries in a manner consistent with each other; they will generate exactly the same coloring, regardless of the queries asked. Since these implementations are memory-less, the resulting coloring is oblivious to the order of queries, and only depends on common random bits,

\[ \textbf{Theorem 7.} \] Given neighborhood query access to a graph \( G \) with \( n \) nodes, maximum degree \( \Delta \), and \( q = 2a\Delta \geq 9\Delta \) colors, we can generate the color of any given node from a distribution of color assignments that is \( \epsilon \)-close (in \( L_1 \) distance) to the uniform distribution over all valid colorings of \( G \), in a consistent manner, using only \( O((n/\epsilon)^{3.06/\alpha \Delta \log(n/\epsilon)}) \) time, probes, and public random bits per query.

1.1 Related Work

The problem of computing local information of huge random objects was pioneered in \[24, 26\]. Further work of \[41\] considers the implementation of sparse \( G(n, p) \) graphs from the Erdős-Rényi model \[17\], with \( p = O(\text{poly}(\log n)/n) \), by implementing \textsc{All-Neighbors} queries. While these implementations use polylogarithmic resources over their entire execution, they generate graphs that are only guaranteed to appear random to algorithms that inspect a limited portion of the generated graph.

In \[18\], the authors construct an oracle for the implementation of recursive trees, and BA preferential attachment graphs. Unlike prior work, their implementation allows for an arbitrary number of queries. Although the graphs in this model are generated via a sequential process, the oracle is able to locally generate arbitrary portions of it and answer queries in polylogarithmic time. Though preferential attachment graphs are sparse, they contain vertices of high degree, thus \[18\] provides access to the adjacency list through \textsc{Next-Neighbor} queries. For additional related work, see Section G.

1.2 Applications

One motivation for implementing local access to huge random objects is so that we can simulate sub-linear time algorithms on them. The standard paradigm of generating the entire (input) object a priori is wasteful, because sub-linear algorithms only inspect a small fraction of the generated input. For example, the greedy routing algorithm on Kleinberg’s small world networks \[31\] only uses \( O(\log^2 n) \) probes to the underlying network. Using our implementation, one can execute this algorithm on a random small world instance in \( O(\text{poly}(\log n)) \) time, without incurring the \( O(n) \) prior-sampling overhead, by generating only those parts of the graph that are accessed by the routing algorithm.

Local access implementations may also be used to design parallel generators for random objects. The model in Definition 10 is particularly suited to parallelization; different processors/machines can generate parts of the random object independently, using a read-only shared memory containing public random bits.

2 Model and Overview of our Techniques

We begin by formalizing our model of local-access implementations, inspired by \[18\], but we add some aspects that were not addressed in earlier models. First, we define families of random objects.
Definition 8. A random object family maps a description \( \Pi \) to a distribution \( X^{\Pi} \) over the set \( X^{\Pi} \).

For example, the family of Erdős-Rényi graphs maps \( \Pi = (n,p) \) to a distribution over \( X^{\Pi} \), which is the set of all possible \( n \)-vertex graphs, where the probability assigned to any graph containing \( m \) edges in the distribution \( X^{\Pi} \) is exactly \( p^m \cdot (1 - p)^{\binom{n}{2} - m} \).

Definition 9. Given a random object family \( \{ (X^{\Pi}, X^{\Pi}) \} \) parameterized by \( \Pi \), a local access implementation of a family of query functions \( \{ F_1, F_2, \ldots \} \) where \( F_i : X^{\Pi} \rightarrow \{0,1\} \), provides an oracle \( M \) with an internal state for storing a partially generated random object. Given a description \( \Pi \) and a query \( F_i \), the oracle returns the value \( M(\Pi, F_i) \), and updates its internal state, while satisfying the following:

- **Consistency:** There must be a single \( X \in X^{\Pi} \), such that for all queries \( F_i \) presented to the oracle, the returned value \( M(\Pi, F_i) \) equals the true value \( F_i(X) \).

- **Distribution equivalence:** The random object \( X \in X^{\Pi} \) consistent with the responses \( \{ F_i(X) \} \) must be sampled from some distribution \( X^{\Pi} \) that is \( \epsilon \)-close to the desired distribution \( \tilde{X}^{\Pi} \) in \( L_1 \)-distance. In this work, we focus on supporting \( \epsilon = n^{-c} \) for any desired constant \( c > 0 \).

- **Performance:** The computation time, and random bits required to answer a single query must be sub-linear in \( |X| \) with high probability, without any initialization overhead. In particular, we allow queries to be made adversarially and non-deterministically. The adversary has full knowledge of the algorithm’s behavior and its past random bits.

For example, in the \( G(n,p) \) family with description \( \Pi = (n,p) \), we can define Vertex-Pair query functions \( \{ F_{u,v} \}_{u,v \in [n]} \). So, given a graph \( G \in X^{\Pi} \), the query \( F_{u,v}(G) = 1 \) if and only if \( (u,v) \in G \).

In prior work [18, 26, 41] as well as some of our results, the input description \( \Pi \) is of small size (typically \( O(\log n) \)), and the oracle \( M \) can read all of \( \Pi \) (for example, \( \Pi = (n,p) \) in \( G(n,p) \)).

Distributions with Huge Description Size. We initiate the study of random object families where the description \( \Pi \) is too large to be read by a sub-linear time algorithm. In this setting, the oracle from Definition 9 cannot read the entire input \( \Pi \), and instead accesses it through local probes. For instance, consider the random object family that maps a graph \( G \) to the uniform distribution over valid colorings of \( G \). Here, the description \( \Pi \) includes the entire graph \( G \), which is too large to be read by a sub-linear time algorithm. In this case, the oracle can query the underlying graph using neighborhood probes. The number of such probes used to answer a single query must be sub-linear in the input size.

Supporting Independent Query Oracles: Memory-less Implementations

The model in Definition 9 only supports sequential queries, since the response to a future query may depend on the changes in internal state caused by past queries. In some applications, we may want to have multiple independent query oracles whose responses are all consistent with each other. One way to achieve this is to restrict our attention to memory-less implementations; ones without any internal state. An important implication of being memory-less is that the responses to each query is oblivious to the order of queries being asked. In fact, the lack of internal state implies that independent implementations that use the same random bits and the same input description must respond to queries in the same way. Thus, instead of using the internal state to maintain consistency, memory-less implementations are given access to the same public random oracle.
For the problem of sampling a random graph coloring, we present an implementation that is memory-less and also accesses the input description through local probes, as elaborated in the following model:

Definition 10. Given a random object family \( \{(X, \Pi)\} \) parameterized by input \( \Pi \), a local access implementation of a family of query functions \( \langle F_1, F_2, \ldots \rangle \), provides an oracle \( M \) with the following properties. \( M \) has query access to the input description \( \Pi \), and a tape of public random bits \( R \). Upon being queried with \( \Pi \) and \( F_i \), the oracle uses sub-linear resources to return the value \( M(\Pi, R, F_i) \), which must equal \( F_i(X) \) for a specific \( X \in \mathbb{X}^\Pi \), where the choice of \( X \) depends only on \( R \), and the distribution of \( X \) (over \( R \)) is \( \frac{1}{n^c} \)-close to the distribution over \( \mathbb{X}^\Pi \), for any given constant \( c \). Thus, different instances of \( M \) with the same description \( \Pi \) and the same random bits \( R \), must agree on the choice of \( X \) that is consistent with all answered queries regardless of the order and content of queries that were actually asked.

We can contrast Definition 10 with the one for Local Computation Algorithms [48, 5] which also allow query access to some valid solution by reading the input through local probes. The additional challenge in our setting is that we also have to make sure that we return a uniformly random solution, rather than an arbitrary one. We also note that the memory-less property may be achieved for small description size random object families. For instance, our implementation for the directed small world model admits such a memory-less implementation using public random bits.

2.1 Undirected Graphs
We consider the generic class of undirected graphs with independent edge probabilities \( \{p_{uv}\}_{u,v \in V} \), from which the results can be applied to Erdös-Rényi random graphs and the Stochastic Block Model. Throughout, we identify our vertices via their unique IDs from 1 to \( n \), namely \( V = [n] \). In this model, VERTEX-PAIR queries by themselves can be implemented trivially, since the existence of any edge \( (u,v) \) is an independent Bernoulli random variable, but it becomes harder to maintain consistency when implementing them in conjunction with the other queries. Inspired by [18], we provide an implementation of NEXT-NEIGHBOR queries, which return the neighbors of any given vertex one by one in lexicographic order. Finally, we introduce a new query: RANDOM-NEIGHBOR that returns a uniformly random neighbor of any given vertex. This would be useful for any algorithm that performs random walks. RANDOM-NEIGHBOR queries in non-sparse graphs present particularly interesting challenges that are outlined below.

Next-Neighbor Queries
In Erdös-Rényi graphs, the (lexicographically) next neighbor of a vertex can be recovered by generating consecutive entries of the adjacency matrix until a neighbor is found, which takes roughly \( \Omega(1/p_{uv}) \) time. For small edge probabilities \( p_{uv} = o(1) \), this implementation is inefficient, and we show how to improve the runtime to \( O(\text{poly}(\log n)) \). Our main technique is to sample the number of “non-neighbors” preceding the next neighbor. To do this, we assume that we can estimate the “skip” probabilities \( F(v, a, b) = \prod_{u=a}^{b} (1 - p_{uv}) \), where \( F(v, a, b) \) is the probability that \( v \) has no neighbors in the range \([a,b]\). We later show how to compute this quantity efficiently for \( G(n,p) \) and the Stochastic Block Model.
This strategy of skip-sampling is also used in [18]. However, in our work, the main difficulty arises from the fact that our graph is undirected, and thus we must “inform” all (potentially \( \Theta(n) \)) non-neighbors once we decide on the query vertex’s next neighbor. Concretely, if \( u' \) is sampled as the next neighbor of \( v \) after its previous neighbor \( u \), we must maintain consistency in subsequent steps by ensuring that none of the vertices in the range \((u, u')\) return \( v \) as a neighbor. This update will become even more complicated as we handle Random-Neighbor queries, where we may generate non-neighbors at random locations.

In Section 3.1, we present a randomized implementation (Algorithm 1) that supports Next-Neighbor queries efficiently, but has a complicated performance analysis. We remark that this approach may be extended to support Vertex-Pair queries (Section A) with superior performance (if we do not support Random-Neighbor queries), and also to provide deterministic resource usage guarantee (Section C).

Random-Neighbor Queries

We implement Random-Neighbor queries (Section 3.2) using poly(log \( n \)) resources. The ability to do so is surprising since: (1) Sampling the degree of vertex, may not be viable for sub-linear implementations, because this quantity alone imposes dependence on the existence of all of its potential incident edges and consequently on the rest of the graph (since it is undirected). Thus, our implementation needs to return a random neighbor, with probability reciprocal to the query vertex’s degree, without resorting to determining its degree. (2) Even without committing to the degrees, answers to Random-Neighbor queries affect the conditional probabilities of the remaining adjacencies in a global and non-trivial manner.

We formulate an approach which samples many consecutive edges simultaneously, in such a way that the conditional probabilities of the unsampled edges remain independent and “well-behaved” during subsequent queries. For each vertex \( v \), we divide the potential neighbors of \( v \) into consecutive ranges \( \{B_v(i)\} \) called blocks, so that each \( B_v(i) \) contains \( \Theta(1) \) neighbors in expectation (i.e. \( \sum_{u \in B_v} p_{vu} = \Theta(1) \)). The subroutine of Next-Neighbor is applied to sample the neighbors within a block in expected \( \tilde{O}(1) \) time. We can now obtain a neighbor of \( v \) by picking a random neighbor from a random block, but this introduces a bias because all blocks may not have the same number of neighbors. We remove this bias by rejecting samples from block \( B_v(i) \) with probability proportional to the number of neighbors in \( B_v(i) \).

2.1.1 Applications to Random Graph Models

We now consider the application of our construction above to actual random graph models, where we must realize the assumption that \( \prod_{u \neq u} (1 - p_{vu}) \) and \( \sum_{u \neq u} p_{vu} \) can be computed efficiently. For the Erdős-Rényi \( G(n, p) \) model, these quantities have simple closed-form expressions. Thus, we obtain implementations of Vertex-Pair, Next-Neighbor, and Random-Neighbor queries, using polylogarithmic resources per query, for arbitrary values of \( p \). We remark that, while \( \Omega(n + m) = \Omega(np^2) \) time and space is clearly necessary to generate and represent a full random graph, our implementation supports local-access via all three types of queries, and yet can generate a full graph in \( \tilde{O}(n + m) \) time and space (Corollary 4).

---

\(^2\) Consider a \( G(n, p) \) graph with small \( p \), say \( p = 1/\sqrt{n} \), such that vertices will have \( \tilde{O}(\sqrt{n}) \) neighbors with high probability. After \( \tilde{O}(\sqrt{n}) \) Random-Neighbor queries, we will have uncovered all the neighbors (w.h.p.), so that the conditional probability of the remaining \( \Theta(n) \) edges should now be close to zero.
We also generalize our construction to implement the Stochastic Block Model. In this model, the vertex set is partitioned into \( r \) communities \( \{C_1, \ldots, C_r\} \). The probability that an edge exists between \( u \in C_i \) and \( v \in C_j \) is \( p_{ij} \). A naive solution would be to simply assign communities to contiguous (by index) blocks of vertices, which would easily allow us to calculate the relevant sums/products of probabilities on continuous ranges of indices, with some additional case analysis to check when we are at a community boundary. However, this setup is unrealistic, and not particularly useful in the context of the Stochastic Block model. As communities in the observed data are generally unknown a priori, and significant research has been devoted to designing efficient algorithms for community detection and recovery, these studies generally consider the random community assignment condition for the purpose of designing and analyzing algorithms [40]. Thus, we construct implementations where the community assignments are sampled from some given distribution \( R \), or from a collection of specified community sizes \( \langle |C_1|, \ldots, |C_r| \rangle \). The main difficulty here is to obtain a uniformly sampled assignment of vertices to communities on-the-fly.

Since the probabilities of potential edges now depend on the communities of their endpoints, we can’t obtain closed form expressions for the relevant sums and products of probabilities. However, we observe that it suffices to efficiently count the number of vertices of each community in any range of contiguous vertex indices. We then design a data structure extending a construction of [26], which maintains these counts for ranges of vertices, and determines the partition of their counts only on an as-needed basis. This extension results in an efficient technique to sample counts from the multivariate hypergeometric distribution (Section D) which may be of independent interest. For \( r \) communities, this yields an implementation with \( O(r \cdot \text{poly}(\log n)) \) overhead in required resources for each operation.

2.2 Directed Graphs

Lastly, we consider Kleinberg’s Small World model ([31, 37]) in Section E. While small world models are proposed to capture properties of observed data such as small shortest-path distances and large clustering coefficients [55], this important special case of Kleinberg’s model, defined on two-dimensional grids, demonstrates the underlying geographical structures of networks.

In this model, each vertex is identified via its 2D coordinate \( v = (v_x, v_y) \in [\sqrt{n}]^2 \). Defining the Manhattan distance as \( \text{dist}(u, v) = |u_x - v_x| + |u_y - v_y| \), the probability that each directed edge \( (u, v) \) exists is \( c/\text{dist}(u, v)^2 \). A common choice for \( c \) is given by normalizing the distribution such that the expected out-degree of each vertex is 1 (\( c = \Theta(1/\log n) \)). We can also support a range of values of \( c = \log^{\pm o(1)} n \). Since the degree of each vertex in this model is \( O(\log n) \) with high probability, we implement All-Neighbor queries, which in turn can emulate Vertex-Pair, Next-Neighbor and Random-Neighbor queries. In contrast to our previous cases, this model imposes an underlying two-dimensional structure of the vertex set, which governs the distance function as well as complicates the individual edge probabilities.

We implement All-Neighbors queries in the small world model by listing all neighbors from closest to furthest away from the queried vertex, using \( \text{poly}(\log n) \) resources per query. The main challenge is to sample for the next closest neighbor, when the probabilities are a function of the Manhattan distance on the lattice. Rather than sampling for a neighbor directly, we partition the nodes based on their distance from \( v \) (there are \( \Theta(d) \) vertices at distance \( d \)). We first choose the next smallest distance partition with a neighbor using rejection sampling techniques (Lemma 11) on the appropriate distribution. In the second step, we generate all the neighbors within that partition using skip-sampling.
2.3 Random Catalan Objects

Many important combinatorial objects can be interpreted as Catalan objects. One such interpretation is a Dyck path; a one dimensional random walk on the line with \( n \) up and \( n \) down steps, starting from the origin, with the constraint that the height is always non-negative. We implement \textsc{Height}(t), which returns the position of the walk at time \( t \), and \textsc{First-Return}(t), which returns the first time when the random walk returns to the same position as it was at time \( t \). These queries are natural for several types of Catalan objects. As noted previously, we can use standard bijections to translate the Dyck path query implementations into natural queries for bracketed expressions and ordered rooted trees. Specifically, \textsc{Height} values in Dyck paths are equivalent to \textsc{depth} in bracket expressions and trees. The \textsc{First-Return} queries are more involved, and are equivalent to finding the matching bracket in bracket expressions, and alternately to finding the next child of a node in an ordered rooted tree (see Section 4.1).

Over the course of the execution, our algorithm will determine the height of a random Dyck path at many different positions \( \{x_1, x_2, \ldots, x_m\} \) (with \( x_i < x_{i+1} \)), both directly as a result of user given \textsc{Height} queries, and indirectly through recursive calls to \textsc{Height}. These positions divide the sequence into contiguous intervals \([x_i, x_{i+1}]\), where the height of the endpoints \( y_i, y_{i+1} \) have been determined, but none of the intermediate heights are known. The important observation is that the unknown section of the path within an interval is entirely determined by the positions and heights of the endpoints, and in particular is completely independent of all other intervals. So, each interval \([x_i, x_{i+1}]\) along with corresponding heights \( \{y_i, y_{i+1}\} \), represents a generalized Dyck problem with \( U \) up steps, \( D \) down steps, and a constraint that the path never dips more than \( y_i \) units below the starting height.

**Height Queries**

General \textsc{Height}(x) queries can then be answered by recursively halving the interval containing \( x \), by repeatedly sampling the height at the midpoint, until the height of position \( x \) is sampled. We start by implementing a subroutine that given an interval \([x_i, x_{i+1}]\) of length \( 2B \), containing \( 2U \) up and \( 2D \) down steps, determines the number of up steps \( U' = U + d \) assigned to the first half of the interval (we parameterize \( U' \) with \( d \) in order to make the analysis cleaner). Note that this is equivalent to answering the query \textsc{Height}(\( x_i + B \)). This is done by sampling the parameter \( d \) from a distribution \( \{p_d\} \) where
\[
p_d \equiv S_{\text{Left}}(d) \cdot S_{\text{Right}}(d)/S_{\text{Total}}.
\]
Here, \( S_{\text{Left}}(d) \) (respectively \( S_{\text{Right}}(d) \)) is the number of possible paths in the left (resp. right) half of the interval when \( U + d \) up steps and \( D - d \) down steps are assigned to the first half, and \( S_{\text{Total}} \) is the number of possible paths in the original \( 2B \)-interval.

The problem of determining the number of up steps in the first half of the interval was solved for the unconstrained case (where the sequence is just a random permutation of up and down steps) in [26]. Adding the non-negativity constraint introduces further difficulties as the distribution over \( d \) has a CDF that is difficult to compute. We construct a different distribution \( \{q_d\} \) that approximates \( \{p_d\} \) pointwise to a factor of \( O(\log n) \) and has an efficiently computable CDF. This allows us to sample from \( \{q_d\} \) and leverage rejection sampling techniques (see Lemma 11 in Section 2.5) to obtain samples from \( \{p_d\} \).

**First-Return Queries**

Note that \textsc{First-Return}(x) is only of interest when the first step after position \( x \) is upwards (i.e. \textsc{Height}(\( x + 1 \)) > \textsc{Height}(\( x \))), since this situation is important for complex queries to random bracketed expressions and random rooted trees. Section 4.1 details the rationale
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for this definition based on bijections between these objects. First-Return queries are challenging because we need to find the interval containing the first return to Height(x). Since there could be up to Θ(n) intervals, it is inefficient to iterate through all of them. To circumvent this problem, we allow each interval [x_i, x_{i+1}] to sample and maintain its own boundary constraint k_i instead of using the global non-negativity constraint. This implies that the path within the interval [x_i, x_{i+1}] never reaches the height y_i - k_i or lower. Additionally, we maintain a crucial invariant that states that this boundary is achieved where the distribution is specified as a uniformly random solution to a huge combinatorial problem. In this new setting, we will implement local query access to random objects.

Unfortunately, every Height query creates new intervals by sub-dividing existing ones, potentially breaking the invariant. We re-establish the invariant for [x_i, x_{i+1}] by generating a “mandatory boundary” h (a boundary constraint with the added restriction that some position within the interval must touch the boundary), and then sampling a position x_{mid} \in [x_i, x_{i+1}] such that Height(x_{mid}) = h (Figure 6). This creates new intervals [x_i, x_{mid}] and [x_{mid}, x_{i+1}], both of which have a boundary constraint at h.

The first step of sampling the mandatory boundary is performed by binary searching on the possible boundary locations using an appropriate CDF (Section 4.4.2). To find an intermediate position touching this boundary, we parameterize the position with d, and find the distribution \{p_d\} associated with the various possibilities. Since we cannot directly sample from this complicated distribution, we define a piecewise continuous probability distribution \hat{q}(\delta) such that \hat{q}(\delta) approximates p_{\{\delta\}} (Section 4.4.3). We then use this to define a discrete distribution \{q_d\} where q_d = \int_{d}^{d+1} \hat{q}(\delta), where we can efficiently compute the CDF of \{q_d\} by integrating the piecewise continuous \hat{q}(\delta). The challenge here is to construct an appropriate \hat{q}(\delta) that only has \mathcal{O}(\log^{O(1)} n) continuous pieces. This allows us to again use the rejection sampling technique (Lemma 11) to indirectly obtain a sample from \{p_d\}.

2.4 Random Coloring of a Graph

Finally, we introduce a new model (Definition 10) for implementing huge random objects, where the distribution is specified as a uniformly random solution to a huge combinatorial problem. In this new setting, we will implement local query access to random q-colorings of a given huge graph G of size n with maximum degree Δ. Since the implementation has to run in sub-linear time, it is not possible to read the entire input G during a single query execution.

Color Queries

Given a graph G with maximum degree Δ, and the number of colors q \geq 9Δ, we are able to construct an efficient implementation for Color(v) that returns the final color of v in a uniformly random q-coloring of G using only a sub-linear number of probes. Random colorings of a graph are sampled using \mathcal{O}(n \log n) iterations of a Markov chain [22]. Each step of the chain proposes a random color update for a random vertex, and accepts the update if it does not create a conflict. This is an inherently sequential process, with the acceptance of a particular proposal depending on all preceding neighboring proposals.

To make the runtime analysis simpler, we define a modified version of Glauber Dynamics that proceeds in \mathcal{O}(\log n) epochs. In each epoch, all of the n vertices propose a random color and update themselves if their proposals do not conflict with any of their neighbors. This Markov chain is a special case of the one presented in [20] for distributed graph coloring, and mixes in \mathcal{O}(\log n) epochs when q \geq 9Δ. In order to implement the query Color(v), it suffices
to implement \textsc{Accepted}(v, t) that indicates whether the proposal for \(v\) was accepted in the \(i\)th epoch. This depends on the prior colors of the potentially \(\Delta\) neighbors of \(v\). Determining the prior colors of all the neighbors \(w\) using recursive calls would result in \(\Delta\) invocations of \textsc{Accepted}(w, \(t-1\)) (at the preceding epoch \(t-1\)). Naively, this gives a bound of \(\Delta^2\) on the number of invocations. We can prune the recursions by only considering neighbors who proposed the color \(c\) during some past epoch. This reduces the expected number of recursive calls to \(t\Delta / q\), since there are \(t\Delta\) potential proposals and each one is \(c\) with probability \(1/q\).

If \(q\) is larger than \(t\Delta\), the number of recursive calls is less than \(1\), which gives a sub-linear bound on the total number of resulting invocations. Since the number of epochs \(t\) can be as large as \(\Theta(\log n)\), this strategy will only work when \(q = \Omega(\Delta \log n)\).

The improvement to \(q = \Omega(\Delta)\) follows from the observation that for a neighbor \(w\) that proposed color \(c\) at epoch \(t'\), the recursive call corresponding to \(w\) can directly jump to epoch \(t'\). If the conflicting color \(c\) was indeed accepted at that epoch, we then step forwards through epochs \(t' + 1, t' + 2, \ldots\), to check whether \(c\) was overwritten by some future accepted proposal. This strategy dramatically reduces the recursive sub-problem size (given by the epoch number \(t'\)), and furthermore we show that we do not have to step through too many future epochs in order to check whether \(c\) was overwritten. This allows us to bound the runtime by \(\tilde{O}(t(\Delta/n)^{6.12\Delta/\epsilon})\), where the overall coloring is sampled from a distribution that is \(\epsilon\)-close to uniform (see Definition 10).

One requirement for our strategy is the ability to access a valid initial coloring (the initial state of the Markov Chain) through local probes, in addition to local probes to the underlying graph structure. This assumption can be removed by using a result of [10], that presents an LCA for \(\Delta + 1\) graph coloring using \(\Delta^{O(1)} \log n\) graph probes. Alternately, we can assign random initial colors to the vertices, which may result in an invalid final coloring. However, the Markov Chain will transform the initial invalid coloring into a valid one with high probability.

### 2.5 Basic Tools for Efficient Sampling

In this section, we describe the main techniques used to sample from a distribution \(\{p_i\}_{i \in [n]}\), which differs based on the type of access to \(p_i\) provided to the algorithm. If the algorithm is given cumulative distribution function (CDF) access to \(p_i\), then it is well known that via \(O(\log n)\) CDF evaluations, one can sample according to a distribution that is at most \(n^{-1}\) far from \(p_i\) in \(L_1\) distance.

Sampling can be more challenging when when we can only access the probability distribution function (PDF) of \(p_i\). The approach that we use in this work is to construct an auxiliary distribution \(\{q_i\}\) such that: (1) \(\{q_i\}\) has an efficiently computable CDF, and (2) \(q_i\) approximates \(p_i\) pointwise to within a polylogarithmic multiplicative factor for “most” of the support of \(p_i\).

The following Lemma inspired by [26] formalizes this concept.

\textbf{Lemma 11.} Let \(\{p_i\}_{i \in [n]}\) and \(\{q_i\}_{i \in [n]}\) be distributions on \([n]\) satisfying the following conditions:

1. There is a \(\tilde{O}(1) n\) time algorithm to approximate \(p_i\) and \(q_i\) up to a multiplicative \((1 \pm \frac{1}{n^c})\) factor.
2. We can generate an index \(i\) according to a distribution \(\{\hat{q}_i\}\), where \(\hat{q}_i\) is a \((1 \pm \frac{1}{n^c})\) multiplicative approximation to \(q_i\).
3. There exists a \(\text{poly}(\log n)\)-time recognizable set \(S\) such that

\[1 - \sum_{i \in S} p_i < \frac{1}{n^c}\]

For every \(i \in S\), it holds that \(p_i \geq \log^{O(1)} n \cdot q_i\).

Then, with high probability we can use only \(\log^{O(1)} n\) samples from \(\{\hat{q}_i\}\) to generate an index \(i\) according to a distribution that is \(\tilde{O}\left(\frac{1}{n^c}\right)\)-close to \(\{p_i\}\) in \(L_1\) distance.
Proof. We begin by setting an upper bound $U = \log^{O(1)} n$ on $p_i/q_i$ for all $i \in S$. The sampling proceeds in iterations, such that in each iteration we obtain an index $i$ according to the distribution $\{\tilde{q}_i\}$. If $i \notin S$, this index is returned with probability $\tilde{p}_i/U\tilde{q}_i$, where $\tilde{p}_i$ and $\tilde{q}_i$ are the $(1 \pm \frac{1}{\sqrt{n}})$ multiplicative approximations to $p_i$ and $q_i$. Otherwise, we repeat this process until some output is returned.

The probability of returning index $i \in S$ in a particular iteration is $\tilde{q}_i \cdot (\tilde{p}_i/U\tilde{q}_i)$, which is in turn a $(1 \pm \frac{1}{\sqrt{n}})$ multiplicative approximation to $p_i/U$. Hence, the probability of success in a single iteration is roughly $1/U$, and therefore we only need $O(U \log n) = \log^{O(1)} n$ iterations (and the same number of samples from $\{\tilde{q}_i\}$) in order to succeed with high probability. The resulting distribution of indices approximates $\{p_i\}$ pointwise on the domain $S$, up to a factor of $(1 \pm \frac{1}{\sqrt{n}})$. Since the remainder of the domain contains at most $\frac{1}{n}$ probability mass, the output distribution is $O\left(\frac{1}{\sqrt{n}}\right)$ close to $\{p_i\}$ in $L_1$ distance. \hfill \blacksquare

3 Local-Access Implementations for Random Undirected Graphs

In this section, we provide an efficient local access implementations for random undirected graphs when the probabilities $p_{uv} = \mathbb{P}[\{u, v\} \in E]$ are given, and we can efficiently approximate the following quantities: (1) the probability that there is no edge between a vertex $u$ and a range of consecutive vertices $[a, b]$, namely $\prod_{u=a}^{b} (1 - p_{uv})$, and (2) the sum of the edge probabilities (i.e., the expected number of edges) between $u$ and vertices from $[a, b]$, namely $\sum_{v=a}^{b} p_{uv}$. In Section 1.2, we provide subroutines for computing these values for the Erdős-Rényi model and the Stochastic Block model. We also begin by assuming perfect-precision arithmetic, which we relax in Section B.1.

First, consider the adjacency matrix $A$ of $G$, where each entry $A[u][v]$ can exist in three possible states: $A[u][v] = 1$ or $0$ if the algorithm has determined that $\{u, v\} \notin E$ or $\{u, v\} \in E$ respectively, and $A[u][v] = \phi$ if whether $\{u, v\} \in E$ or not will be determined by future random choices (in fact, the marginal probability of $\mathbb{P}[\{u, v\} \in E]$ conditioned on all prior samples is still $p_{uv}$). Our implementation also maintains the vector last (used in the same sense as [18]), where last[$v$] records the neighbor of $v$ returned in the last call NEXT-NEIGHBOR($v$), or last[$v$] = 0 if no such call has been invoked. All cells of $A$ and last are initialized to $\phi$ and 0, respectively.

We use the Bernoulli random variable $X_{uv} \sim \text{Bern}(p_{uv})$ when sampling the value of $A[u][v] = \phi$. For the sake of analysis, we will frequently view our random process as if the entire table of random variables $X_{uv}$ has been sampled up-front, and the algorithm simply “uncovers” these variables instead of making coin-flips. Thus, every cell $A[u][v]$ is originally $\phi$, but will eventually take the value $X_{uv}$.

Obstacles for maintaining $A$ explicitly. Consider a naive implementation that fills out the cells of $A$ one-by-one as required by each query; equivalently, we perform VERTEX-PAIR queries on successive vertices until a neighbor is found. There are two problems with this approach. Firstly, the algorithm only finds a neighbor, for a RANDOM-NEIGHBOR or NEXT-NEIGHBOR query, with probability $p_{uv}$: for $G(n, p)$ this requires $1/p$ iterations, which is already infeasible for $p = o(1/\text{poly}(\log n))$. Secondly, the algorithm may generate a large number of non-neighbors in the process, possibly in random or arbitrary locations.
3.1 Next-Neighbor Queries via Run-of-0’s Sampling

We implement \textsc{Next-Neighbor}(v) by sampling for the first index $u > \text{last}[v]$ such that $X_{vu} = 1$, from a sequence of Bernoulli RVs $\{X_{v,u}\}_{u = \text{last}[v]}$. To do so, we sample a consecutive “run” of 0’s with probability $\prod_{u = \text{last}[v]}^{u′}(1 - p_{vu})$: this is the probability that there is no edge between a vertex $v$ and any $u \in (\text{last}[v], u')$, which can be computed efficiently by our assumption. The problem is that, some entries $A[v][u]$’s in this run may have already been determined (to be 1 or 0) by queries \textsc{Next-Neighbor}(u) for $u > \text{last}[v]$. To mitigate this issue, we give a succinct data structure that determines the value of $A[v][u]$ for $u > \text{last}[v]$ and, more generally, captures the state $A$, in Section 3.1.1. Using this data structure, we ensure that our sampled run does not skip over any 1. Next, for the sampled index $u$ of the first occurrence of 1, we check against this data structure to see if $A[v][u]$ is already assigned to 0, in which case we re-sample for a new candidate $u' > u$. Section 3.1.2 discusses the subtlety of this issue.

We note that we do not yet try to handle other types of queries here yet. We also do not formally bound the number of re-sampling iterations of this approach here, because the argument is not needed by our final algorithm. Yet, we remark that $O(\log n)$ iterations suffice with high probability, even if the queries are adversarial. This method can be extended to support \textsc{Vertex-Pair} queries (but unfortunately not \textsc{Random-Neibor} queries). See Section A for full details.

3.1.1 Data structure

From the definition of $X_{vu}$, \textsc{Next-Neighbor}(v) is given by $\min\{u > \text{last}[v] : X_{vu} = 1\}$. Let $P_v = \{u : A[v][u] = 1\}$ be the set of known neighbors of $v$, and $w_v = \min\{P_v \cap (\text{last}[v], u]\}$ be its first known neighbor not yet reported by a \textsc{Next-Neighbor}(v) query, or equivalently, the next occurrence of 1 in $v$’s row on $A$ after $\text{last}[v]$. If there is no known neighbor of $v$ after $\text{last}[v]$, we set $w_v = n + 1$. Consequently, $A[v][u] \in \{\phi, 0\}$ for all $u \in (\text{last}[v], w_v)$, so \textsc{Next-Neighbor}(v) is either the index $u$ of the first occurrence of $X_{vu} = 1$ in this range, or $w_v$ if no such index exists.

We keep track of $\text{last}[v]$ in a dictionary, to avoid any initialization overhead. Each $P_v$ is maintained as an ordered set, which is also instantiated when it becomes non-empty. When \textsc{Next-Neighbor}(v) returns $u$, we add $v$ to $P_u$ and $u$ to $P_v$. We do not attempt to maintain $A$ explicitly, as updating it requires replacing up to $O(n)$ 0’s for a single \textsc{Next-Neighbor} query in the worst case. Instead, we argue that $\text{last}$ and $P_v$’s provide a succinct representation of $A$ via the following observation.

\begin{lemma}
The data structures last and $P_v$’s together provide a succinct representation of $A$ when only \textsc{Next-Neighbor} queries are allowed. In particular, $A[v][u] = 1$ if and only if $u \in P_v$. Otherwise, $A[v][u] = 0$ when $u < \text{last}[v]$ or $v < \text{last}[u]$. In all remaining cases, $A[v][u] = \phi$.
\end{lemma}

\begin{proof}
The condition for $A[v][u] = 1$ clearly holds by construction. Otherwise, observe that $A[v][u]$ becomes decided (i.e. its value is changed from $\phi$ to $0$) during the first call to \textsc{Next-Neighbor}(v) that returns a value $u' > u$ thereby setting $\text{last}[v] = u' \implies u < \text{last}[v]$, or vice versa.
\end{proof}

3.1.2 Queries and Updates

We now present Algorithm 1, and discuss the correctness of its sampling process. The argument here is rather subtle and relies on viewing the process as an “uncovering” of the table of RVs $X_{vu}$ (introduced in Section 3). Consider the following strategy to find
**Algorithm 1** Sampling Next-Neighbor.

1: procedure **Next-Neighbor**($v$)
2:   $u \leftarrow \text{last}[v]$
3:   $w_v \leftarrow \min\{ (P_v \cap (u, u]) \cup \{u + 1\} \}$
4: repeat
5:   sample $F \sim F(v, u, w_v)$
6:   $u \leftarrow F$
7: until $u = w_v$ or last[$u$] < $v$
8: if $u \neq w_v$
9:   $P_v \leftarrow P_v \cap \{u\}$
10: $P_u \leftarrow P_u \cap \{v\}$
11: last[$v$] $\leftarrow u$
12: return $u$

**Next-Neighbor**($v$) in the range (last[$v$], $w_v$). Suppose that we generate a sequence of $w_v - \text{last}[v] - 1$ independent coin-tosses, where the $i^{th}$ coin $C_{vu}$ corresponding to $u = \text{last}[v] + i$ has bias $p_{vu}$, regardless of whether $X_{vu}$ is decided or not. Then, we use the sequence $\langle C_{vu} \rangle$ to assign values to undecided random variables $X_{vu}$. The main observation here is that, the decided random variables $X_{vu} = 0$ do not need coin-flips, and the corresponding coin result $C_{vu}$ can be discarded. Thus, we generate coin-flips until we encounter some $u$ satisfying both $C_{vu} = 1$ and $A[v][u] = \phi$.

Let $F(v, a, b)$ denote the probability distribution of the occurrence $u$ of the first coin-flip $C_{vu} = 1$ among the neighbors in $(a, b)$. More specifically, $F \sim F(v, a, b)$ represents the event that $C_{v,a+1} = \cdots = C_{v,F-1} = 0$ and $C_{v,F} = 1$, which happens with probability $\Pr[F = f] = \prod_{a=0}^{F-1} (1 - p_{vu}) \cdot p_{vf}$. For convenience, let $F = b$ denote the event where all $C_{vu} = 0$. Our algorithm samples $F_1 \sim F(v, \text{last}[v], w_v)$ to find the first occurrence of $C_{v,F_1} = 1$, then samples $F_2 \sim F(v, F_1, w_v)$ to find the second occurrence $C_{v,F_2} = 1$, and so on. These values $\{F_i\}$ are iterated as $u$ in Algorithm 1. This process generates $u$ satisfying $C_{vu} = 1$ in increasing order, until we find one that also satisfies $A[u][v] = \phi$ (this outcome is captured by the condition last[$u$] < $v$), or until the next generated $u$ is equal to $w_v$. Note that once the process terminates at some $u$, we make no implications on the results of any uninspected coin-flips after $C_{vu}$.

**Obstacles for extending beyond Next-Neighbor queries.** There are two main issues that prevent this method from supporting Random-Neighbor queries. Firstly, while one might consider applying Next-Neighbor starting from some random location $u$ to find the minimum $u' \geq u$ where $A[u][u'] = 1$, the probability of choosing $u'$ will depend on the probabilities $p_{vu}$'s, and is generally not uniform. Secondly, in Section 3.1.1, we observe that last[$v$] and $P_v$ together provide a succinct representation of $A[v][u] = 0$ only for contiguous cells $A[v][u]$ where $u \leq \text{last}[v]$ or $v \leq \text{last}[u]$: they cannot handle 0 anywhere else. Unfortunately, in order to support Random-Neighbor queries, we will likely need to assign $A[v][u]$ to 0 in random locations beyond last[$v$] or last[$u$], which cannot be captured by the current data structure. Specifically, to speed-up the sampling process for small $P_{vu}$'s, we must generate many random non-neighbors at once, but we cannot afford to spend time linear in the number of created 0's to update our data structure. We remedy these issues via the following approach.
3.2 Final Implementation Using Blocks

We begin this section by focusing first on \textsc{Random-Neighbor} queries, then extend the construction to the remaining queries. In order to handle \textsc{Random-Neighbor}(v), we divide the neighbors of \(v\) into blocks \(B_v = \{B_v^{(1)}, B_v^{(2)}, \ldots, B_v^{(i)}, \ldots\}\), so that each block contains, in expectation, roughly the same number of neighbors of \(v\). We implement \textsc{Random-Neighbor}(v) by randomly selecting a block \(B_v^{(i)}\), filling in entries \(A[v][u]\) for \(u \in B_v^{(i)}\) with 1’s and 0’s, and then reporting a random neighbor from this block. As the block size may be large when the probabilities are small, instead of using a linear scan, our \textsc{Fill} subroutine will be implemented using the “run-of-0s” sampling from Algorithm 1 (see Section 3.1). Since the number of iterations required by this subroutine is roughly proportional to the number of neighbors, we choose to allocate a constant number of neighbors in expectation to each block: with constant probability the block contains some neighbors, and with high probability it has at most \(O(\log n)\) neighbors.

As the actual number of neighbors appearing in each block will be different, we balance out these discrepancies by performing rejection sampling. This equalizes the probability of choosing any neighbor implicitly, without the knowledge of \(\deg(v)\). Leveraging the fact that the maximum number of neighbors in any block is \(\mathcal{O}(\log n)\), we show not only that the probability of success in the rejection sampling process is at least \(1/\text{poly}(\log n)\), but the number of iterations required by \textsc{Next-Neighbor} is also bounded by \text{poly}(\log n), achieving the overall \text{poly}(\log n) complexities. Here, we will extensively rely on the assumption that the expected number of neighbors for consecutive vertices, \(\sum_{u=0}^{b} p_{vu}\), can be approximated efficiently.

3.2.1 Partitioning and Filling the Blocks

We fix a sufficiently large constant \(L\), and assign the vertex \(u\) to the \(\lfloor \sum_{i=1}^{b} p_{ui}/L \rfloor\)th block of \(v\). Essentially, each block represents a contiguous range of vertices, where the expected number of neighbors of \(v\) in the block is \(\approx L\) (for example, in \(G(n,p)\), each block contains \(\approx L/p\) vertices). We define \(\Gamma(v) = \Gamma(v) \cap B_v^{(i)}\), the neighbors appearing in block \(B_v^{(i)}\). Our construction ensures that \(L - 1 < \mathbb{E} |\Gamma(v)| < L + 1\) for every \(i < |B_v|\) (i.e., the condition holds for all blocks except possibly the last one).

Now, we show that with high probability, all the block sizes \(|\Gamma(v)| = \mathcal{O}(\log n)\), and at least a \(1/3\)-fraction of the blocks are non-empty (i.e., \(|\Gamma(v)| > 0\)), via the following lemmas (proven in Section B).

\begin{itemize}
  \item \textbf{Lemma 13.} With high probability, the number of neighbors in every block, \(|\Gamma(v)|\), is at most \(\mathcal{O}(\log n)\).
  \item \textbf{Lemma 14.} With high probability, for every \(v\) such that \(|B_v| = \Omega(\log n)\) (i.e., \(\mathbb{E} = \Omega(\log n)\)), at least a \(1/3\)-fraction of the blocks \(\{B_v^{(i)}\}_{i \in |B_v|}\) are non-empty.
\end{itemize}

We consider blocks to be in two possible states – filled or unfilled. Initially, all blocks are considered unfilled. In our algorithm we will maintain, for each block \(B_v^{(i)}\), the set \(P_v^{(i)}\) of known neighbors of \(u\) in block \(B_v^{(i)}\); this is a refinement of the set \(P_v\) in Section 3.1. We define the behaviors of the procedure \textsc{Fill}(v, i) as follows. When invoked on an unfilled block \(B_v^{(i)}\), \(\textsc{Fill}(v, i)\) decides whether each vertex \(u \in B_v^{(i)}\) is a neighbor of \(v\) (implicitly setting \(A[v][u]\) to 1 or 0) unless \(X_{vu}\) is already decided; in other words, update \(P_v^{(i)}\) to \(\Gamma(v)\). Then \(B_v^{(i)}\) is marked as filled. We postpone the description of our implementation of \textsc{Fill} to Section 3.3, instead using it as a black box.
3.2.2 Putting it all together: Random-Neighbor queries

Algorithm 2 Block sampling.

procedure Random-Neighbor(v)
    while True
        sample $B_v^{(i)} \sim_{i.i.d} B_v$ u.a.r.
        if $B_v^{(i)}$ is not filled
            Fill $(v, i)$ with probability $\frac{|P_v^{(i)}|}{M}$
        return $u \sim_{i.i.d} P_v^{(i)}$ u.a.r

Consider Algorithm 2 for sampling a random neighbor via rejection sampling. For simplicity, throughout the analysis, we assume $|B_v| = \Omega(\log n)$; otherwise, invoke Fill $(v, i)$ for all $i \in [|B_v|]$ to obtain the entire neighbor list $\Gamma(v)$.

To obtain a random neighbor, we first choose a block $B_v^{(i)}$ uniformly at random, and invoke Fill $(v, i)$ if the block is unfilled. Then, we accept the sampled block for generating our random neighbor with probability proportional to $|P_v^{(i)}|$. More specifically, if $M = \Theta(\log n)$ is an upper bound on the maximum number of neighbors in any block (see Lemma 13), we accept block $B_v^{(i)}$ with probability $\frac{|P_v^{(i)}|}{M}$, which is well-defined (i.e., does not exceed 1) with high probability. Note that if $P_v^{(i)} = \emptyset$, we sample another block. If we choose to accept $B_v^{(i)}$, we return a random neighbor from $P_v^{(i)}$. Otherwise, reject this block and repeat the process again.

Since the returned vertex is always a member of $P_v^{(i)}$, a valid neighbor is always returned. We now show that the algorithm correctly samples a uniformly random neighbor and bound the number of iterations required for the rejection sampling process.

Lemma 15. Algorithm 2 returns a uniformly random neighbor of vertex $v$.

Proof. It suffices to show that the probability that any neighbor in $\Gamma(v)$ is return with uniform positive probability, within the same iteration. Fixing a single iteration and consider a vertex $u \in P_v^{(i)}$, we compute the probability that $u$ is accepted. The probability that $B_v^{(i)}$ is chosen is $1/|B_v|$, the probability that $B_v^{(i)}$ is accepted is $|P_v^{(i)}|/M$, and the probability that $u$ is chosen among $P_v^{(i)}$ is $1/|P_v^{(i)}|$. Hence, the overall probability of returning $u$ in a single iteration of the loop is $1/(|B_v| \cdot M)$, which is positive and independent of $u$. Therefore, each vertex is returned with the same probability. \hfill \blacktriangle

Lemma 16. Algorithm 2 terminates in $O(\log n)$ iterations in expectation, or $O(\log^2 n)$ iterations w.h.p.

Proof. Using Lemma 14, we conclude that the probability of choosing a non-empty block is at least $1/3$. Since $M = \Theta(\log n)$ by Lemma 13, the success probability of each iteration is at least $1/(3M) = \Omega(1/\log n)$, Thus, the number of iterations required is $O(\log^2 n)$ with high probability. \hfill \blacktriangle

3.3 Implementation of Fill

Lastly, we describe the implementation of the Fill procedure, employing the approach of skipping non-neighbors, as developed for Algorithm 1. We aim to simulate the following process: perform coin-tosses $C_{vu}$ with probability $p_{vu}$ for every $u \in B_v^{(i)}$ and update $A[v][u]$’s
Algorithm 3: Filling a block.

procedure Fill(v, i)
  (a, b) ← B_v^{(i)}
  while a < b
    sample u ∼ F(v, a, b)
    B_u^{(i)} ← block containing v
    if B_u^{(i)} is not filled
      P_v^{(i)} ← P_v^{(i)} ∪ {u}
      P_u^{(i)} ← P_u^{(i)} ∪ {v}
    a ← u
  mark B_u^{(i)} as filled

according to these coin-flips unless they are decided (i.e., A[v][u] ≠ φ). We directly generate a sequence of u’s where the coins C_{vu} = 1, then add u to P_v and vice versa if X_{vu} has not previously been decided. Thus, once B_v^{(i)} is filled, we will obtain P_v^{(i)} = Γ(v) as desired.

As discussed in Section 3.1, while we have recorded all occurrences of A[v][u] = 1 in P_v^{(i)}, we need an efficient way of checking whether A[v][u] = 0 or φ. In Algorithm 1, last serves this purpose by showing that A[v][u] for all u ≤ last[v] are decided as shown in Lemma 12. Here instead, we maintain a single bit marking whether each block is filled or unfilled: a filled block implies that A[v][u] = 1 for all u ∈ B_v^{(i)} are decided. The block structure along with the mark bits, unlike last, is capable of handling intermittent ranges of intervals, which is sufficient for our purpose, as shown in the following lemma. This yields the implementation of Algorithm 3 for the Fill procedure fulfilling the requirement previously given in Section 3.2.1.

Lemma 17. The data structures P_v^{(i)}’s and the block marking bits together provide a succinct representation of A as long as modifications to A are performed solely by the Fill operation in Algorithm 3. In particular, let u ∈ B_v^{(i)} and v ∈ B_u^{(i)}. Then, A[v][u] = 1 if and only if u ∈ P_v^{(i)}. Otherwise, A[v][u] = 0 when at least one of B_v^{(i)} or B_u^{(i)} is marked as filled. In all remaining cases, A[v][u] = φ.

Proof. The condition for A[v][u] = 1 still holds by construction. Otherwise, observe that A[v][u] becomes decided precisely during a Fill(v, i) or a Fill(u, j) operation, which thereby marks one of the corresponding blocks as filled.

Note that P_v^{(i)}’s, maintained by our implementation, are initially empty but may not still be empty at the beginning of the Fill function call. These P_v^{(i)}’s are again instantiated and stored in a dictionary once they become non-empty. Further, observe that the coin-flips are simulated independently of the state of P_v^{(i)}, so the number of iterations of Algorithm 3 is the same as the number of coins C_{vu} = 1 which is, in expectation, a constant (namely ∑_{u∈B_v^{(i)}} P[C_{vu} = 1] = ∑_{u∈B_v^{(i)}} p_{vu} ≤ L + 1).

By tracking the resource required by Algorithm 3 we obtain the following lemma; note that “additional space” refers to the enduring memory that the implementation must allocate and keep even after the execution, not its computation memory. The log n factors in our complexities are required to perform binary-search for the range of B_v^{(i)}, or for the value u from the CDF of F(u, a, b), and to maintain the ordered sets P_v^{(i)} and P_u^{(i)}.

Lemma 18. Each execution of Algorithm 3 (the Fill operation) on an unfilled block B_v^{(i)}, in expectation:
- terminates within O(1) iterations (of its repeat loop);
- computes O(log n) quantities of ∏_{v∈[a, b]} (1 − p_{vu}) and ∑_{u∈[a, b]} p_{vu} each;
- uses an additional O(log n) time, O(1) random log n-bit words, and O(1) additional space.
Observe that the number of iterations required by Algorithm 3 only depends on its random coin-flips and independent of the state of the algorithm. Combining with Lemma 16, we finally obtain polylogarithmic resource bound for our implementation of Random-Neighbor.

**Corollary 19.** Each execution of Algorithm 2 (the Random-Neighbor query), with high probability,
- terminates within $O(\log^2 n)$ iterations (of its repeat loop);
- computes $O(\log^3 n)$ quantities of $\prod_{u \in [a,b]} (1 - p_{vu})$ and $\sum_{u \in [a,b]} p_{vu}$ each;
- uses an additional $O(\log^3 n)$ time, $O(\log^2 n)$ random words, and $O(1)$ additional space.

**Supporting Other Query Types along with Random-Neighbor**

- **VERTEX-PAIR(u,v):** We simply need to make sure that Lemma 17 holds, so we first apply $\text{Fill}(u,j)$ on block $B_u^{(j)}$ containing $v$ (if needed), then answer accordingly.
- **NEXT-NEIGHBOR(v):** We maintain last, and keep invoking $\text{Fill}$ until we find a neighbor. Recall that by Lemma 14, the probability that a particular block is empty is a small constant. Then with high probability, there exists no $\omega(\log n)$ consecutive empty blocks $B_u^{(j)}$'s for any vertex $v$, and thus NEXT-NEIGHBOR only invokes up to $O(\log n)$ calls to $\text{Fill}$.

We summarize the results so far with through the following theorem.

**Theorem 1.** Given a random graph model defined by the probability matrix $\{p_{vu}\}_{u,v \in [n]}$, and assuming that we can compute the quantities $\prod_{u=a}^b (1 - p_{vu})$ and $\sum_{u=a}^b p_{vu}$ in $O(\log^{O(1)} n)$ time, there exists an implementation for this model that supports local access through Random-Neighbor, Vertex-Pair, and Next-Neighbor queries using $O(\log^{O(1)} n)$ running time, additional space, and random bits per query.

We have also been implicitly assuming perfect-precision arithmetic and we relax this assumption in Section B.1. In the following Section 3.4, we show applications of Theorem 1 to the $G(n,p)$ model, and the Stochastic Block model under random community assignment, by providing formulas and by constructing data structures for computing the quantities specified in Theorem 1.

### 3.4 Applications to Erdős-Rényi Model and Stochastic Block Model

In this section we demonstrate the application of our techniques to two well known, and widely studied models of random graphs. That is, as required by Theorem 1, we must provide a method for computing the quantities $\prod_{u=a}^b (1 - p_{vu})$ and $\sum_{u=a}^b p_{vu}$ of the desired random graph families in logarithmic time, space and random bits. Our first implementation focuses on the well known Erdős-Rényi model – $G(n,p)$: in this case, $p_{vu} = p$ is uniform and our quantities admit closed-form formulas.

Next, we focus on the Stochastic Block model with randomly-assigned communities. Our implementation assigns each vertex to a community in $\{C_1, \ldots, C_r\}$ identically and independently at random, according to some given distribution $R$ over the communities. We formulate a method of sampling community assignments locally. This essentially allows us to sample from the multivariate hypergeometric distribution, using poly($\log n$) random bits, which may be of independent interest. We remark that, as our first step, we sample for the number of vertices of each community. That is, our construction can alternatively support the community assignment where the number of vertices of each community is given, under the assumption that the partition of the vertex set into communities is chosen uniformly at random.
3.4.1 Erdős-Rényi Model

As $p_{uv} = p$ for all edges $\{u, v\}$ in the Erdős-Rényi $G(n, p)$ model, we have the closed-form formulas $\prod_{u=a}^{b}(1-p_{uv}) = (1-p)^{b-a+1}$ and $\sum_{u=a}^{b} p_{uv} = (b-a+1)p$, which can be computed in constant time according to our assumption, yielding the following corollary.

**Corollary 2.** There exists an algorithm that implements local access to an Erdős-Rényi $G(n, p)$ random graph, through **Vertex-Pair**, **Next-Neighbor**, and **Random-Neighbor** queries, while using $O(p^2 n^2)$ time, $O(p^2 n)$ random bits, and $O(p^2 n)$ additional space per query with high probability.

We remark that there exists an alternative approach that picks $F \sim F(v, a, b)$ directly via a closed-form formula $a + \lceil \log U \rceil$ where $U$ is drawn uniformly from $[0, 1)$, rather than binary-searching for $U$ in its CDF. Such an approach may save some poly$(\log n)$ factors in the resources, given the perfect-precision arithmetic assumption. This usage of the log function requires $\Omega(n)$-bit precision, which is not applicable to our computation model.

While we are able to generate our random graph on-the-fly supporting all three types of queries, our construction still only requires $O(m + n)$ space ($\log n$-bit words) in total at any state; that is, we keep $O(n)$ words for **last**, $O(1)$ words per neighbor in $P_r$'s, and one marking bit for each block (where there can be up to $m + n$ blocks in total). Hence, our memory usage is nearly optimal for the $G(n, p)$ model:

**Corollary 4.** The final algorithm in Section 3 can generate a complete random graph from the Erdős-Rényi $G(n, p)$ model using overall $\tilde{O}(n + m)$ time, random bits and space, which is $\tilde{O}(pm^2)$ in expectation. This is optimal up to $O(\log n)$ factors.

3.4.2 Stochastic Block model

In the Stochastic Block model, each vertex is assigned to some community $C_i$, $i \in [r]$. By partitioning the product by communities, we may rewrite the desired formulas, for $v \in C_i$, as $\prod_{u=a}^{b}(1-p_{uv}) = \prod_{j=1}^{r} p_{ij}[a^{\cap} C_i]$, and $\sum_{u=a}^{b} p_{uv} = \sum_{j=1}^{r} |[a, b] \cap C_i| \cdot p_{ij}$. Thus, it suffices to design a data structure that is able to efficiently count the number of occurrences of vertices of each community in any contiguous range (namely the value $|[a, b] \cap C_i|$ for each $j \in [r]$), where the vertices are assigned communities according to a given distribution $R$. To this end, we use the following lemma, yielding an implementation for the Stochastic Block model using $O(r\text{poly}(\log n))$ resources per query.

**Theorem 20.** There exists a data structure that samples a community for each vertex independently at random from $R$ with $\frac{1}{\text{poly}(n)}$ error in the $L_1$-distance, and supports queries that ask for the number of occurrences of vertices of each community in any contiguous range, using $O(r\text{poly}(\log n))$ time, random bits, and additional space per query. Further, this data structure may be implemented in such a way that requires no overhead for initialization.

**Corollary 3.** There exists an algorithm that implements local access to a random graph from the $n$-vertex Stochastic Block Model with $r$ randomly-assigned communities, through **Vertex-Pair**, **Next-Neighbor**, and **Random-Neighbor** queries, using $O(r\text{poly}(\log n))$ time, random bits, and space per query w.h.p.

We provide the full details of the construction in Section D. Our construction extends a similar implementation in the work of [26] which only supports $r = 2$. The overall data structure is a balanced binary tree, where the root corresponds to the entire range of indices $[n]$, and the children of each vertex correspond to the first and second half of the parent’s range.
Each node\(^3\) holds the number of vertices of each community in its range. The tree initially contains only the root, with the number of vertices of each community \(|C_1|, |C_2|, \ldots, |C_r|\) sampled according to the multinomial distribution (for \(n\) samples from the distribution \(R\)). The children are generated top-down on an as-needed basis according to the given queries. The technical difficulties arise when generating the children, where one needs to sample the counts assigned to either child from the correct marginal distribution. We show how to sample such a count from the \textit{multivariate hypergeometric distribution}, below in Theorem 21 (proven in Section D).

\begin{theorem}
Given \(B\) marbles of \(r\) different colors, such that there are \(C_i\) marbles of color \(i\), there exists an algorithm that samples \(s_1, s_2, \ldots, s_r\), the number of marbles of each color appearing when drawing \(l\) marbles from the urn without replacement, in \(O(r \cdot \text{poly} (\log B))\) time and random words.
\end{theorem}

\textbf{Proof of Theorem 20.} Recall that \(R\) denotes the given distribution over integers [\(r\)] (namely, the random distribution of communities for each vertex). Our algorithm generates and maintains random variables \(X_1, \ldots, X_n\) (denoting the community assignment), each of which is drawn independently from \(R\). Given a pair \((a, b)\), it uses Theorem 20 to sample the vector \(C(a, b) = (c_1, \ldots, c_r)\), where \(c_k\) counts the number of variables in \(\{X_a, \ldots, X_b\}\) that take on the value \(k\).

We maintain a complete binary tree whose leaves corresponds to indices from [\(n\)]. Each node represents a range and stores the vector \(C\) for the corresponding range. The root represents the entire range [\(n\)], which is then halved in each level. Initially the root samples \(C(1, n)\) from the multinomial distribution according to \(R\) (see e.g., Section 3.4.1 of [32]). Then, the children are generated on-the-fly as described above. Thus, each query can be processed within \(O(r \cdot \text{poly} (\log n))\) time, yielding Theorem 20.

Then, by embedding the information stored by the data structure into the state (as in the proof of Lemma 51), we obtain the desired Corollary 3.

\section{Implementing Random Catalan Objects}

In the previous Section 3.4.2 on the Stochastic Block Model, we considered random sequences of colored marbles. Next, we focus on an important variant of these sequences as Catalan objects, which impose a global constraint on the types of allowable sequences. Specifically, consider a sequence of \(n\) white and \(n\) black marbles, such that every prefix of the sequence has at least as many white marbles as black ones. Our goal will be to support queries to a uniformly random instance of such an object.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{dyck_path.png}
\caption{Simple Dyck path with \(n = 35\) up and down steps.}
\end{figure}

\(^3\)For clarity, “vertex” is only used in the sampled graph, and “node” is only used in the internal data structures.
One interpretation of Catalan objects is given by Dyck paths (Figure 1). A Dyck path is essentially a $2n$ step balanced one-dimensional walk with exactly $n$ up and down steps. In Figure 1, each step moves one unit along the positive $x$-axis (time) and one unit up or down the positive $y$-axis (position). The prefix constraint implies that the $y$-coordinate of any point on the walk is $\geq 0$ i.e. the walk never crosses the $x$-axis. The number of possible Dyck paths (see Theorem 62) is the $n^{\text{th}}$ Catalan number $C_n = \frac{1}{n+1} \cdot \binom{2n}{n}$. Many important combinatorial objects occur in Catalan families of which these are an example.

We will approach the problem of partially sampling Catalan objects through Dyck paths. This, in turn, will allow us to implement access other random Catalan objects such as rooted trees, and bracketed expressions. Specifically, we will want to answer the following queries:

- **Direction**($t$): Returns the value of the $t^{\text{th}}$ step in the Dyck path (whether the step is up or down).
- **Height**($t$): Returns the $y$-position of the path after $t$ steps (the number of up steps minus the number of down steps among the first $t$ steps). Since a Direction($t$) query can be simulated using the queries Height($t$) and Height($t-1$), we will not explicitly discuss the Direction queries in what follows.
- **First-Return**($t$): If the $(t+1)^{\text{th}}$ step is upwards i.e. Height($t+1$) = Height($t$) + 1, it returns the smallest index $t'$ such that Height($t'$) = Height($t$). While it may not be clear why this query is important, it will be useful for querying bracketed expressions and random trees. (see Section 4.1).

### 4.1 Bijections to other Catalan objects

The Height query is natural for Dyck paths, but the First-Return query is important in exploring other Catalan objects. For instance, consider a random well bracketed expression; equivalently an uniform distribution over the Dyck language. One can construct a trivial bijection between Dyck paths and words in this language by replacing up and down steps with opening and closing brackets respectively (Figure 2). The Height query corresponds to asking for the nesting depth at a certain position in the word, and First-Return($x$) returns the position after the matched closing bracket for the step ($x \rightarrow x + 1$).

There is also a natural bijection between Dyck paths and ordered rooted trees (Figure 2), by viewing the Dyck path as a transcript of the tree’s DFS traversal. Starting with the root, for each “up-step” we move to a new child of the current node, and for each “down-step”, we backtrack towards the root. Thus, the Height query returns the depth of a node. Also, since the Dyck path is a DFS transcript of the tree, a First-Return query on the path can be used to find successive children of a tree node (each return produces the next child). For instance, in Figure 2, we can invoke First-Return thrice starting at the first yellow path position to reveal the corresponding three children of the yellow tree node.

By definition, First-Return($x$) is meaningful only when the step from $x$ to $x + 1$ is upwards, i.e. when Height($x+1$) = Height($x$) + 1. We can also implement a Reverse-First-Return query, which is just a standard First-Return query on the reversed Dyck path (consider a reversal of the green dashed arrows in Figure 2). The reversal implies that Reverse-First-Return($x$) is only meaningful when Height($x-1$) = Height($x$) + 1. In terms of bijections, Reverse-First-Return is equivalent to finding a matching opening bracket in bracketed expressions, and a Previous-Child query in rooted trees. We show how to implement this query in Section 4.4.7. In the case where the height at $x$ is larger than both the heights at $x - 1$ and $x + 1$ (boxed nodes in Figure 2), there is no meaningful “first return” from the context of the bijections. Specifically, these nodes correspond to leaf nodes in rooted trees, or to a terminal nesting level in the bracket expression.
Moving forwards, we will focus on Dyck paths for the sake of simplicity.

4.2 Catalan Trapezoids and Generalized Dyck Paths

In order to implement local access to random Dyck paths, we will need to analyze more general Catalan objects. Specifically, we consider a sequence of $U$ up-steps and $D$ down-steps, such that any prefix of the sequence containing $U'$ up and $D'$ down steps satisfies $U' - D' \geq 1 - k$. This means that we start our Dyck path at a height of $k - 1$, and we are never allowed to cross below zero (Figure 3). Note that the case $k = 1$ corresponds to the standard description of Dyck paths, as mentioned previously (Figure 1).

We will denote the set of such generalized Dyck paths as $C_k(U, D)$ and the number of paths as $C_k(U, D) = |C_k(U, D)|$, which is an entry in the Catalan Trapezoid of order $k$ [47]. We also use $C_k(U, D)$ to denote the uniform distribution over $C_k(n, m)$. Now, we state a result from [47] without proof:

$$C_k(U, D) = \begin{cases} \binom{U+D}{D} & 0 \leq D < k \\ \binom{U+D}{D} - \binom{U+D}{D-k} & k \leq D \leq U + k - 1 \\ 0 & D > U + k - 1 \end{cases} \quad (1)$$

For $k = 1$ and $n = m$, these represent the vanilla Catalan numbers i.e. $C_n = C_1(n, n)$ (number of simple Dyck paths). Our goal is to sample from the distribution $C_1(n, n)$. 
Consider the situation after a sequence of \textit{Height} queries to the Dyck path at various locations $\langle x_1, x_2, \cdots, x_m \rangle$, such that the corresponding heights were sampled to be $\langle y_1, y_2, \cdots, y_m \rangle$. These revealed locations partition the path into disjoint intervals $[x_i, x_{i+1}]$, where the heights of the endpoints of each interval have been determined (as $y_i = \text{Height}(x_i)$). We notice that these intervals can be generated independently of each other. Specifically, the path within the interval $[x_i, x_{i+1}]$ will be sampled from $C_k(U, D)$, where $k - 1 = y_i$, $U + D = x_{i+1} - x_i$, and $U - D = y_{i+1} - y_i$. Moreover, since the heights of the endpoints $y_i$ and $y_{i+1}$ are known, this choice is independent of any samples outside the interval. Next, in Section 4.3, we will show how one can determine heights within such an interval, and in Section 4.4 we will move on to the more complicated \textit{First-Return} queries.

### 4.3 Implementing \textit{Height} queries

We implement $\text{Height}(t)$ by showing how to efficiently determine the height of the path at the midpoint of an existing interval $[x_i, x_{i+1}]$ (with corresponding endpoint heights $y_i, y_{i+1}$), which results in two sub-intervals that are half the size. Next, we extend this strategy to determine the heights of arbitrary positions by recursively sub-dividing the relevant interval (binary search). If the interval in question has odd length, we sample a single step from an endpoint, and proceed with a shortened even length interval. Sampling a single step is easy since there are only two outcomes (see proof of Theorem 28).

Our general recursive step is as follows. We consider an interval of length $2B$ comprising of $2U$ up-steps and $2D$ down-steps where the sum of any prefix cannot be less than $k - 1$ i.e. the path within this interval should be sampled from $C_k(2U, 2D)$. In order to make the analysis simpler, we have assumed that the number of up and down steps are both even. The case of sampling according to $C_k(2U + 1, 2D + 1)$ works similarly with slightly different formulae. Without loss of generality, we assume that $D \leq U$; if this were not the case, we could simply flip the interval, swap the up and down steps, and modify the prefix constraint to $k' = k + 2U - 2D$ (Figure 4). This ensures that the overall path in the interval is non-decreasing in height, which will simplify our analysis.

We determine the height of the path $B = U + D$ steps into the interval at the midpoint (see Figure 4). This is equivalent to finding the number of up or down steps that get assigned to the first half of the interval. We parameterize the possibilities by $d$ and define $p_d$ to be the probability that exactly $U + d$ up-steps and $D - d$ down steps get assigned to the first half (with the remaining $U - d$ up steps and $D + d$ down steps being assigned to the second half).

$$p_d = \frac{S_{left}(d) \cdot S_{right}(d)}{S_{total}(d)}$$ (2)
Here, $S_{left}(d)$ denotes the number of possible paths in the first half (using $U + d$ up steps) and $S_{right}(d)$ denotes the number of possible paths in the second half (using $U - d$ up steps). Note that all of these paths have to respect the $k$-boundary constraint (cannot dip more than $k - 1$ units below the starting height), where $k = y_i + 1$. Moving forwards, we will drop the $d$ when referring to the path counts. We (conceptually) flip the second half of the interval, such that the corresponding path begins from the end of the $2B$-interval and terminates at the midpoint (Figure 4). This results in a different starting point, and the prefix/boundary constraint will also be different. Hence, we define $k' = k + 2U - 2D$ to represent the new boundary constraint (since the final height of the $2B$-interval is $k' - 1$). Finally, $S_{total}$ is the total number of possible paths in the $2B$ interval.

We cannot directly sample from this complicated distribution $\{p_d\}$. Instead, we use the rejection sampling strategy from Lemma 11. An important point to note is that in order to apply this lemma, we must be able to approximate the $p_d$ values. However, we cannot naively use the formula from Equation 2, since the values of $\{S_{left}, S_{right}, S_{total}\}$ are too large to compute explicitly. Lemma 67 in Section F.3 shows how to indirectly compute the probability approximations. We also use the following lemma to bound the deviation of the path with high probability. A proof is presented in Section F.2.

**Lemma 22.** Consider a contiguous sub-path of a simple Dyck path of length $2n$ where the sub-path is of length $2B$ comprising of $U$ up-steps and $D$ down-steps (with $U + D = 2B$). Then there exists a constant $c$ such that the quantities $|B - U|, |B - D|,$ and $|U - D|$ are all $< c\sqrt{B}\log n$ with probability at least $1 - 1/n^2$ for every possible sub-path.

This lemma allows us to ignore potential midpoint heights that cause a deviation greater than $c\sqrt{B}\log n$. A direct implication is that with high probability, the correctly sampled value for $d$ will be $O(\sqrt{B}\log n)$. In other words, the height of the midpoint takes on one of only $O(\sqrt{B}\log n)$ distinct values with high probability. This immediately suggests a $O(\sqrt{B})$ time algorithm for determining the midpoint height, by explicitly computing the probabilities of each of these potential heights, and directly sampling from the resulting distribution. However, we can go further and obtain a $O(poly(\log n))$ time algorithm.

### 4.3.1 The Simple Case: Far Boundary

We first consider the case when the boundary constraint is far away from the starting point, i.e. $k$ is large. The following lemma (proof in Section F.2) shows that in this case, we can safely ignore the constraint. Intuitively, this is because the boundary is so far away, that with high probability, we do not hit it even if we choose a random unconstrained path.

**Lemma 23.** Given a Dyck path sampling problem of length $B$ with $U$ up, $D$ down steps, and a boundary at $k$, there exists a constant $c$ such that if $k > c\sqrt{B}\log n$, then the distribution of paths sampled without a boundary $C_{\infty}(U, D)$ is $O(1/n^2)$-close in $L_1$ distance to the distribution of Dyck paths $C_k(U + D)$.

By Lemma 23, the problem of sampling from $C_k(2U, 2D)$ reduces to sampling from the hypergeometric distribution $C_{\infty}(2U, 2D)$ when $k > O(\sqrt{B}\log n)$ i.e. the probabilities $p_d$ can be approximated by:

$$q_d = \frac{\left(\frac{B - d}{D - d}\right) \cdot \left(\frac{B + d}{D + d}\right)}{\left(\frac{2B}{2D}\right)}$$

This problem of sampling from the hypergeometric distribution is implemented using $O(poly(\log n))$ resources in [26] (see Lemma 54 in Section D). We also used this result earlier in the paper in order to find the community assignments in the Stochastic Block Model (Section 3.4.2).
4.3.2 The Difficult Case: Intervals Close to Zero

The difficult case is when \( k = \mathcal{O}(\sqrt{B \log n}) \), and the previous approximation due to Lemma 23 no longer works. In this case, we cannot just ignore the boundary constraint, and instead we have to analyze the true probability distribution given by \( p_d \). We obtain an expression for \( p_d \) by substituting the formula for generalized Catalan numbers as follows: (Equation 1) into Equation 2.

\[
S_{\text{left}} = C_k(U + d, D - d) \quad S_{\text{right}} = C_{k'}(U - d, D + d) \quad S_{\text{total}} = C_k(2U, 2D)
\]

Since the right interval is flipped in our analysis, this changes the prefix/boundary constraint, and hence, the expression for \( S_{\text{right}} \) uses \( k' = k + 2U - 2D \). This also implies that \( k' = \mathcal{O}(\sqrt{B \log n}) \) (using Lemma 22). We can now use Equation 2 to evaluate the probabilities \( p_d = S_{\text{left}} \cdot S_{\text{right}} / S_{\text{total}} \). Recall that \( S_{\text{left}} \) and \( S_{\text{right}} \) are the number of possible paths in the left and right half of the interval, when exactly \( U + d \) up steps are assigned to the first half, and \( S_{\text{total}} \) is the total number of possible paths in the interval.

We will invoke the rejection sampling technique (Lemma 11), by constructing a different distribution \( q_d \) that approximates \( p_d \) up to logarithmic factors over the vast majority of its support (we ignore all \(|d| > \Theta(\sqrt{B \log n})\) since the associated probability mass is negligible by Lemma 22). In order to perform rejection sampling, we also need good approximations of \( p_d \), which is achieved by Lemma 67 in Section F.3. Next, we define an appropriate \( q_d \) that approximates \( p_d \) and also has an efficiently computable \( \text{CDF} \). Surprisingly, as in Section 4.3.1, we will be able to use the hypergeometric distribution for \( q_d \).

\[
q_d = \frac{\binom{B}{D-d} \cdot \binom{B}{D+d}}{\binom{2B}{D}} = \frac{\binom{B}{D-d} \cdot \binom{B}{U-d}}{\binom{2B}{2D}}
\]

However, the argument for why this \( q_d \) is a good approximation to \( p_d \) is far less straightforward.

First, we consider the case where \( k \cdot k' \leq 2U + 1 \). In this case, we use loose bounds for \( S_{\text{left}} < \binom{B}{D-d} \) and \( S_{\text{right}} < \binom{B}{U-d} \). These are true because \( \binom{B}{D-d} \) and \( \binom{B}{U-d} \) are the total number of unconstrained paths in the left and right half respectively, and adding the boundary constraint can only reduce the number of paths. We also prove the following lemma in Section F.4 to bound the value of \( S_{\text{total}} \).

\[\text{Lemma 24. When } kk' > 2U + 1, S_{\text{total}} > \frac{1}{2} \cdot \frac{2B}{2D}\]

Combining the three bounds, we conclude that \( p_d < \frac{1}{2} q_d \). Intuitively, in this case the Dyck boundary is far away, and therefore the number of possible paths is only a constant factor away from the number of unconstrained paths (see Section 4.3.1). The case where the boundaries are closer (\( i.e. k \cdot k' \leq 2U + 1 \)) is trickier, since the individual counts need not be close to the corresponding binomial counts. However, in this case we can still ensure that the sampling probability is within poly-logarithmic factors of the binomial sampling probability. We use the following lemmas to bound \( S_{\text{left}} \) and \( S_{\text{right}} \) (proofs in Section F.4).

\[\text{Lemma 25. } S_{\text{left}} \leq C_1 k \frac{\sqrt{\log n}}{\sqrt{B}} \cdot \binom{B}{D-d} \text{ for some constant } c_1.\]

\[\text{Lemma 26. } S_{\text{right}} \leq C_2 k' \frac{\sqrt{\log n}}{\sqrt{B}} \cdot \binom{B}{U-d} \text{ for some constant } c_2.\]

Finally, we obtain a different bound on \( S_{\text{total}} \) for the near boundary case.

\[\text{Lemma 27. When } kk' \leq 2U + 1, S_{\text{total}} \geq C_3 \frac{k' k}{B} \cdot \frac{2B}{2D} \text{ for some constant } c_3.\]
Multiplying these inequalities together allows us to bound \( p_d = S_{\text{left}} \cdot S_{\text{right}} / S_{\text{total}} \leq \Theta(q_d \log n) \), implying \( p_d/q_d \leq \Theta(\log n) \). Consequently, we can leverage Lemma 11 to obtain a sample from \( \{p_d\} \) using \( \mathcal{O}(\log^{O(1)} n) \) samples from \( \{q_d\} \), thus determining the height of the Dyck path at the midpoint of the interval.

\begin{itemize}
  \item \textbf{Theorem 28.} Given an interval \([x_i, x_{i+1}]\) (and the associated endpoint heights \(y_i, y_{i+1}\)) in a Dyck path of length \(2n\), with the guarantee that no position between \(x_i\) and \(x_{i+1}\) has been sampled yet, there is an algorithm that returns the height of the path at the midpoint of \(x_i\) and \(x_{i+1}\) (or next to the midpoint if \(x_{i+1} - x_i\) is odd). Moreover, this algorithm only uses \( \mathcal{O}(\text{poly}(\log n)) \) resources.

\textbf{Proof.} If \(x_{i+1} - x_i\) is even, we can set \(B = (x_{i+1} - x_i)/2\). Otherwise, we first sample a single step from \(x_i\) to \(x_{i+1}\), and then set \(B = (x_{i+1} - x_i - 1)/2\). Since there are only two possibilities for a single step, we can explicitly approximate the corresponding probabilities using the strategy outlined in the proof of Lemma 67 (see Section F.3), and then sample accordingly. This allows us to apply the rejection sampling from Lemma 11 using \(\{q_d\}\) to obtain samples from \(\{p_d\}\) as defined above. \hfill \Box

\item \textbf{Theorem 29.} There is an algorithm that provides sample access to a Dyck path of length \(2n\), by answering queries of the form \(\text{HEIGHT}(x)\) with the correctly sampled height of the Dyck path at position \(x\) using only \(\mathcal{O}(\text{poly}(\log n))\) resources per query.

\textbf{Proof.} The algorithm maintains a successor-predecessor data structure (e.g. Van Emde Boas tree) to store all positions \(x\) that have already been determined. Each newly determined position is added to this structure. Given a query \(\text{HEIGHT}(x)\), the algorithm first finds the successor and predecessor (say \(a\) and \(b\)) of \(x\) among the already queried positions. This provides the guarantee required to apply Theorem 28, which allows us to query the height at the midpoint of \(a\) and \(b\). We then binary search by updating either the successor or predecessor of \(x\) and repeat until we determine the height of position \(x\). \hfill \Box
\end{itemize}

### 4.4 Supporting “First Return” Queries

In this section, we discuss more complex queries to a Dyck path. Specifically, we implement \(\text{FIRST-RETURN}(x)\) to allow the user to query the next time the path returns to \(\text{HEIGHT}(x)\). The utility of this kind of query is illustrated through bijections to other random Catalan objects in Section 4.1. An important detail here is that if the first step from \(x\) to \(x + 1\) is a down-step, there is no well defined \(\text{FIRST-RETURN}\).

#### 4.4.1 Maintaining a Boundary Invariant

Notice that after performing a set of \(\text{HEIGHT}\) queries \((x_1, x_2, \ldots, x_m)\) to the Dyck path, many different positions are revealed (possibly in adversarial locations). This partitions the path into at most \(m + 1\) disjoint and independent \(\text{intervals}\) with known boundary conditions. The first step towards finding the \(\text{FIRST-RETURN}\) from position \(t\) would be to locate the \(\text{interval}\) where the first return occurs. Even if we had an efficient technique to filter intervals, we would want to avoid considering all \(\Theta(m)\) intervals to find the correct one. In addition, the fact that a specific interval \(\text{does not}\) contain the first return implies dependencies for all subsequent samples.

We resolve these difficulties by maintaining a new invariant. Consider all positions whose heights have already been determined, either directly as a result of user given \(\text{HEIGHT}\) queries, or indirectly due to recursive \(\text{HEIGHT}\) calls; \((x_1, x_2, \ldots, x_m)\) in increasing order i.e. \(x_i < x_{i+1}\). Let the corresponding heights be \((y_1, y_2, \ldots, y_m)\) i.e. \(\text{HEIGHT}(x_i) = y_i\).
Invariant 30. For any interval \([x_i, x_{i+1}]\) where the heights of the endpoints have been determined to be \(y_i\) and \(y_{i+1}\), and every other height in the interval has yet to determined, the section of the Dyck path between positions \(x_i\) and \(x_{i+1}\) is constrained to lie above \(\min(y_i, y_{i+1})\).

Figure 5 The set of intervals formed by a set of height samples. Each interval also has its own boundary constraint (red). Invariant 30 implies that each boundary must coincide with one of the interval endpoints. Note that the only interval which violates the invariant is the third last one (shown in yellow box).

How can one maintain such an invariant? After determining the height of a particular position \(x_i\) as \(y_i\) (with \(x_{i-1} < x_i < x_{i+1}\)), the invariant is potentially broken on either side of \(x_i\). We re-establish the invariant by determining the height of an additional point on either side (see Section 4.4.6 for details). Specifically, we use the following two step strategy to find the additional point for some violating interval \([x_i, x_{i+1}]\) (example violation in Figure 5):

1. Sample the lowest height \(h\) achieved by the walk between \(x_i\) and \(x_{i+1}\) according to the uniform distribution over all possible paths that respect the current boundary constraint (see Section 4.4.2).
2. Find an intermediate position \(x\) such that \(x_i < x < x_{i+1}\) and \(\text{Height}(x) = h\) (see Section 4.4.3).

The newly determined position \(x\) produces two sub-intervals \([x_i, x]\) and \([x, x_{i+1}]\). Since \(h = \text{Height}(x)\) has been determined to be the minimum height in the overall range \([x_i, x_{i+1}]\), the invariant is preserved in the new intervals (see Figure 6). Lemma 37 in Section 4.4.5 shows how this invariant can help us efficiently search for the interval containing the first return.

Figure 6 An interval \([x_i, x_{i+1}]\) that violates the invariant is “fixed” by first sampling the lowest height \(h\) achieved within the interval, and then generating a position \(x \in [x_i, x_{i+1}]\) such that \(\text{Height}(x) = h\).

4.4.2 Sampling the Lowest Achievable Height: Mandatory Boundary

First, we need to sample the lowest height \(h\) of the walk between \(x_i\) and \(x_{i+1}\) (with corresponding heights \(y_i\) and \(y_{i+1}\)). We will refer to \(h\) as the “mandatory boundary” in this interval; i.e. no height in the interval may be lower than the boundary, but at least one point must touch the boundary (have height \(h\)). We assume that \(y_i \leq y_{i+1}\) without loss of generality; if this is not the case, swap \(x_i\) and \(x_{i+1}\) and consider the reversed path. Say this interval defines a generalized Dyck problem with \(U\) up steps, \(D\) down steps, and a boundary that is \(k-1\) units below \(y_i\).
Given any two boundaries $k_{lower}$ and $k_{upper}$ on this interval (with $k_{lower} < k_{upper} \leq y_i$), we can count the number of possible generalized Dyck paths that violate the $k_{upper}$ boundary but not the $k_{lower}$ boundary as follows (see Figure 7):

$$P_{k_{upper}}^{k_{lower}} = C_{k_{lower}}(U, D) - C_{k_{upper}}(U, D)$$

We define the current lower and upper boundaries as $k_{low} = k, k_{up} = 0$, and set $k_{mid} = (k_{low} + k_{up})/2$. Since we can compute the quantities $P_{k_{mid}}^{k_{up}}, P_{k_{low}}^{k_{mid}},$ and $P_{total} = P_{k_{low}}^{k_{up}},$ we can sample a single bit to decide if the “lower boundary” should move up or if the “upper boundary” should move down. We then repeat this binary search until we find $k' = k_{low} = k_{up} - 1$ and $k'$ becomes the “mandatory boundary” (i.e. the walk reaches the height exactly $k' - 1$ units below $y_i$ but no lower.

![Figure 7](image-url)

**Figure 7** $P_{k_{low}}^{k_{up}}$ counts all the paths that dip at least $k_{up}$ units below the starting point, but do not dip $k_{low}$ units below the starting point. $k_{mid}$ would lie halfway between these boundaries.

### 4.4.3 Determining First Position that Touches the “Mandatory Boundary”

Now that we have a “mandatory boundary” $k$, we just need to generate a position $x \in [x_i, x_{i+1}]$ with $\text{HEIGHT}(x) = y_i - k + 1$, according to the uniform distribution over all paths that touch, but do not violate the boundary at $k$. In fact, we will do something stronger by determining the first time the walk touches the boundary after $x_i$. As before, we assume that this interval contains $U$ up steps and $D$ down steps.
We will parameterize the position $x$ the number of up-steps $d$ between $x_i$ and $x$ (See Figure 8), implying that $x = x_i + 2d + k - 1$. Given a specific $d$, we want to compute the number of valid paths that result in $d$ up-steps before the first approach to the boundary. Note that unlike Section 4.3, $d$ is used here to parameterize the (horizontal) $x$-position of the desired point. We will calculate the probability $p_d$ associated with a particular position by counting the total number of paths to the left and right of the first approach and multiplying them together.

As in Section 4.3.2, we define $S_{\text{left}}$ to be the number of paths in the sub-interval before the first approach (left side of Figure 8), $S_{\text{right}}$ to be the number of paths following the first approach, and $S_{\text{total}}$ to be the total number of paths that touch the “mandatory boundary” at $k$ (note that these quantities are functions of $U, D, k$ and $d$, but we drop the parameters for the sake of clarity):

$$S_{\text{left}} = C_k(d, d + k - 2) \quad S_{\text{right}} = C_1(U - d, D - d - k + 1) \quad S_{\text{total}} = C_k(U, D) - C_{k-1}(U, D)$$

Our goal is to generate $d$ from the distribution $\{p_d\}$ where $p_d = S_{\text{left}} \cdot S_{\text{right}} / S_{\text{total}}$. The application of Lemma 11 requires us to approximate $\{p_d\}$ with a “well behaved” $\{q_d\}$ (one whose CDF can be efficiently estimated). Since $q_d$ only needs to approximate $p_d$ up to $\text{poly}(\log n)$ factors, we focus on obtaining $\text{poly}(\log n)$ approximations to the path counts $\{S_{\text{left}}, S_{\text{right}}, S_{\text{total}}\}$. Using Equation 1, we obtain approximations for $S_{\text{left}}$ and $S_{\text{right}}$ (Lemma 31 and Lemma 32 with proofs in Section F.5).

**Lemma 31.** If $d > \log^4 n$, then $S_{\text{left}}(d) = \Theta\left(\frac{2^{2d+k}}{\sqrt{d}} e^{-r_{\text{left}}(d)} \cdot \frac{k-1}{d+k-1}\right)$ where $r_{\text{left}}(d) = \frac{(k-2)^2}{2(2d+k-2)}$. Furthermore, $r_{\text{left}}(d) = O(\log^2 n)$.

**Lemma 32.** If $U + D - 2d - k > \log^4 n$, then $S_{\text{right}}(d) = \Theta\left(\frac{2^{U-D-2d-k}}{\sqrt{U+D-2d-k}} e^{-r_{\text{right}}(d)} \cdot \frac{U-D+k}{U-D+k+1}\right)$ where $r_{\text{right}}(d) = \frac{(U-D-k-1)^2}{4(U+D-2d-k+1)}$. Furthermore, $r_{\text{right}}(d) = O(\log^2 n)$.

Our general strategy will be to integrate continuous versions of these approximations in order to obtain a CDF of some approximating distribution. Unfortunately, the continuous approximation functions obtained do not admit closed form integrals. The main culprit is the exponential term in both expressions. We tackle this issue by noticing that the values of the exponents are bounded by $O(\log^2 n)$ over the majority of the range of $d$. Within this range of $d$ values, the exponential term may be further simplified by taking a piecewise constant approximation, where each of the pieces corresponds to a fixed value of the floor of the corresponding exponent. This technique is elaborated in Section 4.4.4.
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We start by considering the “problematic” values of \( d \) that are outside the range of the two preceding lemmas. These values are the ones where \( d < \log^4 n \) or \( 2d > U + D - k - \log^4 n \). Since \( d \) is the number of up steps in the left sub-interval, \( d \geq 0 \). Further, since the length of the right sub-interval must be non-negative (see Figure 8), we get \( U + D - 2d - k + 1 \geq 0 \). Thus, we define the “problematic” set:

\[
\mathcal{R} = \{ d \mid 0 \leq d < \log^4 n \text{ or } -1 < 2d - U - D + k < \log^4 n \}
\]  

(4)

Clearly, we can bound the size of this set as \(|\mathcal{R}| = \mathcal{O}(\log^4 n)\). An immediate consequence of Lemma 31 and Lemma 32 is the following.

\[\textbf{Corollary 33.} \quad \text{When } d \notin \mathcal{R}, \text{ } S_{left}(d) \cdot S_{right}(d) = \Theta \left( \frac{\delta^{2U+D}}{\sqrt{d(U+D-2d-k)}} \cdot e^{-r(d)} \cdot \frac{k-1}{d+k-1} \cdot \frac{U-D+k}{U+D+k} \right) \]

where \( r(d) = \mathcal{O}(\log^2 n) \).

4.4.4 Estimating the CDF

We use these observations to construct a suitable \( \{q_d\} \) that can be used to invoke the rejection sampling lemma (Lemma 11). We will achieve this by constructing a piecewise continuous function \( \tilde{q} \), such that \( \tilde{q}(\delta) \) approximates \( p_\delta \), and then use the integral of \( \tilde{q} \) to define the discrete distribution \( \{q_d\} \). As stated in the previous section, we can leverage the fact that when \( d \notin \mathcal{R} \), the floor of the exponent \( |r(d)| \) only takes \( \mathcal{O}(\log^2 n) \) distinct values (consequence of Corollary 33). Since the “problematic” set \( \mathcal{R} \) only has \( \mathcal{O}(\log^4 n) \) values, we can also deal with these remaining values by simply creating \( |\mathcal{R}| \) additional continuous pieces in the function \( \tilde{q} \). We begin by rewriting \( p_d = \Theta \left( \frac{\mathcal{K} \cdot f(d) \cdot e^{-r(d)}}{S_{total}} \right) \) where:

\[
\mathcal{K} = \frac{\rho^{2U+D}}{S_{total}} = \frac{2^{2U+D}}{C_k(U,D) - C_{k-1}(U,D)} \quad f(d) = \frac{c}{\sqrt{dU + D - 2d - k}(d + k - 1)(U + D + k)}
\]  

(5)

Notice that \( \mathcal{K} \) is a constant and \( f(d) \) is a function whose integral has a closed form. Using the fact that \( r(d) = \mathcal{O}(\log^2 n) \) (Corollary 33), and \( |\mathcal{R}| = \mathcal{O}(\log^4 n) \), we obtain the following lemma:

\[\textbf{Lemma 34.} \quad \text{Given the piecewise continuous function} \]

\[
\tilde{q}(\delta) = \begin{cases} 
    p_\delta & \text{if } [\delta] \in \mathcal{R} \\
    \mathcal{K} \cdot f(\delta) \cdot \exp(-|r(\delta)|) & \text{if } [\delta] \notin \mathcal{R}
\end{cases}
\]

\[
\Rightarrow \quad p_d = \Theta \left( \int_0^{d+1} \tilde{q}(\delta) \right)
\]

Furthermore, \( \tilde{q}(\delta) \) has \( \mathcal{O}(\log^4 n) \) continuous pieces.

\[\textbf{Proof.} \quad \text{For } d \in \mathcal{R}, \text{ the integral trivially evaluates to exactly } p_d. \text{ For } d \notin \mathcal{R}, \text{ it suffices to show that } p_d = \Theta \left( \tilde{q}(\delta) \right) \text{ for all } \delta \in [d, d+1]. \text{ We already know that } p_d = \Theta \left( \frac{\mathcal{K} \cdot f(d) \cdot e^{-r(d)}}{S_{total}} \right). \text{ Moreover, for any } \delta \in [d, d+1], \text{ the exponential term } e^{-r([\delta])} \text{ in } \tilde{q}(\delta) \text{ is within a factor of } \mathcal{K} \text{ of the original } e^{-r([\delta])} \text{ term.}
\]

\[\text{For all } \mathcal{O}(\log^4 n) \text{ values } d \in \mathcal{R}, \tilde{q}(\delta) \text{ is constant on the interval } [d, d+1]. \text{ Since } r(d) = \mathcal{O}(\log^2 n) \text{ by Corollary 33, the exponential term } e^{-r([\delta])} \text{ in } \tilde{q}(\delta) \text{ taken on at most } \mathcal{O}(\log^2 n) \text{ values. Thus, } \tilde{q} \text{ is continuous for a range of } \delta \text{ corresponding to a fixed value of } |r([\delta])|, \text{ and so, we conclude that } \tilde{q} \text{ is piecewise continuous with } \mathcal{O}(\log^2 n) \text{ pieces.}
\]

Now, we have everything in place to define the distribution \( \{q_d\} \) that we will be sampling from. Specifically, we will define \( q_d \) and its CDF \( Q_d \) as follows (\( \mathcal{N} \) is the normalizing factor):

\[
q_d = \left( \int_0^{d+1} \tilde{q}(\delta) \right) \cdot \frac{1}{\mathcal{N}} \quad \text{and } Q_d = \left( \int_0^{d+1} \tilde{q}(\delta) \right) \cdot \frac{1}{\mathcal{N}} \quad \text{where } \mathcal{N} = \int_0^{d_{\text{max}}+1} \tilde{q}(\delta)
\]  

(6)
To show that these can be computed efficiently, it suffices to show that any integral of \( \hat{q}(\delta) \) can be efficiently evaluated. This follows from the fact that \( \hat{q} \) is piecewise continuous with \( \mathcal{O}(\log^4 n) \) pieces (Lemma 34), each of which has a closed form integral (since \( f(d) \) defined in Equation 5 has an integral).

\[ \textbf{Lemma 35.} \quad \text{Given the function } \hat{q}_d \text{ defined in Lemma 34, it is possible to approximate the integral } \int_{d_{\min}}^{d_{\max}} \hat{q}(\delta) \text{ to a multiplicative factor of } (1 \pm \frac{1}{n^2}) \text{ in } \text{poly}(\log n) \text{ time for any valid } d_1, d_2 \in \mathbb{Z} \text{ (the bounds must be such that } d_1 \geq 0 \text{ and } U + D - 2d_i - k + 1 \geq 0). \]

\textbf{Proof.} We will compute the integral by splitting it up into \( \mathcal{O}(\log^4 n) \) continuous pieces and then approximating the integral over each piece. The pieces corresponding to values of \( d \in \mathcal{R} \) can be explicitly computed as \( f_{d+1} \hat{q}(\delta) = p_d \) (recall that we can compute \( p_d \) using Lemma 67 from Section F.3).

The more interesting pieces are over the range of \( \delta \) where \( [\delta] \not\in \mathcal{R} \). Such a piece is given by a continuous range of values \([\delta_{\min}, \delta_{\max}] \subseteq [d_1, d_2 + 1] \), such that for any \( \delta \in [\delta_{\min}, \delta_{\max}] \), the value of \( r([\delta]) \) is a constant \( E \). We begin the calculation of \( \hat{q}(\delta) = K \cdot f(\delta) \cdot \exp(-E) \), by first computing a \((1 \pm 1/n^3)\) multiplicative approximation to \( \ln K = (U + D) \ln 2 - \ln S_{\text{total}} \), using the strategy in Lemma 67 (Section F.3). Since \( f(\delta) \) has a closed form integral (Equation 5), we can also compute \( F = \int_{\delta_{\min}}^{\delta_{\max}} f(\delta) \). Using the fact that the exponent is constant over the range \([\delta_{\min}, \delta_{\max}] \), we can write the logarithm of the integral as:

\[
\ln \left( \frac{d_{\max}}{d_{\min}} \hat{q}(\delta) \right) = \ln (K \cdot e^{-E} \cdot F) = (U + D) \cdot \ln 2 - \ln S_{\text{total}} + \ln F - E
\]

If this value is smaller than \(-3 \ln n\), we can safely ignore it since it contributed less than \(1/n^3\) to the probability mass. On the flipside, the logarithm is guaranteed to be bounded by \( \mathcal{O}(1) \). This upper bound is a result of the fact that \( \int \hat{q}(\delta) = \mathcal{O}(\sum p_d) = \mathcal{O}(1) \), where both the sum and the integral are taken over the entire \( \text{valid} \) range of \( d \). This means that we can exponentiate to obtain the true value of the piecewise integral up to a multiplicative approximation of \((1 \pm 1/n^3)\). Adding the integrals of all the \( \mathcal{O}(\log^4 n) \) pieces together produces the final desired value of the integral. \[\blacksquare\]

Now, we are finally ready to use Lemma 11 to sample \( d \) from the distribution \( \{p_d\} \), using the efficient sampling procedure for \( \{q_d\} \). The only other requirement is the ability to approximate the \( p_d \) values, which follows from Lemma 67.

\[ \textbf{Theorem 36.} \quad \text{Given a sub-interval } [x_i, x_{i+1}] \text{ of a random Dyck path of length } 2n, \text{ such that the only determined heights in the interval are } y_i = \text{HEIGHT}(x_i) \text{ and } y_{i+1} = \text{HEIGHT}(x_{i+1}), \text{ and a mandatory boundary constraint at } k, \text{ there exists an algorithm that generates a point } x \text{ within the interval such that } \text{HEIGHT}(x) = y_i - k + 1, \text{ using poly}(\log n) \text{ time, random bits, and additional space}. \]

### 4.4.5 Finding the Correct Interval: First-Return Query

As before, consider all positions that have been queried already \( \langle x_1, x_2, \ldots, x_n \rangle \) (in increasing order) along with their corresponding heights \( \langle y_1, y_2, \ldots, y_m \rangle \). We wish to find the first return to height \( y_i \) after \( x_i \) (where \( y_i = \text{HEIGHT}(x_i) \)). Our strategy begins by using Invariant 30 to find the interval \( I = [x_k, x_{k+1}] \) containing \( \text{FIRST-RETURN}(x_i) \).

\[ \textbf{Lemma 37.} \quad \text{Assuming that Invariant 30 holds, the interval } (x_{j-1}, x_j) \text{ containing FIRST-RETURN}(x_i) \text{ is obtained by setting } j \text{ to be either the smallest index } f > i \text{ such that } y_f \leq y_i \text{ or setting } j - 1 = i. \]
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Proof. We assume the contrary i.e. there exists some \( k \neq f \) and \( k \neq i + 1 \) such that the correct interval is \( (x_{k-1}, x_k) \). Since \( y_f < y_i \), the position of first return to \( y_i \) happens in the range \( (x_i, x_f) \). So, the only possibility is \( i + 1 < k \leq f - 1 \). By the definition of \( y_f \), we know that both \( y_i \) and \( y_{k-1} \) are strictly larger than \( y_i \). Invariant 30 implies that the boundary for this interval \( (y_{k-1}, y_k) \) is at \( \min(y_{k-1}, y_k) > y_i \). So, it is not possible for the first return to be in this interval.

The good news is that there are only two intervals that we need to worry about, one of which is just the adjacent one \([x_i, x_{i+1})\]. The problem of finding the other interval that may contain the first return boils down to finding the smallest index \( f > i \) such that \( y_f \leq y_i \). To this end, we define \( M_{[a, b]} \) as the minimum determined height in the range of positions \([a, b]\).

One solution is to maintain a range tree \( R \) [14] over the range \([2n]\). Assuming that \( 2n = 2^l \), we can view \( R \) as a complete binary tree with depth \( r \). Every non-leaf node is denoted by \( R_{[a, b]} \), and corresponds to a range \([a, b] \subseteq [2n]\) that is the union of the ranges of its children. Each \( R_{[a, b]} \) stores the value \( M_{[a, b]} \) which is the minimum determined height in the range of positions \([a, b]\), or \( \infty \) if none of the heights have been revealed. The leaf nodes are denoted as \( \{R_i\}_{i \in [2n]} \), and correspond to the singleton range corresponding to position \( i \in [2n] \). Note that a node at depth \( l' \) will correspond to a range of size \( 2^{l-l'} \), with the root being associated with the entire range \([2n]\).

We say that the range \([a, b]\) is canonical if it corresponds to a range of some \( R_{[a, b]} \) in \( R \). By the property of range trees, any arbitrary range can be decomposed into a disjoint union of \( O(\log n) \) canonical ranges. We implement \( R \) to support the following operations:

\[ \text{\bf Update}(x, y): \text{Update the height of the position } x \text{ to } y. \]

This update affects all ranges \([a_i, b_i]\) containing \( x \). So, for each \([a_i, b_i]\) we set \( M_{[a_i, b_i]} = \min(M_{[a_i, b_i]}, y) \).

\[ \text{\bf Query}(a, b): \text{Return the minimum boundary height in the range } [a, b]. \]

We decompose \([a, b]\) into \( O(\log n) \) canonical ranges \([r_1, r_2, \cdots]\), and return the minimum of all the \( M_{r_i} \) values as \( M_{[a, b]} \) (since \([a, b]\) is the union of all \( r_i \)).

Now, we can binary search for \( f \) by guessing a value \( f' \) and checking if \( \text{\bf Query}(x_i, x_{f'}) \leq y_i \). Overall, this requires \( O(\log n) \) calls to \( \text{\bf Query} \), each of which makes \( O(\log n) \) probes to the range tree. To avoid an initialization overhead, we only create the node \( R_{[a, b]} \) during the first \( \text{\bf Update} \) affecting a position \( x \in [a, b] \). Since a call to \( \text{\bf Update} \) can create at most \( O(\log n) \) new nodes in \( R \), the additional space required for each \( \text{\bf Height} \) or \( \text{\bf First-Return} \) query is still bounded.

\[ \text{\bf Theorem 38.} \text{There is an algorithm using } O(\log^C n) \text{ resources per query that provides access to a random Dyck path of length } 2n, \text{by answering queries of the form } \text{\bf First-Return}(x) \text{ with the correctly sampled smallest position } x' > x_i, \text{where the Dyck path first returns to } \text{\bf Height}(x_i). \]
Proof. In order to make the presentation simpler, we ensure that the next determined position after $x_i$ is $x_i + 1$ (in other words $x_{i+1} = x_i + 1$). This can be done by invoking $\textsc{Height}(x_i + 1)$, if needed. If $\textsc{Height}(x_i + 1) = y_{i+1} < y_i$, we can terminate because $\textsc{First-Return}(x_i)$ is not defined. Otherwise, we notice that in this setting, the first return cannot lie in the adjacent interval $[x_i, x_{i+1}] = [x_i, x_i + 1]$.

Hence, we proceed to finding the smallest value $f$ such that $y_f \leq y_i$, by using the range tree data structure described above. Since $\textsc{Height}(x_{f-1}) > y_i \leq \textsc{Height}(x_f)$ by definition, the interval $(x_{f-1}, x_f]$ must contain at least one position at height $y_i$. We determine the height at the midpoint of this interval, and then fix the potential violation of Invariant 30 by finding another point along with its height. This essentially breaks up the interval $[x_{f-1}, x_f]$ into $O(1)$ sub-intervals, each at most half the size of the original. Based on the newly revealed heights, we again find the (newly created) sub-interval containing the first return in $O(1)$ time. We repeat up to $O(\log n)$ times, reducing the size of the intervals in consideration, until the position of the first return is revealed.

4.4.6 Maintaining Height Queries under Invariant 30

Finally, we show that the boundary constraints introduced in order to maintain Invariant 30 do not interfere with the implementation of $\textsc{Height}$ queries. As before, we consider the currently revealed heights $(y_1, y_2, \ldots, y_m)$, along with the corresponding positions $(x_1, x_2, \ldots, x_n)$ (in increasing order). Say that we are now presented with a query $\textsc{Height}(x)$, where $x_i < x < x_{i+1}$. As in Section 4.3, we swap $x_i$ and $x_{i+1}$ if necessary in order to ensure that $y_i < y_{i+1}$. Due to Invariant 30, we know that the lowest achievable height in the interval $[x_i, x_{i+1}]$ is $y_i$, i.e. the boundary constraint for the left half becomes $k = 1$ instead of $k = y_i + 1$, since the constrained boundary is at height $y_i$. Similarly, the boundary constraint for the right half becomes $k' = 2U - 2D + 1$.

The algorithm for determining the height at the midpoint $x_{mid}$ of $[x_i, x_{i+1}]$ can proceed as described in Section 4.3. Of course, in this scenario, the boundary is never far away, and therefore we should always use the strategy in Section 4.3.2. The second step is to re-establish Invariant 30 in the newly created sub-interval $[x_{mid}, x_{i+1}]^4$, using the two step strategy from Section 4.4.1. This involves determining the height of one additional point $x' \in [x_{mid}, x_{i+1}]$. Finally, we can continue with the height sampling algorithm from Theorem 29, by recursively halving one of the newly created intervals (the one containing $x$). Figure 10 illustrates the aforementioned three steps.

Hence, we can combine results from Theorem 29 and Theorem 38 to obtain the following:

- **Theorem 6.** There is an algorithm using $O(\log n)$ resources per query that provides access to a uniformly random Dyck path of length $2n$ by implementing the following queries:
  - $\textsc{Height}(t)$ returns the position of the walk after $t$ steps.
  - $\textsc{First-Return}(t)$: If $\textsc{Height}(t + 1) > \textsc{Height}(t)$, then $\textsc{First-Return}(t)$ returns the smallest index $t'$, such that $t' > t$ and $\textsc{Height}(t') = \textsc{Height}(t)$ (i.e. the first time the Dyck path returns to the same height). Otherwise, if $\textsc{Height}(t + 1) < \textsc{Height}(t)$, then $\textsc{First-Return}(t)$ is not defined.

\footnote{Note that the invariant is not broken for the $[x_i, x_{mid}]$ sub-interval since $y_i + 1$ was the original boundary constraint. In general, the invariant will be automatically preserved for one of the sub-intervals; the side corresponding to $\min(y_i, y_{i+1})$.}
Performing $\text{Height}$ queries while maintaining Invariant 30. The first step is to determine the height at the midpoint $x_{\text{mid}}$ of an existing interval $[x_i, x_{i+1}]$ that contains $x$. Next, we re-establish Invariant 30 by sampling an additional point $x'$ within the violating interval. Finally, we recurse on the appropriate sub-interval (yellow box).

4.4.7 Reverse-First-Return Queries

For the sake of completeness, we also sketch how to implement a Reverse-First-Return query, which is just a standard First-Return query on the reversed Dyck path. This type of query was motivated in Section 4.1, and can be applied to positions $x$ where $\text{Height}(x-1) = \text{Height}(x) + 1$.

Note that Invariant 30 remains unchanged as it is symmetric to reversal of the Dyck path. Specifically, the invariant on a particular interval does not change if we swap the endpoints of the interval. First, we can find the correct interval containing Reverse-First-Return$(x_i)$, by using an analog of Lemma 37.

Lemma 39. Assuming Invariant 30, the interval $[x_j, x_{j+1})$ containing Reverse-First-Return$(x_i)$ is obtained by setting $j$ to be either the largest index $f < i$ such that $y_f \leq y_i$ or setting $j+1 = i$.

Since the range tree defined in Section 4.4.5 allows us to query the minimum in arbitrary contiguous ranges, we can also use it to find the appropriate $f$ for Lemma 39 through binary search. Once we have found an interval that is known to contain the Reverse-First-Return, we can follow the strategy from the proof of Theorem 38: recursively sub-dividing the relevant interval and finding the newly created sub-interval that contains the return, until we converge on the correct return position.

5 Random Coloring of a Graph

A valid $q$-coloring of a graph $G = (V, E)$ is a vector of colors $X \in [q]^V$, such that for all $(u, v) \in E$, $X_u \neq X_v$. We present a sub-linear time algorithm to provide local access to a uniformly random valid $q$-coloring of an input graph. Specifically, we implement $\text{Color}(v)$, which returns the color $X_v$ of node $v$, where $X$ is a uniformly random valid coloring. The implementation can access the input graph $G$ through a sub-linear number of neighborhood queries. A neighborhood query of the form All-Neighbors$(v)$ returns a list of neighbors of $v$. The implementation can also access a tape of public random bits $R$.

Moreover, multiple independent instances of $\text{Color}$ that are given access to the same public tape of random bits $R$, should output color values consistent with a single $X$, regardless of the order and content of the queries received. Unlike our previous results, the choice of
X only depends on R, and the color implementations do not need to use any additional memory to maintain consistency. For a formal description of this model, see Definition 10. This model is essentially a generalization of Local Computation Algorithms \[48\]. Given a computation problem with input x and a set of valid outputs \(F(x)\), LCAs provide query access to some \(y \in F(x)\) using only a sub-linear number of probes to x. This makes it feasible to consider sub-linear algorithms for problems where the output size is super-linear. Our model has the additional restriction that the output must be drawn uniformly at random from \(F(x)\), rather than just being an arbitrary member. Since the number of possible outputs (\(|F(x)|\)) may be exponential, it is not possible to encode all the requisite random bits in sub-linear space. Therefore, we use a source of public randomness \(R\).

Sequential Algorithm for Random Coloring

We consider graphs with max degree \(\Delta\), and \(q = \Theta(\Delta)\), since this is the regime where this problem is feasible \[22\]. In the sequential setting, \[22\] used the technique of path coupling to show that for \(q > 2\Delta\), one can sample an uniformly random coloring by using a simple Markov chain. The Markov chain proceeds in \(T\) steps. The state of the chain at time \(t\) is given by \(X_t \in [q]^{|V|}\). Specifically, the color of vertex \(v\) at step \(t\) is \(X_t^v\). In each step of the Markov process, a vertex and a color are sampled uniformly at random i.e. a pair \((v, c) \sim U(V \times [q])\). Subsequently, if the recoloring of vertex \(v\) with color \(c\) does not result in a conflict with \(v\)'s neighbors, i.e. \(c \notin \{X_t^u : u \in \Gamma(v)\}\), then the vertex is recolored i.e. \(X_{t+1}^v \leftarrow c\). After running this chain for \(T = O(n \log(n/\epsilon))\) steps, the Markov chain is mixed, implying that the distribution of resulting colors is \(\epsilon\) close to the uniform distribution in \(L_1\) distance.

5.1 Modified Glauber Dynamics based on a Distributed Algorithm

Now we define a modified Markov chain as a special case of the Local Glauber Dynamics presented in \[20\]. The modified Markov chain proceeds in epochs. We denote the initial coloring of the graph by the vector \(X^0\) and the state of the coloring after the \(k\)th epoch by \(X^k\). In the \(k\)th epoch, every node attempts to recolor itself simultaneously in a conservative manner, as described below:

- Sample \(|V|\) colors \((c_1, c_2, \cdots, c_n)\) from \([q]\), where \(c_v\) is the color proposed by vertex \(v\).
- For each vertex \(v\), we set \(X^k_v\) to \(c_v\), if and only if for all neighbors \(w\) of \(v\), \(X^{k-1}_w \neq c_v\) and \(c_w \neq c_v\). Specifically, a vertex \(v\) is recolored if and only if its proposed color \(c_v\) does not conflict with any of it’s neighbors current colors (at the end of the previous epoch), or their current proposals.

This procedure is a special case of the Local Glauber Dynamics, which was presented in \[20\] as a distributed algorithm for sampling a random coloring.\(^5\) In the distributed setting, our epochs correspond to synchronous rounds, where many vertices recolor themselves simultaneously.

In order to bound the mixing time of this Markov chain, \[20\] uses the standard technique of path coupling, introduced in \[8\]. The argument begins by considering two initial states of the Markov Chains, say two colorings \(X^0\) and \(Y^0\), that differ at only one vertex. Formally, we can define the distance between two colorings \(d(X, Y)\) as the number of vertices \(v\) such

\(^5\)Note that \[20\] also uses a marking probability \(\gamma\), which indicates the likelihood of any vertex participating in a given round. For our purposes, it suffices to set \(\gamma = 1\).
that $X_v \neq Y_v$, which results in the condition $d(X^0, Y^0) = 1$. A coupling is a joint evolution rule for a pair of states $(X^0, Y^0) \rightarrow (X^1, Y^1)$, such that both of the individual evolutions $(X^0 \rightarrow X^1)$ and $(Y^0 \rightarrow Y^1)$ have the same transition probabilities as the original Markov Chain. We can directly use the result from the coupling defined in [20].

- Lemma 40. If $q = 2a\Delta$, then there exists a coupling $(X^0, Y^0) \rightarrow (X^1, Y^1)$, such that if $d(X^0, Y^0) = 1$, then $E[d(X^1, Y^1)] \leq 1 - (1 - \frac{1}{2a}) e^{-3/\alpha} + \frac{1/2\alpha}{1-1/\alpha}$.

- Corollary 41. If $q \geq 9\Delta$ and $d(X^0, Y^0) = 1$, then $E[d(X^1, Y^1)] < \frac{1}{e^{1/2\alpha}}$.

The path coupling lemma from [8] uses a coupling on adjacent states to bound the mixing time.

- Lemma 42 (Simplified Path Coupling from [8]). If there exists a coupling $(X^0, Y^0) \rightarrow (X^1, Y^1)$ defined for states where $d(X^0, Y^0) = 1$, such that $E[d(X^1, Y^1) | X^0, Y^0] \leq \beta$ (for $\beta < 1$), then, the mixing time $\tau_{mix}(\epsilon) = O((n\epsilon^{-1})/\ln \beta^{-1})$.

- Corollary 43. If $q \geq 9\Delta$, then the chain is mixed after $\tau_{mix}(\epsilon) = 3(\ln n + \ln(\frac{1}{\epsilon}))$ epochs.

### 5.1.1 Naive Reduction from Distributed Algorithms

Using the technique of Parnas and Ron [46], one can modify a distributed algorithm for a graph problem to construct a Local Computation Algorithm for the same problem. Specifically, given a $k$-round distributed algorithm on a network of max degree $\Delta$, we can simulate the behaviour and outcome of a single node $v$ by simulating the full algorithm on the $k$-neighborhood of $v$. The simulation only requires us to probe this $k$-neighborhood, which contains $O(\Delta^k)$ nodes. However, the aforementioned distributed algorithm for Glauber Dynamics used $O(\log n)$ rounds, implying a probe complexity of $\Delta^{O(\log n)}$, which is super-linear. We show how to reduce the probe complexity by appropriately pruning the $k$-neighborhood.

### 5.2 Local Coloring Algorithm

Given query access to the adjacency matrix of a graph $G$ with maximum degree $\Delta$ and a vertex $v$, the algorithm has to output the color assigned to $v$ after running $t = O(\ln n)$ epochs of Modified Glauber Dynamics. We want to be able to answer such queries in sub-linear time, without simulating the entire Markov Chain. We will define the number of colors as $q = 2a\Delta$ where $a > 1$.

The proposals at each epoch are a vector of color samples $C^t \sim \mu_{[q]^n}$, where $C^t_v$ is the color proposed by $v$ in the $t$th epoch. Since each of these $C^t_v$ values are independent uniform samples from $[q]$, instances of our algorithm will be able to access them in a consistent manner using the public random bits $R$.

We also use $X^t$ to denote the final vector of vertex colors at the end of the $t$th epoch. Finally, we define indicator variables $\chi^t_v$ to indicate whether the color $C^t_v$ proposed by vertex $v$ was accepted at the $t$th epoch: $\chi_v^t = 1$ if and only if for all neighbors $w \in \Gamma(v)$, we satisfy the condition $C^t_v \neq X_{w}^{t-1}$ and $C^t_w \neq C^t_w$ (i.e. the proposed color does not conflict with any neighboring proposal or any neighbor’s color from the preceding epoch). So, the color of a vertex $v$ after the $t$th epoch $X_v^t$ is set to be $C^t_v$ where $i \leq t$ is the largest index such that $\chi^t_v = 1$. While the proposals $C^t_v$ can simply be read off the public random tape $R$, it is not clear how we can determine the $\chi^t_v$ values efficiently. Computing $X^t_v$ is quite simple if we know the values $\chi^t_i$ for all $i \leq t$. So, we focus our attention on the query ACCEPTED($v, t$) that returns $\chi^t_v$. 
5.2.1 Local Access to an Initial Valid Coloring

One caveat that we have not addressed is how we should initialize the Markov Chain. The starting state can be any valid coloring of $G$, but we have to be able to access the initial colors of requisite vertices in sub-linear time. One option is to simply assume that we have oracle access to an arbitrary valid coloring. We can also invoke a result from [10] that provides a Local Computation Algorithm for $(\Delta + 1)$-coloring of a graph. Specifically, they provide local access to the color of any vertex using $O(\Delta \log n)$ queries to the underlying graph, such that the returned colors are consistent with some valid coloring. Integrating their routine into our algorithm incurs a multiplicative poly$(\Delta)$ overhead for each query.

Another option is to (uniformly) randomly initialize the colors of the vertex independently of its neighbors. Although the initial coloring may be invalid, one can show that with high probability, the final coloring after running the Markov Chain is valid. The intuitive reasoning is that each vertex attempts to recolor itself $O(\log n)$ times, and each attempt succeeds with constant probability at least $1 - 1/\alpha$ (Lemma 44). Furthermore, we can union bound to claim that all the vertices get re-colored at least once with high probability. After a vertex is re-colored once, it can no longer be in conflict with any of its neighbor’s colors, and therefore we obtain a final coloring that is valid. For the sake of simplicity, we will assume that our algorithm can access the initial colors of any vertex $v$ through a public $C^0_v$.

5.2.2 Naive Coloring Implementations

Our general strategy to determine $\chi^t_v$ will be to check for all neighbors $w$ of $v$, whether $w$ causes a conflict with $v$’s proposed color in the $t^{th}$ epoch. One naive way to achieve this, is to iterate backwards from epoch $t$, querying to find out whether $w$’s proposal was accepted, until the most recent accepted proposal (latest epoch $t' < t$ such that $\chi^{t'}_w = 1$) is found. At this point, if $C^t_w = C^t_v$, then the current color of $w$ conflicts with $v$’s proposal. Otherwise there is no conflict, and we can proceed to the next neighbor. However, this process potentially makes $\Delta$ recursive calls to a sub-problem that is only slightly smaller i.e. $T(t) \leq \Delta \cdot T(t-1)$. This leads to a running time upper bound of $\Delta^t$ which is superlinear for the desired number of epochs $t = \Omega(\log n)$ (the mixing time).

We can prune the number of recursive calls by only processing the neighbors $w$ which actually proposed the color $C^t_v$ during some epoch. In this case, the expected number of neighbors that have to be probed recursively is less than $t\Delta/q$ (since the total number of neighbor proposals over $t$ epochs is at most $t\Delta$, and there are $q$ possible colors). So, the overall runtime is upper bounded by $(t\Delta/q)^t$. For this algorithm, if we allow $q > t\Delta = \Omega(\Delta \log n)$ colors, the runtime becomes sub-linear. So, we can use this simple algorithm only when $q$ is sufficiently large. However, we want a sub-linear time algorithm for $q = \mathcal{O}(\Delta)$.

5.2.3 A Sub-linear Time Algorithm for $q = \mathcal{O}(\Delta)$

The expected number of neighbors that need to be checked recursively can always be $t\Delta/q$ in the worst case. The crucial observation is that even though these recursive calls seem unavoidable, we can aim to reduce the size of the recursive sub-problem, and thus bound the number of levels of recursion.

Algorithm 5 shows our final procedure for generating $\chi^t_v$, where $c = C^t_v$ is $v$’s proposal at epoch $t$. We iterate through all neighbors $w$ of $v$, checking for conflicts (Line 3). The condition $c \neq C^t_w$ can be checked by reading $C^t_w$ off the public random tape (Line 4). If no conflict is seen, we proceed to check whether $c \neq X^{t-1}_w$. 
To achieve this, we iterate through all the epochs in reverse order (line 6) to check whether the color $c$ was ever proposed for vertex $w$. If not, we can ignore $w$. Otherwise let’s say that the most recent proposal for $c$ was at epoch $t’$ i.e. $C^t_w = c$. Now, we directly “jump” to the $(t’)$th epoch and recursively check if this proposal was accepted (line 7). If the proposal $C^t_w$ was not accepted, we keep iterating back in time until we find the next most recent epoch when $c$ was proposed by $w$, or until we run out of epochs. When we find the most recent epoch $t’$ in which $c$ was accepted i.e. $\chi^t_w = 1$, we successively consider epochs $t’ + 1, t’ + 2, t’ + 3, \ldots, t - 1$, to see whether, the color $c$ was overwritten (line 9) by an accepted proposal in a future epoch. This is done by recursively invoking $\text{Accepted}(w, t’)$ in order to compute $\chi^t_{w,t}$. If at any of these subsequent iterations, we see that a different proposal was accepted (thus overwriting the color $c$), then neighbor $w$ does not cause a conflict, and we can move on to the next neighbor. Otherwise, we have seen that $\chi^t_w = 1$ (color $c$ was accepted) and every subsequent proposal until the current epoch $t$ was rejected; this implies that color $c$ survived as the color of neighbor $w$, i.e. $\chi^{t-1}_w = c$. This leads to a conflict with $v$’s current proposal for color $c$ (line 14) and hence $\chi^t_v = 0$. If we exhaust all the neighbors and don’t find any conflicts (line 16) then $\chi^t_v = 1$.

Now we analyze the runtime of $\text{Accepted}$ by constructing and solving a recurrence relation. We will use the following lemma to evaluate the expectation of products of relevant random variables.

▶ **Lemma 44.** The probability that any given proposal is rejected $P[\chi^t_v = 0]$ is at most $1/\alpha$. Moreover, this upper bound holds even if we condition on all the values in $\mathbf{C}$ except $C^t_v$.

**Proof.** A rejection can occur due to a conflict with at most $2\Delta$ possible values in $\{C^t_w, \chi^{t-1}_w | w \in \Gamma(v)\}$. Since there are $2\alpha\Delta$ colors, the rejection probability is at most $1/\alpha$.

▶ **Definition 45.** We define $T_i$ to be a random variable indicating the number of recursive calls performed during the execution of $\text{Accepted}(v, t)$ while computing a single $\chi^t_v$. 

---

**Algorithm 5** Checking if proposal is accepted.

```
1: procedure Accepted(v, t) ▷ Find the current proposal using the public random bits
2:   c ← C^t_v
3:   for w ← Γ(v) ▷ Iterate through the neighbors, checking for conflicts
4:      if C^t_w = c ▷ Check for conflict with neighbor’s current proposal
5:         return 0
6:   for t’ ← [t, t−1, t−2, · · · , 1, 0] ▷ Check for conflict with neighbor’s prior state
7:      if C^t_w = c and Accepted(w, t’) ▷ Potential conflict with neighbor’s color
8:         overwritten ← false ▷ Check if color c is overwritten by a future proposal
9:      for ˜t ← [t’+1, t’+2, t’+3, · · · , t-1]
10:         if Accepted(w, ˜t)
11:            overwritten ← true
12:            break
13:   if not overwritten ▷ Conflict! This proposal is not accepted
14:      return 0
15:   break
16: return 1 ▷ No conflicts! This proposal is accepted
```
Definition 46. We define $W_{t'}^i$ to be a random variable indicating the number of calls to \textsc{Accepted} that are required, to check whether a color $c$ assigned at epoch $t'$ was overwritten at some epoch before $t$.

Using $\mathcal{B}(p)$ to denote the Bernoulli random variable with bias $p$, we obtain an expression for $W_{t'}^i$ (using $\leq$ to denote stochastic dominance).

$$W_{t'}^i \leq T_{t'+1} + \mathcal{B} \left( \frac{1}{\alpha} \cdot T_{t'+2} \right) + \mathcal{B} \left( \frac{1}{\alpha^2} \cdot T_{t'+3} \right) + \cdots + \mathcal{B} \left( \frac{1}{\alpha^{t-t+t-2}} \cdot T_{t-t} \right) \tag{7}$$

The above Equation 7 conservatively assumes that the call to \textsc{Accepted}(v, t' + 1) in line 10 is always invoked (resulting in $T_{t'+1}$ invocations of \textsc{Accepted}). However, the next call to \textsc{Accepted}(v, t' + 2) occurs only if the previous one was not accepted, which happens with probability $\leq 1/\alpha$ (Lemma 44). This produces the $\mathcal{B}(1/\alpha) \cdot T_{t'+2}$ term in the expression.

Next, we prove our main lemma that bounds the number of recursive calls to \textsc{Accepted}.

Lemma 47. Given graph $G$ and $q = 2\alpha \Delta$ colors, for $\alpha > 4.5$, the expected number of recursive calls to the procedure \textsc{Accepted} while computing a single $\chi_v = \text{\textsc{Accepted}}(v, t)$ is $\mathbb{E}[T_i] = \mathcal{O}(q^{1+1/\alpha})$.

Proof. We start by constructing a recurrence for the expected number of calls to \textsc{Accepted} used by the algorithm. When checking a single neighbor $w$, the algorithm iterates through all the epochs $t'$ such that $C_{w}^{t'} = c$ (in reality, only the last occurrence matters, but we are looking for an upper bound). If such a $t'$ is found (which happens with probability $1/q$ independently for each trial), there is a recursive call to \textsc{Accepted}(w, t'), which in turn results in $T_{t'}$ recursive calls to \textsc{Accepted}. If we find that $\chi_v = 1$ (i.e. $w$ was colored to $c$ at epoch $t'$), we will need to proceed to check whether the color was subsequently overwritten, which requires an additional $W_{t'}^i$ calls to \textsc{Accepted}. Summing up over all neighbors and epochs, we obtain the following bound:

$$T_i \leq \sum_{w \in \Gamma(v)} \sum_{t'=1}^{t} P[C_{w}^{t'} = c] \cdot [T_{t'} + W_{t'}^i] \tag{8}$$

$$\leq \Delta \cdot \sum_{t'=1}^{t} \mathcal{B} \left( \frac{1}{q} \right) \cdot \left[ T_{t'} + T_{t'+1} + \mathcal{B} \left( \frac{1}{\alpha} \right) \cdot T_{t'+2} + \mathcal{B} \left( \frac{1}{\alpha^2} \right) \cdot T_{t'+3} + \cdots \right. \tag{9}$$

$$\left. + \mathcal{B} \left( \frac{1}{\alpha^{t-t+t-2}} \right) \cdot T_{t-t} \right]$$

$$\leq \Delta \cdot \mathcal{B} \left( \frac{1}{q} \right) \cdot \left[ \sum_{t'=1}^{t-1} T_{t'} + \sum_{t'=1}^{t-1} T_{t'} \cdot \left( 1 + \frac{1}{\alpha} + \frac{1}{\alpha^2} + \cdots \right) \right] \tag{10}$$

In the last step, we just grouped together all the terms corresponding to the same epoch (note that we include additional terms since it’s an upper bound). Using Lemma 44 and the fact that $P[C_{w}^{t'} = c]$ is independent of all other events, we can write a recurrence for the expected number of probes.

$$\mathbb{E}[T_i] \leq \Delta \cdot \frac{1}{2\alpha} \left[ \sum_{t'=1}^{t-1} T_{t'} + \sum_{t'=1}^{t-1} T_{t'} \cdot \left( 1 + \frac{1}{\alpha} + \frac{1}{\alpha^2} + \cdots \right) \right] \leq \frac{1}{2\alpha} \cdot \sum_{t'=1}^{t-1} T_{t'} \cdot \left[ 1 + \frac{\alpha}{\alpha - 1} \right] \tag{11}$$
Now, we make the assumption that $E[T_i] \leq e^{kt/\alpha}$, and show that this satisfies the expectation recurrence for the desired value of $k$. First, we sum the geometric series:

$$\sum_{r'=1}^{t-1} E[T_{r'}] = \sum_{r'=1}^{t-1} e^{kt'/\alpha} < \frac{e^{kt/\alpha} - 1}{e^{k/\alpha} - 1}$$

The expectation recurrence to be satisfied then becomes:

$$E[T_i] \leq \frac{1}{2\alpha} \cdot \frac{e^{kt/\alpha}}{e^{k/\alpha} - 1} \cdot \left[ 1 + \frac{\alpha}{\alpha - 1} \right] = e^{kt/\alpha} \cdot \frac{2\alpha - 1}{2\alpha(\alpha - 1)(e^{k/\alpha} - 1)} = e^{kt/\alpha} \cdot f(\alpha, k)$$

We notice that for $k = 1.02$ and $\alpha > 4.5$, $f(\alpha) < 1$. This can easily be verified by checking that $f(\alpha, 1.02)$ decreases monotonically with $\alpha$ in the range $\alpha > 4.5$. Thus, our recurrence is satisfied for $k = 1.02$, and therefore the expected number of calls is $O(e^{1.02t/\alpha})$.

▶ Theorem 7. Given neighborhood query access to a graph $G$ with $n$ nodes, maximum degree $\Delta$, and $q = 2\alpha \Delta \geq 9\Delta$ colors, we can generate the color of any given node from a distribution of color assignments that is $\epsilon$-close (in $L_1$ distance) to the uniform distribution over all valid colorings of $G$, in a consistent manner, using only $O((n/\epsilon)^{3.06/\alpha} \Delta \log(n/\epsilon))$ time, probes, and public random bits per query.

Proof. Since $q \geq 9\Delta$, we can use Corollary 43 to obtain $\tau_{mix}(\epsilon) \leq 3(ln n + ln 1/\epsilon)$. Also, since $\alpha > 4.5$, we can invoke Lemma 47 to conclude that the number of calls to ACCEPTED is $O(n^{3.06/\alpha} \epsilon^{-3.06/\alpha})$. Finally, we note that each call to ACCEPTED($v, t$) potentially reads $O(t\Delta)$ color proposals from the public random tape, while iterating through all $\leq \Delta$ neighbors of $v$ in all $t$ epochs. Since $t \leq 3 ln(n/\epsilon)$, this implies that the algorithm uses $O((n/\epsilon)^{3.06/\alpha} \Delta \log(n/\epsilon))$ time and random bits, which is sub-linear for $\alpha > 3.06$.

6 Open Problems

There are many interesting directions to pursue in this area. Below, we provide a few examples of random objects that may admit local access implementations.

Small Description Size

- Provide a local access implementation of degree queries for undirected random graphs, even for $G(n, p)$. How about $i$th neighbor queries?
- For simple models such as $G(n, p)$, provide a local access implementation of a RANDOM-Trianglev) query, that returns a uniformly random triangle containing vertex v.
- Provide a memory-less local access implementation of basic queries for undirected random graphs.
- Given an ordered graph such as a lattice, provide an implementation to locally access a random perfect matching. Interesting special cases of this problem include random domino and lozenge tilings.

Huge Description Size

- Provide a faster local access implementation for sampling the color of a specified vertex in a random $q$-coloring of a bounded degree graph $G$.
- Improve the local access implementation for sampling the color of a specified vertex in a random $q$-coloring of $G$, by supporting smaller values of $q$ (smaller than $9\Delta$). We remark that this problem in particular should be feasible, by simulating a faster mixing Markov chain. The important question is whether you can you get down to $q = 2\Delta$?
Given query access to an input graph $G$ and starting vertex $v$, provide a local access implementation for sampling the location of a random walk starting at $v$ after $t$ steps. This may be feasible in certain restricted classes of graphs.

Given query access to an input DNF formula, provide an implementation to access the truth value of a single variable in a uniformly random satisfying assignment.
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A Further Analysis and Extensions of Algorithm 1: Sampling Next-Neighbor without Blocks

A.1 Performance Guarantee

This section is devoted to showing the following lemma that bounds the required resources per query of Algorithm 1. We note that we only require efficient computation of $\prod_{u \in [a, b]} (1 - p_{vu})$ (and not $\sum_{u \in [a, b]} p_{vu}$), and that for the $G(n, p)$ model, the resources required for such computation is asymptotically negligible.
As mentioned earlier, we allow any sequence of probabilities $X_{vu}$'s, but also the unused coins $C_{vu}$'s. We characterize the two collections of Bernoulli variables $\{X_{vu}\}$ and $\{Y_{vu}\}$ that cover all random choices made by Algorithm 1 as follows.

- Each $X_{vu}$ (same as $X_{uv}$) represents the result for the first coin-toss corresponding to cells $A[v][u]$ and $A[u][v]$, which is the coin-toss obtained when $X_{vu}$ becomes decided: either $C_{vu}$ during a $\text{Next-Neighbor}(v)$ call when $A[v][u] = \phi$, or $C_{vu}$ during a $\text{Next-Neighbor}(u)$ call when $A[u][v] = \phi$, whichever occurs first. This description of $X_{vu}$ respects our invariant that, if the generation process is executed to completion, we will have $A[v][u] = X_{vu}$ in all entries.

- Each $Y_{vu}$ represents the result for the second coin-toss corresponding to cell $A[v][u]$, which is the coin-toss $C_{vu}$ obtained during a $\text{Next-Neighbor}(v)$ call when $X_{vu}$ is already decided. In other words, $\{Y_{vu}\}$'s are the coin-tosses that should have been skipped but still performed in Algorithm 1 (if they have indeed been generated). Unlike the previous case, $Y_{vu}$ and $Y_{uv}$ are two independent random variables: they may be generated during a $\text{Next-Neighbor}(v)$ call and a $\text{Next-Neighbor}(u)$ call, respectively.

As mentioned earlier, we allow any sequence of probabilities $p_{vu}$ in our proof. The success probabilities of these indicators are therefore given by $P[X_{vu} = 1] = P[Y_{vu} = 1] = p_{vu}$.

### Characterizing iterations

Suppose that we compute $\text{Next-Neighbor}(v)$ and obtain an answer $u$. Then $X_{v,\text{last}[v]+1} = \cdots = X_{v,u-1} = 0$ as none of $u' \in (\text{last}[v], u)$ is a neighbor of $v$. The vertices considered in the loop of Algorithm 1 that do not result in the answer $u$, are $u' \in (\text{last}[v], u)$ satisfying $A[v][u'] = 0$ and $Y_{v,u'} = 1$; we call the iteration corresponding to such a $u'$ a failed iteration. Observe that if $X_{v,u'} = 0$ but is undecided ($A[v][u'] = \phi$), then the iteration is not failed, even if $Y_{v,u'} = 1$ (in which case, $X_{v,u'}$ takes the value of $C_{v,u'}$ while $Y_{v,u'}$ is never used).

Thus we assume the worst-case scenario where all $X_{v,u'}$ are revealed: $A[v][u'] = X_{v,u'} = 0$ for all $u' \in (\text{last}[v], u)$. The number of failed iterations in this case stochastically dominates those in all other cases.\(^6\)

---

\(^6\)There exists an adversary who can enforce this worst case. Namely, an adversary that first makes $\text{Next-Neighbor}$ queries to learn all neighbors of every vertex except for $v$, thereby filling out the whole $A$ in the process. The claimed worst case then occurs as this adversary now repeatedly makes $\text{Next-Neighbor}$ queries on $v$. In particular, a committee of $n$ adversaries, each of which is tasked to perform this series of calls corresponding to each $v$, can always expose this worst case.
Then, the upper bound on the number of failed iterations of a call \textsc{Next-Neighbor}(v) is given by the maximum number of cells \( Y_{v,u} = 1 \) of \( u' \in \text{last}[v,u] \), over any \( u \in \text{last}[v,u] \) satisfying \( X_{v,u} \cdot \text{last}[v,u] = \cdots = X_{vu} = 0 \). Informally, we are asking “of all consecutive cells of 0’s in a single row of \( \{X_{vu}\}\)-table, what is the largest number of cells of 1’s in the corresponding cells of \( \{Y_{vu}\}\)-table?”

\section*{Bounding the number of iterations required for a fixed pair \((v, \text{last}[v])\)}

We now proceed to bounding the number of iterations required over a sampled pair of \( \{X_{vu}\} \) and \( \{Y_{vu}\} \), from any probability distribution. For simplicity we renumber our indices and drop the index \((v, \text{last}[v])\) as follows. Let \( p_1, \ldots, p_L \in [0,1] \) denote the probabilities corresponding to the cells \( A[v][\text{last}[v] + 1 \ldots n] \) (where \( L = n - \text{last}[v] \)), then let \( X_1, \ldots, X_L \) and \( Y_1, \ldots, Y_L \) be the random variables corresponding to the same cells on \( A \).

For \( i = 1, \ldots, L \), define the random variable \( Z_i \) in terms of \( X_i \) and \( Y_i \) so that

- \( Z_i = 2 \) if \( X_i = 0 \) and \( Y_i = 1 \), which occurs with probability \( p_i(1-p_i) \).
- \( Z_i = 1 \) if \( X_i = Y_i = 0 \), which occurs with probability \((1 - p_i)^2\).
- \( Z_i = 0 \) if \( X_i = 1 \), which occurs with probability \( p_i \).
- \( Z_i \) represents the event where \( i \) is a neighbor, the iteration fails.

For \( \ell \in [L] \), define the random variable \( M_\ell := \prod_{i=1}^\ell Z_i \), and \( M_0 = 1 \) for convenience. If \( X_i = 1 \) for some \( i \in [\ell, \ell] \), then \( Z_i = 0 \) and \( M_\ell = 0 \). Otherwise, \( \log M_\ell \) counts the number of indices \( i \in [\ell] \) with \( Y_i = 1 \), the number of failed iterations. Therefore, \( \log(\max_{\ell \in [0,\ldots,L]} M_\ell) \) gives the number of failed iterations this \textsc{Next-Neighbor}(v) call.

To bound \( M_\ell \), observe that for any \( \ell \in [L] \), \( \mathbb{E}[Z_i] = 2p_i(1-p_i) + (1-p_i)^2 = 1 - p_i^2 \leq 1 \) regardless of the probability \( p_i \in [0,1] \). Then, \( \mathbb{E}[M_\ell] = \mathbb{E}[\prod_{i=1}^\ell Z_i] = \prod_{i=1}^\ell \mathbb{E}[Z_i] \leq 1 \) because \( Z_i \)'s are all independent. By Markov’s inequality, for any \( \ell \in [L] \), \( \Pr[\log M_\ell > r] = \Pr[M_\ell > 2^r] < 2^{-r} \). By the union bound, the probability that more than \( r \) failed iterations are encountered is \( \Pr[\log(\max_{\ell \in [0,\ldots,L]} M_\ell) > r] < L \cdot 2^{-r} \leq n \cdot 2^{-r} \).

\section*{Establishing the overall performance guarantee}

So far we have deduced that, for each pair of a vertex \( v \) and its \text{last}[v], the probability that the call \textsc{Next-Neighbor}(v) encounters more than \( r \) failed iterations is less than \( n \cdot 2^{-r} \), which is at most \( n^{c-2} \) for any desired constant \( c \) by choosing a sufficiently large \( r = \Theta(\log n) \). As Algorithm 1 may need to support up to \( \Theta(n^2) \) \textsc{Next-Neighbor} calls, one corresponding to each pair \((v, \text{last}[v])\), the probability that it ever encounters more than \( O(\log n) \) failed iterations to answer a single \textsc{Next-Neighbor} query is at most \( n^{-c} \). That is, with high probability, \( O(\log n) \) iterations are required per \textsc{Next-Neighbor} call, which concludes the proof of Theorem 48.

\section{A.2 Supporting Vertex-Pair Queries}

We extend our implementation (Algorithm 1) to support the \textsc{Vertex-Pair} queries: given a pair of vertices \((u, v)\), decide whether there exists an edge \( \{u, v\} \) in the generated graph. To answer a \textsc{Vertex-Pair} query, we must first check whether the value \( X_{uv} \) for \( \{u, v\} \) has already been assigned, in which case we answer accordingly. Otherwise, we must make a coin-flip with the corresponding bias \( p_{uv} \) to assign \( X_{uv} \), deciding whether \( \{u, v\} \) exists in the generated graph. If we maintained the full \( A \), we would have been able to simply set \( A[u][v] \) and \( A[v][u] \) to this new value. However, our more efficient Algorithm 1 that represents \( A \) compactly via \text{last} and \( P_u \)'s cannot record arbitrary modifications to \( A \).
Observe that if we were to apply the trivial implementation of \textsc{Vertex-Pair}, then by Lemma 12, \textit{last} and \textit{P}_i’s will only fail capture the state \(A[v][u] = 0\) when \(u > \text{last}[v]\) and \(v > \text{last}[u]\). Fortunately, unlike \textsc{Next-Neighbor} queries, a \textsc{Vertex-Pair} query can only set one cell \(A[v][u]\) to 0 per query, and thus we may afford to store these changes explicitly.\(^7\) To this end, we define the set \(Q = \{\{u, v\} : X_{uv} \text{ is assigned to 0 during a \textsc{Vertex-Pair} query}\}\), maintained as a hash table. Updating \(Q\) during \textsc{Vertex-Pair} queries is trivial: we simply add \(\{u, v\}\) to \(Q\) before we finish processing the query if we set \(A[u][v] = 0\). Conversely, we need to add \(u\) to \(P_i\) and add \(v\) to \(P_u\) if the \textsc{Vertex-Pair} query sets \(A[u][v] = 1\) as usual, yielding the following observation. It is straightforward to verify that each \textsc{Vertex-Pair} query requires \(O(\log n)\) time, \(O(1)\) random \(N\)-bit word, and \(O(1)\) additional space per query.

\begin{lemma}
\textbf{Lemma 49.} The data structures \textit{last}, \textit{P}_i’s and \(Q\) together provide a succint representation of \(A\) when \textsc{Next-Neighbor} queries (modified Algorithm 1) and \textsc{Vertex-Pair} queries are allowed. In particular, \(A[v][u] = 1\) if and only if \(u \in \textit{P}_i\). Otherwise, \(A[v][u] = 0\) if \(u < \text{last}[v]\), \(v < \text{last}[u]\), or \(\{v, u\} \in Q\). In all remaining cases, \(A[v][u] = \phi\).
\end{lemma}

We now explain other necessary changes to Algorithm 1. In the implementation of \textsc{Next-Neighbor}, an iteration is not failed when the chosen \(X_{vu}\) is still undecided: \(A[v][u]\) must still be \(\phi\). Since \(X_{vu}\) may also be assigned to 0 via a \textsc{Vertex-Pair}(\(v, u\)) query, we must also consider an iteration where \(\{v, u\} \in Q\) failed. That is, we now require one additional condition \(\{v, u\} \notin Q\) for termination (which only takes \(O(1)\) time to verify per iteration). As for the analysis, aside from handling the fact that \(X_{vu}\) may also become decided during a \textsc{Vertex-Pair} call, and allowing the states of the algorithm to support \textsc{Vertex-Pair} queries, all of the remaining analysis for correctness and performance guarantee still holds.

Therefore, we have established that our augmentation to Algorithm 1 still maintains all of its (asymptotic) performance guarantees for \textsc{Next-Neighbor} queries, and supports \textsc{Vertex-Pair} queries with complexities as specified above, concluding the following corollary. We remark that, as we do not aim to support \textsc{Random-Neighbor} queries, this simple algorithm here provides significant improvement over the performance of \textsc{Random-Neighbor} queries (given in Corollary 19).

\begin{corollary}
\textbf{Corollary 50.} Algorithm 1 can be modified to allow an implementation of \textsc{Vertex-Pair} query as explained above, such that the resource usages per query still asymptotically follow those of Theorem 48.
\end{corollary}

\section{Omitted Details from Section 3: Undirected Random Graph Implementations}

\subsection{Removing the Perfect-Precision Arithmetic Assumption}

In this section we remove the perfect-precision arithmetic assumption. Instead, we only assume that it is possible to compute \(\prod_{u=a}^{b}(1 - p_{vu})\) and \(\sum_{u=a}^{b} p_{vu}\) to \(N\)-bit precision, as well as drawing a random \(N\)-bit word, using polylogarithmic resources. Here we will focus on proving that the family of the random graph we generate via our procedures is statistically close to that of the desired distribution. The main technicality of this lemma arises from the fact that, not only the implementation is randomized, but the agent interacting with the implementation may choose their queries arbitrarily (or adversarially): our proof must handle any sequence of random choices the implementation makes, and any sequence of queries the agent may make.

\footnote{The disadvantage of this approach is that the implementation may allocate more than \(\Theta(m)\) space over the entire graph generation process, if \textsc{Vertex-Pair} queries generate many of these 0’s.}
Observe that the distribution of the graphs constructed by our implementation is governed entirely by the samples \( u \) drawn from \( F(v, a, b) \) in Algorithm 3. By our assumption, the CDF of any \( F(v, a, b) \) can be efficiently computed from \( \prod_{n=0}^{u} (1 - p_{nv}) \), and thus sampling with error in the \( L_1 \)-distance requires a random \( N \)-bit word and a binary-search in \( O(\log(b + a + 1)) = O(\log n) \) iterations. Using this crucial fact, we prove our lemma that removes the perfect-precision arithmetic assumption.

\textbf{Lemma 51.} If Algorithm 3 (the \texttt{Fill} operation) is repeatedly invoked to construct a graph \( G \) by drawing the value \( u \) for at most \( S \) times in total, each of which comes from some distribution \( F(v, a, b) \) that is \( \epsilon \)-close in \( L_1 \)-distance to the correct distribution \( F(v, a, b) \) that perfectly generates the desired distribution \( G \) over all graphs, then the distribution \( G' \) of the generated graph \( G \) is \((\epsilon S)\)-close to \( G \) in the \( L_1 \)-distance.

\textbf{Proof.} For simplicity, assume that the algorithm generates the graph to completion according to a sequence of up to \( n^2 \) distinct blocks \( B = \langle B_{u_1}^{(1)}, B_{u_2}^{(2)} \ldots \rangle \), where each \( B_{u_i}^{(u)} \) specifies the unfilled block in which any query instigates a \texttt{Fill} function call. Define an internal state of our implementation as the triplet \( s = (k, u, A) \), representing that the algorithm is currently processing the \( k \)-th \texttt{Fill}, in the iteration (the \texttt{repeat} loop of Algorithm 3) with value \( u \), and have generated \( A \) so far. Let \( t_A \) denote the terminal state after processing all queries and having generated the graph \( G_A \) represented by \( A \). We note that \( A \) is used here in the analysis but not explicitly maintained; further, it reflects the changes in every iteration: as \( u \) is updated during each iteration of \texttt{Fill}, the cells \( A[v][u'] = \phi \) for \( u' < u \) (within that block) that has been skipped are also updated to \( 0 \).

Let \( S \) denote the set of all (internal and terminal) states. For each state \( s \), the implementation samples \( u \) from the corresponding \( F'(v, a, b) \) where \( \|F(v, a, b) - F'(v, a, b)\|_1 \leq \epsilon = \frac{1}{\text{poly}(n)} \). then moves to a new state according to \( u \). In other words, there is an induced pair of collection of distributions over the states: \((T, T')\) where \( T = \{T_s\}_{s \in S}, T' = \{T'_s\}_{s \in S}, \) such that \( T_s(s') \) and \( T'_s(s') \) denote the probability that the algorithm advances from \( s \) to \( s' \) by using a sample from the correct \( F(v, a, b) \) and from the approximated \( F'(v, a, b) \), respectively. Consequently, \( \|T_s - T'_s\|_1 \leq \epsilon \) for every \( s \in S \).

The implementation begins with the initial (internal) state \( s_0 = (1, 0, A_\phi) \) where all cells of \( A_\phi \) are \( \phi \)'s, goes through at most \( S = O(n^2) \) other states (as there are up to \( n^2 \) values of \( k \) and \( O(n) \) values of \( u \)), and reach some terminal state \( t_A \), generating the entire graph in the process. Let \( \pi = \langle s_0^0 = s_0, s_1^I, \ldots, s^n_{\pi} = t_A \rangle \) for some \( A \) denote a sequence ("path") of up to \( S + 1 \) states the algorithm proceeds through, where \( \ell(\pi) \) denote the number of transitions it undergoes. For simplicity, let \( T_{t_A}(t_A) = 1 \), and \( T_{t_A}(s) = 0 \) for all state \( s \neq t_A \), so that the terminal state can be repeated and we may assume \( \ell(\pi) = S \) for every \( \pi \). Then, for the correct transition probabilities described as \( T \), each \( \pi \) occurs with probability \( q(\pi) = \prod_{i=1}^{S} T_{s_{i-1}}(s_i) \), and thus \( G(G_A) = \sum_{\pi, s^n_{\pi} = t_A} q(\pi) \).

Let \( T^\text{min} = \{T^\text{min}_s\}_{s \in S} \) where \( T^\text{min}_s(s') = \min(T_s(s'), T'_s(s')) \), and note that each \( T^\text{min}_s \) is not necessarily a probability distribution. Then, \( \sum_s T^\text{min}_s(s) = 1 - \|T_s - T'_s\|_1 \geq 1 - \epsilon \). Define \( q', q^\text{min}(G_A), G^\text{min}(G_A) \) analogously, and observe that \( q^\text{min}(\pi) \leq \min\{q(\pi), q'(\pi)\} \) for every \( \pi \), so \( G^\text{min}(G_A) \leq \min\{G(G_A), G'(G_A)\} \) for every \( G_A \) as well. In other words, \( q^\text{min}(\pi) \) lower bounds the probability that the algorithm, drawing samples from the correct distributions or the approximated distributions, proceeds through states of \( \pi \); consequently, \( G^\text{min}(G_A) \) lower bounds the probability that the algorithm generates the graph \( G_A \).
Next, consider the probability that the algorithm proceeds through the prefix \( \pi_i = \langle s_0, \ldots, s_{i}^{\tau} \rangle \) of \( \pi \). Observe that for \( i \geq 1 \),

\[
\sum_{\pi} q_{i}^{\min}(\pi_{i}) = \sum_{\pi} q_{i}^{\min}(\pi_{i-1}) \cdot T_{s_{i-1}}^{\min}(\pi_{i}) = \sum_{s, s'} q_{i}^{\min}(\pi_{i-1}) \cdot T_{s_{i-1}}^{\min}(s')
\]

\[
= \sum_{s} T_{s}^{\min}(s') \sum_{\pi} q_{i}^{\min}(\pi_{i-1}) \geq (1 - \epsilon) \sum_{\pi} q_{i}^{\min}(\pi_{i-1}).
\]

Roughly speaking, at least a factor of \( 1 - \epsilon \) of the “agreement” between the distributions over states according to \( T \) and \( T' \) is necessarily conserved after a single sampling process. As \( \sum_{\pi} q_{i}^{\min}(\pi_{0}) = 1 \) because the algorithm begins with \( s_0 = (1,0,A_{\phi}) \), by an inductive argument we have \( \sum_{\pi} q_{i}^{\min}(\pi) = \sum_{\pi} q_{i}^{\min}(\pi_{0}) \geq (1 - \epsilon)^{S} \leq 1 - \epsilon S \). Hence, \( \sum_{G_{\phi}} \min\{G(G_{\phi}),G'(G_{\phi})\} \geq \sum_{G_{\phi}} G^{\min}(G_{\phi}) \geq 1 - \epsilon S \), implying that \( \|G - G'\|_1 \leq \epsilon S \), as desired. In particular, by substituting \( \epsilon = \frac{1}{\text{poly}(n)} \) and \( S = O(n^3) \), we have shown that Algorithm 3 only creates a \( \frac{1}{\text{poly}(n)} \) error in the \( L_1 \)-distance.

We remark that \textsc{Random-Neighbor} queries also require that the returned edge is drawn from a distribution that is close to a uniform one, but this requirement applies only per query rather than over the entire execution of the generator. Hence, the error due to the selection of a random neighbor may be handled separately from the error for generating the random graph; its guarantee follows straightforwardly from a similar analysis.

### B.2 Bounding Block Sizes

**Lemma 13.** With high probability, the number of neighbors in every block, \( |\Gamma^{(i)}(v)| \), is at most \( O(\log n) \).

**Proof.** Fix a block \( B_{v}^{(i)} \), and consider the Bernoulli RVs \( \{X_{vu}\}_{u \in B_{v}^{(i)}} \). The expected number of neighbors in this block is \( E[|\Gamma^{(i)}(v)|] = E[\sum_{u \in B_{v}^{(i)}} X_{vu}] < L + 1 \). Via the Chernoff bound,

\[ P\left[ |\Gamma^{(i)}(v)| > (1 + 3\epsilon \log n) \cdot L \right] \leq e^{-\frac{3\epsilon \log n \cdot L}{4}} = n^{-\Theta(c)} \]

for any constant \( c > 0 \). 

**Lemma 14.** With high probability, for every \( v \) such that \( |B_{v}| = \Omega(\log n) \) \((\text{i.e., } E = \Omega(\log n))\), at least a 1/3-fraction of the blocks \( \{B_{v}^{(i)}\}_{1 \leq |B_{v}|} \) are non-empty.

**Proof.** For \( i < |B_{v}| \), since \( E[|\Gamma^{(i)}(v)|] = E[\sum_{u \in B_{v}^{(i)}} X_{vu}] > L - 1 \), we bound the probability that \( B_{v}^{(i)} \) is empty:

\[ P[B_{v}^{(i)} \text{ is empty}] = \prod_{u \in B_{v}^{(i)}} (1 - p_{vu}) \leq e^{-\sum_{u \in B_{v}^{(i)}} p_{vu}} \leq e^{1^{-L} = c} \]

for any arbitrary small constant \( c \) given sufficiently large constant \( L \). Let \( T_{i} \) be the indicator for the event that \( B_{v}^{(i)} \) is not empty, so \( E1 - c \). By the Chernoff bound, the probability that less than \( |B_{v}|/3 \) blocks are non-empty is

\[ P\left[ \sum_{i \in |B_{v}|} T_{i} < \frac{|B_{v}|}{3} \right] < P \left[ \sum_{i \in |B_{v}| - 1} T_{i} < \frac{|B_{v} - 1|}{3} \right] \leq e^{-\Theta(|B_{v} - 1|) = n^{-\Omega(1)}} \]

as \( |B_{v}| = \Omega(\log n) \) by assumption.
Next-Neighbor Implementation with Deterministic Performance Guarantee

In this section, we construct data structures that allow us to sample for the next neighbor directly by considering only the cells $A[v][u] = \phi$ in the Erdős-Rényi model and the Stochastic Block model. This provides $\text{poly}(\log n)$ worst-case performance guarantee for implementations supporting only the Next-Neighbor queries. We may again extend this data structure to support Vertex-Pair queries, however, at the cost of providing $\text{poly}(\log n)$ amortized performance guarantee instead.

In what follows, we first focus on the $G(n, p)$ model, starting with Next-Neighbor queries (Section C.1) then extend to Vertex-Pair queries (Section C.2). We then explain how this result may be generalized to support the Stochastic Block model with random community assignment in Section C.3.

C.1 Data structure for next-neighbor queries in the Erdős-Rényi model

```
Algorithm 6 Alternate implementation.

procedure Next-Neighbor(v)
    $w \leftarrow \min K_v$, or $n + 1$ if $K_v = \emptyset$
    $t \leftarrow \text{count}(v)$
    sample $F \sim \text{ExactF}(p, t)$
    if $F \leq t$
        $u \leftarrow \text{pick}(v, F)$
        $K_u \leftarrow K_u \cup \{v\}$
    else
        $u \leftarrow w$
        if $u \neq n + 1$
            $K_v \leftarrow K_v \setminus \{u\}$
    $\text{update}(v, u)$
    last[v] $\leftarrow u$
    return $u$
```

Recall that $\text{Next-Neighbor}(v)$ is given by $\min \{u > \text{last}[v] : X_{vu} = 1\}$ (or $n + 1$ if no satisfying $u$ exists). To aid in computing this quantity, we define:

$K_v = \{u \in (\text{last}[v], n] : A[v][u] = 1\}$,

$w_v = \min K_v$, or $n + 1$ if $K_v = \emptyset$,

$T_v = \{u \in (\text{last}[v], w_v) : A[v][u] = \phi\}$.

The ordered set $K_v$ is only defined for ease of presentation: it is equivalent to $(\text{last}[v], n] \cap P_v$, recording the known neighbors of $v$ after $\text{last}[v]$ (i.e., those that have not been returned as an answer by any Next-Neighbor(v) query yet). The quantity $w_v$ remains unchanged but is simply restated in terms of $K_v$. $T_v$ specifies the list of candidates $u$ for Next-Neighbor(v) with $A[v][u] = \phi$; in particular, all candidates $u$’s, such that the corresponding RVs $X_{vu} = 0$ are decided, are explicitly excluded from $T_v$.

Unlike the approach of Algorithm 1 that simulates coin-flips even for decided $X_{vu}$’s, here we only flip undecided coins for the indices in $T_v$: we have $|T_v|$ Bernoulli trials to simulate. Let $F$ be the random variable denoting the first index of a successful trial out of
27:52 Local Access to Huge Random Objects Through Partial Sampling

$|T_v|$ coin-flips, or $|T_v| + 1$ if all fail; denote the distribution of $F$ by $\text{ExactF}(p, |T|)$. The CDF of $F$ is given by $\Pr[F = f] = 1 - (1 - p)^f$ for $f \leq |T_v|$ (i.e., there is some success trial in the first $f$ trials), and $\Pr[F = |T_v| + 1] = 1$. Thus, we must design a data structure that can compute $w_v$, compute $|T_v|$, find the $F$th minimum value in $T_v$, and update $A[v][u]$ for the $F$th lowest values $u \in T_v$ accordingly.

Let $k = \lceil \log n \rceil$. We create a range tree, where each node itself contains a balanced binary search tree (BBST), storing last values of its corresponding range. Formally, for $i \in [0, n/2^k)$ and $j \in [0, k]$, the $i$th node of the $j$th level of the range tree, stores last[v] for every $v \in (i \cdot 2^k - j, (i + 1) \cdot 2^k - j)$. Denote the range tree by $R$, and each BBST corresponding to the range $[a, b]$ by $B_{[a,b]}$. We say that the range $[a, b]$ is canonical if it corresponds to a range of some $B_{[a,b]}$ in $R$.

Again, to allow fast initialization, we make the following adjustments from the given formalization above: (1) values last[v] = 0 are never stored in any $B_{[a,b]}$, and (2) each $B_{[a,b]}$ is created on-the-fly during the first occasion it becomes non-empty. Further, we augment each $B_{[a,b]}$ so that each of its node maintains the size of the subtree rooted at that node: this allows us to count, in $O(\log n)$ time, the number of entries in $B_{[a,b]}$ that is no smaller than a given threshold.

Observe that each $v$ is included in exactly one $B_{[a,b]}$ per level in $R$, so $k + 1 = O(\log n)$ copies of last[v] are stored throughout $R$. Moreover, by the property of range trees, any interval can be decomposed into a disjoint union of $O(\log n)$ canonical ranges. From these properties we implement the data structure $R$ to support the following operations. (Note that $R$ is initially an empty tree, so initialization is trivial.)

- **COUNT(v)**: compute $|T_v|$. We break (last[v], $w_v$) into $O(\log n)$ disjoint canonical ranges $[a_i, b_i]$’s each corresponding to some $B_{[a,b]}$; then compute $t_{[a_i, b_i]} = \{u \in [a_i, b_i] : \text{last}[u] < v\}$, and return $\sum_i t_{[a_i, b_i]}$. The value $t_{[a_i, b_i]}$ is obtained by counting the entries of $B_{[a_i, b_i]}$ that is at least $v$, then subtract it from $b_i - a_i + 1$; we cannot count entries less than $v$ because last[u] = 0 are not stored.

- **PICK(v, F)**: find the $F$th minimum value in $T_v$ (assuming $F \leq |T_v|$). We again break (last[v], $w_v$) into $O(\log n)$ canonical ranges $[a_i, b_i]$’s, compute $t_{[a_i, b_i]}$’s, and identify the canonical range $[a^*, b^*]$ containing the $i$th smallest element (i.e., $[a_i, b_i]$ with the smallest $b$ satisfying $\sum_{j<i} t_{[a_j, b_j]} \geq F$ assuming ranges are sorted). Binary-search in $[a^*, b^*]$ to find exactly the $i$th smallest element of $T$. This is accomplished by traversing $R$ starting from the range $[a^*, b^*]$ down to a leaf, at each step computing the children’s $T_{[a,b]}$’s and deciding which child’s range contains the desired element.

- **UPDATE(v, u)**: simulate coin-flips, assigning $X_{uv} \leftarrow 1$, and $X_{v,u} \leftarrow 0$ for $u' \in (\text{last}[v], u) \cap T_v$. This is done implicitly by handling the change last[v] ← u: for each BBST $B_{[a,b]}$ where $v \in [a, b]$, remove the old value of last[v] and insert $u$ instead.

It is straightforward to verify that all operations require at most $O(\log^2 n)$ time and $O(\log n)$ additional space per call. The overall implementation is given in Algorithm 6, using the same asymptotic time and additional space. Recall also that sampling $F \sim \text{ExactF}(p, t)$ requires $O(\log n)$ time and one $N$-bit random word for the $G(n, p)$ model.

### C.2 Data structure for Vertex-Pair queries in the Erdős-Rényi model

Recall that we define $Q$ in Algorithm 1 as the set of pairs $(u, v)$ where $X_{uv}$ is assigned to 0 during a Vertex-Pair query, allowing us to check for modifications of $A$ not captured by last[v] and $K_v$. Here in Algorithm 6, rather than checking, we need to be able to count such entries. Thus, we instead create a BBST $Q_v'$ for each $v$ defined as:
This definition differs from that of $Q$ in Section A.2 in two aspects. First, we ensure that each $A[v][u] = 0$ is recorded by either $\text{last}$ (via Lemma 12) or $Q'_v$ (explicitly), but not both. In particular, if $u$ were to stay in $Q'_v$ when $\text{last}[v]$ increases beyond $u$, we would have double-counted these entries 0 not only recorded by $Q'_v$ but also implied by $\text{last}[v]$ and $K_v$.

By having a BBST for each $Q'_v$, we can compute the number of 0’s that must be excluded from $T_v$, which cannot be determined via $\text{last}[v]$ and $K_v$ alone: we subtract these from any counting process done in the data structure $R$.

Second, we maintain $Q'_v$ separately for each $v$ as an ordered set, so that we may identify non-neighbors of $v$ within a specific range – this allows us to remove non-neighbors in specific range, ensuring that the first aspect holds. More specifically, when we increase $\text{last}[v]$, we must go through the data structure $Q'_v$ and remove all $u < \text{last}[v]$, and for each such $u$, also remove $v$ from $Q'_u$. There can be as many as linear number of such $u$, but the number of removals is trivially bounded by the number of insertions, yielding an amortized time performance guarantee in the following theorem. Aside from the deterministic guarantee, unsurprisingly, the required amount of random words for this algorithm is lower than that of the algorithm from Section A (given in Theorem 48 and Corollary 50).

\begin{tcbitemize}
\item \textbf{Theorem 52.} Consider the Erdős-Rényi $G(n,p)$ model. For \textbf{Next-Neighbor} queries only, Algorithm 6 is an implementation that answers each query using $O(\log^2 n)$ time, $O(\log n)$ additional space, and one $N$-bit random word. For \textbf{Next-Neighbor} and \textbf{vertex pair} queries, an extension of Algorithm 6 answers each query using $O(\log^2 n)$ amortized time, $O(\log n)$ additional space, and one $N$-bit random word.
\end{tcbitemize}

\subsection{C.3 Data structure for the Stochastic Block model}

We employ the data structure for generating and counting the number of vertices of each community in a specified range from Section 3.4.2. We create $r$ different copies of the data structure $R$ and $Q'_v$, one for each community, so that we may implement the required operations separately for each color, including using the \texttt{count} subroutine to sample $F \sim \text{ExactF}$ via the corresponding CDF, and picking the next neighbor according to $F$. Recall that since we do not store $\text{last}[v] = 0$ in $R$, and we only add an entry to $K_v$, $P_v$ or $Q'_v$ after drawing the corresponding $X_{uv}$, the communities of the endpoints, which cover all elements stored in these data structures, must have already been determined. Thus, we obtain the following corollary for the Stochastic Block model.

\begin{tcbitemize}
\item \textbf{Corollary 53.} Consider the Stochastic Block model with randomly-assigned communities. For \textbf{Next-Neighbor} queries only, Algorithm 6 is an implementation that answers each query using $O(r \log(n))$ time, random words, and additional space per query. For \textbf{Next-Neighbor} and \textbf{vertex-pair} queries, Algorithm 6 answers each query using $O(r \log(n))$ amortized time, $O(r \log(n))$ random words, and $O(r \log(n))$ additional space per query additional space, and one $N$-bit random word.
\end{tcbitemize}

\section{D Sampling from the Multivariate Hypergeometric Distribution}

Consider the following random experiment. Suppose that we have an urn containing $B \leq n$ marbles (representing vertices), each occupies one of the $r$ possible colors (representing communities) represented by an integer from $[r]$. The number of marbles of each color in the
urn is known: there are $C_k$ indistinguishable marbles of color $k \in [r]$, where $C_1 + \cdots + C_r = B$. Consider the process of drawing $\ell \leq B$ marbles from this urn without replacement. We would like to sample how many marbles of each color we draw.

More formally, let $\mathbf{C} = (c_1, \ldots, c_r)$, then we would like to (approximately) sample a vector $\mathbf{S}^C_\ell$ of $r$ non-negative integers such that

$$
\Pr[\mathbf{S}^C_\ell = (s_1, \ldots, s_r)] = \frac{\binom{c_1}{s_1} \cdot \binom{c_2}{s_2} \cdots \binom{c_r}{s_r}}{\binom{C_1 + \cdots + C_r}{\ell}}
$$

where the distribution is supported by all vectors satisfying $s_k \in \{0, \ldots, C_k\}$ for all $k \in [r]$ and $\sum_{k=1}^r s_k = \ell$. This distribution is referred to as the multivariate hypergeometric distribution.

The sample $\mathbf{S}^C_\ell$ above may be generated easily by simulating the drawing process, but this may take $\Omega(\ell)$ iterations, which have linear dependency in $n$ in the worst case: $\ell = \Theta(B) = \Theta(n)$. Instead, we aim to generate such a sample in $O(r \cdot \text{poly}(\log n))$ time with high probability. We first make use of the following procedure from [26].

▶ Lemma 54. Suppose that there are $T$ marbles of color 1 and $B - T$ marbles of color 2 in an urn, where $B \leq n$ is even. There exists an algorithm that samples $(s_1, s_2)$, the number of marbles of each color appearing when drawing $B/2$ marbles from the urn without replacement, in $O(\text{poly}(\log n))$ time and random words. Specifically, the probability of sampling a specific pair $(s_1, s_2)$ where $s_1 + s_2 = T$ is approximately $\binom{T/2}{s_1} / \binom{T}{s_1}$ with error of at most $n^{-c}$ for any constant $c > 0$.

In other words, the claim here only applies to the two-color case, where we sample the number of marbles when drawing exactly half of the marbles from the entire urn ($r = 2$ and $\ell = B/2$). First we generalize this claim to handle any desired number of drawn marbles $\ell$ (while keeping $r = 2$).

▶ Lemma 55. Given $C_1$ marbles of color 1 and $C_2 = B - C_1$ marbles of color 2, there exists an algorithm that samples $(s_1, s_2)$, the number of marbles of each color appearing when drawing $\ell$ marbles from the urn without replacement, in $O(\text{poly}(\log B))$ time and random words.

Proof. For the base case where $B = 1$, we trivially have $\mathbf{S}^C_1 = \mathbf{C}_1$ and $\mathbf{S}^C_0 = \mathbf{C}_2$. Otherwise, for even $B$, we apply the following procedure.

- If $\ell \leq B/2$, generate $\mathbf{C'} = \mathbf{S}^C_{B/2}$ using Lemma 54.
- If $\ell = B/2$ then we are done.
- Else, for $\ell < B/2$ we recursively generate $\mathbf{S}^C_\ell$.
- Else, for $\ell > B/2$, we generate $\mathbf{S}^C_{B-\ell}$ as above, then output $\mathbf{C} - \mathbf{S}^C_{B-\ell}$.

On the other hand, for odd $B$, we simply simulate drawing a single random marble from the urn before applying the above procedure on the remaining $B - 1$ marbles in the urn. That is, this process halves the domain size $B$ in each step, requiring $\log B$ iterations to sample $\mathbf{S}^C_\ell$.

Lastly we generalize to support larger $r$.

▶ Theorem 21. Given $B$ marbles of $r$ different colors, such that there are $C_i$ marbles of color $i$, there exists an algorithm that samples $(s_1, s_2, \ldots, s_r)$, the number of marbles of each color appearing when drawing $\ell$ marbles from the urn without replacement, in $O(r \cdot \text{poly}(\log B))$ time and random words.
Theorem 56. Given $B$ marbles of $r$ different colors in $[r]$, such that there are $C_i$ marbles of color $i$ and a parameter $k \leq r$, there exists an algorithm that samples $s_1 + s_2 + \cdots + s_k$, the number of marbles among the first $k$ colors appearing when drawing $\ell$ marbles from the urn without replacement, in $O(\text{poly}(\log B))$ time and random words.

Proof. Since we don’t have to find the individual counts, we can be more efficient by grouping half the colors together at each step. Formally, we define a pair $D = \langle D_1, D_2 \rangle$ where $D_1 = C_1 + C_2 + \cdots + C_{r/2}$ and $D_2 = C_{r/2+1} + \cdots + C_{r-1} + C_r$. We then generate $\langle D'_1, D'_2 \rangle = S^D$.

- If $k < r/2$, we recursively solve the problem with the first $r/2$ colors, $B \leftarrow D'_1$, and the original value of $k$.
- If $k > r/2$, we recurse on the last $r/2$ colors, $B$ set to $D'_2$, and $k$ set to $k - r/2$. In this case, we add $D'_1$ to the returned value.
- Otherwise, $k = r/2$ and we can return $D'_1$.

The number of recursive calls is $O(\log r) = O(\log B)$ (since $r \leq B$). So, the overall runtime is $O(\text{poly}(\log B))$. □

E Local-Access Implementations for Random Directed Graphs

In this section, we consider Kleinberg’s Small-World model [31, 37] where the probability that a directed edge $(u, v)$ exists is $\min\{c/(\text{dist}(u, v))^2, 1\}$. Here, $\text{dist}(u, v)$ is the Manhattan distance between $u$ and $v$ on a $\sqrt{n} \times \sqrt{n}$ grid. We begin with the case where $c = 1$, then generalize to different values of $c = \log^{\Theta(1)}(n)$. We aim to support $\text{ALL-NEIGHBORS}$ queries using $\text{poly}(\log n)$ resources. This returns the entire list of out-neighbors of $v$.

E.1 Implementation for $c = 1$

Observe that since the graphs we consider here are directed, the answers to the $\text{ALL-NEIGHBOR}$ queries are all independent: each vertex may determine its out-neighbors independently. Given a vertex $v$, we consider a partition of all the other vertices of the graph into sets \(\{\Gamma^u_v, \Gamma^v_u, \ldots\}\) by distance: $\Gamma^u_v = \{u : \text{dist}(u, v) = k\}$ contains all vertices at a distance $k$ from vertex $v$. Observe that $|\Gamma^u_v| \leq 4k = O(k)$. Then, the expected number of edges from $v$ to vertices in $\Gamma^u_v$ is therefore $|\Gamma^u_v| \cdot 1/k^2 = O(1/k)$. Hence, the expected degree of $v$ is at most $\sum_{k=1}^{\sqrt{n}-1} O(1/k) = O(\log n)$. It is straightforward to verify that this bound holds with high probability (use Hoeffding’s inequality). Since the degree of $v$ is small, in this model we can afford to perform $\text{ALL-NEIGHBORS}$ queries instead of $\text{NEXT-NEIGHBOR}$ queries using an additional $\text{poly}(\log n)$ resources.

Nonetheless, internally in our implementation, we generate our neighbors one-by-one similarly to how we process $\text{NEXT-NEIGHBOR}$ queries. We perform our sampling in two phases. In the first phase, we compute a distance $d$, such that the next neighbor closest to $v$ is at distance $d$. We maintain $\text{last}[v]$ to be the last computed distance. In the second phase, we
generate all neighbors of \( v \) at distance \( d \), under the assumption that there must be at least one such neighbor. For simplicity, we generate these neighbors as if there are full \( 4d \) vertices at distance \( d \) from \( v \): some generated neighbors may lie outside our \( \sqrt{n} \times \sqrt{n} \) grid, which are simply discarded. As the running time of our implementation is proportional to the number of implementation neighbors, then by the bound on the number of neighbors, this assumption does not asymptotically worsen the performance of the implementation.

### E.1.1 Phase 1: Generate the distance \( D \)

Let \( a = \text{last}[v] + 1 \), and let \( D(a) \) to denote the probability distribution of the distance where the next closest neighbor of \( v \) is located, or \( \perp \) if there is no neighbor at distance at most \( 2(\sqrt{n} - 1) \). That is, if \( D \sim D(a) \) is drawn, then we proceed to Phase 2 to generate all neighbors at distance \( D \). We repeat the process by sampling the next distance from \( D(a + D) \) and so on until we obtain \( \perp \), at which point we return our answers and terminate.

To generate the next distance, we perform a binary search: we must evaluate the CDF of \( D(a) \). The CDF is given by

\[
\mathbb{P}[D \leq d] = 1 - \prod_{i=a}^{d} \left( 1 - \frac{1}{p^2} \right) = 1 - \prod_{i=a}^{d} \left( \frac{(i-1)(i+1)}{i^2} \right)^4 = 1 - \left( \frac{(a-1)^a}{a^{a-1}} \cdot \frac{(d+1)!}{d^{d+1}} \right)^4
\]

where the product enjoys telescoping as the denominator \((i^2)^{4i}\) cancels with \((i^2)^{4(i-1)}\) and \((i^2)^{4(i+1)}\) in the numerators of the previous and the next term, respectively. This gives us a closed form for the CDF, which we can compute with \(2^{-N}\) additive error in constant time (by our computation model assumption). Thus, we may generate the distance \( D \sim D(a) \) using \( O(\log n) \) time and one random \( N\)-bit word.

### E.1.2 Phase 2: Sampling neighbors at distance \( D \)

After sampling a distance \( D \), we now have to generate all the neighbors at distance \( D \). We label the vertices in \( \Gamma_D^a \) with unique indices in \( \{1, \ldots, 4D\} \). Note that now each of the \( 4D \) vertices in \( \Gamma_D^a \) is a neighbor with probability \( 1/D^2 \). However, by Phase 1, this is conditioned on the fact that there is at least one neighbor among the vertices in \( \Gamma_D^a \), which may be difficult to generate when \( 1/D^2 \) is very small. We can emulate this naively by repeatedly sampling a “block”, composing of the \( 4D \) vertices in \( \Gamma_D^a \), by deciding whether each vertex is a neighbor of \( v \) with uniform probability \( 1/D^2 \) (i.e., \( 4D \) identical independent Bernoulli trials), and then discarding the entire block if it contains no neighbor. We repeat this process until we finally generate one block that contains at least one neighbor, and use this block as our output.

For the purpose of making the sampling process more efficient, we view this process differently. Let us imagine that we are given an infinite sequence of independent Bernoulli variables, each with bias \( 1/D^2 \). We then divide the sequence into contiguous blocks of length \( 4D \) each. Our task is to find the first occurrence of success (a neighbor), then report the whole block hosting this variable.

This first occurrence of a successful Bernoulli trial is given by sampling from the geometric distribution, \( X \sim \text{Geo}(1/D^2) \). Since the vertices in each block are labeled by \( 1, \ldots, 4D \), then this first occurrence has label \( X' = X \mod 4D \). By sampling \( X \sim \text{Geo}(1/D^2) \), the first \( X' \)
Bernoulli variables of this block is also implicitly determined. Namely, the vertices of labels $1,\ldots,X'-1$ are non-neighbors, and that of label $X'$ is a neighbor. The sampling for the remaining $4D - X'$ vertices can then be performed in the same fashion we generate next neighbors in the $G(n,p)$ case: repeatedly find the next neighbor by sampling from Geo$(1/D^2)$, until the index of the next neighbor falls beyond this block.

Thus at this point, we have generated all neighbors in $\Gamma^n_D$. We can then update last $[c] \leftarrow D$ and continue the process of larger distances. Sampling each neighbor takes $O(\log n)$ time and one random $N$-bit word; the resources spent sampling the distances is also bounded by that of the neighbors. As there are $O(\log n)$ neighbors with high probability, we obtain the following theorem.

\begin{theorem}
There exists an algorithm that generates a random graph from Kleinberg’s Small World model, where probability of including each directed edge $(u,v)$ in the graph is $1/(\text{dist}(u,v))^2$ where $\text{dist}$ denote the Manhattan distance, using $O(\log^2 n)$ time and random log $n$-bit words per \textsc{All-Neighbors} query with high probability.
\end{theorem}

\section{Implementation for $c \neq 1$}

Observe that to support different values of $c$ in the probability function $c/(\text{dist}(u,v))^2$, we do not have a closed-form formula for computing the CDF for Phase 1, whereas the process for Phase 2 remains unchanged. To handle the change in the probability distribution Phase 1, we consider the following, more general problem. Suppose that we have a process $P$ that, one-by-one, provide occurrences of successes from Bernoulli trials with success probabilities $(p_1, p_2, \ldots)$. We show how to construct a process $P^c$ that provide occurrences of successes from Bernoulli trials with success probabilities $(c \cdot p_1, c \cdot p_2, \ldots)$ (truncated down to 1 as needed). For our application, we assume that $c$ is given in $N$-bit precision, there are $O(n)$ Bernoulli trials, and we aim for an error of $\frac{1}{\text{poly}(n)}$ in the $L_1$-distance.

\subsection{Case $c < 1$}

We use rejection sampling in order to construct a new Bernoulli process.

\begin{lemma}
Given a process $P$ outputting the indices of successful Bernoulli trials with bias $(p_i)$, there exists a process $P^c$ outputting the indices of successful Bernoulli trials with bias $(c \cdot p_i)$ where $c < 1$, using one additional $N$-bit word overhead for each answer of $P$.
\end{lemma}

\begin{proof}
Consider the following rejection sampling process to simulate the Bernoulli trials. In addition to each Bernoulli variable $X_i$ with bias $p_i$, we generate another coin-flip $C_i$ with bias $c$. Set $Y_i = X_i \cdot C_i$, then $P[Y_i = 1] = P[X_i = 1] \cdot P[C_i] = c \cdot p_i$, as desired. That is, we keep a success of a Bernoulli trial with probability $c$, or reject it with probability $1 - c$.

Now, we are already given the process $P$ that “handles” $X_i$’s, generating a sequence of indices $i$ with $X_i = 1$. The new process $P^c$ then only needs to handle the $C_i$’s. Namely, for each $i$ reported as success by $P$, $P^c$ flips a coin $C_i$ to see if it should also report $i$, or discard it. As a result, $P^c$ can generate the indices of successful Bernoulli trials using only one random $N$-bit word overhead for each answer from $P$.
\end{proof}

Applying this reduction to the distance sampling in Phase 1, we obtain the following corollary.

\begin{corollary}
There exists an algorithm that generates a random graph from Kleinberg’s Small World model with edge probabilities $c/(\text{dist}(u,v))^2$ where $c < 1$, using $O(\log^2 n)$ time and random log $n$-bit words per \textsc{All-Neighbors} query with high probability.
\end{corollary}
E.2.2 Case $c > 1$

Since we aim to sample with larger probabilities, we instead consider making $k \cdot c$ independent copies of each process $P$, where $k > 1$ is a positive integer. Intuitively, we hope that the probability that one of these process returns an index $i$ will be at least $c \cdot p_i$, so that we may perform rejection sampling to decide whether to keep $i$ or not. Unfortunately such a process cannot handle the case where $c \cdot p_i$ is large, notably when $c \cdot p_i > 1$ is truncated down to 1, while there is always a possibility that none of the processes return $i$.

Lemma 60. Let $k > 1$ be a constant integer. Given a process $P$ outputting the indices of successful Bernoulli trials with bias $(p_i)$, there exists a process $P^c$ outputting the indices of successful Bernoulli trials with bias $(\min\{c \cdot p_i, 1\})$, where $c > 1$ and $c \cdot p_i \leq 1 - \frac{1}{k}$ for every $i$, using one additional $N$-bit word overhead for each answer of $k \cdot c$ independent copies of $P$.

Proof. By applying the following form of Bernoulli’s inequality, we have

$$(1 - p_i)^{k \cdot c} \leq 1 - \frac{k \cdot c \cdot p_i}{1 + (k \cdot c - 1) \cdot p_i} = 1 - \frac{k \cdot c \cdot p_i}{1 + k \cdot c \cdot p_i - p_i} = 1 - \frac{k \cdot c \cdot p_i}{1 + (k - 1)} = 1 - c \cdot p_i$$

That is, the probability that at least one of the implementations report an index $i$ is $1 - (1 - p_i)^{k \cdot c} \geq c \cdot p_i$, as required. Then, the process $P^c$ simply reports $i$ with probability $(c \cdot p_i)/(1 - (1 - p_i)^{k \cdot c})$ or discard $i$ otherwise. Again, we only require $N$-bit of precision for each computation, and thus one random $N$-bit word suffices.

In Phase 1, we may apply this reduction only when the condition $c \cdot p_i \leq 1 - \frac{1}{k}$ is satisfied. For lower value of $p_i = 1/D^2$, namely for distance $D < \sqrt{c/(1 - 1/k)} = O(\sqrt{c})$, we may afford to generate the Bernoulli trials one-by-one as $c \cdot \text{poly}(\log n)$. We also note that the degree of each vertex is clearly bounded by $O(\log n)$ with high probability, as its expectation is scaled up by at most a factor of $c$. Thus, we obtain the following corollary.

Corollary 61. There exists an algorithm that generates a random graph from Kleinberg’s Small World model with edge probabilities $c/\text{DIST}(u, v)^2$ where $c = \text{poly}(\log n)$, using $O(\log^2 n)$ time and random words per All-Neighbors query with high probability.

F Omitted Proofs for the Dyck Path Implementation

Theorem 62. There are $\frac{1}{n+1} \binom{2n}{n}$ Dyck paths for length $2n$ (construction from [53]).

Proof from [53]. Consider all possible sequences containing $n + 1$ up-steps and $n$ down-steps with the restriction that the first step is an up-step. We say that two sequences belong to the same class if they are cyclic shifts of each other. Because of the restriction, the total number of sequences is $\binom{2n}{n}$ and each class is of size $n + 1$. Now, within each class, exactly one of the sequences is such that the prefix sums are strictly greater than zero. From such a sequence, we can obtain a Dyck sequence by deleting the first up-step. Similarly, we can start with a Dyck sequence, add an initial up-step and consider all $n + 1$ cyclic shifts to obtain a class. This bijection shows that the number of Dyck paths is $\frac{1}{n+1} \binom{2n}{n}$.

F.1 Approximating Close-to-Central Binomial Coefficients

We start with Stirling’s approximation which states that

$$m! = \sqrt{2\pi m} \left(\frac{m}{e}\right)^m \left(1 + O\left(\frac{1}{m}\right)\right)$$
We will also use the logarithm approximation when a better approximation is required:
\[
\log(m!) = m \log m - m + \frac{1}{2} \log(2\pi m) + \frac{1}{12m} - \frac{1}{360m^3} + \frac{1}{1260m^5} - \cdots
\]  
(12)

This immediately gives us an asymptotic formula for the central binomial coefficient as:

**Lemma 63.** The central binomial coefficient can be approximated as:
\[
\binom{n}{n/2} = \sqrt{\frac{2}{\pi n}} 2^n \left(1 + \mathcal{O}\left(\frac{1}{n}\right)\right)
\]

Now, we consider a “off-center” Binomial coefficient \(\binom{n}{k}\) where \(k = \frac{n + c\sqrt{n}}{2}\).

**Lemma 64.**
\[
\binom{n}{k} = \binom{n}{n/2} e^{-c^2/2} \exp\left(\mathcal{O}\left(c^3/\sqrt{n}\right)\right)
\]

Proof from [52]. We consider the ratio: \(R = \binom{n}{k}/\binom{n}{n/2}\):
\[
R = \frac{\binom{n}{k}}{\binom{n}{n/2}} = \frac{(n/2)!}{(n/2)!} = \prod_{i=1}^{c\sqrt{n}/2} \frac{n/2 - i + 1}{n/2 + i}
\]
\[
\implies \log R = \sum_{i=1}^{c\sqrt{n}/2} \log \left(\frac{n/2 - i + 1}{n/2 + i}\right)
\]
\[
= \sum_{i=1}^{c\sqrt{n}/2} \frac{4i}{n} + \mathcal{O}\left(\frac{c^2}{n^2}\right) = -\frac{c^2}{2} + \mathcal{O}\left(\frac{c^3}{\sqrt{n}}\right)
\]
\[
\implies \binom{n}{k} = \binom{n}{n/2} e^{-c^2/2} \exp\left(\mathcal{O}\left(c^3/\sqrt{n}\right)\right)
\]

**F.2 Dyck Path Boundaries and Deviations**

**Lemma 65.** Given a random walk of length \(2n\) with exactly \(n\) up and down steps, consider a contiguous sub-path of length \(2B\) that comprises of \(U\) up-steps and \(D\) down-steps i.e. \(U + D = 2B\). Both \(|B - U|\) and \(|B - D|\) are \(\mathcal{O}(\sqrt{B \log n})\) with probability at least \(1 - 1/n^4\).

Proof. We consider the random walk as a sequence of unbiased random variables \(\{X_i\}_{i=1}^{2n} \in \{0, 1\}^{2n}\) with the constraint \(\sum_{i=1}^{2n} X_i = n\). Here, 1 corresponds to an up-step and 0 corresponds to a down step. Because of the constraint, \(X_i, X_j\) are negatively correlated for \(i \neq j\) which allows us to apply Chernoff bounds. Now we consider a sub-path of length \(2B\) and let \(U\) denote the sum of the \(X_i\)s associated with this subpath. Using Chernoff bound with \(\mathbb{E}[X] = B\), we get:
\[
\mathbb{P}\left[|U - B| < 3\sqrt{B \log n}\right] = \mathbb{P}\left[|U - B| < 3\frac{\log n}{\sqrt{B}} B\right] < e^{-\frac{2 \log n}{3}} = \frac{1}{n^3}
\]
Since \(U\) and \(D\) are symmetric, the same argument applies.

**Corollary 66.** With high probability, every contiguous sub-path of length \(2B\) (with \(U\) up and \(D\) down steps such that \(U + D = 2B\)) in the random walk satisfies the property that \(|B - U|\) and \(|B - D|\) are upper bounded by \(c\sqrt{B \log n}\) w.h.p. \(1 - 1/n^2\) (for some constant \(c\).
Lemma 22. Consider a contiguous sub-path of a simple Dyck path of length $2n$ where the sub-path is of length $2B$ comprising of $U$ up-steps and $D$ down-steps (with $U + D = 2B$). Then there exists a constant $c$ such that the quantities $|B - U|$, $|B - D|$, and $|U - D|$ are all $< c\sqrt{B\log n}$ with probability at least $1 - 1/n^2$ for every possible sub-path.

Proof. We can simply apply Lemma 65 and union bound over all $n^2$ possible contiguous sub-paths.

Lemma 23. Given a Dyck path sampling problem of length $B$ with $U$ up, $D$ down steps, and a boundary at $k$, there exists a constant $c$ such that if $k > c\sqrt{B\log n}$, then the distribution of paths sampled without a boundary $C_{\infty}(U, D)$ is $O(1/n^2)$-close in $L_1$ distance to the distribution of Dyck paths $C_2(U + D)$.

Proof. We use $D$ and $R$ to denote the set of all valid Dyck paths and all random sequences respectively. Clearly, $D \subseteq R$. Since the random walk/sequence distribution is uniform on $R$, and by Corollary 66 we see that at least $1 - 1/n^2$ fraction of the elements of $R$ do not violate the boundary constraint. Therefore, $|D| \geq (1 - 1/n^2)|R|$, and so the $L_1$ distance between the uniform distributions on $D$ and $R$ is $O(1/n^2)$.

F.3 Estimating the Sampling Probabilities

Lemma 67. Given a Dyck sub-path problem within a global Dyck path of size $2n$ and a probability expression of the form $p_D = \frac{S_{left} \cdot S_{right}}{S_{total}}$, there exists a poly$(\log n)$ time oracle that returns a $(1 \pm 1/n^2)$ multiplicative approximation to $p_D$ if $p_D = \Omega(1/n^2)$ and returns 0 otherwise.

Proof. We first compute a $1 + 1/n^3$ multiplicative approximation to $\ln p_D$. Using $O(\log n)$ terms of the series in Equation 12, it is possible to estimate the logarithm of a factorial up to $1/n^3$ additive error. So, we can use the series expansion from Equation 12 up to $O(\log n)$ terms. The additive error can also be cast as multiplicative since factorials are large positive integers.

The probability $p_D$ can be written as an arithmetic expression involving sums and products of a constant number of factorial terms. Given a $1 \pm 1/n^\epsilon$ multiplicative approximation to $l_a = \ln a$ and $l_b = \ln b$, we wish to approximate $\ln(ab)$ and $\ln(a+b)$. The former is trivial since $\ln(ab) = l_a + l_b$. For the latter, we assume $a > b$ and use the identity $\ln(a+b) = \ln a + \ln(1+b/a)$ to note that it suffices to approximate $\ln(1+b/a)$. We define $\bar{l}_a = l_a \cdot (1 \pm O(1/n^\epsilon))$ and $\bar{l}_b = l_b \cdot (1 \pm O(1/n^\epsilon))$. In case $\bar{l}_b - \bar{l}_a < -c \ln n \implies b/a < 1/n^\epsilon$, we approximate $\ln(a+b)$ by $\ln a$ since $\ln(1+b/a) = O(1/n^\epsilon)$ in this case.

Otherwise, we notice that $\max(a,b) = O\left((n!)^2\right) \implies \max(l_a,l_b) = o(n^3) \implies l_a - l_b = o(n^3)$. This is true because if we write out the expression for $p_D = S_{left} \cdot S_{right}/S_{total}$ in terms of sums and products of factorials, the largest possible value will be a product of at most two terms that are present in the numerator/denominator of a binomial term (see the expression...
for generalized Catalan numbers in Equation 1). Hence, the claim $\max(a, b) = \mathcal{O} \left( (n!)^2 \right)$ follows from the fact that the numerators/denominators of the relevant binomial coefficient in Equation 1 are at most $n!$. Using this fact, we obtain the following:

$$1 + e^{\frac{k}{n}} = 1 + \frac{\ln \frac{k}{n}}{n} = 1 + \frac{1}{n} \left( \frac{1}{1 + \frac{1}{n - \bar{x}}} \right) = \left( 1 + \frac{1}{a} \right) \left( 1 + \mathcal{O} \left( \frac{1}{n^{a - 2}} \right) \right)$$

In other words, the value of $c$ decreases every time we have a sum operation. Since there are only a constant number of such arithmetic operations in the expression for $p_d$, we can set $c$ to be a high enough constant when approximating the factorials, which allows us to obtain the desired $1 \pm 1/n^3$ multiplicative approximation to $\ln p_d$. If $\ln p_d < -3 \ln n$, we approximate $p_d = 0$. Otherwise, we can exponentiate the approximation to obtain $\tilde{p}_d = p_d \cdot e^{-\mathcal{O}(\ln n/n^3)} = p_d (1 + \mathcal{O}(1/n^2))$. ▶

### F.4 Omitted Proofs from Section 4.3: Sampling the Height

- **Lemma 68.** For $x < 1$ and $k \geq 1$, we claim that $1 - kx < (1 - x)^k < 1 - kx + \frac{k(k-1)}{2} x^2$

- **Lemma 25.** $S_{left} \leq c_1 \frac{k \sqrt{\log n}}{\sqrt{B}} \cdot \left( \frac{B}{D-d} \right)$ for some constant $c_1$.

**Proof.** This involves some simple manipulations.

$S_{left} = \left( \frac{B}{D-d} \right) - \left( \frac{B}{D-d-k} \right)$

$$= \left( \frac{B}{D-d} \right) \left[ 1 - \frac{(D-d-k)(D-d-1)\cdots(D-d-k+1)}{(B-D-d+k)(B-D-d+1)\cdots(B-D-d+1)} \right]$$

$$\leq \left( \frac{B}{D-d} \right) \left[ 1 - \frac{D-d-k+1}{B-D+d+k} \right]^k$$

$$\leq \left( \frac{B}{D-d} \right) \left[ 1 - \left( \frac{U + d + k - \mathcal{O}(\sqrt{B \log n})}{U + d + k} \right)^k \right]$$

$$\leq \Theta \left( \frac{k \sqrt{\log n}}{\sqrt{B}} \right) \cdot \left( \frac{B}{D-d} \right)$$

- **Lemma 26.** $S_{right} \leq c_2 \frac{k' \sqrt{\log n}}{\sqrt{B}} \cdot \left( \frac{B}{U-d} \right)$ for some constant $c_2$.

**Proof.**

$S_{right} = \left( \frac{B}{U-d} \right) - \left( \frac{B}{U-d-k'} \right)$

$$= \left( \frac{B}{U-d} \right) \left[ 1 - \frac{(U-d)(U-d-1)\cdots(U-d-k'+1)}{(B-U-d-k')(B-U-d-k'+1)\cdots(B-U-d+1)} \right]$$

$$\leq \Theta \left( \frac{k' \sqrt{\log n}}{\sqrt{B}} \right) \cdot \left( \frac{B}{U-d} \right)$$
\[ \cdots \leq \left( \frac{B}{U - d} \right) \cdot \left[ 1 - \left( \frac{U - d - k' + 1}{B - U + d + k'} \right)^k \right] \]
\[ \leq \left( \frac{B}{U - d} \right) \cdot \left[ 1 - \left( \frac{2D - U - d - k' + 1}{2U - D + k + d} \right)^k \right] \]
\[ \leq \left( \frac{B}{U - d} \right) \cdot \left[ 1 - \left( \frac{U + k + d - (2U - 2D + 2d + 2k - 1)}{U + k + d} \right)^k \right] \]
\[ \leq \left( \frac{B}{U - d} \right) \cdot \left[ 1 - \left( \frac{U + k + d - \mathcal{O}(\sqrt{B \log n})}{U + k + d} \right)^k \right] \]
\[ \leq \Theta \left( \frac{k' \sqrt{\log n}}{\sqrt{B}} \right) \cdot \left( \frac{B}{U - d} \right) \]

Lemma 69. \( S_{\text{tot}} \geq \left( \frac{2B}{2D} \right) \cdot \left[ 1 - \left( 1 - \frac{k'}{2U + 1} \right)^k \right] \).

Proof. \( S_{\text{tot}} = \left( \frac{2B}{2D} \right) - \left( \frac{2B}{2D - k} \right) \)
\[ = \left( \frac{2B}{2D} \right) \cdot \left[ 1 - \frac{(2D)(2D - 1) \cdots (2D - k + 1)}{(2B - 2D + k)(2B - 2D + k - 1) \cdots (2B - 2D + 1)} \right] \]
\[ \geq \left( \frac{2B}{2D} \right) \cdot \left[ 1 - \left( \frac{2D - k + 1}{2B - 2D + 1} \right)^k \right] \]
\[ \geq \left( \frac{2B}{2D} \right) \cdot \left[ 1 - \left( \frac{2U - (2U - 2D + k - 1)}{2U + 1} \right)^k \right] \]
\[ \geq \left( \frac{2B}{2D} \right) \cdot \left[ 1 - \left( \frac{2U + 1 - k'}{2U + 1} \right)^k \right] \]
\[ \geq \left( \frac{2B}{2D} \right) \cdot \left[ 1 - \left( \frac{2U + 1}{2U + 1} \right)^k \right] \]
\[ \geq \left( \frac{2B}{2D} \right) \cdot \left[ 1 - \left( \frac{2U + 1}{2U + 1} \right)^k \right] \]

Lemma 24. When \( kk' > 2U + 1 \), \( S_{\text{total}} > \frac{1}{2} \cdot \left( \frac{2B}{2D} \right) \).

Proof. When \( kk' > 2U + 1 \implies k > \frac{2U + 1}{k'} \), we will show that the above expression is greater than \( \frac{1}{2} \left( \frac{2B}{2D} \right) \). Defining \( \nu = \frac{2U + 1}{k'} > 1 \), we see that \( (1 - \frac{\nu}{2})^k \leq (1 - \frac{1}{2})^k \). Since this is an increasing function of \( \nu \) and since the limit of this function is \( \frac{1}{e} \), we conclude that
\[ 1 - \left( 1 - \frac{k'}{2U + 1} \right)^k > \frac{1}{2} \]
Lemma 27. When $kk' \leq 2U + 1$, $S_{total} \geq c_3 \frac{kk'}{2U+1} \cdot \left( \frac{2B}{2D} \right)$ for some constant $c_3$.

Proof. Now we bound the term $1 - \left(1 - \frac{k'}{2U+1} \right)^k$, given that $kk' \leq 2U + 1 \implies \frac{kk'}{2U+1} \leq 1$. Using Bernoulli’s inequality, we know that $(1 - x)^n \leq 1/(1 + nx)$ for $x \in [0, 1]$ and $n \in \mathbb{N}$. Since the term $k'/2U + 1$ is positive and $\leq 1$ (since $kk' \leq 2U + 1$), we can apply this as follows:

\[
1 - \left(1 - \frac{k'}{2U+1} \right)^k \geq 1 - \frac{1}{1 + \frac{kk'}{2U+1}} = \frac{kk'}{2U+1} \cdot \frac{1}{1 + \frac{kk'}{2U+1}} \tag{37}
\]

\[
\geq \frac{kk'}{2U+1} \cdot \frac{1}{2} \tag{38}
\]

\[
\geq \frac{kk'}{\Theta(B)} \tag{39}
\]

F.5 Omitted Proofs from Section 4.4: First-Return Queries

Lemma 31. If $d > \log^4 n$, then $S_{left}(d) = \Theta\left( \frac{z^{2d+k}}{\sqrt{d}} e^{-r_{left}(d)} \cdot \frac{k-1}{2(k-1)} \right)$ where \(r_{left}(d) = \frac{(k-2)^2}{2(2d+k-2)}\). Furthermore, $r_{left}(d) = \mathcal{O}(\log^2 n)$.

Proof. In what follows, we will drop constant factors: Refer to Figure 8 for the setup. The left section of the path reaches one unit above the boundary (the next step would make it touch the boundary). The number of up-steps on the left side is $d$ and therefore the number of down steps must be $d + k - 2$. This includes $d$ down steps to cancel out the upwards movement, and $k - 2$ more to get to one unit above the boundary. The boundary for this section is $k' = k - 1$. This gives us:

\[
S_{left}(d) = \frac{2d + k - 2}{d} - \frac{2d + k - 2}{d + 1} = \frac{2d + k - 2}{d} \left[ 1 - \frac{d}{d + k - 1} \right] = \frac{2d + k - 2}{d} \cdot \frac{k-1}{d + k - 1} \tag{41}
\]

Now, letting $z = 2d + k - 2$, we can write $d = \frac{z - (k-2)}{2} = \frac{z - k^2}{2}$. Using Lemma 22, we see that $\frac{k-2}{z}$ should be $\mathcal{O}(\sqrt{\log n})$. If this is not the case, we can simply return 0 because the probability associated with this value of $d$ is negligible. Since $z > \log^4 n$, we can apply Lemma 64 to get:

\[
S_{left}(d) = \Theta\left( \frac{z^{2d+k}}{\sqrt{d}} e^{-r_{left}(d)} \cdot \frac{k-1}{2(k-1)} \right) = \Theta\left( \frac{z^{2d+k}}{\sqrt{d}} e^{\frac{(k-2)^2}{2(2d+k-2)}} \cdot \frac{k-1}{d + k - 1} \right) \tag{42}
\]

Lemma 32. If $U + D - 2d - k > \log^4 n$, then $S_{right}(d) = \Theta\left( \frac{U + D - 2d - k}{\sqrt{U+D-2d-k}} e^{-r_{right}(d)} \cdot \frac{U-D+k}{U+D+k} \right)$ where \(r_{right}(d) = \frac{(U-D-k-1)^2}{4(U+D-2d-k+1)}\). Furthermore, $r_{right}(d) = \mathcal{O}(\log^2 n)$.
Proof. The right section of the path starts from the original boundary. Consequently, the boundary for this section is at \( k' = 1 \). The number of up-steps on the right side is \( U - d \) and the number of down steps is \( D - d - k + 1 \). This gives us:

\[
S_{\text{right}}(d) = \frac{(U + D - 2d - k + 1)}{U - d} \cdot \frac{(U + D - 2d - k + 1)}{U - d + 1} \left(1 - \frac{D - d - k - 1}{U - d + 1}\right)
\]

Now, letting \( z = U + D - 2d - k + 1 \), we can write \( U - d = \frac{z + (U - D + k - 1)}{2} = \frac{z - \frac{U - D + k - 1}{2}}{\sqrt{z}} \).

Using Lemma 22, we see that \( \frac{k - 2}{\sqrt{z}} \) should be \( O(\sqrt{\log n}) \). If this is not the case, we can simply return 0 because the probability associated with this value of \( d \) is negligible. Since \( z > \log^4 n \), we can apply Lemma 64 to get:

\[
S_{\text{right}}(d) = \Theta \left(\frac{z}{z/2} e^{\frac{(U - D + k - 1)^2}{2z}} \frac{U - D + k}{U - d + 1}\right) \quad (46)
\]

\[
= \Theta \left(\frac{2^{U + D - 2d - k}}{\sqrt{U + D - 2d - k}} e^{\frac{(U - D + k - 1)^2}{2(U - D + 2d - k + 1)}} \frac{U - D + k}{U - d + 1}\right) \quad (47)
\]

\[\square\]

G Additional related work

Random graph models

The Erdős-Rényi model, given in [17], is one of the most simple theoretical random graph model, yet more specialized models are required to capture properties of real-world data. The Stochastic Block model (or the planted partition model) was proposed in [29] originally for modeling social networks; nonetheless, it has proven to be an useful general statistical model in numerous fields, including recommender systems [33, 49], medicine [51], social networks [21, 44], molecular biology [11, 36], genetics [9, 30, 13], and image segmentation [50]. Canonical problems for this model are the community detection and community recovery problems; some recent works include [12, 40, 3, 2]; see e.g., [1] for survey of recent results. The study of Small-World networks is originated in [55] has frequently been observed, and proven to be important for the modeling of many real world graphs such as social networks [15, 54], brain neurons [6], among many others. Kleinberg’s model on the simple lattice topology (as considered in this paper) imposes a geographical that allows navigations, yielding important results such as routing algorithms (decentralized search) [31, 37]. See also e.g., [43] and Chapter 20 of [16].

Generation of random graphs

The problem of local-access implementation of random graphs has been considered in the aforementioned work [24, 41, 18], as well as in [35] that locally generates out-going edges on bipartite graphs while minimizing the maximum in-degree. The problem of generating full graph instances for random graph models have been frequently considered in many models of computations, such as sequential algorithms [39, 7, 45, 38], and the parallel computation model [4].
Query models

In the study of sub-linear time graph algorithms where reading the entire input is infeasible, it is necessary to specify how the algorithm may access the input graph, normally by defining the type of queries that the algorithm may ask about the input graph; the allowed types of queries can greatly affect the performance of the algorithms. While \texttt{Next-Neighbor} query is only recently considered in [18], there are other query models providing a neighbor of a vertex, such as asking for an entry in the adjacency-list representation [28], or traversing to a random neighbor. On the other hand, the \texttt{Vertex-Pair} query is common in the study of dense graphs as accessing the adjacency matrix representation [27]. The \texttt{All-Neighbors} query has recently been explicitly considered in local algorithms [19].

Other constructions of huge pseudorandom functions that are permutations or random hash functions were given in [34, 42, 35].
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Abstract

A probability distribution over the Boolean cube is monotone if flipping the value of a coordinate from zero to one can only increase the probability of an element. Given samples of an unknown monotone distribution over the Boolean cube, we give (to our knowledge) the first algorithm that learns an approximation of the distribution in statistical distance using a number of samples that is sublinear in the domain.

To do this, we develop a structural lemma describing monotone probability distributions. The structural lemma has further implications to the sample complexity of basic testing tasks for analyzing monotone probability distributions over the Boolean cube: We use it to give nontrivial upper bounds on the tasks of estimating the distance of a monotone distribution to uniform and of estimating the support size of a monotone distribution. In the setting of monotone probability distributions over the Boolean cube, our algorithms are the first to have sample complexity lower than known lower bounds for the same testing tasks on arbitrary (not necessarily monotone) probability distributions.

One further consequence of our learning algorithm is an improved sample complexity for the task of testing whether a distribution on the Boolean cube is monotone.

2012 ACM Subject Classification Theory of computation → Streaming, sublinear and near linear time algorithms; Theory of computation

Keywords and phrases Learning distributions, monotone probability distributions, estimating support size

Digital Object Identifier 10.4230/LIPIcs.ITCS.2020.28

Funding Ronitt Rubinfeld: FinTech@CSAIL, MIT-IBM Watson AI Lab and Research Collaboration Agreement No. W1771646, and NSF Award Numbers: CCF-1650733, CCF-1740751, CCF-1733808, and IIS-1741137
Arsen Vasilyan: NSF grant IIS-1741137, EECS SuperUROP program

1 Introduction

1.1 Learning Monotone Distributions

Data generated from probability distributions is ubiquitous, and algorithms for understanding such data are of fundamental importance. In particular, a fundamental task is to learn an approximation to the probability distribution underlying the data. For probability distributions over huge discrete domains, the sample complexity and run-time bounds for the learning task can be prohibitive. In particular, learning an arbitrary probability distribution on a universe of $N_{\text{universe}}$ elements up to sufficiently small constant total variation distance
Learning Monotone Probability Distributions over the Boolean Cube

requires $\Omega(N_{\text{universe}})$ samples. However, when the probability distribution is known to belong to a more structured class of distributions, much better results are possible (cf. [16, 19, 22, 21, 20, 24, 13, 12, 6, 10, 25, 23, 15, 28]) – for example, learning an unknown Poisson binomial distribution up to variation distance $\epsilon$ can be achieved with only $\tilde{O}(1/\epsilon^3)$ samples and $\tilde{O}(\log(N_{\text{universe}})/\epsilon^3)$ run-time [13].

A fundamental class of probability distributions is the class of multidimensional monotone probability distributions, which broadly satisfy the following properties:

- The elements of the probability distribution have $n$ different features.
- For every element, an increase in the value of one of the features can only increase its probability.

This basic class of distributions is of great interest because many commonly studied distributions are either monotone or can be approximated by a combination of monotone distributions. Furthermore, often the tools developed for monotone distributions are useful for other classes of distributions: for example, in the one dimensional setting, [12] use tools developed for testing monotone distributions in order to learn $k$-modal distributions. In [8], tools developed for testing properties of monotone distributions by [4] are used to develop testers for many other classes of distributions.

For the case of only one feature, or equivalently for monotone probability distributions over the totally ordered set $[k]$, a sample-efficient algorithm is known for learning the unknown distribution up total variation distance $\epsilon$ with $O(\log(k)/\epsilon^3)$ samples [6, 12]. In [1] it was also shown that an unknown probability distribution over $[k]^n$ can be learned up to $\chi^2$ distance $\epsilon^2$ with $O(n\log k/\epsilon^3)^n/\epsilon^2)$ samples (note that for constant $\epsilon$, this sample complexity is non-trivial only when $k$ is sufficiently large). Overall, the cases considered in the literature specialize on the regime when all the dimensions have a wide range that grows with $n$. Here we focus on a contrasting case, where each feature has only two possible values, 0 and 1, thus specializing on the Boolean cube:

Definition 1. A probability distribution $\rho$ over $\{0,1\}^n$ is monotone if whenever for $x, y \in \{0,1\}^n$ we have that $x \leq y$ (which means that for all $i$, $x_i \leq y_i$), then we have that $\rho(x) \leq \rho(y)$.

When studying multi-dimensional objects, focusing on the specific case of the Boolean cube is a common research theme, because the ideas and techniques developed for the Boolean cube are often applicable in the general case. A lower bound of $\Omega(2^{0.15n})$ for learning monotone probability distributions over the Boolean cube (up to sufficiently small constant variation distance) can be inferred from an entropy testing lower bound in [29, page 39] and an argument in [32] (see Claim 17 in Preliminaries). Though the dramatic exponential improvement as in [6, 12] for the totally ordered set is thereby impossible, this still leaves open the possibility of a sublinear sample algorithm for the Boolean cube.

We give, to the best of our knowledge, the first sublinear sample algorithm for learning a monotone probability distribution over the Boolean cube:

Theorem 2. For every positive $\epsilon$, such that $0 < \epsilon \leq 1$ and for all sufficiently large $n$, there exists an algorithm, which given $2^{-2^{n+O(n^{1/5}\log n)}}$ samples from an unknown monotone probability distribution $\rho$ over $\{0,1\}^n$, can reliably return a description of an estimate probability distribution $\hat{\rho}$, such that $d_{TV}(\rho, \hat{\rho}) \leq \epsilon$. The algorithm runs in time $O \left( 2^n + O(n^{1/5}\log n) \right)$.

Our algorithm relies on a new structural lemma describing monotone probability distributions on the Boolean cube, as described in Section 1.3. These structural insights also allow us to get improved sample complexity for certain testing tasks on monotone distributions – namely, estimating the closeness of a distribution to uniformity and the support size of the distribution, as presented in Section 1.2.
Theorem 2, together with the $L_1$ distance tester in [31], can be applied to give the best known sample complexity for testing whether a distribution is monotone. Specifically, one can test whether an unknown distribution $\rho$ over the Boolean cube is monotone or $\epsilon$-far from monotone with $O\left(\frac{2^n}{n^2}\right)$ samples as shown in Claim 18 in Preliminaries. Note that this does not follow from [32] directly, because monotonicity is not a symmetric property. The best previously known algorithm for testing monotonicity over the Boolean cube was presented in [5], requiring $\tilde{O}\left(\frac{n^2}{\epsilon^2}\right)$ samples. The best sample complexity lower bound for testing monotonicity over $\{0,1\}^n$ is $\Omega(2^{(1-\Theta(\sqrt{\epsilon})+o(1))n})$, as presented in [3]. For the domain $[k]^n$, a monotonicity testing algorithm that requires $O\left(k^{n/2}/\epsilon^2 + \left(\frac{n\log k}{\epsilon^2}\right)^n \cdot \frac{1}{\epsilon^2}\right)$ samples is given and shown to be optimal in [1] (note that this is inapplicable to the Boolean setting, because this sample bound is non-trivial only for sufficiently large $k$).

1.2 Testing properties of monotone distributions

In addition to learning a distribution, several other basic tasks aimed at understanding distributions have received attention. These include estimating the entropy of a distribution, the size of the support and whether the distribution has certain “shape” properties (monotonicity, convexity, monotone hazard rate, etc.). For arbitrary probability distributions over huge domains, the sample complexity and run-time bounds for the above tasks can be prohibitive, provably requiring $\Omega\left(\frac{N_{\text{universe}}}{\log(N_{\text{universe}})}\right)$ samples. This is true in particular for the properties of support size, entropy and the distance to the uniform distribution [27, 32, 30, 33, 34].

This state of affairs motivates going beyond worst-case analysis and considering common classes of structured probability distributions, a direction that has been considered by many and with a large variety of results (cf. [4, 9, 24, 29, 14, 18]). Some specific examples include: In [4] it is shown that testing whether a monotone distribution is uniform requires only $\Theta(\log^3(N_{\text{universe}})/\epsilon^2)$ samples, in contrast to the $\Theta(\sqrt{N_{\text{universe}}}/\epsilon^2)$ samples required for testing arbitrary distributions for uniformity [26, 11, 17]. The situation is analogous for the tasks of testing whether two distributions given by samples are either the same or far, and testing whether a constant dimensional distribution is independent, which require only polylogarithmic samples if the unknown distributions are promised to be monotone on a total order [4].

Algorithms for testing properties of monotone probability distributions over the Boolean cube were studied in [29, 2]. It was shown that, given samples from a probability distribution over $\{0,1\}^n$ that is promised to be monotone, distinguishing the uniform distribution over $\{0,1\}^n$ from one that is $\epsilon$-far from uniform can be done using only $O\left(\frac{n}{\epsilon^2}\right)$ samples, which is nearly optimal. In contrast, a number of other testing problems cannot have such dramatic improvements when the distribution is known to be monotone: for example in [29] it was shown that for sufficiently small constant $\epsilon$ the estimation of entropy up to an additive error of $\epsilon n$ requires $2^{\Theta(n)}$ samples. However, no nontrivial upper bounds on the sample complexity of any other computational tasks for monotone probability distributions over the Boolean cube are known.

\footnote{i.e. using monotonicity in an essential way and going beyond the bounds known for arbitrary probability distributions.}
1.2.1 Estimating support size

We consider the task of additively estimating the support size of an unknown monotone probability distribution over the Boolean cube. The following assumption is standard in support size estimation:

Definition 3. A probability distribution over a universe of size $N_{\text{universe}}$ is called well-behaved (in context of support size estimation) if for every $x$ in the set, the probability of $x$ is either zero or at least $1/N_{\text{universe}}$.

The purpose of this definition is to rule out pathological cases in which there are items that are in the support, yet have probability very close to zero. We henceforth adapt this definition to probability distributions over $\{0, 1\}^n$, where we have $N_{\text{universe}} = 2^n$. We prove the following theorem:

Theorem 4. For every positive $\epsilon$, the following is true: for all sufficiently large $n$, there exists an algorithm, which given $2^n(1/\epsilon^2)$ samples from an unknown well-behaved monotone probability distribution $\rho$ over $\{0, 1\}^n$, can reliably approximate the support size of $\rho$ with an additive error of up to $\epsilon$. The algorithm runs in time $O(2^n(\sqrt{n\epsilon}))$.

We contrast this result to the results of [27, 30, 31, 32, 34] that show that one needs $\Omega(N_{\text{universe}}/\log(N_{\text{universe}}))$ samples to estimate the support size of an arbitrary distribution up to a sufficiently small constant, which equals to $\Omega(2^n/n)$ for a universe of size $2^n$, such as the Boolean cube.

1.2.2 Estimating distance to uniformity

We now consider the task of additively estimating the distance from an unknown monotone probability distribution over the Boolean cube to the uniform distribution. We prove the following theorem:

Theorem 5. For every positive $\epsilon$, the following is true: for all sufficiently large $n$, there exists an algorithm, which given $2^n(2^{0.5-0.01})$ samples from an unknown monotone probability distribution $\rho$ over $\{0, 1\}^n$, can reliably approximate the distance between $\rho$ and the uniform distribution over $\{0, 1\}^n$ with an additive error of up to $\epsilon$. The algorithm runs in time $O(2^n + O(\sqrt{n\log n}))$.

We, again, contrast this result to the results of [30, 31, 32] that show that one needs $\Omega(N_{\text{universe}}/\log(N_{\text{universe}}))$ samples to estimate the distance of an arbitrary distribution to the uniform distribution, which equals to $\Omega(2^n/n)$ for a universe of size $2^n$, such as the Boolean cube.

We also have the following sample complexity lower bound on this task, which we prove using the sub-cube decomposition technique of [29]:

Theorem 6. For infinitely many positive integers $n$, there exist two probability distributions $\Delta_{\text{Close}}$ and $\Delta_{\text{Far}}$ over monotone distributions over $\{0, 1\}^n$, satisfying:

1. Every distribution in $\Delta_{\text{Far}}$ is $1/2$-far from the uniform distribution.
2. Any algorithm that takes only $o\left(2^{n+O(\sqrt{n\log n})}\right)$ samples from a probability distribution, fails to reliably distinguish between $\Delta_{\text{Close}}$ and $\Delta_{\text{Far}}$.
3. Every distribution in $\Delta_{\text{Close}}$ is $o(1)$-close to the uniform distribution.

2 By reliably we henceforth mean that the probability of success is at least $2/3$. 
Remark 7. In our construction, the distribution $\Delta_{\text{Close}}$ consists of only one probability distribution. Additionally, the constant 0.01 can be made arbitrarily small.

Recall that in [29, 2] it was shown that, given samples from a probability distribution over the Boolean cube that is promised to be monotone, distinguishing the uniform distribution from one that is $\epsilon$-far from uniform can be done using only $O\left(\frac{n}{\epsilon^2}\right)$ samples. Yet, as the theorem above shows, the tolerant version of this problem, which requires one to distinguish a distribution that is $o(1)$-close to the uniform from a distribution that is $1/2$-far from uniform, requires $\Omega\left(\frac{2^{0.5\cdot 0.01}}{2}\right)$ samples, which is dramatically greater.

### 1.3 Technical overview

#### 1.3.1 Structural results

Our analysis applies and builds upon the main structural lemma in [7]. To state it, recall that a DNF is a Boolean function that is formed as an OR of ANDs, and it is monotone if there are no negations. Each AND is referred to as a clause, with the number of variables in the AND is referred to as the width of the clause. Their structural lemma shows that each monotone function can be approximated by a DNF with only a constant number of distinct clause widths. Specifically:

**Lemma 8** (Main Lemma in [7], abridged and restated). For every positive $\epsilon$, for all sufficiently large $n$, let $f$ be a monotone Boolean function over the domain $\{0, 1\}^n$. There is a function $g = g_1 \lor \ldots \lor g_t$ with the following properties: (i) $t \leq \frac{2}{\epsilon}$ (ii) each $g_i$ is a monotone DNF with terms of width exactly $k_i$ (iii) $g$ disagrees with $f$ at no more than $\epsilon \cdot 2^n$ elements of $\{0, 1\}^n$ (iv) $g(x) \leq f(x)$ for all $x$ in $\{0, 1\}^n$.

For Theorem 4, we use the lemma above on the indicator function of the support of the probability distribution, which allows us to prove the correctness of our algorithm. For the problems of learning and estimating the distance to uniform, we go a step further and prove an analogous structural lemma for monotone probability distributions.

There are some crucial differences between monotone Boolean functions in the setting of Boolean function approximation and monotone probability distributions in our setting. First of all, the basic properties of the two objects are different: a Boolean function always has one of the two values (zero or one), which is usually not the case for a probability distribution, but a probability distribution, summed over $\{0, 1\}^n$, has to equal one. Secondly, the relevant notions of a function $f_2$ being well-approximated by a function $f_1$ are different: for Boolean functions we bound the fraction of points on which $f_1$ and $f_2$ disagree, whereas for monotone probability distributions we would like to bound the $L_1$ distance between $f_1$ and $f_2$.

To overcome these differences, we generalize to the setting of non-Boolean functions the main concept used in the proof of Lemma 8: the concept of a minterm of a monotone Boolean function. In [7] the minterm of a monotone Boolean function $f$ is defined as follows:

$$\text{minterm}_f(x) = \begin{cases} 1 & \text{if } f(x) = 1 \text{ and for all } y \prec x, f(y) = 0 \\ 0 & \text{otherwise} \end{cases}$$

Using this language, the function $g$ in Lemma 8 can be characterized as a function, for which:

$$\sum_{h=0}^{n} 1_{\exists x \in \{0, 1\}^n: ||x|| = h \land \text{minterm}_g(x) \neq 0} \leq \frac{2}{\epsilon}$$
We introduce the notion of monotone slack that generalizes the notion of a minterm to non-Boolean functions:

$$\text{slack}_f(x) \overset{\Delta}{=} f(x) - \max_{y \leq x} f(y) = f(x) - \max_{y \leq x \text{ and } ||y||=||x||-1} f(y)$$

With such a definition at hand, one could hope to prove that every monotone probability distribution $\rho$ is well-approximated in the $L_1$ norm by a monotone function $f$, for which $\sum_{h=0}^{n} R_h \cdot 1_{\exists x \in \{0,1\}^n: ||x||=h \text{ and } \text{slack}_f(x) \neq 0}$ is bounded by a constant independent of $n$. We were not able to prove such a theorem, and instead we bound a related quantity that can be thought of as the weighted analogue of the expression in Equation 1:

$$\sum_{h=0}^{n} R_h \cdot \left(\frac{\zeta}{\sum_{j|h} \binom{\zeta}{j}}\right) \leq \zeta$$

Then, there exists a positive monotone function $f$, mapping $\{0,1\}^n$ to positive real numbers, satisfying:

1. For all $x$, it is the case that $\rho(x) \geq f(x)$.
2. It is the case that: $\sum_{x \in \{0,1\}^n} \rho(x) - f(x) \leq \zeta$
3. It is the case that: $\sum_{h=0}^{n} R_h \cdot 1_{\exists x \in \{0,1\}^n: ||x||=h \text{ and } \text{slack}_f(x) \neq 0} \leq 1$

Now, as a corollary, we present a simple special case (proven to be so in Subsection 3.1) that not only illustrates the power of Lemma 9, but also is sufficient for our proof of Theorem 5:

\textbf{Corollary 10.} Let $\rho$ be a monotone probability distribution over $\{0,1\}^n$ and let $h_0$ be an integer for which:

$$\epsilon \leq \frac{\text{Pr}_{x \sim \{0,1\}^n} ||x|| \geq h_0} {\frac{\epsilon}{2}}$$

Then, there exists a positive monotone function $f : \{0,1\}^n \rightarrow R$ satisfying:

1. For all $x$, it is the case that $\rho(x) \geq f(x)$.
2. It is the case that: $\sum_{x \in \{0,1\}^n} \rho(x) - f(x) \leq \frac{\epsilon}{4}$.
3. There exists a set of values $\{k_1, \ldots, k_t\}$ (ordered in an increasing order) with $t \leq \frac{16}{\epsilon^2}$, satisfying that if for some $x$ in $\{0,1\}^n$ we have $||x|| < h_0$ and $\text{slack}_f(x) \neq 0$, then $||x|| = k_i$ for some $i$.

For Theorem 2, however, we use the full power of Lemma 9.

### 1.3.2 Algorithmic ideas

Here we present an informal overview of the ideas involved in the design and analysis of our algorithms. Throughout we omit details and technicalities. As already mentioned, our algorithms for Theorems 4, 5 and 2 use respectively Lemma 8, Corollary 10 and Lemma 9 as their structural core. Here we present the algorithmic ideas in the order of increasing technical sophistication.
1.3.2.1 Support size estimation (Theorem 4)

The idea behind our support size estimation algorithm is as follows: if we received \( x \) as a sample, then not only \( x \) has to be in the support of \( \rho \), but every \( y \), satisfying \( x \preceq y \) is in the support of \( \rho \). For all such \( y \), we say that \( y \) is covered by \( x \). Our algorithms estimates the support size of \( \rho \) through estimating the number of all such \( y \) that are covered by at least one of the samples.

This algorithm can be made computationally efficient by standard methods in randomized algorithms, and the only non-trivial step is to show that \( \frac{n^2}{2\log(n)} \) samples suffice. To show this, we first apply Lemma 8 to the indicator function of the support of \( \rho \) (which we from now on call the support function of \( \rho \)). This gives us a Boolean function \( g \) that approximates well the support function of \( \rho \) and has zero slack everywhere, except for a small number of levels\(^3\) of \( \{0,1\}^n \). For simplicity, assume that the support function of \( \rho \) itself has this property, and there are only a small number of levels of the Boolean cube on which the support function of \( \rho \) can have non-zero slack, which we call the slacky levels.

Now, we divide the elements of \( \{0,1\}^n \) (which we also call points) into good\(^1\) points and bad points, with the former defined as all the points sufficiently close to a slacky level, and the latter defined as all the other points. Clearly, a given level of \( \{0,1\}^n \) consists either fully from good points or fully from bad points, so we also refer to levels as good or bad.

We argue that if a point \( y \) in the support of \( \rho \) is a good point, then it is likely to be covered by one of the samples, because there is a large number of values \( x \) in the support of \( \rho \), for which \( y \preceq x \).

We conclude by bounding the number of elements in the support of \( \rho \) that are bad, by using the fact that there cannot be too many slacky levels.

1.3.2.2 Estimation of distance to uniform (Theorem 5)

To estimate the distance of a monotone distribution to uniform, we pick a value \( h_0 \) as in Corollary 10 and break down the value of the total variation distance from \( \rho \) to uniform into contributions from two disjoint components: (i) \( \{x \in \{0,1\}^n \text{ s.t. } ||x|| \geq h_0\} \) and (ii) all the other points of \( \{0,1\}^n \). In other words, we use \( h_0 \) as the cutoff value for the Hamming weight, to separate \( \{0,1\}^n \) into components (i) and (ii). The first contribution is straightforward to estimate simply through estimating how likely a random sample \( x \) from \( \rho \) is to have \( ||x|| \geq h_0 \), because it is straightforward to prove that if one redistributes the probability mass of \( \rho \) in \( \{x \in \{0,1\}^n \text{ s.t. } ||x|| \geq h_0\} \), while keeping the total amount of probability mass in this set fixed, the total variation distance between \( \rho \) and the uniform distribution cannot change by more than \( O(1) \).

For any element \( x \) of the component (ii), we prepare an estimate of \( \rho(x) \), which we call \( \hat{\rho}(x) \). Our approach here is somewhat similar to the one for our support size estimation algorithm. In the case of support size estimation, we only registered whether \( x \) was covered by a sample from \( \rho \) or not. In this case, we actually need an estimate on \( \rho(x) \) (as opposed to \( 1_{\rho(x)\neq0} \)) which we obtain by studying the pattern of all the samples covering \( x \). More precisely, suppose we draw \( N_2 \) samples from the distribution, which form a multiset \( S_2 \). We extract the estimate \( \hat{\rho}(x) \) from the pattern of samples as follows:

\[
\hat{\rho}(x) := \frac{1}{2L} \max_{y \text{ s.t. } y \preceq x \text{ and } ||x||-||y||=L} \left\lfloor \frac{1}{N_2} \sum_{z \in S_2 : y \preceq z \preceq x} 1 \right\rfloor
\]

\(^3\) i.e. subsets of \( \{0,1\}^n \) that have the same Hamming weight.

\(^4\) We later re-define these notions in order to adapt them for the technical details we ignore in the introduction.
Here \( L \) is a parameter equal to \( \Theta_2(\sqrt{n}) \). We then estimate the contribution of set (ii) as \( \sum_{x \in \{0,1\}^n, ||x|| \geq h_0} \left| \hat{\phi}(x) - 1/2^n \right| \).

We show the correctness of our algorithm as follows. We use a tail bound to show that \( \hat{\phi}(x) \) concentrates sufficiently closely to the value: 

\[
\hat{\phi}(x) = \frac{1}{2L} \cdot \max_{y \text{ s.t. } y \leq x \text{ and } ||x||-||y||=L} \Pr_{z \sim \rho}[y \preceq z \preceq x] = \frac{1}{2L} \cdot \max_{y \text{ s.t. } y \leq x \text{ and } ||x||-||y||=L} \sum_{z \text{ s.t. } y \preceq z \preceq x} \rho(z) 
\]

Then, we apply Corollary 10, which implies that \( \rho \) is approximated well by a function \( f \) and a certain set of constraints on the slack of \( f \) holds.

Now for the sake of simplicity (analogously to the case of support size estimation), assume that \( \rho \) itself satisfies the condition that below the threshold \( h_0 \) there are at most \( O(1) \) levels of \( \{0,1\}^n \) on which there are points \( x \) with non-zero slack \( \rho(x) \) (in reality it is merely well-approximated by such a function). We now can (analogously to the case of support size estimation) introduce the concepts of slacky levels as levels on which \( \rho \) has non-zero slack, and good levels, which are below \( h_0 \) and farther than \( L \) from all slacky levels of \( \rho \). Now, one can prove that for \( x \) on a good level the value of \( \phi(x) \) equals precisely to \( \rho(x) \), for the following reasons: First of all the inequality:

\[
\max_{y \text{ s.t. } y \leq x \text{ and } ||x||-||y||=L} \rho(y) \leq \phi(x) \leq \rho(x)
\]

follows immediately from the monotonicity of \( \rho \) and the definition of \( \phi \). Secondly, if \( \rho \) has no slack on the levels between \( ||x|| \) and \( ||x|| - L \) (inclusive), then from the definition of slack it follows immediately using induction on \( L \) that:

\[
\max_{y \text{ s.t. } y \leq x \text{ and } ||x||-||y||=L} \rho(y) = \rho(x)
\]

Therefore, it has to be the case that \( \rho(x) = \phi(x) \).

Finally, we bound the contribution to the \( L_1 \) distance between \( \hat{\phi} \) and \( \rho \) of all the levels below \( h_0 \) that are not good (which we again call the bad levels). We do this by upper-bounding the number of bad levels, and then upper bounding the total probability mass on a single level below \( h_0 \).

### 1.3.2.3 Learning a monotone probability distribution (Theorem 2)

As we saw, our algorithm for the estimation of the distance to the uniform distribution contained a component that learned in \( L_1 \) distance the restriction of \( \rho \) on the levels below the cutoff \( h_0 \). The main challenge here is to extend these ideas to levels above \( h_0 \). To this, we make the following changes to our setup:

\[ \hat{\phi}(x) := \frac{1}{2L[||x||]} \cdot \max_{y \text{ s.t. } y \leq x \text{ and } ||y||-||x||=||x||} \left\{ \frac{z \in S: y \preceq z \preceq x}{N} \right\} \]

Instead of using Corollary 10, we use the the full power of Lemma 9. This, again gives us a function \( f \) that approximates \( \rho \) closely and has a restriction on its slacky levels.
Finally, we pick values of \( L_h \) in the algorithm and \( R_h \) in the analysis so we balance (i) The random error from the deviation of \( \hat{\phi}(x) \) from its expectation and (ii) The systematic error introduced by the slacky levels of \( f \) and the levels close to them. As a result, we find that \( \frac{n^2}{2^{O(n^{15})}} \) samples suffice.

## 2 Preliminaries

We use the following basic definitions and notation:

- **Definition 11.** For \( x \in \{0,1\}^n \), its Hamming weight is denoted as \( ||x|| \) and is equal to \( \sum_i x_i \).

- **Definition 12.** For a function \( f : \{0,1\}^n \rightarrow R \), we define the average value on level \( k \) (with \( 0 \leq k \leq n \)) as: \( \mu_f(k) = \frac{1}{\binom{n}{k}} \sum_{x \in \{0,1\}^n : ||x|| = k} f(x) \). We also refer to average value on level \( k \) for a probability distribution \( \rho \), which we denote \( \mu_\rho(k) \). By this we mean the average value on level \( k \) of the density function of \( \rho \).

- **Definition 13.** For a monotone function \( f : \{0,1\}^n \rightarrow R \), we define the monotone slack \( \text{slack}_f(x) \) at point \( x \in \{0,1\}^n \) as follows: \( \text{slack}_f(x) \triangleq f(x) - \max_{y \leq x} f(y) \). We also stipulate that \( \text{slack}_f(0^n) = f(0^n) \).

- **Definition 14.** The total variation distance between two probability distributions \( \rho_1 \) and \( \rho_2 \) is defined as:

\[
\text{TV}(\rho_1, \rho_2) \triangleq \frac{1}{2} \sum_x |\rho_1(x) - \rho_2(x)|.
\]

The following are well-known facts, which were also used in [7]:

- **Fact 15.** For a monotone function \( f : \{0,1\}^n \rightarrow R \), for all \( k_1, k_2 \) satisfying \( 0 \leq k_1 \leq k_2 \leq n \), it is the case that \( \mu_f(k_1) \leq \mu_f(k_2) \).

- **Fact 16.** For all \( k \), it is the case that \( \binom{n}{k} \leq 2^{\frac{k}{e}} \cdot 2^n \).

Now, we justify two claims we made in the introduction:

- **Claim 17.** For sufficiently small \( \epsilon_0 \), for all sufficiently large \( n \), any algorithm that learns an unknown monotone probability distribution over \( \{0,1\}^n \) requires at least \( \Omega(2^{0.15n}) \) samples from the distribution.

**Proof.** From the argument in [32, pages 1937-1938] it follows that if two probability distributions are \( \epsilon \)-close in total variation distance, then their entropy values are within \( 2 \log(N_{\text{universe}}) \epsilon = 2\epsilon n \). Therefore, the task of estimating the entropy of an unknown monotone probability up to an additive error \( 2\epsilon n \) is not harder than learning it withing total variation distance \( \epsilon \). But in [29, page 39] it is shown that at least \( \sqrt{T}/10 \) samples are required for the task of distinguishing whether the unknown monotone probability distribution has entropy at least \( 0.81n \) or at most \( n/2 + \log T \). Picking \( T = 2^{0.3n} \) gives us the desired learning lower bound.

- **Claim 18.** Given Theorem 2, one can test whether an unknown distribution \( \rho \) over the Boolean cube is monotone or \( \epsilon \)-far from monotone with \( O(\frac{2^n}{\epsilon^2}) \) samples.

**Proof.** This can be done in the following way: (1) Use our learning algorithm with an error parameter \( \epsilon/4 \). This gives us a description of a distribution \( \hat{\rho} \), which is \( \epsilon/4 \)-close to \( \rho \) if \( \rho \) is monotone. (2) Estimate, using the estimator of [31], the total variation distance between
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ρ and ˜ρ up to ϵ/4. If the result is closer to ϵ than to zero, output NO. (3) Compute the total variation distance between ˜ρ and the closest monotone probability distribution. If this distance estimate is closer to ϵ than to zero, output NO, otherwise output YES. For constant ϵ, the sample complexity is dominated by step (3), which is $O(\frac{2^n}{\epsilon^5})$. It is easy to see that a monotone probability distribution will pass this test, whereas a distribution that is ϵ-far from monotone will fail either step (2) or step (3).

3 Learning monotone probability distributions

Algorithm 1 Algorithm for learning a monotone probability distribution over the Boolean cube (given sample access from a distribution ρ, which is monotone over \{0,1\}^n).

1. Set $A := \frac{1}{2n} \cdot e^{2n/\epsilon}$ for all $h \geq n/2$, set $L_h := \max \left( \log \left( 2nA \cdot \frac{(n/2)^2}{\epsilon^2} \right), 0 \right)$.

Similarly, for all $h$, satisfying $n/2 > h \geq 0$, set: $L_h := L_{n/2} = \log \left( 2nA \cdot \frac{(n/2)^2}{\epsilon^2} \right)$.

2. Set $N := \frac{2^n}{\epsilon^5} \cdot \frac{192}{n} \cdot (n + 9\sqrt{n} + 4)$

Draw $N$ samples from the probability distribution ρ and denote the multiset of these samples as $S$.

3. For all $x$ in \{0,1\}^n, if $||x|| < 9\sqrt{n}$, then set $\hat{\phi}(x) = 0$, otherwise compute:

$$\hat{\phi}(x) := \frac{1}{2^{|L_{||x||}|}} \cdot \max_{y \text{ s.t. } y \preceq x \text{ and } ||y|| - ||x|| = |L_{||x||}|} \{z \in S : y \preceq z \preceq x\}$$

Do this by first making a look-up table, which given arbitrary $z \in \{0,1\}^n$ returns the number of times $z$ was encountered in $S$. Then, use this look-up table to compute the necessary values of $\{z \in S : y \preceq z \preceq x\}$ by querying all these values of $z$ in the lookup table and summing the results up.

4. For all $x$ in \{0,1\}^n, compute the following: $\hat{\rho}(x) = \hat{\phi}(x) + \frac{1}{2n} \left( 1 - \sum_{y \in \{0,1\}^n} \hat{\phi}(y) \right)$

5. Output the value table of $\hat{\rho}$.

In this section we prove our upper-bound on the sample complexity of learning an unknown monotone probability distribution over the Boolean cube. We restate the theorem:

Theorem 2. For every positive ϵ, such that $0 < \epsilon \leq 1$ and for all sufficiently large $n$, there exists an algorithm, which given $2^n/\epsilon n^{1/5}$ samples from an unknown monotone probability distribution ρ over \{0,1\}^n, can reliably return a description of an estimate probability distribution $\hat{\rho}$, such that $d_{TV}(\rho, \hat{\rho}) \leq \epsilon$. The algorithm runs in time $O(2^n + O(n^{1/5} \log n))$.

Proof. We present the algorithm as Algorithm 1. The number of samples drawn from ρ is $N = \frac{2^n}{\epsilon n^{1/5}}$. The run-time, in turn, is dominated by computing the values of $\hat{\phi}$ in step (3), in which the construction of the lookup table takes $O(n \cdot 2^n)$ time, and the time spent computing each $\hat{\phi}(x)$ can be upper bounded by the product of: (i) the number of pairs $(y, z)$ that simultaneously satisfy $y \preceq z \preceq x$ and $||y|| - ||x|| = |L_{||x||}|$, which can be upper-bounded by $O(n|L_{||x||}| \cdot 2^{|L_{||x||}|})$ and (ii) the time it takes to look up a given $z$ in the lookup table, which can be upper-bounded by $O(n)$. Overall, this gives us a run-time upper bound of $O(2^n + O(n^{1/5} \log n))$. 
Now, the only thing to prove is correctness. Here is our main claim:

dots

\text{Claim 19.} If the following conditions are the case:

\begin{itemize}
  \item[a)] As a function of \( h \), \( L_h \) is non-increasing.
  \item[b)] For all \( h \), we have that \( L_h \leq 9\sqrt{n} \).
  \item[c)]
  \begin{equation}
  \frac{1}{2^n} \sum_{h=9\sqrt{n}}^{n} \binom{n}{h} \cdot \frac{A}{2^n} \leq \frac{1}{2} \tag{2}
  \end{equation}
  \end{itemize}

\text{d) }

\begin{equation}
\sum_{h=9\sqrt{n}}^{n} L_h \cdot \begin{cases}
  \left(\frac{400}{n}\right) & \text{ if } h \leq n/2 - \sqrt{n \ln(n)} \\
  \left(\frac{4000}{n}\right) & \text{ if } n/2 - \sqrt{n \ln(n)} < h < n/2 + \sqrt{n} \\
  \left(\frac{40000}{n}\right) \left(\frac{h-n/2}{n}\right)^2 & \text{ if } h \geq n/2 + \sqrt{n} 
\end{cases} \leq \frac{\epsilon^2}{20000}
\end{equation}

Then, with probability at least 2/3, it is the case that \( \sum_{x \in \{0,1\}^n \text{ s.t. } 9\sqrt{n} \leq ||x||} \left| \hat{\phi}(x) - \rho(x) \right| \leq \frac{\epsilon}{2} \).

We verify in Appendix A, subsection 7.1, that \( L_h \) indeed satisfy the conditions above. In fact, the values of \( L_h \) and \( A \) were chosen specifically to satisfy the constraints above. We prove Claim 19 in Section 3.2, after we develop our main structural lemma in Section 3.1.

We now bound the contribution to the \( L_1 \) distance between \( \hat{\phi} \) to \( \rho \) that comes from points of Hamming weight less than \( 9\sqrt{n} \). Since \( \sum_{x \in \{0,1\}^n} \rho(x) = 1 \) and \( \rho \) is monotone, then whenever \( ||x|| \leq n/2 \) we have \( \rho(x) \leq 1/2^n/2 \). Therefore, for sufficiently large \( n \) we have:

\begin{equation}
\sum_{x \in \{0,1\}^n \text{ s.t. } ||x|| < 9\sqrt{n}} \left| \hat{\phi}(x) - \rho(x) \right| = \sum_{x \in \{0,1\}^n \text{ s.t. } ||x|| < 9\sqrt{n}} \rho(x) \leq \frac{n^{9\sqrt{n}}}{2^{n/2}} \leq \frac{\epsilon}{2}
\end{equation}

Combining this with the bound in Claim 19 we get:

\begin{equation}
\sum_{x \in \{0,1\}^n} \left| \hat{\phi}(x) - \rho(x) \right| \leq \epsilon
\end{equation}

Overall, we have:

\begin{equation}
2 \cdot d_{TV}(\rho, \hat{\rho}) = \sum_{x \in \{0,1\}^n} \left| \hat{\phi}(x) - \rho(x) \right| =
\end{equation}

\begin{equation}
\sum_{x \in \{0,1\}^n} \left| \hat{\phi}(x) - \rho(x) + \frac{1}{2^n} \left( 1 - \sum_{y \in \{0,1\}^n} \hat{\phi}(y) \right) \right| \leq
\end{equation}

\begin{equation}
\sum_{x \in \{0,1\}^n} \left| \hat{\phi}(x) - \rho(x) \right| + \left| 1 - \sum_{y \in \{0,1\}^n} \hat{\phi}(y) \right| =
\end{equation}

\begin{equation}
\sum_{x \in \{0,1\}^n} \left| \hat{\phi}(x) - \rho(x) \right| + \sum_{x \in \{0,1\}^n} \left| \rho(x) - \hat{\phi}(x) \right| \leq 2 \cdot \sum_{x \in \{0,1\}^n} \left| \hat{\phi}(x) - \rho(x) \right| \leq 2 \cdot \epsilon
\end{equation}

Thus, with probability at least 2/3, we have \( d_{TV}(\rho, \hat{\rho}) \leq \epsilon \). 

\[ \Box \]
3.1 Main lemma

Here we prove the following structural lemma. The lemma, as well as its proof are inspired by the main structural lemma of [7] (i.e. Lemma 8). Recall that the slack of a monotone function was given in Definition 13.

**Lemma 9 (Main Structural Lemma).** For all positive $\zeta$, for all sufficiently large $n$, the following is true: Let $\rho$ be a monotone probability distribution over $\{0,1\}^n$. Suppose, for each $h$ between 0 and $n$ we are given a positive value $R_h$, and it is the case that:

$$\sum_{h=0}^{n} R_h \cdot \frac{\binom{n}{h}} {\sum_{j=h}^{n} \binom{n}{j}} \leq \zeta$$

Then, there exists a positive monotone function $f$, mapping $\{0,1\}^n$ to positive real numbers, satisfying:

1. For all $x$, it is the case that $\rho(x) \geq f(x)$.
2. It is the case that: $\sum_{x \in \{0,1\}^n} \rho(x) - f(x) \leq \zeta$
3. It is the case that: $\sum_{h=0}^{n} R_h \cdot \mathbf{1}_x \in \{0,1\}^n: ||x||=h \wedge \text{slack}_x \neq 0 \leq 1$

**Proof.** We use the following process to obtain $f$:

a) Set $f^* = \rho$.

b) For $h = 0$ to $n$:

- If it is the case that:

$$\frac{1}{\binom{n}{h}} \cdot \sum_{x \in \{0,1\}^n \text{ s.t. } ||x||=h} \text{slack}_{f^*}(x) < R_h \cdot \frac{1}{\sum_{j=h}^{n} \binom{n}{j}} \quad (2)$$

Then, for all $x \in \{0,1\}^n$, satisfying $||x|| = h$ set: $f^*(x) := f^*(x) - \text{slack}_{f^*}(x)$.

c) Set $f = f^*$ and output $f$.

By inspection, $f^*$ remains monotone and positive at every iteration of the process. Therefore, $f$ is also monotone and positive.

Property (1) in the Lemma is true, because at every step of the process, values of $f^*$ only decrease.

To see why Property (2) is the case, note that the value $\sum_{x \in \{0,1\}^n} \rho(x) - f(x)$ is zero in the beginning of the process, and at a step $h$ it either stays the same or decreases by at most $R_h \cdot \frac{\binom{n}{h}} {\sum_{j=h}^{n} \binom{n}{j}}$. Therefore we can upper-bound:

$$\sum_{x \in \{0,1\}^n} \rho(x) - f(x) \leq \sum_{h=0}^{n} R_h \cdot \frac{\binom{n}{h}} {\sum_{j=h}^{n} \binom{n}{j}} \leq \zeta$$

Now, the only thing left to prove is that property (3) holds.

From the definition of monotone slack, it follows that modifying the value of a function on points of Hamming weight $j$ does not affect the slack on any point with Hamming weight lower than $j$. Therefore, the value $\frac{1}{\binom{n}{j}} \cdot \sum_{x \in \{0,1\}^n \text{ s.t. } ||x||=j} \text{slack}_{f^*}(x)$ will not change as $f^*$ changes after the $j$th iteration. Therefore, this value will be equal to $\frac{1}{\binom{n}{j}} \sum_{x \in \{0,1\}^n \text{ s.t. } ||x||=j} \text{slack}_{f}(x)$. Thus, the value of $\frac{1}{\binom{n}{j}} \sum_{x \in \{0,1\}^n \text{ s.t. } ||x||=j} \text{slack}_{f}(x)$ is either zero or at least $R_h \cdot \frac{1}{\sum_{j=h}^{n} \binom{n}{j}}$.

Now, we need the following generalization of Fact 15:

**Observation 20.** Let $f$ be an arbitrary monotone function $\{0,1\}^n \rightarrow R$. Then, for any $k$ in $[0,n-1]$ it is the case that:

$$\mu_f(k+1) \geq \mu_f(k) + \frac{1}{\binom{n}{k+1}} \cdot \sum_{x \in \{0,1\}^n \text{ s.t. } ||x||=k+1} \text{slack}_x$$
Proof. For all $x$ with $||x|| = k + 1$ we have that:

$$f(x) = \text{slack}_f(x) + \max_{y \in \{0, 1\}^n \text{ s.t. } ||y||=k \text{ and } y \preceq x} f(y)$$

We have that:

$$\max_{y \in \{0, 1\}^n \text{ s.t. } ||y||=k \text{ and } y \preceq x} f(y) \geq \mathbb{E}_{y \sim \{0, 1\}^n} \text{ conditioned on } ||y||=k \text{ and } y \preceq x [f(y)]$$

Therefore:

$$f(x) \geq \text{slack}_f(x) + \mathbb{E}_{y \sim \{0, 1\}^n} \text{ conditioned on } ||y||=k \text{ and } y \preceq x [f(y)]$$

Averaging the both sides, we get:

$$f(x) \geq \text{slack}_f(x) + \mathbb{E}_{y \sim \{0, 1\}^n} \text{ conditioned on } ||y||=k \text{ and } y \preceq x [f(y)]$$

Above, the penultimate equality followed from a simple probabilistic fact: if one picks a random $n$-bit string of Hamming weight $k + 1$ and then sets to zero a random bit that equals to one, this is equivalent to picking a random $n$-bit string of weight $k$.

Using the Observation 20 repeatedly and recalling that in Definition 13 we defined \( \text{slack}_f(0^n) = f(0^n) \), we get that for all $h$:

$$\mu_f(h) \geq \mu_f(0) + \sum_{k=1}^{h} \frac{1}{\binom{n}{k}} \sum_{x \in \{0, 1\}^n \text{ s.t. } ||x||=k} \text{slack}_f(x) =$$

$$\sum_{k=1}^{h} \frac{1}{\binom{n}{k}} \sum_{x \in \{0, 1\}^n \text{ s.t. } ||x||=k} \text{slack}_f(x) \geq \sum_{k=0}^{h} R_k \cdot \frac{1}{\sum_{j=k}^{n} \binom{n}{j}} \cdot 1 \exists x \in \{0, 1\}^n: ||x||=k \land \text{slack}_f(x) \neq 0$$

Summing this up over all $h$ and changing the order of summations, we get:

$$1 = \sum_{x \in \{0, 1\}^n} \rho(x) \geq \sum_{x \in \{0, 1\}^n} f(x) = \sum_{h=0}^{n} \binom{n}{h} \mu_f(h) \geq$$

$$\sum_{h=0}^{n} \binom{n}{h} \sum_{k=0}^{h} R_k \cdot \frac{1}{\sum_{j=k}^{n} \binom{n}{j}} \cdot 1 \exists x \in \{0, 1\}^n: ||x||=k \land \text{slack}_f(x) \neq 0 =$$

$$\sum_{k=0}^{n} \sum_{h=k}^{n} \binom{n}{h} R_k \cdot \frac{1}{\sum_{j=k}^{n} \binom{n}{j}} \cdot 1 \exists x \in \{0, 1\}^n: ||x||=k \land \text{slack}_f(x) \neq 0 =$$

$$\sum_{k=0}^{n} R_k \cdot 1 \exists x \in \{0, 1\}^n: ||x||=k \land \text{slack}_f(x) \neq 0$$

This finishes the proof of the lemma.
Now, we prove the following corollary:

**Corollary 10.** Let \( \rho \) be a monotone probability distribution over \( \{0,1\}^n \) and let \( h_0 \) be an integer for which:

\[
\epsilon \leq \frac{1}{4} \Pr_{x \sim \{0,1\}^n} [ ||x|| \geq h_0 ] \leq \frac{\epsilon}{2}
\]

Then, there exists a positive monotone function \( f : \{0,1\}^n \rightarrow R \) satisfying:

1. For all \( x \), it is the case that \( \rho(x) \geq f(x) \).
2. It is the case that: \( \sum_{x \in \{0,1\}^n} \rho(x) - f(x) \leq \frac{\epsilon}{4} \).
3. There exists a set of values \( \{k_1, \ldots, k_t\} \) (ordered in an increasing order) with \( t \leq \frac{16}{\epsilon^2} \), satisfying that if for some \( x \) in \( \{0,1\}^n \) we have \( ||x|| < h_0 \) and \( \text{slack}_f(x) \neq 0 \), then \( ||x|| = k_i \) for some \( i \).

**Proof.** We use Lemma 9, setting \( \zeta = \epsilon/4 \) and

\[
R_h = \begin{cases} 
\frac{\epsilon^2}{16} & \text{if } h \leq h_0 \\
0 & \text{otherwise} 
\end{cases}
\]

We verify the precondition to Lemma 9, by using that \( \sum_{x \in \{0,1\}^n} \rho(x) - f(x) \leq \frac{\epsilon}{4} \):

\[
\sum_{h=0}^{n} R_h \cdot \binom{n}{h} = \sum_{h=0}^{h_0} \frac{\epsilon^2}{16} \cdot \binom{n}{h} \leq \sum_{h=0}^{h_0} \frac{\epsilon^2}{16} \cdot \binom{n}{h} \leq \sum_{h=0}^{h_0} \frac{\epsilon^2}{16} \cdot \frac{\binom{n}{h}}{\binom{n}{n/2}} \leq \frac{\epsilon}{4} \sum_{h=0}^{h_0} \frac{\binom{n}{h}}{2^n} \leq \frac{\epsilon}{4} \sum_{h=0}^{h_0} \frac{\binom{n}{h}}{2^n} \leq \frac{\epsilon}{4}
\]

Now, we simply check that properties (1), (2) and (3) of the Corollary directly imply the properties (1), (2) and (3) of the Corollary respectively. This completes the proof.

To use Lemma 9, we need an upper bound on the value of \( \sum_{j \geq h} \binom{n}{j} \). The following claim provides such an upper bound:

**Claim 21.** For all sufficiently large \( n \), for all \( h \), satisfying \( 0 \leq h \leq n \), it is the case that:

\[
\sum_{j \geq h} \binom{n}{j} \leq \begin{cases} 
\frac{2}{n^2} & \text{if } h \leq n/2 - \sqrt{n \ln(n)} \\
\frac{200}{\sqrt{n}} & \text{if } n/2 - \sqrt{n \ln(n)} < h < n/2 + \sqrt{n} \\
200 \cdot \frac{h-n/2}{n} & \text{if } h \geq n/2 + \sqrt{n} 
\end{cases}
\]

**Proof.** See Appendix A, Subsection 7.2

### 3.2 Proof of Claim 19

For all \( x \) in \( \{0,1\}^n \), satisfying \( 9\sqrt{n} \leq ||x|| \), we define the following quantity:

\[
\phi(x) = \max_{y \text{ s.t. } y \leq x \text{ and } ||y|| = [L||x||]} \Pr_{z \sim \rho} [ y \preceq z \leq x ] = \frac{1}{2^{[L||x||]}} \cdot \max_{y \text{ s.t. } y \leq x \text{ and } ||y|| = [L||x||]} \Pr_{z \sim \rho} [ z \preceq y \leq x ] = \frac{1}{2^{[L||x||]}} \cdot \max_{y \text{ s.t. } y \leq x \text{ and } ||y|| = [L||x||]} \sum_{z \text{ s.t. } y \preceq z \leq x} \rho(z)
\]

(4)
Observe that since for every such $x$ and $y$ there are $2 \lfloor L_{\|x\|} \rfloor$ values of $z$ satisfying $y \preceq z \preceq x$, and $\rho$ is a monotone probability distribution, it has to be the case that $\phi(x) \leq \rho(x)$ for all $x$ on which $\phi(x)$ is defined.

More interestingly, we will be claiming that $\phi$ is (in terms of $L_1$ distance) a good approximation to $\rho$, but first we will show that $\hat{\phi}$ is a good approximation to $\phi$, assuming that the values $L_h$ are not too small:

> Claim 22. If it is the case that $\frac{1}{2^n} \cdot \sum_{h=9\sqrt{n}}^{n} \binom{n}{h} \cdot \frac{4}{2^n} \leq \frac{1}{2}$, then, with probability at least $7/8$, it is the case that:

$$\sum_{x \in \{0,1\}^n \text{ s.t. } 9\sqrt{n} \leq \|x\|} \left| \hat{\phi}(x) - \phi(x) \right| \leq \frac{\epsilon}{4} \tag{5}$$

Proof. See Appendix A, Subsection 7.3, for the proof, which follows using tail bounds. \hfill \triangleright

Now, we apply Lemma 9 to $\rho$, with value $\zeta := \epsilon/100$. For now, we postpone setting the values of $R_h$, which we will do later in our derivation (of course, we will then check that the required constraint is indeed satisfied by these values).

This gives a positive monotone function $f$ that satisfies the three conditions of Lemma 9. We separate all the values of $x$ in $\{0,1\}^n$ for which $9\sqrt{n} \leq \|x\|$ into two kinds: good and bad. We say that $x$ is bad if there is some $y$ for which $0 \leq \|x\| - \|y\| < \lfloor L_{\|x\|} \rfloor$ and slack$_f(y)$ is non-zero. Otherwise, $x$ is good. Clearly, for a given Hamming weight value, wither every point with this Hamming weight is good, or every such point is bad.

We can write:

$$\sum_{x \in \{0,1\}^n \text{ s.t. } 9\sqrt{n} \leq \|x\|} |\phi(x) - f(x)| = \sum_{\text{good } x} |\phi(x) - f(x)| + \sum_{\text{bad } x} |\phi(x) - f(x)| \tag{6}$$

Now, we bound the two terms above separately. If $x$ is good, then it is the case that for all $y$ satisfying $\|x\| - \lfloor L_{\|x\|} \rfloor < \|y\| \leq \|x\|$, we have slack$_f(x) = 0$, and therefore $f(y) = \max_{\rho \in \{0,1\}^n \text{ s. t. } \rho \preceq y \text{ and } \|y\| = \|x\|} f(y')$. Using this relation recursively, we obtain that:

$$f(x) = \max_{y \in \{0,1\}^n \text{ s. t. } y \preceq x \text{ and } \|x\| - \|y\| = \lfloor L_{\|x\|} \rfloor} f(y)$$

Therefore, since $f$ is monotone, we obtain that:

$$f(x) = \frac{1}{2^{\lfloor L_{\|x\|} \rfloor}} \cdot \max_{y \text{ s. t. } y \preceq x \text{ and } \|x\| - \|y\| = \lfloor L_{\|x\|} \rfloor} \sum_{z \text{ s. t. } y \preceq z \preceq x} f(z)$$

By Lemma 9, it is the case $\rho(x) \geq f(x)$. This, together with the equation above and Equation 4 implies:

$$\phi(x) \geq f(x)$$

But we also know that $\rho(x) \geq \phi(x)$. Therefore:

$$\sum_{\text{good } x} |\phi(x) - f(x)| \leq \sum_{\text{good } x} |\rho(x) - f(x)| \leq \frac{\epsilon}{4} \tag{7}$$

Where the last inequality follows from Lemma 9.
Now, we bound the contribution of bad points. Since \( \phi(x) \leq \rho(x) \), \( f(x) \leq \rho(x) \), and recalling the definition of a bad point, we get:

\[
\sum_{\text{bad } x} |\phi(x) - f(x)| \leq \sum_{\text{bad } x} \max(\phi(x), f(x)) \leq \sum_{\text{bad } x} \rho(x) \leq \sum_{h=9\sqrt{n}}^{n} \mu_{\rho}(h_2) \cdot \binom{n}{h_2} \cdot 1_{\exists x \in \{0,1\}^n: (h_2 - \lfloor L_{h_2} \rfloor) < ||x|| \leq h_2} \cdot \text{slacky}(x) = 0
\]

(8)

Since Lemma 9 gives us a bound on a weighed sum of indicator variables of the form \( 1_{\exists x \in \{0,1\}^n: ||x|| = h \land \text{slacky}(x) = 0} \), we would like to upper-bound the expression above by such a weighted sum. To do this, to every Hamming weight value \( h \) that has a point \( x \) with non-zero \( \text{slacky}(x) \) (we call such Hamming weight value \( h \) \textbf{slacky}) we “charge” every value \( h_2 \), for which points of Hamming weight \( h_2 \) are rendered bad because \( h \) is slacky. This will happen only if \( h_2 \geq h \) and \( h_2 - \lfloor L_{h_2} \rfloor < h \). But since \( \lfloor L_{h_2} \rfloor \) can only decrease as \( h_2 \) increases, the latter can happen only if \( h_2 - \lfloor L_h \rfloor < h \). Therefore:

\[
\sum_{\text{bad } x} |\phi(x) - f(x)| \leq \sum_{h=0}^{n} \left( \sum_{h_2=h}^{h+\lfloor L_h \rfloor - 1} \mu_{\rho}(h_2) \cdot \binom{n}{h_2} \cdot 1_{\exists x \in \{0,1\}^n: (h_2 - \lfloor L_{h_2} \rfloor) < ||x|| \leq h_2} \cdot \text{slacky}(x) = 0 \right) \leq
\]

(9)

Now, to upper-bound \( \mu_{\rho}(h_2) \), we need the following claim:

\textbf{Claim 23.} For any monotone probability distribution \( \rho \) it is the case that for all \( h \):

\[
\mu_{\rho}(h) \leq \frac{1}{\sum_{j=h}^{n} \binom{n}{j}}
\]

Proof. This follows immediately from Fact 15 and that \( \sum_{x \in \{0,1\}^n} \rho(x) = 1 \).

\textbf{Claim 23, Equation 8 and Claim 21 together imply:}

\[
\sum_{\text{bad } x} |\phi(x) - f(x)| \leq \sum_{h=0}^{n} \left( \sum_{h_2=h}^{h+\lfloor L_h \rfloor - 1} \binom{n}{h_2} \frac{\left( \frac{200}{\sqrt{n}} \cdot \frac{h_2-n/2}{n} \right)}{\left( \lfloor L_{h_2} \rfloor \right)} \frac{1}{\exists x \in \{0,1\}^n: (h_2 - \lfloor L_{h_2} \rfloor) < ||x|| \leq h_2} \cdot \text{slacky}(x) = 0 \right) \leq
\]

(10)

Now, we claim that:

\[
\left( \frac{200 \sqrt{n}}{\sqrt{n}} \cdot \frac{h+L_h-n/2}{n} \right) \frac{1}{\exists x \in \{0,1\}^n: (h+L_h < n/2 + \sqrt{n})} \leq 10 \cdot \left( \frac{200 \sqrt{n}}{\sqrt{n}} \cdot \frac{h-n/2}{n} \right) \frac{1}{\exists x \in \{0,1\}^n: (h \geq n/2 + \sqrt{n})}
\]

(11)

This follows by considering three cases (i) \( h + L_h < n/2 + \sqrt{n} \), in which case this is equivalent to \( \frac{200 \sqrt{n}}{\sqrt{n}} \leq \frac{2000 \sqrt{n}}{\sqrt{n}} \), which is trivially true. (ii) \( h \geq n/2 + \sqrt{n} \), in which case since \( L_h \leq 9\sqrt{n} \), we have that \( \frac{h-n/2}{n} \leq \frac{10 \cdot \frac{h-n/2}{n}}{n} \) (iii) \( h + L_h \geq n/2 + \sqrt{n} \), but \( h < n/2 + \sqrt{n} \), in which case since \( L_h \leq 9\sqrt{n} \), we have that \( \frac{h+L_h-n/2}{n} \leq \frac{\sqrt{n} + L_h}{n} \leq 10\sqrt{n} \).
Combining Equations 10 and 11, we get:
\[
\sum_{\text{bad } x} |\phi(x) - f(x)| \leq \sum_{h=0}^{n} L_h \cdot \left( \begin{array}{ll} \frac{200}{\sqrt{n}} & \text{if } h < n/2 + \sqrt{n} \\ 200 \cdot \frac{h-n/2}{n} & \text{otherwise} \end{array} \right) \cdot 1_{\exists x \in \{0,1\}^n: ||x|| = h \land \text{slack}_f(x) \neq 0} \quad (12)
\]

Recall that we postponed setting the values of \(R_h\). The equation above motivates us to set:
\[
R_h := \frac{200}{\epsilon} \cdot L_h \cdot \left( \begin{array}{ll} \frac{200}{\sqrt{n}} & \text{if } h < n/2 + \sqrt{n} \\ 200 \cdot \frac{h-n/2}{n} & \text{otherwise} \end{array} \right)
\]

Now, we check the constraint on \(R_h\) in Lemma 9. Using Claim 21 and the premise of Claim 19:
\[
\sum_{h=0}^{n} R_h \cdot \left( \begin{array}{ll} \frac{40000}{n} & \text{if } h \leq n/2 - \sqrt{n \ln(n)} \\ 40000 \cdot \left( \frac{n}{n-h/2} \right)^2 & \text{if } h \geq n/2 + \sqrt{n} \end{array} \right) \leq \frac{\epsilon}{100} = \zeta
\]

Therefore, Lemma 9, together with Equation 12 implies that:
\[
\sum_{\text{bad } x} |\phi(x) - f(x)| \leq \sum_{h=0}^{n} \frac{\epsilon}{20} \cdot R_h \cdot 1_{\exists x \in \{0,1\}^n: ||x|| = h \land \text{slack}_f(x) \neq 0} \leq \frac{\epsilon}{20}
\]

Now, using triangle inequality and then combining the inequality above with Equations 28, 6 and 7 we get:
\[
\sum_{x \in \{0,1\}^n \text{ s.t. } 9 \sqrt{n \pi} \leq ||x||} \left| \phi(x) - \rho(x) \right| \leq \sum_{x \in \{0,1\}^n \text{ s.t. } 9 \sqrt{n \pi} \leq ||x||} \left| \phi(x) - \phi(x) \right| + \sum_{x \in \{0,1\}^n \text{ s.t. } 9 \sqrt{n \pi} \leq ||x||} \left| \phi(x) - \rho(x) \right| \leq \frac{\epsilon}{4} + \frac{\epsilon}{100} + \frac{\epsilon}{20} \leq \frac{\epsilon}{2} \quad (13)
\]

### 4 Estimating the distance to uniform

In this section we prove our upper-bound on the sample complexity of estimating the distance from uniform of an unknown monotone probability distribution over the Boolean cube. We restate the theorem:

**Theorem 5.** For every positive \(\epsilon\), the following is true: for all sufficiently large \(n\), there exists an algorithm, which given \(\frac{2^n}{n^{100} \sqrt{n}}\) samples from an unknown monotone probability distribution \(\rho\) over \(\{0,1\}^n\), can reliably approximate the distance between \(\rho\) and the uniform distribution over \(\{0,1\}^n\) with an additive error of up to \(\epsilon\). The algorithm runs in time \(O\left(2^n + O(\sqrt{n \log n})\right)\).
Algorithm 2

Algorithm for the estimation of distance to uniform efficiently (given sample access from a distribution \( \rho \), which is monotone over \( \{0,1\}^n \)).

1. Pick set \( h_0 \) to be an integer for which it is the case that:
\[
\frac{\epsilon}{4} \leq \Pr_{x \sim \{0,1\}^n} \left[ ||x|| \geq h_0 \right] \leq \frac{\epsilon}{2}
\]  
(14)

Do this by going through every integer candidate \( h_{\text{candidate}} \) in the interval and computing the fraction of points \( x \) in \( \{0,1\}^n \) for which \( ||x|| \geq h_{\text{candidate}} \). Finally, pick \( h_0 \) to be one of \( h_{\text{candidate}} \) for which the relation above holds.

2. Set \( N_1 := \frac{32 \ln 2}{\epsilon^2} \). Draw \( N_1 \) samples from the probability distribution \( \rho \) and denote the multiset of these samples as \( S_1 \).

3. Set:
\[
\hat{d}_1 := \frac{1}{2} \cdot \left\lfloor \frac{\left\lfloor \frac{z \in S_1 : ||z|| \geq h_0}{N_1} \right\rfloor}{2^{n-1}} \right\rfloor
\]

4. Set \( L := \left\lfloor \frac{\sqrt{n} \epsilon^4}{16} \right\rfloor \).

5. Set \( N_2 := 2^n \cdot \frac{192}{\epsilon^2} \cdot \left( n \ln 2 + L \ln n + 4 \ln 2 \right) \).

Draw \( N_2 \) samples from the probability distribution \( \rho \) and denote the multiset of these samples as \( S_2 \).

6. For all \( x \), satisfying \( L \leq ||x|| < h_0 \), compute:
\[
\hat{\phi}(x) := \frac{1}{2L} \cdot \max_{y \text{ s.t. } y \leq x \text{ and } ||y|| = L} \left\lfloor \frac{\left\lfloor \frac{z \in S_2 : y \preceq z \preceq x}{N_2} \right\rfloor}{2^n} \right\rfloor
\]

Do this by first making a look-up table, which given arbitrary \( z \in \{0,1\}^n \) returns the number of times \( z \) was encountered in \( S_2 \). Then, use this look-up table to compute the necessary values of \( \left\lfloor \frac{z \in S_2 : y \preceq z \preceq x}{N_2} \right\rfloor \) by querying all these values of \( z \) in the lookup table and summing the results up.

7. Compute the following:
\[
\hat{d}_2 := \frac{1}{2} \cdot \sum_{x \text{ s.t. } L \leq ||x|| < h_0} \left| \hat{\phi}(x) - \frac{1}{2^n} \right|
\]

8. Output \( \hat{d}_1 + \hat{d}_2 \).
Proof. We present the algorithm as Algorithm 2. The number of samples drawn from $\rho$ is $N_1 + N_2 = \frac{x^2}{2 \sqrt{n}}$. The run-time, in turn, is dominated\(^5\) by computing the values of $\hat{\phi}$ in step (6), in which the construction of the lookup table takes $O(n \cdot 2^n)$ time and the time spent computing each $\hat{\phi}(x)$ can be upper bounded by the product of: (i) the number of pairs $(y, z)$ that simultaneously satisfy $y \leq z \leq x$ and $||x|| - ||y|| = L$, which can be upper-bounded by $O(n^L \cdot 2^L)$ and (ii) the time it takes to look up a given $z$ in the lookup table, which can be upper-bounded by $O(n)$. Overall, this gives us a run-time upper bound of $O(2^n+O(\sqrt{n \log n}))$.

Now, the only thing left to prove is correctness. First of all, it is not a priori clear that there exists a value of $h_0$ satisfying Equation 14 (in Algorithm 2). This is true for the following reason: imagine changing $h_{\text{candidate}}$ from $n$ to 0 by decrementing it in steps of one. Then $\Pr_{x \in \{0,1\}^n} [||x|| \geq h_{\text{candidate}}]$ will increase from $\frac{1}{2^n}$ to 1 by Fact 16 it will not increase by more than $\frac{1}{\sqrt{n}}$ at any given step. For sufficiently large $n$ we have $\frac{1}{\sqrt{n}} < \frac{\epsilon}{4}$. Then it is impossible to skip over the interval between $\frac{1}{4}$ and $\frac{\epsilon}{4}$ in just one step of length at most $\frac{1}{4 n}$, and therefore Equation 14 (in Algorithm 2) will be the case for some value of $h_{\text{candidate}}$.

We decompose the total variation distance between $\rho$ and the uniform distribution into three terms:

$$
\frac{1}{2} \cdot \sum_{x \in \{0,1\}^n} \left| \rho(x) - \frac{1}{2^n} \right| =
\frac{1}{2} \cdot \sum_{x \in \{0,1\}^n \text{ s.t.} \ ||x|| \geq h_0} \left| \rho(x) - \frac{1}{2^n} \right| + \frac{1}{2} \cdot \sum_{x \in \{0,1\}^n \text{ s.t.} \ L < ||x|| < h_0} \left| \rho(x) - \frac{1}{2^n} \right| + \frac{1}{2} \cdot \sum_{x \in \{0,1\}^n \text{ s.t.} \ ||x|| < L} \left| \rho(x) - \frac{1}{2^n} \right|
$$

(15)

We argue that the first term is well approximated by $\hat{d}_1$, the second term is well approximated by $\hat{d}_2$, and the third term is negligible. As the reader will see, out of these three terms, the middle term is the least trivial to prove guarantees for.

We will first handle the first term: From the triangle inequality, Hoeffding’s bound and Equation 14 (in Algorithm 2) it follows immediately that with probability at least 7/8 it is the case that:

$$
\left| \hat{d}_1 - \frac{1}{2} \cdot \sum_{x \in \{0,1\}^n \text{ s.t.} \ ||x|| \geq h_0} \rho(x) - \frac{1}{2^n} \right| \leq \frac{1}{2} \cdot \sum_{x \in \{0,1\}^n \text{ s.t.} \ ||x|| \geq h_0} \rho(x) + \frac{1}{2} \cdot \sum_{x \in \{0,1\}^n \text{ s.t.} \ ||x|| \geq h_0} \frac{1}{2^n} = \frac{\epsilon}{8} + \frac{\epsilon}{4} = \frac{3\epsilon}{8}
$$

(16)

Now, we use the two following facts: (i) Since $\sum_x \rho(x) = 1$ and $\rho$ is monotone, for every $x$ with $||x|| \leq L$ it should be the case that $\rho(x) \leq \frac{1}{2^n - L}$. (ii) The number of different values of $x$ in $\{0,1\}^n$ for which $||x|| \leq L$ can be upper bounded by $n^L$. We get for sufficiently large $n$:  

$$
\frac{1}{2} \cdot \sum_{x \in \{0,1\}^n \text{ s.t.} \ ||x|| < L} \left| \rho(x) - \frac{1}{2^n} \right| \leq \frac{1}{2} \cdot \sum_{x \in \{0,1\}^n \text{ s.t.} \ ||x|| < L} \left( \frac{1}{2^n} + \rho(x) \right) \leq \frac{1}{2} \cdot n^L \cdot \left( \frac{1}{2^n} + \frac{1}{2^n - L} \right) = o(1) \leq \frac{\epsilon}{8}
$$

(17)

\(^5\) Step 1 requires only $2^n \text{poly}(n)$ time, which is less than what step (6) requires. By inspection, other steps require even less run-time. Incidentally, the task in step 1 can be done much faster by randomized sampling, but since this is not the run-time bottleneck, we use this direct approach for the sake of simplicity.
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The rest of this section will be dedicated to proving the following claim:

\textbf{Claim 24.} With probability at least $7/8$ it is the case that:

\[ \left| \hat{d}_2 - \frac{1}{2} \cdot \sum_{x \in \{0,1\}^n \text{ s.t. } L \leq ||x|| < h_0} \left| \rho(x) - \frac{1}{2^n} \right| \right| \leq \epsilon \]

(18)

Once this is proven, it follows by a union bound that with probability at least $3/4$ both Equations 16 and 18 will be the case. This, together with Equation 17, when substituted into Equation 15 will imply that:

\[ \left| \sum_{x \in \{0,1\}^n} \rho(x) - \frac{1}{2^n} - (\hat{d}_1 + \hat{d}_2) \right| \leq \epsilon \]

This will imply the correctness of our algorithm.

\textbf{4.1 Proof of Claim 24}

For all $x$ in $\{0,1\}^n$, satisfying $L \leq ||x|| < h_0$, we define the following quantity:

\[ \phi(x) \overset{def}{=} \frac{1}{2L} \cdot \max_{y \text{ s.t. } y \preceq x \text{ and } ||x||-||y||=L} \Pr_{z \sim \rho}[y \preceq z \preceq x] = \frac{1}{2L} \cdot \max_{y \text{ s.t. } y \preceq x \text{ and } ||x||-||y||=L} \sum_{z \text{ s.t. } y \preceq z \preceq x} \rho(z) \]  

(19)

Observe that since for every such $x$ and $y$ there are $2^L$ values of $z$ satisfying $y \preceq z \preceq x$, and $\rho$ is a monotone probability distribution, it has to be the case that $\phi(x) \leq \rho(x)$ for all $x$ on which $\phi(x)$ is defined.

We will be claiming that $\phi(x)$ is (in terms of $L_1$ distance) a good approximation to $\rho(x)$, but first we will show that $\phi(x)$ is a good approximation to $\phi(x)$:

\textbf{Claim 25.} With probability at least $7/8$, it is the case that:

\[ \sum_{x \in \{0,1\}^n \text{ s.t. } L \leq ||x|| < h_0} \left| \hat{\phi}(x) - \phi(x) \right| \leq \epsilon / 4 \]  

(20)

\textbf{Proof.} We claim that for any pair $(x,y)$, such that $\phi$ is defined on $x$ and $||x|| - ||y|| = L$, with probability at least $1 - \frac{1}{8 \cdot 2^n \cdot n^2}$ the following holds:

\[ \frac{1}{2L} \cdot \Pr_{z \sim \rho}[y \preceq z \preceq x] - \frac{|\{z \in S : y \preceq z \preceq x\}|}{N_2} \leq \frac{\epsilon}{8} \cdot \max \left( \frac{1}{2L} \cdot \frac{1}{\Pr_{z \sim \rho}[y \preceq z \preceq x]} \right) \]  

(21)

We use Chernoff’s bound to prove this as follows. Denote by $q$ the value $\Pr_{z \sim \rho}[y \preceq z \preceq x]$. If $q \geq \frac{1}{2L}$, then by Chernoff’s bound we have:

\[ \Pr \left[ \left| \{z \in S : y \preceq z \preceq x\} \right| - qN_2 \right] \geq \frac{\epsilon}{8} qN_2 \leq \exp \left( -\frac{1}{3} \left( \frac{\epsilon}{8} \right)^2 qN_2 \right) \leq \frac{1}{8 \cdot 2^n \cdot n^2} \cdot \frac{1}{8 \cdot 2^n \cdot n^2} \]
Otherwise, if we have $q < \frac{2L}{2^n}$, then by Chernoff’s bound:

$$
\Pr \left[ \left| \{z \in S : y \preceq z \preceq x\} - qN_2 \right| \geq \frac{\epsilon}{8} \cdot \frac{2L}{2^n} \cdot N_2 \right] \leq 2 \exp \left( - \frac{1}{3} \left( \frac{\epsilon}{8} \cdot \frac{2L}{2^n} \cdot \frac{1}{q} \right)^2 qN_2 \right) \leq 2 \exp \left( - \frac{1}{3} \left( \frac{\epsilon}{8} \cdot \frac{2L}{2^n} \cdot qN_2 \right) \right) = \frac{1}{8} \cdot \frac{2^n \cdot nL}{qN_2}
$$

Now, by taking a union bound, it follows that with probability $7/8$ for all such pairs $(x, y)$ Equation 21 will be the case. For all $x$ on which $\phi$ is defined it then will be the case that:

$$
\left| \hat{\phi}(x) - \phi(x) \right| \leq \frac{\epsilon}{8} \cdot \max \left( \frac{1}{2^n}, \phi(x) \right)
$$

Summing this for all $x$ in the domain of $\phi$ we get:

$$
\sum_{x \in \{0,1\}^n \text{ s.t. } L \leq ||x|| < h_0} \left| \hat{\phi}(x) - \phi(x) \right| \leq \frac{\epsilon}{8} \cdot \left( 2^n \cdot \frac{1}{2^n} + \sum_{x \in \{0,1\}^n \text{ s.t. } L \leq ||x|| < h_0} \phi(x) \right) \leq \frac{\epsilon}{8} \cdot \left( 1 + \sum_{x \in \{0,1\}^n \text{ s.t. } L \leq ||x|| < h_0} \rho(x) \right) \leq \frac{\epsilon}{4}
$$

Now, we apply Corollary 10 to $\rho$. This gives a positive monotone function $f$ that satisfies the three conditions of Corollary 10. We separate all the values of $x$ in $\{0,1\}^n$ for which $L \leq ||x|| < h_0$ into two kinds: good and bad. Recall that by Corollary 10 an element $x$ of $\{0,1\}^n$ for which $L \leq ||x|| < h_0$ can have slack $f(x) \neq 0$ only if $||x|| = k_i$ for some $i$ between 1 and $t$. We say that $x$ is bad if there is some $k_i$ for which $0 \leq ||x|| - k_i \leq L$. Otherwise, $x$ if good.

We can write:

$$
\sum_{x \in \{0,1\}^n \text{ s.t. } L \leq ||x|| < h_0} |\phi(x) - f(x)| = \sum_{\text{good } x} |\phi(x) - f(x)| + \sum_{\text{bad } x} |\phi(x) - f(x)|
$$

Now, we bound the two terms above separately. If $x$ is good, then it is the case that for all $z$ satisfying $||x|| - L \leq ||z|| \leq ||x||$ we have slack $f(x) = 0$, and therefore $f(z) = \max_{z' \in \{0,1\}^n \text{ s.t. } z' \preceq z} \text{ and } ||z||-||z'||=1 f(z')$. Using this relation recursively, we obtain that:

$$
f(x) = \max_{z \in \{0,1\}^n \text{ s.t. } z \preceq x \text{ and } ||x||-||z||=L} f(z)
$$

Therefore, since $f$ is monotone, we obtain that:

$$
f(x) = \frac{1}{2L} \cdot \max_{y \text{ s.t. } y \preceq x \text{ and } ||x||-||y||=L} \sum_{z \text{ s.t. } y \preceq z \preceq x} f(z)
$$

By Corollary 10, it is the case $\rho(x) \geq f(x)$. This, together with the equation above and Equation 19 implies:

$$
\phi(x) \geq f(x)
$$
But we also know that \( \rho(x) \geq \phi(x) \). Therefore:

\[
\sum_{\text{good } x} |\phi(x) - f(x)| \leq \sum_{\text{good } x} |\rho(x) - f(x)| \leq \frac{\epsilon}{4}
\]

(23)

Where the last inequality follows from Corollary 10.

Now, the contribution of bad points.

\[
\sum_{\text{bad } x} |\phi(x) - f(x)| \leq \sum_{\text{bad } x} \max(\phi(x), f(x)) \leq \sum_{\text{bad } x} \rho(x) =
\]

\[
\sum_{k \in [L, h_0]} \mu_p(k) \cdot \binom{n}{k}
\]

Combining these two facts with the inequality above we get:

\[
\sum_{\text{bad } x} |\phi(x) - f(x)| \leq \left( \frac{1}{2n} \cdot \frac{4}{\epsilon} \right) \cdot \left( \frac{2}{\sqrt{n}} \cdot 2^n \right) \cdot (L \cdot t) = \frac{4}{\epsilon} \cdot \frac{2}{\sqrt{n}} \cdot L \cdot t
\]

Substituting the value of \( L \) and the upper bound on \( t \) from Corollary 10 we get:

\[
\sum_{\text{bad } x} |\phi(x) - f(x)| \leq \frac{4}{\epsilon} \cdot \frac{2}{\sqrt{n}} \cdot \frac{\epsilon^4 \sqrt{n}}{512} \cdot \frac{16}{\epsilon^2} = \frac{\epsilon}{4}
\]

Combining this with Equations 22 and 23 we get:

\[
\sum_{x \in \{0,1\}^n \text{ s.t. } L \leq ||x|| < h_0} |\phi(x) - f(x)| \leq \frac{\epsilon}{2}
\]

(24)

Overall, we have:

\[
\left| \sum_{x \in \{0,1\}^n \text{ s.t. } L \leq ||x|| < h_0} |\rho(x) - 1/2^n| \right| - \left| \sum_{x \in \{0,1\}^n \text{ s.t. } L \leq ||x|| < h_0} |\hat{\phi}(x) - 1/2^n| \right| \leq
\]

\[
\sum_{x \in \{0,1\}^n \text{ s.t. } L \leq ||x|| < h_0} |\hat{\phi}(x) - \rho(x)| \leq \sum_{x \in \{0,1\}^n \text{ s.t. } L \leq ||x|| < h_0} |\hat{\phi}(x) - \phi(x)| +
\]

\[
\sum_{x \in \{0,1\}^n \text{ s.t. } L \leq ||x|| < h_0} |\phi(x) - f(x)| + \sum_{x \in \{0,1\}^n \text{ s.t. } L \leq ||x|| < h_0} |f(x) - \rho(x)|
\]

This three terms can be bound using respectively Equation 20, Corollary 10 and Equation 24. This gives us:

\[
2 \cdot \hat{d}_2 - \sum_{x \in \{0,1\}^n \text{ s.t. } L \leq ||x|| < h_0} |\rho(x) - 1/2^n| =
\]

\[
\left| \sum_{x \in \{0,1\}^n \text{ s.t. } L \leq ||x|| < h_0} |\rho(x) - 1/2^n| \right| - \left| \sum_{x \in \{0,1\}^n \text{ s.t. } L \leq ||x|| < h_0} |\hat{\phi}(x) - 1/2^n| \right| \leq \epsilon
\]

Therefore, with probability at least 7/8 Equation 18 holds, which proves Claim 24 and completes the proof of correctness.
5 Estimating the support size

In this section we prove our upper-bound on the sample complexity of estimating the support size of an unknown monotone probability distribution over the Boolean cube. Recall that a probability distribution $\rho$ is well-behaved if for every $x$ either $\rho(x) = 0$ or $\rho(x) \geq 1/2^n$.

We restate the theorem:

\textbf{Theorem 4.} For every positive $\epsilon$, the following is true: for all sufficiently large $n$, there exists an algorithm, which given $2^{n^2/\Theta(\epsilon^2)}$ samples from an unknown well-behaved monotone probability distribution $\rho$ over $\{0,1\}^n$, can reliably\(^6\) approximate the support size of $\rho$ with an additive error of up to $\epsilon$. The algorithm runs in time $O_\epsilon\left(\frac{2^n}{(\ln 32/\epsilon + 1)}\right)$.

\textbf{Proof.} The algorithm we use is listed as Algorithm 3.

\begin{algorithm}[h]
\caption{Algorithm for the estimation of support size (given sample access from the distribution).}
\begin{enumerate}
  \item Set $M_1 = \frac{2^n}{2^{n^2/\sqrt{n}}} \left(\ln \frac{32}{\epsilon} + 1\right)$
  \item Take $M_1$ samples from the probability distributions. Call the set of these samples $S_1$.
  \item Set $M_2 = \frac{32 \ln 2}{\epsilon^2}$
  \item Pick $M_2$ elements of $\{0,1\}^n$ uniformly at random. Call these samples $S_2$.
  \item We say that a point $y$ is covered if in $S_1$ there exists at least one $z$, so that $z \preceq y$. One can check if a point $y$ is covered by going through all the $M_1$ elements in $S_1$. Using this checking procedure, compute the fraction $\hat{\eta}$ of the elements in $S_2$ that are covered.
  \item Output $\hat{\eta}$.
\end{enumerate}
\end{algorithm}

Clearly, the sample complexity is:

$$O\left(\frac{2^n}{2^{n^2/\sqrt{n}}} \left(\ln \frac{32}{\epsilon} + 1\right)\right) = \frac{2^n}{2^{\Theta(\sqrt{n})}}$$

In turn, the run-time is:

$$O\left(2^n \frac{\ln \frac{32}{\epsilon} + 1}{\epsilon^2} \cdot \frac{32 \ln 2}{\epsilon^2}\right) = \frac{2^n}{2^{\Theta(\sqrt{n})}}$$

Now, all is left to prove is correctness.

Let $\eta$ denote the fraction of elements in $\{0,1\}^n$ that are covered by our samples in $S_1$. Then, a random element of $\{0,1\}^n$ is covered with probability $\eta$. Therefore, by the Hoeffding bound it follows that:

$$\Pr_{S_2} \left[ |\hat{\eta} - \eta| > \frac{\epsilon}{4} \right] \leq 2 \exp\left( -2 \left(\frac{\epsilon}{4}\right)^2 M_2 \right) = \frac{1}{8}$$

The last equality follows by substituting the value of $M_2$.

\textsuperscript{6} By reliably we henceforth mean that the probability of success is at least 2/3.
Since \( \rho \) is monotone, it has to be the case that every point that is covered is in the support of \( \rho \). Hence, the support size of \( \rho \) is at least \( \eta \cdot 2^n \).

Now, all we need to show is that \( \eta \cdot 2^n \) is not likely to be much smaller than the support size of \( \rho \). We call a point \( x \) in the support of \( \rho \) **good** if there are at least \( 2^{\frac{\epsilon}{it}} \sqrt{n} \) points \( y \) each of which satisfying: (i) \( y \) belongs to the support of \( \rho \). (ii) \( x \preceq y \). If a point in the support of \( \rho \) is not good, then it is **bad**. We will show that the bad points are few, while a lot of the good points are likely to be covered.

Let \( f_{\text{support}} \) be defined as follows:

\[
    f_{\text{support}}(x) = \begin{cases} 
        1 & \text{if } \rho(x) \neq 0 \\
        0 & \text{otherwise}
    \end{cases}
\]

In other words, \( f_{\text{support}} \) is the indicator function of the support of \( \rho \). Since \( \rho \) is a monotone probability distribution, \( f_{\text{support}} \) is a monotone function. Therefore, applying Lemma 8, there exists a function \( g = g_1 \lor \ldots \lor g_t \) that \( \epsilon/4 \)-approximates \( f_{\text{support}} \), where \( t \leq 8/\epsilon \) and each \( g_i \) is a monotone DNF with terms of width exactly \( k_i \). Additionally, \( g(x) \leq f(x) \) for all \( x \) in \( \{0,1\}^n \)

**Claim 26.** For all \( i \), \( g_i \) contains at most \( \frac{\epsilon}{8} \cdot 2^n \) bad points.

**Proof.** Recall that \( g_i \) is \( k_i \)-regular, and therefore every point \( x \) on which \( g_i(x) = 1 \) needs to have Hamming weight \( ||x|| \geq k_i \).

**Claim 27.** If \( x \) satisfies \( g_i(x) = 1 \) and \( ||x|| \geq k_i + \frac{\epsilon^2}{64} \sqrt{n} \), then \( x \) has to be good

**Proof.** Since \( g_i \) is a DNF and \( g_i(x) = 1 \) then \( x \) satisfies at least one of the terms of \( g_i \). If there are more than one, arbitrarily pick one of them. Let this term be

\[
    t(y) = \bigwedge_{j \in H_i} y_j
\]

The width of this AND has to be \( k_i \), therefore \( |H| = k_i \). Since \( ||x|| \geq k_i + \frac{\epsilon^2}{64} \sqrt{n} \), there must be \( \frac{\epsilon^2}{64} \sqrt{n} \) values of \( j \) for which \( x_j = 1 \) but \( j \) is not in \( H_1 \). Denote the set of these values of \( j \) as \( H_2 \).

Now, consider an element \( y \in \{0,1\}^n \) satisfying the criteria:

- For all \( j \) in \( H_1 \), \( y_j = 1 \).
- For all \( j \) neither in \( H_1 \) nor in \( H_2 \), \( y_j = 0 \).

Clearly, \( t(y) = 1 \), which implies \( g_i(y) = 1 \), \( g(y) = 1 \), and \( f_{\text{support}}(y) = 1 \). Also, for all \( j \), we have \( y_j \leq x_j \), and therefore \( y \preceq x \). Finally, for all \( j \) in \( H_2 \) the value of \( y_j \) can be set arbitrarily to zero or one, and therefore there are \( 2^{|H_2|} \) such points, which is at least \( 2^{\frac{\epsilon^2}{64} \sqrt{n}} \).

Therefore, \( x \) is a good point.

Thus, we can upper-bound the number of bad points \( x \) on which \( g_i(x) = 1 \) by:

\[
    \left| \left\{ x \in \{0,1\}^n : g(x) = 1 \text{ and } k_i + \frac{\epsilon^2}{64} \sqrt{n} \geq \sum_j x_j \geq k_i \right\} \right| \leq \sum_{j=k_i}^{k_i+\frac{\epsilon^2}{64} \sqrt{n}-1} \binom{n}{j} \leq \frac{\epsilon^2}{64} \sqrt{n} \left( \frac{n}{n/2} \right)
\]

By Fact 16, for sufficiently large \( n \), it is the case that \( \binom{n}{n/2} \leq 2 \cdot \frac{2^n}{\sqrt{n}} \). This implies that the expression above is upper-bounded by \( \frac{\epsilon^2}{64} \cdot 2^n \), which completes the proof of this claim.
Since \( g = g_1 \lor \ldots \lor g_t(x) \), our claim implies the following:

\[
\left| \left\{ x : g(x) = 1 \text{ and } x \text{ is bad} \right\} \right| \leq \sum_{i=1}^{t} \left| \left\{ x : g_i(x) = 1 \text{ and } x \text{ is bad} \right\} \right| \leq t \cdot \frac{\epsilon^2}{32} \cdot 2^n \leq \frac{8}{\epsilon} \cdot \frac{\epsilon^2}{32} \cdot 2^n = \frac{\epsilon}{4} \cdot 2^n
\]

In addition, there could be at most \( \frac{\epsilon}{4} \cdot 2^n \) bad points among the points on which \( f_{\text{support}} \) and \( g \) disagree. Thus, in total, there are at most \( \frac{\epsilon}{2} \cdot 2^n \) bad points.

Finally, we need to argue that it is likely that many of the good points get covered:

\[\blacktriangle\text{Claim 28.} \text{ Suppose there are } G \text{ good points. Then, with probability at least } \frac{7}{8} \text{ it will be the case that at least } 1 - \frac{\epsilon}{4} \text{ fraction of these good points are covered.}\]

\[\blacktriangle\text{Proof.} \text{ For every good point } x \text{ there exist least } \frac{2^2 \sqrt{n}}{2^2} \text{ values of } y \text{ for which } i) x \preceq y \text{ and } ii) y \text{ is in the support of } \rho. \text{ Since } x \preceq y, \text{ if } y \text{ is ever picked from the distribution, then } x \text{ will be covered. Since } y \text{ is in the support of } \rho, \text{ and } \rho \text{ is well-behaved, we have } \rho(y) \geq \frac{1}{2^n}. \text{ Together, these imply that the probability that a random sample from } \rho \text{ covers } x \text{ is at least } \frac{2^2 \sqrt{n}}{2^n}. \text{ Hence, the probability that any of the } M_1 \text{ i.i.d. samples taken from } \rho \text{ does not cover } x \text{ is at most:}\]

\[
\left(1 - \frac{2^2 \sqrt{n}}{2^n}\right)^{M_1} = \left(1 - \frac{2^2 \sqrt{n}}{2^n}\right)^{\frac{2^n \ln\frac{32}{\epsilon} + 1}{2^n \ln\frac{32}{\epsilon}}} \leq \frac{1}{e^{\ln\frac{32}{\epsilon}}} = \frac{\epsilon}{32}
\]

Let \( C \) denote a random variable, whose value equals to the number of the good points (out of total \( G \)) covered after taking \( M_1 \) i.i.d. samples from \( \rho. \)

The value of \( C \) has to satisfy these two constraints: (i) It has to be between 0 and \( G \) (ii) By linearity of expectation, \( E[C] \geq (1 - \frac{\epsilon}{32})G. \) Thus, to finish the proof of the Lemma, it is sufficient to show the following claim:

\[\blacktriangle\text{Claim 29.} \text{ If, for some fixed } G, \text{ a random variable } C \text{ is supported on } [0, G] \text{ and } E[C] \geq (1 - \frac{\epsilon}{32})G, \text{ then } \Pr[C \geq (1 - \epsilon/4)G] \geq 7/8. \]

\[\blacktriangle\text{Proof.} \text{ This is immediate from Markov’s inequality for the random variable } G - C. \]

Now, we put it all together. Suppose that the bad events we previously identified do not happen. In particular, we know that with probability at least 7/8 we have:

\[
\left| \hat{\eta} - \eta \right| \leq \frac{\epsilon}{4}
\]

Additionally, we also know that with probability at least 7/8 it is the case that:

\[
\left| \left\{ x : f_{\text{support}}(x) = 1 \text{ and } x \text{ is good and covered} \right\} \right| - \left| \left\{ x : f_{\text{support}}(x) = 1 \text{ and } x \text{ is good} \right\} \right| \leq \frac{\epsilon}{4} \cdot \frac{\left| \left\{ x : f_{\text{support}}(x) = 1 \text{ and } x \text{ is good} \right\} \right|}{2^n}
\]
By union bound, the probability that none of this bad events happens is at least 3/4, which we will henceforth assume. Using the inequalities above together with the fact that the fraction of bad points is at most $\epsilon/2$ we get:

\[
\bigg|\hat{\eta} - \frac{\{x : f_{\text{support}}(x) = 1\}}{2^n}\bigg| \leq \bigg|\hat{\eta} - \eta\bigg| + \bigg|\eta - \frac{\{x : f_{\text{support}}(x) = 1\}}{2^n}\bigg| = \\
\bigg|\frac{\{x : f_{\text{support}}(x) = 1 \text{ and } x \text{ is covered}\}}{2^n} - \frac{\{x : f_{\text{support}}(x) = 1\}}{2^n}\bigg| + \\
\bigg|\frac{\{x : f_{\text{support}}(x) = 1 \text{ and } x \text{ is good}\}}{2^n} - \frac{\{x : f_{\text{support}}(x) = 1 \text{ and } x \text{ is good}\}}{2^n}\bigg| + \\
\bigg|\frac{\{x : f_{\text{support}}(x) = 1 \text{ and } x \text{ is bad}\}}{2^n}\bigg| \leq \frac{\epsilon}{4} + \frac{\epsilon}{4} + \frac{\epsilon}{2} \leq \frac{\epsilon}{4} + \frac{\epsilon}{4} + \frac{\epsilon}{2} = \epsilon
\]

This completes the proof of correctness.

6 A lower bound on tolerant testing of uniformity

In this section we prove a sample complexity lower bound on the problem of tolerantly testing the uniformity of an unknown monotone probability distribution over $\{0,1\}^n$: the task of distinguishing a distribution that is $o(1)$-close to uniform from a distribution that is sufficiently far from uniform. Recall the theorem:

**Theorem 6.** For infinitely many positive integers $n$, there exist two probability distributions $\Delta_{\text{Close}}$ and $\Delta_{\text{Far}}$ over monotone distributions over $\{0,1\}^n$, satisfying:
1. Every distribution in $\Delta_{\text{Far}}$ is $1/2$-far from the uniform distribution.
2. Any algorithm that takes only $o\left(2^{2^{0.5-0.01}}\right)$ samples from a probability distribution, fails to reliably distinguish between $\Delta_{\text{Close}}$ and $\Delta_{\text{Far}}$.
3. Every distribution in $\Delta_{\text{Close}}$ is $o(1)$-close to the uniform distribution.

**Proof.** A basic building block of our construction is the following:

**Definition 30.** For a member of the Boolean cube $x$, the subcube distribution $S_x$ is the probability distribution that picks $y$ uniformly, subject to $y \supseteq x$.

All our distributions will be mixtures of such subcube distributions. For all the mixtures we will use, each subcube in the mixture is given the same weight. This method involving subcube distributions was used in [29] to prove property testing lower bounds for monotone probability distributions.

We construct $\Delta_{\text{Close}}$ to have only one member, which is equal to the uniform mixture of $S_x$ for all $\binom{n}{\log_2 n}$ values of $x$ with Hamming weight $n^{0.5-0.01}$.

We define a random member of $\Delta_{\text{Far}}$ to be the uniform mixture of $\frac{1}{2}2^{n^{0.5-0.01}}$ subcube distributions $S_{x_i}$, where each of the $x_i$ is picked randomly among all the members of the Boolean cube with Hamming weight $n^{0.5-0.01}$.

We show that any member of $\Delta_{\text{Far}}$ is sufficiently far from uniform by upper-bounding the size of its support (i.e. the number of elements that have non-zero probability). Each of the subcube distributions has a support size of $2^n - n^{0.5-0.01}$. The support size of a mixture of distributions is at most the sum of the supports sizes of the respective distributions.
We telescoped the sums, and used the inequality that for all $\varepsilon > 0$ we have:

$$2^{n - n^{0.5 - 0.01}} \cdot \frac{1}{2} 2^{n^{0.5 - 0.01}} = \frac{1}{2} 2^n$$

This is sufficient to conclude that any member of $\Delta_{\text{Far}}$ is $1/2$-far from uniform.

A random member $D_1$ of $\Delta_{\text{Far}}$ and the sole member $D_2$ of $\Delta_{\text{Close}}$ cannot be reliably distinguished using only $o\left(\frac{2^{n^{0.5 - 0.01}}}{\varepsilon^2}\right)$ samples. This follows by the argument used in [29]: Because of the number of samples, with probability at least 0.99, the samples drawn from a random distribution from $D_1$ will all be from different subcube distributions. Also with probability at least 0.99, this will also be true for the sole distribution of $D_2$. If both of these things happen (which is the case with probability at least 0.98), the samples will be statistically indistinguishable. Thus, no tester can distinguish between $D_1$ and $D_2$ with an advantage greater than 0.02.

Finally, we need to prove that $D_2$ is $o(1)$-close to the uniform distribution. Here, the proof goes as follows. Both $D_2$ and the uniform distribution are symmetric with respect to a change of indices. This implies that the distance between these probability distributions equals to the distance between random variables $R_2$ and $R_1$, where $R_1$ is distributed as the Hamming weight of a random sample from $D_2$, whereas $R_2$ is distributed as the Hamming weight of uniformly random element of the Boolean cube. It is not hard to see that $R_1$ and $R_2$ are distributed according to binomial distributions with slightly different parameters.

Now, the problem is equivalent to proving that the two following probability distributions are $o(1)$-close in total variation distance:

- A sum of $n$ i.i.d. uniform random variables from $\{0, 1\}$.
- A sum of $n - n^{0.5 - 0.01}$ i.i.d. uniform random variables from $\{0, 1\}$.

It is convenient to first bound the variation distance between 1) the sum of $k$ i.i.d. uniform random variables from $\{0, 1\}$ and 2) $k + 1$ i.i.d. uniform random variables from $\{0, 1\}$, where $k$. We write the total variation distance as:

$$\frac{1}{2^k} + \sum_{i=1}^{k-1} \frac{1}{2^k} \binom{k}{i} - \frac{1}{2^{k-1}} \binom{k-1}{i} = \frac{1}{2^k} \left( 1 + \sum_{i=1}^{k-1} \binom{k-1}{i} - \binom{k-1}{i-1} \right) =$$

$$\frac{1}{2^k} \left( 1 + \sum_{i=1}^{(k-1)/2} \left( \binom{k-1}{i} - \binom{k-1}{i-1} \right) + \sum_{i=(k-1)/2}^{k-1} \left( \binom{k-1}{i} - \binom{k-1}{i-1} \right) \right) =$$

$$\frac{1}{2^k} \left( 1 + \frac{k-1}{(k-1)/2} - 1 + \frac{k-1}{(k-1)/2} - 1 \right) = O\left( \frac{1}{\sqrt{k}} \right)$$

We telescoped the sums, and used the inequality that for all $k$, we have that $\binom{k}{k/2} \leq O\left( \frac{2^k}{\sqrt{k}} \right)$.

For simplicity, we assumed above that $k - 1$ is even, the odd case can be handled analogously. Thus, we have an upper bound of $O(1/\sqrt{k})$ on the total variation distance.

Using this, together with the triangle inequality for total variation distance, we bound the variation distance between 1) the sum of $n$ i.i.d. uniform random variables from $\{0, 1\}$ and 2) the sum of $n - n^{0.5 - 0.01}$ i.i.d. uniform random variables from $\{0, 1\}$ by

$$O\left( \frac{n^{0.5 - 0.01}}{n^{0.5}} \right) = o(1).$$

This finishes the proof. \hspace{1cm} ◀
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7 Appendix A

7.1 Verifying the conditions on \(L_h\)

Recall that we defined \(A\) and \(L_h\) as follows:

\[ A := \frac{1}{2^n} \cdot e^{\frac{k}{2\ln n} \cdot n^{1/5}} \]

For all \(h \geq n/2\), we set \(L_h := \max \left( \log \left( \frac{2nA \cdot \left( \frac{n}{2} \right)^h}{2^{L_h}} \right), 0 \right) \)

For all \(h\), satisfying \(n/2 > h \geq 9\sqrt{n}\), we set: \(L_h := \log \left( \frac{2nA \cdot \left( \frac{n}{2} \right)^{h/2}}{2^{L_h}} \right) \)

Here we prove that these values of \(A\) and \(L_h\) satisfy the following four conditions:

a) As a function of \(h\), \(L_h\) is non-increasing.

b) For all \(h\), we have that \(L_h \leq 9\sqrt{n}\).

c) \[
\frac{1}{2^n} \cdot \sum_{h=9\sqrt{n}}^{n} \left( \frac{n}{h} \right) \cdot A \leq \frac{1}{2}
\]

d) \[
\sum_{h=9\sqrt{n}}^{n} L_h \cdot \begin{cases} 
\frac{400}{n^{2/5}} & \text{if } h \leq n/2 - \sqrt{n\ln(n)} \\
\frac{400000}{n} & \text{if } n/2 - \sqrt{n\ln(n)} < h < n/2 + \sqrt{n} \\
40000 \cdot \left( \frac{h-n/2}{n} \right)^2 & \text{if } h \geq n/2 + \sqrt{n}
\end{cases} \leq \frac{e^2}{20000}
\]

We will need the following standard fact can be proven, for example, by comparing \(\sum_{i=0}^{N} i^k\) and \(\int_0^N i^k \, di\):

**Fact 31.** For any positive constant \(k\) and for sufficiently large \(n\), it is the case that: \(\sum_{i=0}^{N} i^k = (1 + o(1)) \frac{n^{k+1}}{k+1}\).

The truth of conditions (a) and (b) follows immediately by inspection. In fact a statement stronger than (b) is the case: for sufficiently large \(n\) we have \(L_h \leq \log(n \cdot A) \leq 2 \cdot n^{1/5}\).

Regarding condition (c), we have:

\[
\frac{1}{2^n} \cdot \sum_{h=9\sqrt{n}}^{n} \left( \frac{n}{h} \right) \cdot A 
\leq \frac{A}{2^n} \left( \sum_{h=9\sqrt{n}}^{n/2} \left( n/2 \right) \cdot \frac{2^n}{2 \cdot n} \cdot \min \left( \frac{1}{2^n \cdot \left( \frac{n}{2} \right)^h}, 1 \right) \right) \leq \sum_{h=9\sqrt{n}}^{n} \frac{1}{2^n} \leq \frac{1}{2}
\]

Finally, recall that for all \(h\), we have \(L_h \leq 2 \cdot n^{1/5}\). For sufficiently large \(n\), we have:

\[
\sum_{h=9\sqrt{n}}^{n} L_h \cdot \begin{cases} 
\frac{400}{n^{2/5}} & \text{if } h \leq n/2 - \sqrt{n\ln(n)} \\
\frac{400000}{n} & \text{if } n/2 - \sqrt{n\ln(n)} < h < n/2 + \sqrt{n} \\
40000 \cdot \left( \frac{h-n/2}{n} \right)^2 & \text{if } h \geq n/2 + \sqrt{n}
\end{cases} \leq \\
\frac{e^2}{40000} + \sum_{h=n/2 + \sqrt{n}}^{n} 40000 \cdot \left( \frac{h-n/2}{n} \right)^2 \cdot L_h
\]
We now bound the last term using Hoeffding’s inequality to bound the value of \( \binom{n}{h} \), making a change of variables with \( i := \frac{n-h}{2} \) and then using Fact 31 to bound the resulting summation. Precisely, we have the following chain of inequalities (some of which are only true for sufficiently large \( n \)):

\[
\sum_{h=n/2}^{n} 40000 \cdot \left( \frac{h-n/2}{n} \right)^2 \cdot L_h \leq \\
\sum_{h=n/2}^{n} 40000 \cdot \left( \frac{h-n/2}{n} \right)^2 \cdot \max \left( \log \left( 2nA \cdot \frac{(n)}{2n} \right), 0 \right) \leq \\
\sum_{h=n/2}^{n} 40000 \cdot \left( \frac{h-n/2}{n} \right)^2 \cdot \max \left( \log \left( 2nA \cdot \exp \left( -2 \frac{(h-n/2)^2}{n} \right) \right), 0 \right) = \\
\sqrt{\frac{2}{\ln(2nA^2)}} \sum_{i=0}^{\sqrt{\frac{2}{\ln(2nA^2)}}} \frac{40000}{\ln 2} \left( \frac{i}{n} \right)^2 \left( \ln(2nA) - 2 \cdot \frac{i^2}{n} \right) = \\
\frac{40000}{\ln 2} \cdot \left( 1 + o(1) \right) \left( \frac{\sqrt{2 \ln(2nA)}}{3n^2} \right)^3 \ln(2nA) - \left( 1 + o(1) \right) 2 \cdot \frac{\sqrt{\frac{2}{\ln(2nA)}}}{5n^3} \leq \\
\epsilon \leq \frac{\epsilon^2}{40000}
\]

Finally, simplifying and substituting the value of \( A \) we get:

\[
\sum_{h=n/2+\sqrt{n}}^{n} 40000 \cdot \left( \frac{h-n/2}{n} \right)^2 \cdot L_h \leq (1 + o(1)) \cdot \frac{40000}{\ln 2} \cdot \frac{\sqrt{\frac{2}{\ln(2nA)}}}{30 \sqrt{n}} \left( \ln(2nA) \right)^{5/2} \leq \frac{\epsilon^2}{40000}
\]

Condition (d) is verified by combining Equation 26 with the equation above.

### 7.2 Proof of Claim 21

Here we prove that for all sufficiently large \( n \), for all \( h \), satisfying \( 0 \leq h \leq n \), it is the case that:

\[
\frac{\binom{n}{h}}{\sum_{j=h}^{n} \binom{n}{j}} \leq \begin{cases} 
\frac{2}{n^2} & \text{if } h \leq n/2 - \sqrt{n \ln(n)} \\
\frac{2000}{n^2} & \text{if } n/2 - \sqrt{n \ln(n)} < h < n/2 + \sqrt{n} \\
\frac{200}{n^2} \frac{h-n/2}{n} & \text{if } h \geq n/2 + \sqrt{n} 
\end{cases}
\]

We first handle the case when \( h \geq n/2 + \sqrt{n} \). If, furthermore, \( h > 11n/20 \), then it is sufficient to prove that \( \sum_{j=h}^{n} \binom{n}{j} \leq 10 \), which is trivially true. Thus, we now assume that \( h \leq 11n/20 \).

It is the case that:

\[
\frac{\binom{n}{k}}{\binom{n}{k-1}} = 1 - \frac{k-n/2-1}{n/2} \frac{n/2}{k-n/2}
\]

Therefore, we can write:

\[
\sum_{j=h}^{n} \binom{n}{j} = \sum_{j=h}^{n} \prod_{k=h+1}^{n} \frac{k-n/2-1}{k-n/2} 
\]
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Since \( n/2 + \sqrt{n} \leq h \leq 11n/20 \), for sufficiently large \( n \) we have that \( h + \frac{1}{2} \cdot \frac{n}{n-h/2} \leq n \). Using this, we can truncate the sum above, and then lower-bound the result by the product of the smallest summand with the total number of summands, getting:

\[
\sum_{j=h}^{n} \binom{n}{j} \geq \frac{1}{4} \cdot \frac{n}{h-n/2} \cdot \left( 1 - \frac{h-n/2-1}{n/2} \right)^{\frac{1}{2} \cdot \frac{n}{n-h/2}} \geq \frac{1}{4} \cdot \frac{n}{h-n/2} \cdot \prod_{k=h+1}^{n} \frac{1}{1 + \frac{h-k/2}{n/2}}
\]

Now, we analogously lower-bound the product by lower-bounding each of the factors, and then use the fact that since \( h \geq n/2 + \sqrt{n} \), it is the case that \( \frac{n}{n-h/2} \leq h-n/2 \). We get:

\[
\sum_{j=h}^{n} \binom{n}{j} \geq \frac{1}{4} \cdot \frac{n}{h-n/2} \cdot \left( 1 - \frac{1.25(h-n/2)}{n/2} \right)^{\frac{1}{2} \cdot \frac{n}{n-h/2}} \geq \frac{1}{4} \cdot \frac{n}{h-n/2} \cdot \prod_{k=h+1}^{n} \frac{1}{1 + \frac{1.25(h-k/2)}{n/2}}
\]

Finally, we use the fact that for all \( w \) between zero and one we have that \( \frac{1}{1+w} = 1 - w + w^2 - \ldots \geq 1 - w \). We get:

\[
\sum_{j=h}^{n} \binom{n}{j} \geq \frac{1}{4} \cdot \frac{n}{h-n/2} \cdot \left( 1 - \frac{1.25(h-n/2)}{n/2} \right)^{\frac{1}{2} \cdot \frac{n}{n-h/2}} \geq \frac{1}{4} \cdot \frac{n}{h-n/2} \cdot \exp \left( \frac{20(h-n/2)}{7n} \cdot \frac{1}{2} \cdot \frac{n}{h-n/2} \right) \geq \frac{1}{200} \cdot \frac{n}{h-n/2}
\]

This completes the proof in the case \( h \geq n/2 + \sqrt{n} \).

Given our bound in the range \( h \geq n/2 + \sqrt{n} \), to show the desired bound in the range \( n/2 - \sqrt{n \ln(n)} < h < n/2 + \sqrt{n} \), it is sufficient to show that \( \sum_{j \geq h} \binom{n}{j} \) is non-decreasing, as a function of \( h \). If \( h < n/2 \), this follows immediately, because, as a function of \( h \), the numerator is non-decreasing, whereas the denominator is decreasing. If \( h \geq n/2 \), then using Equation 27, we get:

\[
\sum_{j \geq h+1} \binom{n}{j} = \frac{1}{1 - \frac{h-n/2}{n/2}} \cdot \left( 1 - \frac{1}{1 + \frac{1}{n/2}} \right)^{\frac{n}{j-h+1}} \sum_{j \geq h+1} \binom{n}{j-1} \leq \frac{1}{1 - \frac{h-n/2}{n/2}} \cdot \left( \frac{n}{j-h+1} \right)^{\frac{n}{j-1}} \left( \frac{j}{j-h+1} \right)^{\frac{n+1}{j-1}} \leq \frac{\sum_{j \geq h} \binom{n}{j}}{\frac{n}{j-1}}
\]

Which implies that \( \sum_{j \geq h} \binom{n}{j} \leq \frac{n}{2} \cdot \frac{2^n}{2^{n+1}} \leq 2 \cdot \Pr_{x \sim \{0,1\}^n \left[ x \leq n/2 - \sqrt{n \ln(n)} \right]} \leq 2 \cdot \exp \left( -2 \ln n \right) = \frac{2}{n^2} \)
7.3 Proof for Claim 22

Recall that:
\[ N = \frac{2^n}{A} \cdot \frac{192}{\epsilon^2} \cdot (n + 9\sqrt{n} + 4) \]

Our algorithm for learning a monotone probability distribution drew \( N \) samples from the probability distribution \( \rho \) and the resulting multiset of samples was denoted as \( S \). For all \( x \) in \( \{0, 1\}^n \), if \( ||x|| < 9\sqrt{n} \), we set \( \hat{\phi}(x) = 0 \), otherwise we set:

\[
\hat{\phi}(x) := \frac{1}{2} \max_{y \text{ s.t. } y \leq x} \frac{\max_{||y||-||x||=[L||x||]} \Pr[y \leq z \leq x]}{N}
\]

Where \( L_h \) is a specific value associated to each value of \( h \). We also defined for all \( x \) with \( x \geq 9\sqrt{n} \) the value:

\[
\phi(x) := \frac{1}{2} \max_{y \text{ s.t. } y \leq x} \frac{\max_{||y||-||x||=[L||x||]} \Pr[y \leq z \leq x]}{N} \cdot \sum_{z \text{ s.t. } y \leq z \leq x} \rho(z)
\]

Here we prove that if it is the case that \( \frac{1}{2^n} \cdot \sum_{h=9\sqrt{n}}^{(n)} \cdot \frac{A}{2^n} \leq \frac{1}{2} \), then, with probability at least 7/8, it is the case that:

\[
\sum_{x \in \{0, 1\}^n \text{ s.t. } 9\sqrt{n} \leq ||x||} \left| \hat{\phi}(x) - \phi(x) \right| \leq \frac{\epsilon}{4}
\]

We claim that for any pair \( (x, y) \), such that \( \phi \) is defined on \( x \) and \( ||x|| - ||y|| = [L||x||] \), with probability at least \( 1 - \frac{1}{8 \cdot 2^n \cdot n^2} \), the following holds:

\[
\left| \Pr_{z \sim \rho}[y \leq z \leq x] - \frac{\{z \in S : y \leq z \leq x\}}{N} \right| \leq \frac{\epsilon}{8} \cdot \max \left( \frac{A}{2^n} \cdot \Pr_{z \sim \rho}[y \leq z \leq x] \right)
\]

(28)

We use Chernoff’s bound to prove this as follows. Denote by \( q \) the value \( \Pr_{z \sim \rho}[y \leq z \leq x] \).

If \( q \geq \frac{A}{2^n} \), then by Chernoff’s bound we have:

\[
\Pr \left[ \left| \{z \in S : y \leq z \leq x\} - qN \right| \geq \frac{\epsilon}{8}qN \right] \leq 2 \exp \left( -\frac{1}{3} \left( \frac{\epsilon}{8} \right)^2 qN \right) \leq 2 \exp \left( -\frac{1}{3} \left( \frac{\epsilon}{8} \right)^2 \frac{A}{2^n} \cdot N \right) = \frac{1}{8 \cdot 2^n \cdot n^3 \sqrt{n}}
\]

Otherwise, if we have \( q < \frac{A}{2^n} \), then by Chernoff’s bound:

\[
\Pr \left[ \left| \{z \in S : y \leq z \leq x\} - qN \right| \geq \frac{\epsilon}{8} \frac{A}{2^n} \cdot N \right] \leq 2 \exp \left( -\frac{1}{3} \left( \frac{\epsilon}{8} \right)^2 \frac{A}{2^n} \cdot N \right) \leq 2 \exp \left( -\frac{1}{3} \left( \frac{\epsilon}{8} \right)^2 \frac{A}{2^n} \cdot N \right) = \frac{1}{8 \cdot 2^n \cdot n^3 \sqrt{n}}
\]

Now, by taking a union bound, it follows that with probability 7/8 for all such pairs \( (x, y) \) Equation 28 will be the case. Recalling the definition of \( \phi \), for all \( x \) on which \( \phi \) is defined it then will be the case that:

\[
\left| \hat{\phi}(x) - \phi(x) \right| \leq \frac{\epsilon}{8} \cdot \max \left( \frac{1}{2[L||x||]} \frac{A}{2^n} \cdot \phi(x) \right)
\]
Now, we sum this for all $x$ in the domain of $\phi$ and use the fact that $|L_h| \geq L_h + 1$, and then use that $\frac{1}{2^n} \cdot \sum_{h=9 \sqrt{n}}^{n} \binom{n}{h} \cdot \frac{A}{2^{L_h} L_h} \leq \frac{1}{2}$. We get:

$$\sum_{x \in \{0,1\}^n \text{ s.t. } 9 \sqrt{n} \leq ||x||} \left| \hat{\phi}(x) - \phi(x) \right| \leq \frac{\epsilon}{8} \cdot \left( \frac{1}{2^n} \cdot \sum_{h=9 \sqrt{n}}^{n} \binom{n}{h} \cdot \frac{A}{2^{L_h} L_h} \right) + \sum_{x \in \{0,1\}^n \text{ s.t. } 9 \sqrt{n} \leq ||x||} \phi(x) \right) =$$

$$\frac{\epsilon}{8} \cdot \left( \frac{1}{2^n} \cdot \sum_{h=9 \sqrt{n}}^{n} \binom{n}{h} \cdot \frac{A}{2^{L_h} L_h} \right) + \sum_{x \in \{0,1\}^n \text{ s.t. } 9 \sqrt{n} \leq ||x||} \phi(x) \right) \leq$$

$$\frac{\epsilon}{8} \cdot \left( 2 \cdot \frac{1}{2^n} \cdot \sum_{h=9 \sqrt{n}}^{n} \binom{n}{h} \cdot \frac{A}{2^{L_h} L_h} + \sum_{x \in \{0,1\}^n \text{ s.t. } 9 \sqrt{n} \leq ||x||} \phi(x) \right) \leq$$

$$\frac{\epsilon}{8} \cdot \left( 1 + \sum_{x \in \{0,1\}^n \text{ s.t. } 9 \sqrt{n} \leq ||x||} \rho(x) \right) \leq \frac{\epsilon}{4}$$
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Abstract

Influence maximization (IM) is the problem of finding for a given $s \geq 1$ a set $S$ of $|S| = s$ nodes in a network with maximum influence. With stochastic diffusion models, the influence of a set $S$ of seed nodes is defined as the expectation of its reachability over simulations, where each simulation specifies a deterministic reachability function. Two well-studied special cases are the Independent Cascade (IC) and the Linear Threshold (LT) models of Kempe, Kleinberg, and Tardos [31]. The influence function in stochastic diffusion is unbiasedly estimated by averaging reachability values over i.i.d. simulations. We study the IM sample complexity: the number of simulations needed to determine a $(1 - \epsilon)$-approximate maximizer with confidence $1 - \delta$. Our main result is a surprising upper bound of $O(s\tau\epsilon^{-2}\ln \frac{n}{\delta})$ for a broad class of models that includes IC and LT models and their mixtures, where $n$ is the number of nodes and $\tau$ is the number of diffusion steps. Generally $\tau \ll n$, so this significantly improves over the generic upper bound of $O(sn\epsilon^{-2}\ln \frac{n}{\delta})$. Our sample complexity bounds are derived from novel upper bounds on the variance of the reachability that allow for small relative error for influential sets and additive error when influence is small. Moreover, we provide a data-adaptive method that can detect and utilize fewer simulations on models where it suffices. Finally, we provide an efficient greedy design that computes an $(1 - 1/e - \epsilon)$-approximate maximizer from simulations and applies to any submodular stochastic diffusion model that satisfies the variance bounds.
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1 Introduction

Models for the spread of information among networked entities were studied for decades in sociology and economics [26, 20, 29]. A diffusion process is initiated from a seed set of nodes (entities) and progresses in steps: Initially, only the seed nodes are activated. In each step additional nodes may become active based on the current set of active nodes. The progression can be deterministic or stochastic. The $t$-stepped influence of a seed set $S$ of nodes is then defined as its expected reachability (total number of active nodes) in $t$ steps.
Influence maximization (IM) is the problem of finding a set $S$ of nodes of specified cardinality $|S| = s$ and maximum influence. The IM problem was formulated nearly two decades ago by Richardson and Domingos [17, 40] and inspired by the application of viral marketing. In a seminal paper, Kempe, Kleinberg, and Tardos [31] studied stochastic diffusion models and introduced two elegant special cases, the Independent Cascade (IC) and Generalized Threshold (GT) diffusion models. Their work sparked extensive followup research and large scale implementations [35, 7, 30, 39]. Currently IM is applied in multiple domains with linked entities for tasks as varied as diversity-maximization (the most representative subset of the population) and sensor placement that maximize coverage [32, 4, 34].

We consider stochastic diffusion models (SDM) $G(V)$ over $|V| = n$ nodes that are specified by a distribution $\phi \sim G$ over sets $\phi := \{\phi_v\}_{v \in V}$ of monotone non-decreasing boolean activation functions $\phi_v : 2^V \setminus \{v\} \to \{0, 1\}$. A diffusion process starts with a seed set $S \subset V$ of nodes and $\phi \sim G$. At step 0 we activate the seed nodes $\text{Reach}^0(\phi, S) := S$. The diffusion then proceeds deterministically: At step $t > 0$ all active nodes remain active and we activate any inactive node $v$ where $\phi_v(\text{Reach}^{t-1}(\phi, S)) = 1$:

$$\text{Reach}^{t+1}(\phi, S) := \{v \in V \mid \phi_v(\text{Reach}^t(\phi, S)) = 1\}.$$ 

The $\tau$-steps reachability set of a seed set $S$ is the random variable $\text{Reach}^\tau(\phi, S)$ for $\phi \sim G$ and respectively the $\tau$-steps reachability, $R^\tau(S)$, is the random variable that is the number of active nodes $|\text{Reach}^\tau(\phi, S)|$ for $\phi \sim G$. Finally, the influence value of $S$ is defined to be the expectation

$$\Gamma^\tau(S) := \mathbb{E}[R^\tau(S)] = \mathbb{E}_{\phi \sim G}[|\text{Reach}^\tau(\phi, S)|].$$

We refer to the case where the diffusion is allowed to progress until there is no growth as unrestricted diffusion and this corresponds to $\tau = n - 1$. The influence $\Gamma^\tau(S)$ is a monotone set function. We say that an SDM is submodular when the influence function is submodular and that it is independent if the activation functions $\phi_v$ of different nodes are independent random variables. The IM problem for seed set size $s$ and $\tau$ steps is to find

$$\arg\max_{S: |S| \leq k} \Gamma^\tau(S).$$

The reader might be more familiar with well-studied special cases of this general formulation. Live-edge diffusion models $G(V, E)$ are specified by a graph $(V, E)$ with $|V| = n$ nodes and $|E| = m$ directed edges and a distribution $E \sim G$ over subsets $E \subset E$ of “live” edges. When expressed as an SDM, the activation functions that correspond to $E$ have $\phi_v(T) = 1$ if and only if there is an edge from a node in $T$ to $v$ in the graph $(V, E)$. Live-edge models are always submodular: This because $|\text{Reach}^\tau(E, S)|$, which is the number of nodes reachable
from $S$ in $(V, E)$ by paths of length at most $\tau$, is a coverage function and hence monotone and submodular. Therefore, so is the influence function $\Gamma^\tau(S)$, which is an expectation of a distribution over coverage functions. A live-edge model is independent if we only have dependencies between incoming edges to the same node. The Independent Cascade (IC) model is the special case of an independent live-edge model where all edges $e \in \mathcal{E}$ are independent Bernoulli random variables selected with probabilities $p_e$ ($e \in \mathcal{E}$).

Another well-studied class are generalised threshold (GT) models [31, 35]. A GT model $\mathcal{G}(V, f)$ is specified by a set $f := \{f_v\}_{v \in V}$ of monotone functions $f_v : 2^V \to [0, 1]$. The randomization is specified by a set of threshold values $\theta \sim \mathcal{G}$ where $\theta := \{\theta_v\}_{v \in V}$. The corresponding activation functions to $\theta$ are $\phi_v(T) := \text{Indicator}(\theta_v \leq f_v(T))$.

An important subclass are Independent GT (IGT) where we require that $f$ are submodular and nodes $v \in V$ have independent threshold values $\theta_v \sim U([0, 1])$. Mossel and Roch [35, 36] proved that IGT models are submodular, which is surprising because the functions $|\text{Reach}^\tau(\phi, S)|$ are generally not submodular. Their proof was provided for unrestricted diffusion but extends to the case where we stop the process after $\tau$ steps. Finally, Linear threshold (LT) models [26, 31] are a special case of IGT where we have an underlying directed graph and each edge $(u, v)$ is associated with a fixed weight value $b_{uv} \geq 0$ so that for all $v \in V \sum_{u \in V} b_{uv} \leq 1$ and the functions are defined as the sums $f_v(A) := \sum_{u \in A \cap N(v)} b_{uv}$. Kempe et al showed [31] that each LT model is equivalent to an independent live-edge model.

One of the challenges brought on by the IM formulation is computational efficiency. Kempe et al [31] noted that the IM problem generalizes the classic Max Cover problem even with $\tau = 1$ and a live-edge model with a fixed set of live edges ($p_e = 1$ for all $e \in \mathcal{E}$). Therefore, IM inherits Max Cover’s hardness of approximation for ratio better than $1 - (1 - 1/s)^s$ [21] for a cover with $s$ sets. On the positive, with submodular models, an approximation ratio of $1 - (1 - 1/s)^s$ can be achieved by the first $s$ nodes of a greedy sequence generated by sequentially adding a node with maximum marginal value [37]. A challenge of applying Greedy with stochastic models, however, is that even point-wise evaluation of the influence function can be computationally intensive. Exact evaluation even for IC models [6] and LT models [8] is \#P hard. As for approximation, Kempe et al proposed to work with averaging oracles

$$\hat{\Gamma}^\tau(T) := \frac{1}{\tau} \sum_{i=1}^{\ell} |\text{Reach}^\tau(\phi_i, T)|$$

that average the reachability values obtained from a set $\{\phi_i\}_{i=1}^{\ell}$ of i.i.d. simulations. Recall that in the general SDM formulation, a simulation is specified by a set $\phi$ of node activation functions. For live-edge models, a simulation is simply a set of concurrently live edges $E$. In GT models, a simulation is specified by a set of thresholds $\theta$.

Averaging oracles, which we focus on here, have several appealing properties: First, it is robust compared to estimators tailored to models that satisfy specific assumptions (see related work section) in that for any diffusion model $\mathcal{G}$, also with complex and unknown dependencies (between activation functions of different nodes or between edges in live-edge models), for any set $S$, $\hat{\Gamma}(S)$ is an unbiased estimate of the exact influence value $\Gamma^\tau(S)$ and estimates are accurate as long as the variance of $\mathcal{R}^\tau(S)$ is “sufficiently” small. Second, the oracle is constructed directly from simulations and does not require learning or inferring the underlying diffusion model that generated the data [41, 24, 23, 18]. Therefore, the results are not sensitive to modeling assumptions and learning accuracy [9, 27]. Moreover, estimation of
model parameters even for IC models can require a large number of simulations: Consider the family of IC models depicted in the example in Figure 2b where tiny edge probabilities that require many simulations to estimate are critical for IM accuracy. Finally, when the reachability functions $\text{Reach}^\tau_\phi(S)$ are monotone and submodular (as is the case with live-edge models), so is their average $\hat{A}(S)$, and hence the oracle optimum can be approximated by the greedy algorithm. Prior work addressed the efficiency of working with averaging oracles by improving the efficiency of greedy maximization [32, 25] and applied sketches [10] to efficiently estimate $\hat{A}(S)$ values [7, 14].

The fundamental question we study here is the sample complexity of IM, that is, the number of i.i.d. simulations needed to recover an approximate maximizer of the influence function $I^\tau$. Formally, for parameters $(\epsilon, \delta)$, identify a seed set $T$ of size $s$ so that

$$\Pr[I^\tau(T) \geq (1 - \epsilon)\text{OPT}^\tau_s] \geq 1 - \delta,$$

where $\text{OPT}^\tau_s := \max_{S \subseteq [n]} |S| \leq s I^\tau(S)$ is the exact maximum. Note that the recovery itself is generally computationally hard and the sample complexity only considers the information we can glean from a set of simulations.

Kempe et al provided an upper bound of

$$O\left(\epsilon^{-2}s n \log \frac{n}{\delta}\right)$$

(1)

on the sample complexity of the harder Uniform Relative-Error Estimation (UREE) problem where for a given $(\epsilon, \delta)$ we bound the number of simulations so that with probability $1 - \delta$, for all subsets $S$ such that $|S| \leq s$, $\hat{A}(S)$ approximates $I^\tau(S)$ within relative error of $\epsilon$. The sample complexity of UREE upper bounds that of IM because the oracle maximizer $\arg \max_{S \subseteq [n]} |S| \leq s \hat{A}(S)$ must be an approximate maximizer. We provide the argument for the bound (1) here because it is basic and broadly applies to all SDMs: The reachability values $\text{Reach}^\tau_\phi(S)$, and hence their expectation, $I^\tau(S)$ have values in $[1, n]$. Using the multiplicative Chernoff bound (with values divided by $n$) we obtain that $O(\epsilon^{-2}n \ln \delta^{-1})$ simulations guarantee a relative error of $\epsilon$ with probability at least $(1 - \delta)$ for the estimate of any particular set $S$. Interestingly, this sample complexity bound is tight for point-wise influence estimation even for IC models: The example family of models in Figure 2a is such that $\tau = 2$ and $\Omega(\epsilon^{-2}n)$ simulations are required for estimating the influence value of a single node. The UREE sample complexity bound (1) follows from applying a union bound over all $\binom{n}{s}$ subsets.

The generic upper bound has prohibitive linear dependence on the number of nodes $n$ (that the example in Figure 2a shows is unavoidable for UREE even for IC models). A simple example shows that we can not hope for an umbrella improvement for IM: Consider the star

![Figure 2](image)

(a) Family of $n$ node graphs. Node $v$ has influence $I^\tau(v) = 100$ but variance $\approx 100n$.

(b) Star graphs with $n$ nodes where all edges have marginal probabilities $100/(n - 1)$. The center node has influence value 101 and all other nodes have influence 1.
graph family of Figure 2b when edges are dependent so that either all edges are live or none is. Clearly \( n/100 \) simulations are necessary to detect a 1-step approximate maximizer (which must be the actual maximizer). The remaining hope is that we can obtain stronger bounds on the IM sample complexity for models with weaker or no dependencies such as IC and IGT models. This question eluded researchers for nearly two decades.

1.1 Contributions and Overview

We study the sample complexity of influence maximization from averaging oracles computed from i.i.d. simulations. One of our main contributions is an upper bound of

\[
O \left( \epsilon^{-2} s \tau \log \frac{n}{\delta} \right)
\]

on the IM sample complexity of independent strongly submodular SDMs. Informally, strong submodularity means that the influence function of any “reduced” model (model derived from original one by setting a subset \( T \subset V \) of nodes as active) is submodular. The IC and IGT models are special cases of strongly submodular independent SDMs.

Interestingly, we provide similar sample complexity bounds for natural families of models that are not independent: Mixtures of small number of strongly submodular SDMs and what we call \( b \)-dependence live-edge models that allow for positive dependence of small groups of edges with a shared tail node.

Our bound improves over prior work by replacing the prohibitive linear dependence in the number of nodes \( n \) in (1) with the typically much smaller value \( \tau \). While on worst-case instances unrestricted diffusions may require \( \Omega(n) \) steps, understanding the sample complexity in terms of \( \tau \) is important: First, IM with explicit step limits [5, 33, 22, 19, 15], is studied for applications where activation time matters. Moreover, due to the “small world” phenomenon [44], in “natural” settings we can expect most activations (even with unrestricted diffusions) to occur within a small number of steps. In the latter case, unrestricted influence values are approximated well by corresponding step-limited influence with \( \tau \ll n \).

Our improvement is surprising as generally a linear-in-\( n \) number of simulations is necessary for estimating influence values of some nodes or to estimate essential model parameters (for example, the edge probabilities in IC models), and this is the case even when \( \tau \) is very small. This shows that the maximization problem is in an information sense inherently easier and can circumvent these barriers.

We overview our results and implications – complete proofs can be found in the appendix. We review related work in Section 2 and place it in the context of our results. In Section 3 we formulate quality measures for influence oracles and relate unrestricted and step-limited influence. In particular, we observe that for IM it suffices that the oracle provides good estimates (within a small relative error) of larger influence values. This allows us to circumvent the lower bound for point-wise relative-error estimates shown in Example 2a.

In Section 4 we state our main technical result that for independent strongly submodular SDMs, upper bounds the variance of the reachability of set \( T \) \( \text{Var}[R^\tau(T)] \) by \( \tau \Gamma^\tau(T) \max_{v \in V \setminus T} \Gamma^{-1} - 1(v) \). This variance upper bound facilitates estimates with small relative error for sets with larger influence values and additive error for sets with small influence values. We also provide a family of IC models that shows that the linear dependence on \( \tau \) in the variance bound is necessary. We derive similar variance bounds to mixtures of strongly submodular independent SDMs and \( b \)-dependence models. All our subsequent sample complexity bounds apply generically to any SDM (submodular/independent or not) that satisfies variance bounds of this form. In Section 5 we review averaging oracles and bound the sample complexity.
complexity using variance upper bounds. In section 6 we present our median-of-averages oracle that amplifies the confidence guarantees of the averaging oracle and facilitates a tighter sample complexity bound. In Section 7 we provide a data-adaptive framework that provides guarantees while avoiding the worst-case sample complexity upper bounds on models when a smaller number of simulations suffices. In Section 8 we consider computational efficiency and present a greedy maximization algorithm based on our median-of-averages oracles that returns a $(1 - (1 - 1/s) - \epsilon)$ approximate maximizer with probability $1 - \delta$. The design generically applies to any SDM with a submodular influence function that satisfies the variance bounds.

2 Related work

We focus here on influence estimates obtained from averages of i.i.d. simulations of a SDM. We note that alternative approaches can be more effective for specific families of models. Most notably for IC models, state of the art large-scale greedy approximate maximization algorithms [43, 42, 38, 28] are not based on simulation averages. The estimates are also obtained by building a sample that reflects the influence of each but instead they use a finer building block of i.i.d. Reverse Reachability (RR) searches. The random RR search method was proposed in [10] to estimate size of reachability sets in graphs and Borg et al [3] adapted it to IC models.

The method is applicable in principle with any live-edge model: A basic RR search is conducted by selecting a node $v \in V$ uniformly at random and performing a BFS search on reversed edges that is pruned at length $\tau$. The search “flips” edges as their head node is reached according to conditional distribution on $G$. The index number of the RR search is then added to the sample set of each node that is “reached” by the search. Influence of a subset $S$ can then be unbiasedly estimated from the cardinality of the union of the samples of nodes $v \in S$ and the greedy algorithm can be applied to the sets of samples for approximate maximization. To obtain an approximate influence maximizer we need to perform RR searches until some node has a sample of size $O \left( e^{-2s \log(n/\delta)} \right)$. In the worst case, this requires $O \left( e^{-2sn \log(n/\delta)} \right)$ RR searches. For general live-edge models, an independent RR search can always be obtained from a simulation $E \sim G$ by randomly drawing a node and performing a reverse search from it using edges $E$. The same simulation, however, can not
generally be reused to generate multiple independent RR searches. This way of obtaining RR searches works for general live-edge models (with arbitrary dependencies) but requires \( O(\epsilon^{-2}ns \log(n/\delta)) \) simulations, which does not improve over the generic upper bound \( (1) \).

The appeal of the RR searches method is that it can be implemented very efficiently for independent live-edge (including IC or LT) models. The total work performed requires only \( O(\epsilon^{-2}ms(\log(n/\delta))) \) “edge flips” that can be easily performed using specified edge probabilities \( p_e \) for IC models. Moreover, the basic building block of RR searches are local simulations of sets of incoming edges of specified nodes and the full computation requires at most \( O(\epsilon^{-2}s \log(n/\delta)) \) local simulations for each node. When we have full simulations generated by an independent live-edge model these “local” simulations are independent and the required number of “local simulations” can be obtained by decomposing \( O(\epsilon^{-2}s \log(n/\delta)) \) full simulations. But the caveat is that this approach breaks the coherence of simulations, as we construct each RR search from components taken from multiple simulations. These “efficient” implementations (i.e. based on decomposed simulations or edge flips according to marginal probabilities) may “catastrophically fail” when dependencies exist: The influence estimates obtained are biased and cause large errors even when the variance is low. Figure 3 shows an example of a simple mixture model (of two degenerate IC models) where “efficient” RRS has large error due to bias but averages of few simulations provide accurate estimates. To summarize, with RRS, the implementation that works with full simulations is robust to dependencies but is inefficient and the efficient implementation breaks ungracefully even with light dependencies. To conclude, both basic approaches to approximate IM, simulation averages and RRS offer distinct advantages: Simulation averages are robust in that they remain unbiased and are accurate on any SDM, including dependent ones, for which the variance is sufficiently small whereas RRS offers more efficiency for purely independent live-edge models.

3 Preliminaries

We consider stochastic diffusion models \( G(V) \) as outlined in the introduction. We denote by \( \text{Reach}^\tau(\phi, T) \) the \( \tau \)-steps reachability set of \( T \) when we use a specific set \( \phi \) of activation functions. We will use the notation \( \text{Reach}^\tau(T) \) (with the parameter \( \phi \) omitted) for the random variable \( \text{Reach}^\tau(\phi, T) \) obtained when we draw \( \phi \sim G \) according to the model.

3.1 Utility Functions

For simplicity, the discussion in the introduction took the utility of a reachable set to be the number of reachable nodes \( V_{\text{Reach}}^\tau(\phi, T) := |\text{Reach}^\tau(\phi, T)| \). Generally, we can consider utility functions \( H : 2^V \to \mathbb{R}_+ \) that are nonnegative monotone non-decreasing with \( H(\emptyset) = 0 \):

\[
V_{\text{Reach}}^\tau(\phi, T) := H(\text{Reach}^\tau(\phi, T)).
\]

Submodular utility is particularly natural and studied by Mossel and Roch [35]. Additive utility is the special case where nodes have nonnegative weights \( w : V \to \mathbb{R}_+ \) and

\[
V_{\text{Reach}}^\tau(\phi, T) := \sum_{v \in \text{Reach}^\tau(\phi, T)} w(v).
\]
We consider a diffusion model $\mathcal{G}(V, H)$ together with a utility function $H$. The random variable $R_{\tau}^G(T)$ is the utility of the reachable set, that is, $\text{VReach}^\tau(\phi, T)$ when $\phi \sim \mathcal{G}$. The influence function is then the expected utility of the reachable set

$$I^\tau(T) := \mathbb{E}_{\phi \sim \mathcal{G}}[R_{\tau}^G(T)] = \mathbb{E}_{\phi \sim \mathcal{G}}[\text{VReach}^\tau(\phi, T)].$$

We denote the maximum influence value of a subset of cardinality $s$ by $\text{OPT}^\tau_s := \max_{S: |S| \leq s} I^\tau(S)$.

It follows from the definition that for any SDM $\mathcal{G}(V, H)$ with utility $H$, the influence $I^\tau(T)$ is monotone non-decreasing in $\tau$ and in the set $T$ and the optimum values $\text{OPT}^\tau_s$ are non-decreasing in $\tau$ and $s$. Generally, influence functions $I^\tau(T)$ of SDMs may not be submodular even when utility is additive. The influence function is known to be submodular for live-edge and for IGT models [35] with submodular utility.

### 3.2 Reduced Models

We work with the following notion of model reduction. Let $\mathcal{G}(V, H)$ be an independent SDM with submodular utility. For a set of nodes $T \subset V$, we define the reduced model $\mathcal{G}'(V', H')$ of $\mathcal{G}$ with respect to $T$: The reduced model contains the nodes $V' = V \setminus T$. The activation function $\phi'_v \sim \mathcal{G}'$ for $v \in V \setminus T$ are obtained by drawing $\phi_v \sim \mathcal{G}$ conditioned on $\phi_v(T) = 0$ and take

$$\text{for all } S \subset V \setminus (T \cup \{v\}), \phi'_v(S) := \phi_v(S \cup T)$$

(Note that since we have independent SDM we can separately consider the distribution of activation functions of each node). The utility in $\mathcal{G}'$ is the marginal utility in $\mathcal{G}$ with respect to $T$:

$$\text{for all } S \subset V \setminus T, H'(S) := H(S \cup T) - H(T).$$

The reduced model $\mathcal{G}'(V', H')$ is also an independent SDM with submodular utility: Activation functions $\phi' \sim \mathcal{G}'$ are independent and monotone and the utility is monotone with $H'(\emptyset) = 0$ and submodular.

### 3.3 Strongly Submodular SDM

We say that an independent SDM $\mathcal{G}(V, H)$ is strongly submodular if the utility function $H$ is submodular and the influence function $I^\tau_{\mathcal{G}}$ is submodular with any reduced model $\mathcal{G}'$ and step limit $\tau \geq 0$. IC and IGT models are strongly submodular SDMs (see Theorem 19).

The variance and thus sample complexity upper bounds that we present in the sequel apply to any strongly submodular SDM. We will also provide bounds for some dependent families of models. One family is a slight generalization of IC models that we refer to as $b$-dependence. Here edges are partitioned into disjoint groups, where each group contains at most $b$ edges emanating from the same node. The edges in a group must be either all live or all non-live (are positively dependent).

### 3.4 Relating Step-Limited and Unrestricted Influence

When unrestricted diffusion from a seed set $S$ is such that most activations occur within $\tau$ steps, the unrestricted influence $I(S)$ is approximated well by $\tau$-step influence $I^\tau(S)$. We can also relate unrestricted influence with small expected steps-to-activation to step-limited
influence: For a seed set $S$, node $v$, and length $d$, we denote by $p(S, v, d)$ the probability that node $v$ is activated in a diffusion from $S$ in step $d$. For additive utility functions (4) by definition, $I^\tau(S) = \sum_{v\in V} w(v) \sum_{d\leq \tau} p(S, v, d)$. The expected length of an activation path from $S$ (in unrestricted diffusion) is:

$$\mathcal{D}(S) := \sum_{v\in V} w(v) \sum_{d\leq \tau} d \cdot p(S, v, d) / I(S).$$

The following lemma is an immediate consequence of Markov’s inequality and shows that $\tau$-stepped influence with $\tau = O(\mathcal{D}(S))$ approximates well the unrestricted influence:

**Lemma 1.** For all $S$ and $\epsilon > 0$, $\mathcal{I}^\tau(S)^{\epsilon^{-1}}(S) \geq (1 - \epsilon) I(S)$.

### 3.5 Influence Oracles

We say that a set function $\hat{F}$ is an $\epsilon$-approximation of another set function $F$ at a point $T$ if $|\hat{F}(T) - F(T)| \leq \epsilon \max\{F(T), \text{OPT}_T(F)\}$, where $\text{OPT}_s(F) := \max_{|S| = s} F(S)$. That is, the estimate $\hat{F}$ has a small relative error for sets $T$ with $F(T) \geq \text{OPT}_T(F)$ and a small absolute error of $\text{OPT}_T(F)$ for sets $T$ with $F(T) \leq \text{OPT}_T(F)$. We say that $\hat{F}$ provides a uniform $\epsilon$-approximation for all subsets $T$ in a collection $C$ if $\hat{F}$ is an $\epsilon$-approximation for all $T \in C$.

An influence oracle, $\hat{I}^\tau$, is a randomized data structure that is constructed from a set of i.i.d. simulations of a model. The influence oracle, $\hat{I}^\tau$, defines a set function (we use the same name $\hat{I}^\tau$ for the set function) that for any input query set $T \subset V$, returns a value $\hat{I}^\tau(T)$. For $\epsilon < 1$ and $\delta < 1$ we say that an oracle provides $(\epsilon, \delta)$ approximation guarantees with respect to $I^\tau$ if for any set $T$ it is an $\epsilon$-approximation with probability at least $1 - \delta$. That is

$$\forall T \text{ such that } I^\tau(T) \geq \text{OPT}_T^\tau, \Pr\left[\frac{|\hat{I}^\tau(T) - I^\tau(T)|}{I^\tau(T)} \geq \epsilon\right] \leq \delta.$$  

$$\forall T, \text{ such that } I^\tau(T) \leq \text{OPT}_T^\tau, \Pr\left[\frac{|\hat{I}^\tau(T) - I^\tau(T)|}{\epsilon \text{OPT}_T^\tau} \geq \delta\right] \leq \delta.$$  

where $\text{OPT}_T^\tau := \text{OPT}_1(I^\tau)$. Example 2a shows that this type of requirement is what we can hope for with an oracle that is constructed from a small number of simulations.

The $(\epsilon, \delta)$ requirements are for each particular set $T$. If we are interested in stronger guarantees that with probability $(1 - \delta)$ the approximation uniformly holds for all sets in a collection $C$, we can use an oracle that provides $(\epsilon, \delta_A = \delta/|C|)$ guarantees. The $\epsilon$-approximation guarantee for all sets in $C$ then follow using a union bound argument: The probability that all $|C|$ sets are approximated correctly is at most $|C| \delta_A \leq \delta$.

### 4 Variance Bounds

We consider upper bounds on the variance $\text{Var}[R^\tau(T)]$ of the reachability of a set of nodes $T$ that have the following particular form

$$\text{Var}[R^\tau(T)] \leq c \ell^\tau(T) \max\{\ell^\tau(T), \max_{v \in V} \ell^\tau(v)\}$$

for some $c \geq 1$. The sample complexity bounds we present in the sequel apply to any SDM that satisfies these bounds. In the remaining part of this section we state our variance upper bound for strongly submodular SDMs and extensions and a tight worst-case lower bound for IC models.
4.1 Variance Upper Bound

The following key theorem facilitates our main results. We show that any strongly submodular SDM satisfy the bound (8) with \( c = \tau \). The proof is technical and provided in Appendix A.

\[ \text{Theorem 2 (Variance Upper Bound Lemma).} \quad \text{Let} \ G(V, H) \text{ be a strongly submodular SDM. Then for any step limit} \ \tau \geq 0 \text{ and a set} \ T \subset V \text{ of nodes we have} \]

\[ \text{Var}[R^\tau(T)] \leq \tau \Gamma^\tau(T) \max_{v \in V \setminus T} \Gamma^{\tau-1}(v). \]

Some natural dependent SDMs have a variance bound of the form (8): (See Appendix F for proofs.)

\[ \text{Corollary 3.} \quad \text{IC models with} \ \tau \text{-steps and} \ b \text{-dependence satisfy the bound (8) with} \ c = 2b\tau. \]

Any mixture of \( \tau \)-steps strongly submodular SDMs where each model has probability at least \( p \) satisfy the bound (8) with \( c = (\tau + 1)/p \).

4.2 Variance Lower Bound

We provide a family of IC models for which this variance upper bound is asymptotically tight. This shows that the dependence of the variance bound on \( \tau \) is necessary.

\[ \text{Theorem 4 (Variance Lower Bound).} \quad \text{For any} \ \tau > 0 \text{ there is an IC model} \ G^\tau = (V, E) \text{ with a node} \ v \in V \text{ of maximum influence such that} \]

\[ \text{Var}[R^\tau(v)] \geq \frac{1}{12} \tau \Gamma^\tau(v)^2. \]

Our family of models \( G^\tau = (V, E) \) are such that \( (V, E) \) is a complete directed binary tree of depth \( \tau \geq 1 \) rooted at \( v \in V \) with all edges directed away from the root and \( p_v = 1/2 \) for all \( e \in E \). We show (details in Appendix B) that:

\[ \Gamma^\tau(v) = \tau \]

\[ \text{Var}[R^\tau(v)] = \frac{1}{12} \tau(\tau - 1)(2\tau - 1). \]

5 The Averaging Oracle

The averaging oracle uses i.i.d. simulations \( \{\phi_i\}_{i=1}^\ell \). For a query \( T \) it returns the average utility of the reachability set of \( T \):

\[ \hat{R}^\tau(T) = \text{Ave}_{e \in [\ell]} \text{VR}_{\tau}(\phi_i, T) := \frac{1}{\ell} \sum_{i=1}^{\ell} \text{VR}_{\tau}(\phi_i, T). \]

We quantify the approximation guarantees of an averaging oracle in terms of a variance bound of the form (8).

\[ \text{Lemma 5.} \quad \text{Consider an SDM that for some} \ c \geq 1 \text{ satisfies a variance bound of the form (8). Then for any} \ \epsilon, \delta < 1, \text{ an averaging oracle constructed from} \ \ell \geq \epsilon^{-2}\delta^{-1}c \text{ i.i.d. simulations provides} \ (\epsilon, \delta) \text{ guarantees.} \]

In particular for strongly submodular SDMs, we use the variance bound in Theorem 2 and obtain these approximation guarantees using \( \ell \geq \epsilon^{-2}\delta^{-1}\tau \) i.i.d. simulations.

\[ \text{Proof.} \quad \text{Using variance properties of the average of i.i.d. random variables, we get that for any query} \ T \]

\[ \text{Var}[\hat{R}^\tau(T)] = \frac{1}{\ell} \text{Var}[R^\tau(T)] \leq \frac{1}{\ell} \epsilon \Gamma^\tau(T) \max\{\Gamma^\tau(T), \text{OPT}_1^\tau\}. \]

The claims follow using Chebyshev’s inequality that states that for any random variable \( X \) and \( M, \Pr[|X - E[X]| \geq \epsilon M] \leq \epsilon^2 \text{Var}[X]/M^2 \). We apply it to the random variable \( \hat{R}^\tau(T) \) that has expectation \( \Gamma^\tau(T) \) and plug in the variance bound. To establish (6) we use \( M = \Gamma^\tau(T) \) and to establish (7) we use \( M = \text{OPT}_1^\tau \).
5.1 Sketched Averaging Oracle

For live-edge models with additive utility (4), the query efficiency of the averaging oracle can be improved with off-the-shelf use of \(\tau\)-step combined reachability sketches \([10, 14, 15, 11]\). The sketching is according to a sketch-size parameter \(k\) that also determines the sketches computation time and accuracy of the estimates that sketches provide. A sketch of size \(O(k)\) is computed for each node \(v\) so that for any set of nodes \(S\), \(\sum_{i=1}^{s} VReach^\tau(E_i, S)\) can be efficiently estimated from the sketches of the nodes \(v \in S\). The computation of the sketches from an arbitrary set of simulations \(\{E_i\}\) uses at most \(\sum_i |E_i| + k \sum_v \max_i d_v(E_i)\) edge traversals, where \(d_v(E_i)\) is the maximum in-degree of node \(v\) over simulations \(\{E_i\}\). In the case of an IC model, the expected number of traversals is \((k + \ell) \sum_v p_v\). Sketching with general node weights can be handled as in \([11]\). The estimates obtained from the sketches are unbiased with coefficient of variation \(1/\sqrt{k - 2}\) and are concentrated: Sketches of size \(k = O(\epsilon^{-2} \log(\delta^{-1}))\) provide estimates with relative error \(\epsilon\) with probability \(1 - \delta\).

6 Confidence Amplification: The Median-of-Averages Oracle

The statistical guarantees we provide for our averaging oracle are derived from variance bounds. The limitation is that the number of simulations we need to provide \((\epsilon, \delta)\) guarantees is linear in \(\delta^{-1}\) and therefore the number of simulations we need to provide uniform guarantees (via a union bound argument) grows linearly with the number of subsets. In order to find an approximate optimizer, we would like to have a uniform \(\epsilon\)-approximation for all the \(\binom{\ell}{2}\) subsets of size at most \(s\) but doing so with an averaging oracle would require too many simulations. We adapt to our setting a classic confidence amplification technique \([1]\) to construct an oracle where the number of simulations grows logarithmically in the confidence parameter \(\delta^{-1}\).

A median-of-averages oracle is specified by a number \(r\) of pools with \(\ell\) simulations in each pool. The oracle is therefore constructed from \(r\ell\) i.i.d. simulations \(\phi_{ij}\) for \(i \in [r]\) and \(j \in [\ell]\).

The simulations of each pool are used in an averaging oracle that for the \(i\)th pool \((i \in [r])\) returns the estimates \(\hat{A}^\tau_i(T)\). The median-of-averages oracle returns the median value of these \(r\) estimates

\[
m\bar{A}^\tau(T) := \text{Median}_{i \in [r]} \hat{A}^\tau_i(T) = \text{Median Ave VReach}^\tau(\phi_{ij}, T).
\]

We establish that when the i.i.d simulations are from a model that has variance bound (8) for some \(c \geq 1\), the median-of-averages oracle provides \((\epsilon, \delta)\) approximation guarantees using \(112\epsilon^{-2}c \ln \delta^{-1}\) i.i.d. simulations.

\[\text{Lemma 6.} \quad \text{Consider an SDM that for some } c \geq 1 \text{ satisfies the variance bound (8). Then for every } \epsilon \text{ and } \delta, \text{ a median-average oracle } m\bar{A} \text{ organized with } r = 28 \ln \delta^{-1} \text{ pools of } \ell = 4\epsilon^{-2}c \text{ simulations in each provides } (\epsilon, \delta) \text{ approximation guarantees.}\]

\[\text{Proof.} \quad \text{An averaging oracle with } \ell \text{ simulations provides } (\epsilon, \delta_A) \text{ approximation guarantees for } \delta_A = 1/4. \text{ Therefore, the probability of correct estimate for any subset is at least } 3/4. \text{ We now consider the estimates } \hat{A}_j \text{ obtained from the } r \text{ pools when sorted in increasing order. The estimates that are not correct (too low or too high) will be at the prefix and suffix of the sorted order. The expected number of correct estimates is at least } \mu \geq \frac{3}{4}r. \text{ The probability that the median estimate is not correct is bounded by the probability that number of correct estimates is } \leq r/2, \text{ which is } \leq \frac{3}{4}\mu. \text{ From multiplicative Chernoff bounds, the probability of a sum of Bernoulli random variables being below } (1 - \epsilon')\mu \text{ is at most } e^{-\epsilon'^2\mu/(2 + \epsilon')} \text{. Using } \epsilon' = 1/3 \text{ we have } \epsilon'^2\mu/(2 + \epsilon') = \frac{1}{9}. \text{ So the probability of incorrect median is at most } 28 \ln \delta^{-1} = \ln \delta^{-1}. \]

\[\text{\Box}\]
Sample Complexity Bounds for Influence Maximization

As a corollary, we obtain a sample complexity bound for influence maximization from variance bounds:

**Theorem 7.** Consider an SDM that satisfies the variance bound (8) for some \( c \geq 1 \). Then for any \( \epsilon < 1 \) and \( \delta < 1 \), using \( 112\epsilon^{-2}c\ln \frac{n}{\delta} \) i.i.d. simulations, we can construct a median-of-averages oracle \( \hat{m}\AA \) such that the oracle optimum

\[
T := \arg \max_{S:|S| \leq s} \hat{m}\AA(S)
\]

satisfies

\[
\Pr \left[ I^* (T) \geq (1 - 2\epsilon)OPT^*_s \right] \geq 1 - \delta.
\]

**Proof.** We construct our median-of-averages oracle with \( \ell = 4\epsilon^{-2}c \) and \( r = 28\ln \frac{1}{\delta_{MA}} \) where \( \delta_{MA} = \delta / (n^s) \). From Lemma 6 using a union bound over the \( \binom{n}{s} \) sets we obtain that with probability \( 1 - \delta \) the oracle provides a uniform \( \epsilon \)-approximation for all subsets of size at most \( s \). Let \( S \) be a set with maximum influence \( I(S) = OPT^*_s \) and let \( T \) be the oracle optimum. We have

\[
I(T) \geq (1 - \epsilon)\hat{m}\AA(T) \geq (1 - \epsilon)\hat{m}\AA(S) \geq (1 - \epsilon)^2 I(S) \geq (1 - 2\epsilon)OPT^*_s.
\]

We comment that the \((1 - 2\epsilon)\) ratio is not tight and we can obtain a bound closer to \((1 - \epsilon)\). This because the particular set \( S \) to be approximated more tightly by the oracle (that uses enough simulations to support a union bound).

**7 Optimization with Adaptive Sample Size**

The bound on the number of simulations we derived in Theorem 7 (through a median-of-averages oracle) and also the naive bound (1) (for the averaging oracle) are worst-case. This is obtained by using enough simulations to have the oracle provide a uniform \( \epsilon \)-approximation with probability at least \( 1 - \delta \) on any problem instance. To obtain the uniform approximation we applied a union bound over \( \binom{n}{s} \) subsets that resulted in an increase in the number of required simulations by an \( s \log n \) factor over the base \((\epsilon, \delta)\) approximation guarantees.

On real data sets a much smaller number of simulations than this worst-case often suffices. We are interested in algorithms that adapt to such data and return a seed set of approximate maximum influence using a respectively smaller number of simulations and while providing statistical guarantees on the quality of the end result. To do so, we apply an adaptive optimization framework [12] (some example applications are [14, 38, 16, 13]). This framework consists of a “wrapper” that take as inputs oracle constructions from simulations and a base algorithm that performs an optimization over an oracle. The wrapper invokes the algorithm on oracles constructed using an increasing number of simulations until a validation condition on the quality of the result is met. The details are provided in Appendix E. We denote by \( r(\epsilon, \delta) \) the number of simulations that provides \((\epsilon, \delta)\) guarantees and we obtain the following results:

**Theorem 8.** Suppose that on our data the averaging (respectively, median-of-averages) oracle \( \hat{I} \) has the property that with \( r \) simulations, with probability at least \( 1 - \delta \), the oracle optimum \( T := \arg \max_{S:|S| \leq s} \hat{I}(S) \) satisfies

\[
I^*(T) \geq (1 - \epsilon)OPT^*_s.
\]
Then with probability at least $1 - 5\delta$, when using

$$2\max\{r, r(\epsilon, \delta)\} + O\left(\varepsilon^{-2}c \left( \ln \frac{1}{\delta} + \ln \left( \ln \frac{n}{\delta} + \ln s \right) \right) \right)$$

simulations with the median-of-averages oracle and

$$2\max\{r, r(\epsilon, \delta)\} + O\left(\varepsilon^{-2}c \left( \ln \frac{1}{\delta} + \ln \left( \ln \frac{n}{\delta} + \ln n \right) \right) \right)$$

simulations with the averaging oracle, the wrapper outputs a set $T$ such that $F'(T) \geq (1 - 5\epsilon)OPT_s$. The wrapper can also be used with a base algorithm that is an approximation algorithm. For live-edge models, our averaging oracle is monotone and submodular and hence we can apply greedy to efficiently compute a set with approximation ratio at least $1 - 1/e$ (with respect to the oracle). If we use greedy as our base algorithm we obtain the following:

**Theorem 9.** If the averaging oracle $A$ is submodular and has the property that with $\geq r$ simulations, with probability at least $1 - \delta$, it provides a uniform $\epsilon$-approximation for all subsets of size at most $s$, then with

$$2\max\{r, r(\epsilon, \delta)\} + O\left(\varepsilon^{-2}c \left( \ln \frac{1}{\delta} + \ln \left( \ln \frac{n}{\delta} + \ln n \right) \right) \right)$$

simulations we can find in polynomial time a $(1 - (1 - 1/s)^s)(1 - 5\epsilon)$ approximate solution with confidence $1 - 5\delta$.

### 8 Approximate Greedy Maximization

In this section we consider the computational efficiency of maximization over our oracle $\hat{F}$ that approximates a monotone submodular influence function $F'$. The maximization problem is computationally hard: The brute force method evaluates $\hat{F}(S)$ on all $\binom{n}{s}$ subsets $S$ of size $s$ in order to find the oracle maximizer. An efficient algorithm for approximate maximization of a monotone submodular function $\hat{F}$ is greedy that sequentially builds a seed set $S$ by adding a node $u$ with maximum marginal contribution $\arg\max_{u \in V} (\hat{F}(S \cup \{u\}) - \hat{F}(S))$ at each step. To implement greedy we only need to evaluate at each step the function on a linear number of subsets $\hat{F}(S \cup \{u\})$ for $u \in V$ and thus overall we do $sn$ evaluations of $\hat{F}$ on subsets. With a monotone and submodular $\hat{F}$, for any $s \geq 1$ the subset $T$ that consists of the first $s$ nodes in a greedy sequence satisfies [37]:

$$\hat{F}(T) \geq (1 - (1 - 1/s)^s) \max_{S \mid |S| \leq s} \hat{F}(S) \geq (1 - 1/e)OPT_s(\hat{F}).$$

If our functions $\hat{F}$ provides a uniform $\epsilon$-approximation of another function $F$ for all subsets of size at most $s$, then $F(T) \geq (1 - (1 - 1/s)^s)(1 - 2\epsilon)OPT_s(F)$ (See the proof of 7).

The averaging oracle is monotone and submodular [31] when reachability functions are as in live-edge models. Unfortunately our median-of-averages oracle which facilitates tighter bounds on the number of simulations is monotone but may not be submodular even for models where the averaging oracle is submodular. Generally when this is the case, greedy may fail (as highlighted in recent work by Balkanski et al [2]).

Fortunately, greedy is effective on a function $\hat{F}$ that is monotone but not necessarily submodular as long as $\hat{F}$ “closely approximates” a monotone submodular $F$ in that marginal contributions of the form

$$F(u \mid S) := F(S \cup \{u\}) - F(S)$$

are approximated well by $\hat{F}(u \mid S)$ [14]. We apply this to establish the following lemma:
Lemma 10. The greedy algorithm applied to a function \( \hat{F} \) that is monotone and provides a uniform \( \epsilon_A \)-approximation of a monotone submodular function \( F \) where \( \epsilon_A = \frac{1-\epsilon}{1+\epsilon} \) returns a set \( T \) such that \( F(T) \geq (1 - (1 - 1/s)^s)(1 - \epsilon)\text{OPT}_s(F) \).

Our proof of Lemma 10 generally applies to an approximate oracle \( \hat{F} \) of any monotone submodular function \( F \) and is presented in Appendix C. For approximate IM we obtain the following as a corollary:

Theorem 11. Consider a submodular SDM \( \mathcal{G}(V,H) \) that for some \( c \geq 1 \) satisfies the variance bound (8). Consider a median-of-averages oracle constructed with \( O(\epsilon^{-2}s^3c\ln \frac{n}{\delta}) \) pools with \( \ell = O(\epsilon^{-2}s^2c) \) simulations each. Then with probability \( 1 - \delta \), the set \( T \) that contains the first \( s \) nodes returned by greedy on the oracle satisfies \( \hat{I}_\tau(T) \geq (1 - (1 - 1/s)^s)(1 - \epsilon)\text{OPT}_s^\tau \).

Proof. From Lemma 6, with appropriate constants, this configuration provides us with \((\epsilon/(14s), \delta)\) approximation guarantees. From Lemma 10 greedy provides the stated approximation ratio.

Greedy on the median-of-averages oracle can be implemented generically for any SDM \( \mathcal{G} \) by explicitly maintaining the reachability sets \( \text{Reach}(\phi_{ij}, \{v\} \cup S) \) for all nodes \( v \in V \) in each simulation \( \phi_{ij} \) as the greedy selects nodes into the seed set \( S \). For each step, we compute the oracle value (see (9)) and select \( v \) for which the value for \( \{v\} \cup S \) is maximized:

\[
\arg \max_{v \in V \setminus S} m\hat{A}^\tau(\{v\} \cup S).
\]

We obtain approximation guarantees, however, only when the conditions of monotone submodular influence function and variance bounds are satisfied. For specific families of models, we can consider tailored efficient implementations that incrementally maintain reachability sets and values.

For live-edge models with additive utility (4) we consider an implementation of greedy on a median-of-averages oracle. This can be done by explicit maintenance of reachability sets or by using sketches [10, 14, 15, 11] (see Section 5.1). We obtain the following bounds (proof is deferred to Appendix Section D).

Theorem 12. Let \( \mathcal{G} \) be a live-edge model with an additive utility function (4) that satisfies the variance bound (8). Then greedy on median-of-averages oracle can be implemented with explicit reachability sets in time

\[
O(\epsilon^{-2}s^3c\ln \left(\frac{n}{\delta}\right) \bar{m}n),
\]

where \( \bar{m} \) is the average number of edges per simulation (For an IC model, \( c = \tau \) and \( E[\bar{m}] = \sum_{e \in E} p_e \)). When using sketches, the time bound is

\[
O(\epsilon^{-2}s^3\ln \frac{n}{\delta}(\epsilon\bar{m} + s(m^* + ns)\ln n)),
\]

where \( m^* = \sum_{e} \max_{ij} d_v(E_{ij}) \). For an IC model, \( c = \tau \) and \( m^* = \sum_e p_e \) in expectation.

Conclusion

We explore the “sample complexity” of IM on stochastic diffusion models and show that an approximate maximizer (within a small relative error) can be recovered from a small number of simulations as long as the variance is appropriately bounded. We establish the variance
bound for the large class of strongly submodular stochastic diffusion models. This includes IC models (where edges are drawn independently) and IGT models (where node thresholds are drawn independently) and natural extensions that allow for some dependencies. Our sample complexity bound significantly improves over the previous bounds by replacing the linear dependence in the number of nodes by a logarithmic dependence on the number of nodes and linear dependence on the length of the activation paths (which are usually very short). An interesting question for future work is to address the gap between the sample complexity and the larger number of simulations currently needed for greedy maximization.

References


A Variance Upper Bound: Proof of Theorem 2

In this section we prove Theorem 2 which upper bounds the variance in strongly submodular SDMs. We start by bounding the variance in a more basic setting of a submodular function over a random subset in Section A.1 (Theorem 14). This will be an ingredient in our main proof provided in Section A.3.

We will be using the following basic tools:

> Lemma 13. If $X, Y$ are two random variables on the same probability space and the variance of $Y$ is finite, then:

$$E[Y] = E[E[Y|X]] \quad \text{(total expectation)}$$

$$\text{Var}[Y] = E[\text{Var}[Y|X]] + \text{Var}[E[Y|X]] \quad \text{(total variance)}$$

where $E[Y|X]$ is a random variable that gets the expectation of $Y$ conditioned the value of $X$ and $\text{Var}[Y|X]$ is a random variable that gets the variance of $Y$ conditioned the value of $X$.

When $X$ is a Bernoulli random variable $X \sim \text{Ber}(p)$ then Lemma 13 gives that

$$\text{Var}[Y] = E[\text{Var}[Y|X]] + \text{Var}[E[Y|X]] = pV_1 + (1 - p)V_0 + p(1 - p)(E_1 - E_0)^2.$$ 

where $V_0 = \text{Var}[Y|X = 0]$, $V_1 = \text{Var}[Y|X = 1]$, $E_0 = E[Y|X = 0]$, and $E_1 = E[Y|X = 1]$.

### A.1 Submodular Monotone Functions on Random Subsets

Let $S = \{a_i\}_{1 \leq i \leq t}$ be a set with $t$ elements and let $P = \{p_i\}_{1 \leq i \leq t}$ be a set of $t$ probabilities such that $p_i$ is associated with the element $a_i$. Let $X$ be a random subset of $S$ that contains $a_i$ with probability $p_i$ independently for each $i = 1, \ldots, t$. That is

$$\forall A \in 2^S : \Pr[X = A] = \prod_{a_i \in A} p_i \prod_{a_i \notin A} (1 - p_i).$$

We say that $X$ is a random subset of $S$ using probabilities $P$.

A submodular monotone function $f$ over $S$ is a function with the following properties:

1. $f : 2^S \rightarrow R^+$
2. For every $A, B \subset S$ with $A \subset B$ and for every $x \in S \setminus B$ we have that $f(A \cup x) - f(A) \geq f(B \cup x) - f(B)$
3. $A \subset B \Rightarrow f(A) \leq f(B)$

For any singelton $\{a\} \in S$ we write $f(a)$ instead of $f(\{a\})$. Let $M_f = \max_i f(a_i) - f(\emptyset)$. Our purpose in this subsection is to establish the following:

> Theorem 14. Let $X$ be a random subset of $S$ using probabilities $P$ and let $f$ be a submodular monotone function. Then

$$\text{Var}[f(X)] \leq M_f E[f(X) - f(\emptyset)].$$

We give the following additional definitions and lemmas before proving this theorem.
Let $S_{-i} = S \setminus \{a_i\}$ and let $P_{-i} = P \setminus \{p_i\}$. We define $X_{-i}$ to be a random subset of $S_{-i}$ using the probabilities $P_{-i}$. Let $f^{0}_i, f^{1}_i$ be submodular functions over $S_{-i}$ defined by $f^{0}_i(A) = f(A)$ and $f^{1}_i(A) = f(A \cup \{a_i\})$. Let

$$E^i_1 = E[f^{1}_i(X_{-i})] = \sum_{A \in 2^{S_{-i}}} \Pr[X_{-i} = A] f^{1}_i(A).$$

and

$$E^i_0 = E[f^{0}_i(X_{-i})] = \sum_{A \in 2^{S_{-i}}} \Pr[X_{-i} = A] f^{0}_i(A).$$

By our definitions $E[f(X_{-i})] = E^i_0$ and from total expectation (Lemma 13), $E[f(X)] = p_i E^i_1 + (1 - p_i) E^i_0$.

**Lemma 15.** Let $f$ be a submodular monotone function over $S$ and $X$ a random subset of $S$ using probabilities $P$. Then,

$$\forall i : E^i_1 - E^i_0 \leq f(a_i) - f(\emptyset) \leq M_f.$$

**Proof.** Since $X$ is obtained by drawing the elements in $S$ independently it follows that

$$E^i_1 - E^i_0 = \sum_{A \in 2^{S_{-i}}} \Pr[X_{-i} = A] [f(A \cup \{a_i\}) - f(A)] \leq \sum_{A \in 2^{S_{-i}}} \Pr[X_{-i} = A] [f(a_i) - f(\emptyset)] \leq f(a_i) - f(\emptyset) \leq M_f.$$

**Lemma 16.** For any submodular monotone function $f$ over $S$ and for any index $i$ we have that $M_{f^0} \leq M_f$ and $M_{f^1} \leq M_f$.

**Proof.** The first inequality follows immediately from our definition since

$$M_{f^0} = \max_{j \neq i} f^{0}_j(a_j) - f^{0}_i(\emptyset) = \max_{j \neq i} f(a_j) - f(\emptyset) \leq M_f.$$

For the second inequality we use submodularity as follows

$$M_{f^1} = \max_{j \neq i} f^{1}_j(a_j) - f^{1}_i(\emptyset) = \max_{j \neq i} f(\{a_j \cup a_i\}) - f(a_i) \leq \max_j f(a_j) - f(\emptyset) = M_f.$$

We are now ready for the proof of Theorem 14.

**Proof of Theorem 14.** The proof is by induction on the size of $S$.

**Base case.** Let $S = \{a_1\}, P = \{p_1\}$ we have that

$$E[f(X)] = p_1 f(a_1) + (1 - p_1) f(\emptyset),$$

and

$$\text{Var}[f(X)] = E[f(X)^2] - E^2[f(X)] = p_1 f^2(a_1) + (1 - p_1) f^2(\emptyset) - [p_1 f(a_1) + (1 - p_1) f(\emptyset)]^2$$

$$= p_1 (1 - p_1) \left[ f(a_1) - f(\emptyset) \right]^2 \leq M_f p_1 (1 - p_1) \left[ f(a_1) - f(\emptyset) \right].$$
It is left to prove that \( \mathbb{E} [f(X) - f(\emptyset)] \geq p_1 (1 - p_1) [f(a_1) - f(\emptyset)] \), and indeed we have that
\[
\mathbb{E} [f(X) - f(\emptyset)] = p_1 [f(a_1) - f(\emptyset)] \geq p_1 (1 - p_1) [f(a_1) - f(\emptyset)].
\]

**Inductive Step.** Assume the lemma holds for sets of size \( \ell \) and any submodular function \( f \) and probabilities \( P \). For a set \( S \) with \( \ell + 1 \) elements and a submodular function \( f \) over \( S \). Let \( j \leq i \) be an arbitrary index.

From the total variance formula in Lemma 13 we know that
\[
\text{Var}[f(X)] = p_j V_j^1 + (1 - p_j) V_j^0 + p_j (1 - p_j) \left[ E_j^1 - E_j^0 \right]^2, \quad (12)
\]
where \( E_j^1 = \mathbb{E} [f_j^1(X_{-j})], \ E_j^0 = \mathbb{E} [f_j^0(X_{-j})], \ V_j^1 = \text{Var}[f_j^1(X_{-j})], \text{ and} \ V_j^0 = \text{Var}[f_j^0(X_{-j})]. \)
By applying the induction hypothesis to \( S_{-j} \) with probabilities \( P_{-j} \) and \( |S_{-j}| = \ell \) and \( f_j^0 \) and \( f_j^1 \) we get that
\[
V_j^0 \leq M_{f_j^0} [E_j^0 - f_j^0(\emptyset)], \quad \text{Lemma 16}
\]
and
\[
V_j^1 \leq M_{f_j^1} [E_j^1 - f_j^1(\emptyset)]. \quad \text{Lemma 16}
\]
Substituting these bounds in Equation (12) we get that
\[
\text{Var}[f(X)] \leq p_j M_f [E_j^1 - f(a_j)] + (1 - p_j) M_f [E_j^0 - f(\emptyset)] + p_j (1 - p_j) \left[ E_j^1 - E_j^0 \right]^2
\]
\[
= M_f \left[ p_j E_j^1 + (1 - p_j)E_j^0 - f(\emptyset) \right] + p_j (1 - p_j) \left[ E_j^1 - E_j^0 \right]^2 - p_j M_f \left[ f(a_j) - f(\emptyset) \right]
\]
\[
\leq M_f \left[ \mathbb{E} [f(X)] - f(\emptyset) \right] + p_j M_f \left[ f(a_j) - f(\emptyset) \right] \left[ (1 - p_j) \right] - p_j M_f \left[ f(a_j) - f(\emptyset) \right]
\]
\[
\leq M_f |\mathbb{E} [f(X)] - f(\emptyset)|. \quad \Box
\]

### A.2 Properties of Reduced Diffusion Models

We establish some properties of reduced independent SDMs that are needed for our upper bound.

We first show that influence values of nodes in a reduced model can only be lower than respective values in the original model:

**Lemma 17.** Let \( G'(V \setminus T, H') \) be a reduction of a model \( G(V, H) \).

For all \( v \in V \setminus T \) and \( t \geq 0 \), \( R_{G'}(v, t) \leq R_G(v) \).

**Proof.** Note that \( G '\) is obtained from \( G \) by removing nodes. Therefore respective reachability sets given \( \phi \) are such that those in \( G' \) can only be subsets of those in \( G \):
\[
\text{Reach}_{G'}(v, \phi') \subset \text{Reach}_{G}(v, \phi).
\]
Then from monotonicity and submodularity of \( H \) we get
\[
H'(\text{Reach}_{G'}(v, \phi')) \leq H'(\text{Reach}_{G}(v, \phi)) \leq H(\text{Reach}_{G}(v, \phi)).
\]
(second inequality follows from monotonicity and submodularity of \(H\) so that for all \(A \subset V \setminus T, H'(A) \leq H(A)\). Therefore,

\[
I^F_T(v) = E[\text{VReach}^F_T(v)] \leq E[\text{VReach}^F_G(v)] = I^G_T(v).\]

A convenient property is that reduction preserves strong monotone submodularity:

\[\textbf{Lemma 18.} A reduction of a strongly monotone submodular model is also strongly monotone submodular.\]

\[\textbf{Proof.}\] A reduced model with respect to \(T_2\) of a reduced model of \(G\) with respect to \(T_1\) is a reduced model of \(G\) with respect to \(T_1 \cup T_2\). Also note that the reduced utility function \(H'\) is also monotone and submodular.

We next show that IC or IGT models with submodular utility are closed under reduction:

\[\textbf{Theorem 19.} IC and IGT models with submodular utility are strongly submodular SDMs.\]

\[\textbf{Proof.}\] We first show that IC/IGT models are independent SDMs. In the introduction we expressed IC and IGT models as SDMs: A live-edge model is expressed as an SDM using \(\phi_v(T) = 1\) if and only if there is an edge from a node in \(T\) to \(v\). The model is independent if for all \(v\) the edges incoming to \(v\) are independent of all other edges. In IC models all edges are independent and hence IC models are independent SDMs. Recall (from the Introduction) that an IGT model is expressed as an SDM using \(\phi_v(T) := \text{Indicator}(\theta_v \leq f_v(T))\). In an IGT model the thresholds \(\theta_v\) are independent random variables, and hence \(\phi_v\) are independent. Hence, an IGT model is an independent SDM. Submodularity of influence when utility is submodular is established for IC models in [31] and for IGT models in [35].

Reduction of any model preserves submodularity of the utility and in particular this holds for reduced IC/IGT models. What remains to show is that a reduced IC/IGT model is also an IC/IGT model (respectively). This would conclude the proof of strong submodularity since any IC and IGT models with submodular utility has a submodular influence functions. To establish this remaining claim we consider IC/IGT models and express the reduction in terms of the activation functions as one in terms of the respective family of models.

We first consider IC models. The reduced IC model \(G'(V \setminus T, E \setminus (V \times T \cup T \times V))\) is obtained from \(G(V)\) by deleting the nodes \(T\) and their incident edges and keeping \(p_e\) on remaining edges. This is clearly an IC model. It remains to show that this is equivalent to the reduction of the distribution of activation functions. The conditioning that \(\phi_v(T) = 0\) is equivalent to live-edge set \(E\) with no edges from \(T\) to \(V\). For such edge set for any \(S \subset V \setminus (T \cup \{v\})\) we have \(\phi_v'(S) = \phi_v(S \cup T) = \phi_v(S)\) which corresponds to \(E\) having at least one edge from \(S\) to \(v\). From independence of edges, the conditional distribution is also independent and retains the same inclusion probabilities.

We next consider IGT models. The reduction \(G'(V \setminus T, \{f'_v\})\) in terms of activation functions distribution is equivalent to functions is equivalent to modifying the functions so that

\[
f'_v(S) := f_v(S \cup T) - f_v(T).
\]

The reduced model is clearly an IGT model. The conditioning that \(\phi_v(T) = 0\) means that \(\theta_v > f_v(T)\). Therefore, the conditional distribution of \(\theta_v\) provided it was not activated in the first step is uniform on \([f_v(T), 1]\). The probability that \(\theta_v > f_v(S \cup T)\) given this conditioning is equal to the probability that \(\theta_v' > f_v(S \cup T) - f_v(T) = f'_v(S)\).
A.3 Upper Bound on the Variance in Strongly Submodular SDM

Let $G(V, H)$ be a $\tau$-stepped diffusion model. We denote by $\mathcal{M}_G(T)$ the maximum influence of a single node in $G$ that is not included in $T$:

$$\mathcal{M}_G(T) = \max_{v \in V \setminus T} I_G^0(v)$$

As before, we omit $G$ if it can be understood from the context. We prove the following theorem which is a restatement of Theorem 2.

**Theorem 20.** Let $G(V, H)$ be a strongly submodular SDM. Then for any $\tau \geq 0$ and a set of nodes $T \subset V$:

$$\text{Var}[\mathcal{R}^\tau(T)] \leq \tau \mathcal{M}^{-1}(\bar{T}) \mathcal{I}^\tau(T).$$

The remaining part of this Subsection contains the proof of the Theorem.

Let $T$ be a set of nodes, and let

$$N(T) = \{v \in V \setminus T \mid \text{Pr}\{\phi_v(T) = 1\} > 0\}$$

be the nodes that have nonzero probability to be activated if $T$ is active. For the special case of IC models, $N(T) = \{v \notin T \mid \exists (u, v) \in E, u \in T\}$ is the set of outgoing neighbors of $T$.

We first consider the case where $N(T)$ is empty. In this case, $\text{Reach}^\tau(T) = T$ for all $\tau \geq 0$. Therefore, $\text{Var}[\mathcal{R}^\tau(T)] = 0$, $\mathcal{I}^\tau(T) = H(T) \geq 0$, and $\mathcal{M}^{-1}(\bar{T}) = 0$ and the claim holds.

We now assume that $N(T)$ is not empty and give a proof by induction on $\tau$.

A.3.1 Base case ($\tau = 1$)

Let

$$p_v := \text{Pr}\{\phi_v(T) = 1\}$$

be the probability that node $v$ is activated in step 1 provided that the set of nodes $T$ was active at step 0. From independence of the model, the events of activating different nodes $v \in N(T)$ at step 1 are independent. We have that the set of nodes that is active at step 1 is a random subset $S$ of $N(T)$ with probabilities $\{p_v\}$ as defined in Subsection A.1. Moreover, from monotonicity and submodularity of $H$, the function $f(S) := H(T \cup S) - H(T)$ is monotone and submodular with $f(\emptyset) = 0$. We can therefore apply Theorem 14 to bound the variance of $f(S)$:

$$\text{Var}[f(S)] \leq M_f \text{E}[f(S)].$$

We now note that

$$\text{E}[f(S)] = \text{E}[H(T \cup S)] - H(T) = \mathcal{I}^1(T) - \mathcal{I}^0(T)$$

and

$$\text{Var}[f(S)] = \text{Var}[H(T \cup S)] = \text{Var}[\mathcal{R}^1(T)].$$

For all $v \in N(T)$ we have $f(v) = H(T \cup \{v\}) - H(T) \leq H(v) = \mathcal{I}^0(v)$. Therefore

$$M_f := \max_{v \in N(T)} f(v) \leq \max_{v \in N(T)} \mathcal{I}^0(v) = M^0(\bar{T}).$$

Substituting in (14) we obtain the claim

$$\text{Var}[\mathcal{R}^1(T)] \leq M^0(\bar{T}) \mathcal{I}^1(T).$$
A.3.2 Inductive step

We define $\text{Reach}_G^t(T \mid A)$ to be the random variable that is the $t$-steps reachability of $T$ in a diffusion on $G$ seeded with $T$ that is conditioned on the event that exactly the nodes $A \subset N(T)$ (and no other nodes) are activated in step $1$. Equivalently, we condition on $\phi$ such that for $v \setminus (T \cup A)$, $\phi_v(T) = 0$ and for $v \in A$, $\phi_v(T) = 1$. We respectively define $R_G^t(T \mid A)$ to be the random variable $H(\text{Reach}_G^t(T \mid A))$. From definition, we have

$$I_G^t(T) = \sum_{A \subset N(T)} \Pr[\text{Reach}_G^t(T) = A \cup T]E[R_G^t(T \mid A)] = E_A E[R_G^t(T \mid A)].$$  \hspace{1cm} (15)

We consider the reduced model $G'$ of $G$ with respect to $T$ and show that the conditioned $t \geq 1$ steps diffusion from $T$ in $G$ is equivalent to the unconditioned $t-1$ steps diffusion from $A$ in $G'$:

| Lemma 21. For any $A \subset N(T)$ and $t \geq 1$, the random variables $\text{Reach}_{G'}^{t-1}(A)$ and $\text{Reach}_{G}^{t}(T \mid A) \setminus \{T\}$ have identical distribution over subsets. The random variables $R_{G'}^{t-1}(A)$ and $R_G^t(T \mid A) - H(T)$ have identical distributions over values.

Proof. We first consider $t = 1$. For a draw of conditioned activation functions we have $\text{Reach}_G^1(T \mid A) = T \cup A$. By definition, we also have $\text{Reach}_{G'}^1(A) = A$ and the claim holds.

We next consider $t > 1$. We first observe that in both situations, (i) the reduced model $G'$ when seeded with $A$ and (ii) the conditioned diffusion in $G$ seeded with $T$ such that the nodes $A$ are activated in the first step, the progression is determined only by the activation functions on the nodes $V \setminus (T \cup A)$.

We next argue that the distribution of activation functions projected on the nodes $V \setminus (T \cup A)$ is the same in both situations. From independence of $G$ it suffices to consider separately the activation functions of each node. From definition of a reduced model, we draw for each $v \in V \setminus T$, $\phi_v \sim G$ conditioned on $\phi_v(T) = 0$. This is exactly what we get for the conditioned diffusion in $G$.

We can thus match the supports (sets of activation functions) in both situations so that $\phi$ and $\phi'$ are matched when the projections on $V \setminus (T \cup A)$ is the same. The starting points are at steps 0 of the reduced model and step 1 of the conditioned process is $A$, the progression of new activations is thus the same. Therefore, for any step $t \geq 1$,

$$\text{Reach}_{G'}^t(T \mid A, \phi') \setminus \{T\} = \text{Reach}_{G'}^{t-1}(A, \phi')$$

and the first claim follows.

For the second claim, note that $R_G^t(T \mid A) = H(\text{Reach}_G^t(T \mid A))$ and thus

$$R_{G'}^{t-1}(A) = H'(\text{Reach}_{G'}^{t-1}(A)) = H(\text{Reach}_G^{t-1}(A) \cup T) - H(T) = H(\text{Reach}_G^t(T \mid A)) - H(T),$$

where the equalities are those of distributions. \hfill \Box

As immediate corollaries we can relate expectations and variance of as follows:

$$E[R_{G'}^{t-1}(A)] = E[H'(\text{Reach}_{G'}^{t-1}(A))] = E[H(\text{Reach}_G^t(T \mid A))] - H(T).$$  \hspace{1cm} (16)

$$\text{Var}[R_{G'}^{t-1}(A)] = \text{Var}[H'(\text{Reach}_{G'}^{t-1}(A))] = \text{Var}[H'(\text{Reach}_{G'}^t(T \mid A)) \setminus \{T\}] \hspace{1cm} (17)$$

$$= \text{Var}[H(\text{Reach}_G^t(T \mid A))] - H(T) = \text{Var}[H(\text{Reach}_G^t(T \mid A))] = \text{Var}[R_{G'}^t(T \mid A)].$$
A.3.2.1 Total Variance

We define the random variable $A$ to be the subset of $N(T)$ which is activated after the first step. Note that $A$ is a random subset of $N(T)$ using probabilities $p_v$ for $v \in N(T)$ as defined in Section A.1. By the total variance formula we get that

$$\text{Var}[R^0_T(T)] = \text{Var}_A[E[R^0_T(T)|A]] + E_A[\text{Var}[R^0_T(T)|A]].$$

(18)

We bound the total variance by separately bounding the two terms.

A.3.2.2 Bound on the first term of the total variance

We consider the reduced model $G'$ with respect to $T$ and a restriction of the influence function $I_{\tau - 1}G'$ to the domain that is subsets $A \subseteq N(T)$:

$$f(A) := I_{\tau - 1}G'(A).$$

From Lemma 21, this function represents the expected marginal utility value of nodes which are not in $T$ that are activated after $\tau$ steps if we activate $T$ at step 0 and the set $A$ at step 1.

We first observe that $f$ is monotone and submodular. This because strong monotone submodularity of our model implies that the reduced model is also strongly monotone and submodular, and a restriction of a monotone and submodular function is also monotone and submodular. We establish two helpful properties of $f$. First,

$$f(\emptyset) = 0,$$

(19)

which holds for any influence function. Second, using Lemma 17 we obtain

$$\max_{v \in N(T)} f(v) \leq \max_{v \in N(T)} I_{\tau - 1}^{G'}(v) \leq \mathcal{M}^{-1}(\bar{T}) .$$

(20)

We are now ready to bound the first term of the total variance (18). Our monotone submodular function $f$ and the random subset $A$ using probabilities $p_v$ satisfy the conditions of Theorem 14.

$$\text{Var}_A[E[R^0_T(T)|A]] = \text{Var}_A[f(A) + H(T)] = \text{Var}_A[f(A)] \leq \left( \max_{v \in N(T)} f(v) \right)E_A[f(A) - f(\emptyset)]$$

$$\leq \mathcal{M}^{-1}(\bar{T})E_A[E[R^0_T(T)|A] - H(T)] = \mathcal{M}^{-1}(\bar{T}) (I_{\tau}^G(T) - H(T))$$

(21)

A.3.2.3 Bound on the second term of the total variance

We next bound the second term of (18) which is the expectation of the variance conditioned on $A$:
The claim of the Theorem follows using total variance (18) and the bounds on the first term to be the subset that maximizes the ratio.

Proof. By induction on the height of the node.

\[
E_A[|\text{Var}[R\tau'(T) | A]|] = \sum_{S \subseteq N(T)} \text{Pr}[A = S] |\text{Var}[R\tau'(T) | S]| \\
= \sum_{S \subseteq N(T)} \text{Pr}[A = S] |E[R\tau'(T) | S] - H(T)| |\text{Var}[R\tau'(T) | S]| \\
\leq \sum_{S \subseteq N(T)} \text{Pr}[A = S] |E[R\tau'(T) | S] - H(T)| |\text{Var}[R\tau'(T) | S]| \\
= E_A[|E[R\tau'(T) | A] - H(T)|]| \text{Var}[R\tau'(T) | S]| \\
\leq (I\tau'(T) - H(T)) |\text{Var}[R\tau^{-1}(S')]| I[R\tau^{-1}(S')] \\
= (I\tau'(T) - H(T)) |\text{Var}[R\tau^{-1}(S')]| I[R\tau^{-1}(S')] \\
\leq (I\tau'(T) - H(T)) (\tau - 1)M\tau^{-2}(\bar{S}'). 
\]

(22)

Where we take

\[
S' = \arg \max_{S \subseteq N(T)} \frac{|\text{Var}[R\tau^{-1}(S)]|}{I[R\tau^{-1}(S)]} 
\]

to be the subset that maximizes the ratio.

Using the induction hypothesis on \((\tau - 1)\)-stepped influence we get

\[
|\text{Var}[R\tau^{-1}(S')]| \leq (\tau - 1)M\tau^{-2}(\bar{S}'). |\text{Var}[R\tau^{-1}(S')]. 
\]

(23)

We now relate the maximum influence of nodes in the original and reduced models:

\[
M\tau^{-2}(\bar{S}') = \max_{v \in V \setminus (T \cup S')} I\tau^{-2}(v) \leq \max_{v \in V \setminus (T \cup S')} I\tau^{-2}(v) \leq M\tau^{-2}(T \cup S') \leq M\tau^{-1}(\bar{T}). 
\]

(24)

From (22) using (23) and (24) we obtain

\[
E_A[|\text{Var}[R\tau'(T) | A]|] \leq (I\tau'(T) - H(T)) (\tau - 1)M\tau^{-2}(\bar{S}') \leq (I\tau'(T) - H(T)) (\tau - 1)M\tau^{-1}(\bar{T}). 
\]

(25)

A.3.2.4 Combining the bounds of the first and second terms

The claim of the Theorem follows using total variance (18) and the bounds on the first term (21) and second term (25).

B Variance lower bound construction

Lemma 22. Let \( G \) be complete binary tree where each edge has probability \( \frac{1}{2} \) and let \( h(u) \) be the height of the node \( u \). Then, \( I\tau'(u) = h(u) \) and \( |\text{Var}[R\tau'(u)]| \leq \frac{1}{2} |\sum_{i=0}^{h(u)-1} i^2 = \frac{h(u)-1}{12} |h(u)\|2h(u)-1|}. \)

Proof. By induction on the height of the node.
Base step ($h(u) = 1$). It is clear that $I^1(u) = 1$ and $\text{Var}[R^1(u)] = 0$ since $u$ is a leaf.

Inductive step. $u$ has two neighbors and each is reached with probability $\frac{1}{2}$. Let $v_1$ and $v_2$ be the neighbors of $u$ and let $X_1, X_2$ be random variables that indicate if $(u, v_1), (u, v_2)$ were activated respectively. The variables $X_1, X_2$ are Bernoulli random variables with $p = \frac{1}{2}$, hence, $E[X_1] = E[X_2] = \frac{1}{2}$ and $\text{Var}[X_1] = \text{Var}[X_2] = \frac{1}{4}$. Since the graph is a tree, the reachabilities of $v_1$ and $v_2$ are independent random variables, so we can simply write:

$$R^\tau(u) = 1 + X_1 R^{\tau - 1}(v_1) + X_2 R^{\tau - 1}(v_2)$$

The variable $R^{\tau - 1}(v_1)$ and $R^{\tau - 1}(v_2)$ are identical and $X_1, R^{\tau - 1}(v_1)$ and $X_2, R^{\tau - 1}(v_2)$ are independent random variables, Thus,

$$I^\tau(u) = E[R^\tau(u)] = 1 + E[X_1]E[R^{\tau - 1}(v_1)] + E[X_2]E[R^{\tau - 1}(v_2)] = 1 + 2 \frac{1}{2} E[R^{\tau - 1}(v_1)]$$

induction’s hypothesis

$$1 + h(u) - 1 = h(u)$$

The computation of the variance is similar:

$$\text{Var}[R^\tau(u)] = \text{Var}[X_1 R^{\tau - 1}(v_1)] + \text{Var}[X_2 R^{\tau - 1}(v_2)] = 2 \text{Var}[X_1 R^{\tau - 1}(v_1)]$$

For two independent random variables $A, B$ holds that: $\text{Var}[AB] = \text{Var}[A] \text{Var}[B] + \text{Var}[A] \text{E}^2[A] + \text{Var}[B] \text{E}^2[B]$, we have that:

$$\text{Var}[R^\tau(u)] = 2 \left( \text{Var}[X_1] \text{Var}[R^{\tau - 1}(v_1)] + \text{Var}[X_1] \text{E}^2[R^{\tau - 1}(v_1)] + \text{Var}[R^{\tau - 1}(v_1)] \text{E}^2[X_1] \right)$$

$$= 2 \left( \frac{1}{2} \text{Var}[R^{\tau - 1}(v_1)] + \frac{1}{4} \text{E}^2[R^{\tau - 1}(v_1)] \right) = \text{Var}[R^{\tau - 1}(v_1)] + \frac{1}{2} h(u)(h(u) - 1)^2$$

induction’s hypothesis

$$\frac{1}{2} \sum_{i=0}^{h(u)-1} i^2 = \frac{(h(u) - 1)h(u)(2h(u) - 1)}{12}, \quad \blacksquare$$

Theorem 23. There is a model $\mathcal{G}$ and a set of nodes $T$ such that $\frac{\text{Var}[R^\tau(T)]}{\text{E}[R^\tau(T)]} \geq \frac{\tau}{12}$.

Proof. Lemma 22 shows that for every node $u \in \mathcal{G}$, $I^\tau(u) = h(u)$ and $\text{Var}[R^\tau(u)] = \frac{(h(u) - 1)h(u)(2h(u) - 1)}{12}$. It follows that the root $r$ has the largest influence $I^\tau(r) = \tau$ and $\text{Var}[R^\tau(u)] = \frac{(\tau - 1)\tau(2\tau - 1)}{12}$, Furthermore $R^\tau(r) = \tau - 1$ since the nodes of the largest influence in $V \setminus r$ are the children of $r$. We conclude that:

$$\frac{\text{Var}[R^\tau(r)]}{R^\tau(r) I^\tau(r)} = \frac{(\tau - 1)\tau(2\tau - 1)}{\tau(\tau - 1)12} = \frac{2\tau - 1}{12} \geq \frac{\tau}{12}, \quad \blacksquare$$

C Greedy Optimization with an Approximately Submodular Oracle

In this section we present the proof of Lemma 10. We show that our approximation guarantees imply that the application of greedy on $\hat{F}$ generates a sequence that is an approximate greedy sequence (in the sense of Lemma 24) with respect to $F$.

We first state a helpful Lemma [14] that establishes that it suffices that $\hat{F}(u \mid S)$ to approximate the marginal contributions

$$F(u \mid S) := F(S \cup \{u\}) - F(S).$$
Lemma 24 ([14]). Given a monotone submodular function $F$, an approximate greedy algorithm that for some $\epsilon \in [0, 1)$ selects at each step an element $u$ such that $F(u \mid S) \geq (1 - \epsilon) \max_v F(v \mid S)$ has approximation ratio $\geq (1 - (1 - 1/s)^s)(1 - \epsilon)$.

Proof. It is easy to see that the approximation ratio of $\epsilon$-approximate greedy is $1 - (1 - (1 - \epsilon)/s)^s$. It therefore suffices to establish that this expression is larger than $(1 - (1 - 1/s)^s)(1 - \epsilon)$ for $\epsilon \in [0, 1]$. Equivalently, we need to show that for all $s \geq 2$ and $x \in [0, 1]$

$$(1 - (1 - x)/s)^s - (1 - x)(1 - 1/s)^s - x \leq 0.$$ 

This follows from equality holding for $x = 0$ and $x = 1$ and the function being concave up (second derivative is positive).

Proof of Lemma 10. Consider a monotone non-negative $\hat{F}$ that is a uniform $\epsilon_A$-approximation of a monotone non-negative $F$ with $\epsilon_A = \frac{\epsilon(1 - \epsilon)}{14s}$. By definition of $\epsilon$-approximation (see Section 3.5), $\left| \hat{F}(T) - F(T) \right| \leq \epsilon_A \max(S, \text{OPT}_1(F))$ for all $S$ with $|S| \leq s$. Therefore,

$$\text{if } F(S) \geq (1 - \epsilon)\text{OPT}_1(F) \text{ then } \left| \frac{\hat{F}(S) - F(S)}{F(S)} \right| \leq \frac{\epsilon}{14s} \quad (26)$$

$$\text{if } F(S) \leq (1 - \epsilon)\text{OPT}_1(F) \text{ then } \hat{F}(S) \leq \left(1 - \frac{\epsilon}{2}\right)\text{OPT}_1(F). \quad (27)$$

Inequality (26) follows immediately when $F(S) \geq \text{OPT}_1(F)$ because the relative error is at most $\epsilon_A \leq \frac{\epsilon}{14s}$. For $(1 - \epsilon)\text{OPT}_1(F) \leq F(S) < \text{OPT}_1(F)$ we have absolute error being at most $\epsilon_A\text{OPT}_1(S)$ which is a relative error of at most $\epsilon_A/(1 - \epsilon) \leq \frac{\epsilon}{14s}$. Inequality (27) follows from the absolute error being at most $\epsilon_A\text{OPT}_1(F)$ and $\epsilon_A \leq \epsilon/2$.

We establish that these conditions imply that greedy on $\hat{F}$ on the prefix of the greedy sequence where $F(S) \leq \frac{3}{4}\text{OPT}_s(F)$ is actually approximate greedy (as in the conditions of Lemma 24) with respect to $F$. Note that $1 - (1 - 1/s)^s \geq 3/4$ for $s \geq 2$ and thus the prefix restriction does not limit generality. The claim will then follow from Lemma 24.

For $s = 1$, it follows from Equations (26) and (27), that the first element of a greedy sequence with respect to $\hat{F}$, $\arg \max_u \hat{F}(u)$, satisfies $\hat{F}(u) \geq (1 - \frac{\epsilon}{2})\text{OPT}_1(F)$. Therefore from the second iteration and on, we have a set $S$ for which the relative error bounds in Equation (26)) applies.

We consider the marginal contributions $F(u \mid S)$ for any node $u$. We have

$$|\hat{F}(S) - F(S)| \leq \frac{\epsilon}{14s}F(S)$$

$$|\hat{F}(S \cup \{u\}) - F(S \cup \{u\})| \leq \frac{\epsilon}{14s}F(S \cup \{u\}) = \frac{\epsilon}{14s}(F(S) + F(u \mid S)).$$

We use these inequalities to bound the absolute error of (any) marginal influence estimate by

$$\left| \hat{F}(u \mid S) - F(u \mid S) \right| = \left| \hat{F}(S \cup \{u\}) - F(S \cup \{u\}) + F(S) \right| \leq \left| \hat{F}(S \cup \{u\}) - F(S \cup \{u\}) \right| + \left| \hat{F}(S) - F(S) \right| \leq \frac{\epsilon}{14s}F(S) + \frac{\epsilon}{14s}F(u \mid S). \quad (28)$$

We now consider the node $v = \arg \max_{u \in V} F(u \mid S)$ with maximum marginal contribution to $S$ with respect to $F$ and its contribution value

$$\Delta := F(v \mid S) \geq \frac{1}{s}(\text{OPT}_s - F(s)).$$
Thus, when $F(S) \leq \frac{3}{4} \text{OPT}_s$,

$$\Delta \geq \frac{1}{3s} F(S). \quad (29)$$

By applying (28) to $v$ we get that

$$\hat{F}(v \mid S) \geq \Delta - \frac{\epsilon}{7s} F(S) - \frac{\epsilon}{14s} \Delta.$$  

Therefore the node $v' = \arg \max_v \hat{F}(v' \mid S)$ with maximum marginal contribution according to $\hat{F}$ satisfies

$$\hat{F}(v' \mid S) \geq \hat{F}(v \mid S) \geq \Delta - \frac{\epsilon}{7s} F(S) - \frac{\epsilon}{14s} \Delta.$$  

By using (28) again, substituting (29), and using that fact that $s \geq 2$:

$$F(v' \mid S) \geq \Delta - \frac{2\epsilon}{7s} F(S) - \frac{\epsilon}{14s} \Delta.$$  

$$\geq \Delta - \epsilon \Delta \left( \frac{1}{7s} + \frac{6}{7} \right) \geq \Delta (1 - \epsilon). \quad (31)$$

Therefore, the greedy sequence according to $\hat{F}$ is an approximate greedy sequence according to $F$ and satisfies the conditions of Lemma 24. Therefore the resulting sequence yields an approximation ratio at least $(1 - (1 - 1/s^3)(1 - \epsilon))$.

\hfill ▷

## D Greedy for Live-Edge Models

**Proof of Theorem 12.** For the first bound, we explicitly maintain for each node $u \in V$, for each pool, the reachability set of $u$ in the simulations of the pool (and its cardinality). The dominant term in the cost of computation is performing a BFS from each node in each of the $r \ell$ simulations that is truncated at distance $\tau$. The total computation time is

$$O(r \ell mn) = O(\epsilon^{-2} s^3 e \ln \left( \frac{n}{\delta} \right) \frac{m}{n}) \text{,} \quad (32)$$

where

$$\bar{m} = \frac{1}{\ell r} \sum_{i=1}^{\ell} \sum_{j=1}^{r} |E_{ij}|$$

is the average number of edges per simulation. For an IC model, $\text{E}[\bar{m}] = \sum_{e \in \mathcal{E}} p_e$. When a node $u$ is selected into the seed set we remove all nodes in its reachability set from the reachability sets of all other nodes. The removal cost can be “charged” to the initial reachability computation.

The dependence of the computation time on the graph size can be improved by using combined reachability sketches [10, 14, 15, 11] instead of maintaining the reachability sets explicitly (see Section 5.1). The sketch size needed in order to provide the required accuracy of $O(\epsilon/s)$ (as in Theorem 10) uniformly for all subsets of size at most $s$ is $k = O(\epsilon^{-2} s^3 \ln n)$. We compute a sketch for each node in each of the $\ell r$ pools, so in total we have $r \ell n$ node sketches. The construction time of these sketches has a term $\sum_{ij} |E_{ij}| = r \ell \bar{m}$ linear in the total size of simulations and a term for sketch constructions which is a product of the number of pools $r$ and the construction time for each pool. The per-pool construction time is as described in Section 5.1 and is bounded by $k$ (sketch size) visits for each node, each involving reverse
traversals of incoming edges of the node in some simulation. The per-pool construction time for an IC model is $O(k(n + \sum e p_e))$ in expectation. The time with arbitrary simulations for pool $i$ is $O(k(n + \sum e p_e (E_i)))$. In total over all pools, the construction time is dominated by $O(\ell M + k n + m*)$, where $m* = \sum e p_e$ for simulations and $m* = \sum e p_e$ for simulations generated by an IC model.

The sketches improve the computation time of greedy. Each iteration of greedy uses the (precomputed) union sketch of the current seed set $S$ in each pool. It then examines the sketches of each $v \in V$ to compute the estimate of the averaging oracle $\hat{A}(S \cup \{v\})$ in each pool. This operations takes $O(\ell M)$ in total for the iteration. Therefore $s$ iterations of greedy maximization takes $O(s \ell M)$ using the sketches. Combining the construction cost of the sketches using $r = O(s \ln \frac{n}{\delta})$ and $\ell = O(\epsilon^2 s^2 c)$ and the greedy implementation over the sketches we obtain a total bound on the computation time of

$$O(r \ell M + kr (m* + ns)) = O(r (\ell M + k (m* + ns)))$$
$$= O(s \ln \frac{n}{\epsilon^2 s^2 c M + \epsilon^2 s^2 (m* + ns) \ln n})$$
$$= O(\epsilon^2 s^3 \ln \frac{n}{\ell M + s (m* + ns) \ln n}).$$

### E Optimization with Adaptive Sample Size

The pseudocode for our wrapper is provided in Algorithm 1. The inputs to the wrapper are a base algorithm $A$ and two constructions of oracles from sets of simulations. The first construction produces an oracle, $\hat{F}_v$, that we use for validation. The second construction produces oracles, $\hat{F}_x$, that are provided as input to $A$ to perform the optimization. The oracles provide an approximation of our influence function $\Gamma(S)$ with non-uniform guarantees. For specified $(\epsilon, \delta)$ we use the expressions $r_v(\epsilon, \delta)$ or $r_x(\epsilon, \delta)$ for the number of simulations required to obtain $(\epsilon, \delta)$ guarantees (in the sense of Section 3.5). This gives us a relation between $\epsilon, \delta$, and a number of simulations. When constructing an oracle with a given number of simulations $r$ and a specified $\epsilon$, we can determine the confidence $\delta$ we have from $\epsilon$ and $r$.

The wrapper repeats the following: It constructs an “optimization” oracle $\hat{F}_x$ using the set of simulations $\mathcal{R}$ and applies $A$ over $\hat{F}_x$ to obtain a set $T$. The wrapper terminates when $F_v(T)$ is close to $\hat{F}_x(T)$ or when our simulation budget of $M$ is exceeded. Otherwise, we double the number of simulations in our set $\mathcal{R}$ and repeat.

The wrapped algorithm $A$ can be an exact or approximate optimizer. It is applied to the oracle function and therefore its quality guarantees are with respect to how well the oracle value $\hat{F}_x(T)$ of the output set $T$ approximates the oracle optimum $\max_{S | |S| \leq k} F_x(S)$. The wrapper extends the approximation guarantees that $A$ provides (with respect to the oracle) to a guarantee with respect to the influence function while avoiding the worst-case number of simulations needed for a uniform approximation.

We first establish some basic properties.
Algorithm 1 Optimization Wrapper.

Input: (i) Two oracle constructions from simulations: $\hat{F}_v$ (validation) and $\hat{F}_x$ (optimization) that with $r_v(\epsilon, \delta)$ (resp., $r_x(\epsilon, \delta)$) simulations provide $(\epsilon, \delta)$ guarantees. (ii) An optimization algorithm $A$ that applies to the optimization oracle $\hat{F}_x$ and returns a subset. (iii) $M$: Bound on maximum number of simulations. (iv) Parameters $\epsilon > 0$ and $\delta > 0$.

$r \leftarrow r_x(\epsilon, \delta)$ // #simulations for $\hat{F}_x$ to provide $(\epsilon, \delta)$ guarantees

// Build validation oracle
$\delta_v \leftarrow \delta \left\lceil \log_2 \frac{M}{r} \right\rceil$; $r_v \leftarrow r_v(\epsilon, \delta_v)$ // #simulations for validation oracle

$\hat{F}_v \leftarrow$ validation oracle from $r_v$ i.i.d simulations that provides $(\epsilon, \delta_v)$ guarantees

$R \leftarrow \perp$ // Initialize set of i.i.d simulations for optimization

repeat

Add $r$ fresh i.i.d simulations to set $R$

$\hat{F}_x \leftarrow$ optimization oracle from simulations $R$ that provides $(\epsilon, \ast)$ guarantees // * determined by $|R|$ $T \leftarrow A(\hat{F}_x)$ // Optimize over the oracle

if $\hat{F}_v(T) \geq (1 - 2\epsilon) \hat{F}_x(T)$ then

return $T$, $\hat{F}_v(T)$
else

$L_r \leftarrow 2r$

until $|R| + r_v > M$

Lemma 25. Let $S$ be a set with maximum influence (with $I^\tau(S) = \text{OPT}_x^\tau$). With probability at least $1 - 2\delta$, all the optimization oracles $\hat{F}_x$ constructed by the wrapper have $(1 - \epsilon)\text{OPT}_x^\tau \leq \hat{F}_x(S) \leq (1 + \epsilon)\text{OPT}_x^\tau$. 

Proof. The probability that $(1 - \epsilon)\text{OPT}_x^\tau \leq \hat{F}_x(S) \leq (1 + \epsilon)\text{OPT}_x^\tau$ fails for the first oracle is at most $\delta$. The number of $\hat{F}_x$ uses simulations doubles in each iteration and all our constructions are such that the confidence parameter $\delta$ decreases at least linearly with the number of simulations. We therefore obtain that the sequence of failure probabilities for $(1 - \epsilon)\text{OPT}_x^\tau \leq \hat{F}_x(S) \leq (1 + \epsilon)\text{OPT}_x^\tau$ is geometric and sums up to at most $2\delta$. ◀

As an immediate corollary we obtain:

Corollary 26. Under the conditions of Lemma 25, the oracle optimum in all iterations satisfies

$$\max_{T \mid |T| \leq s} \hat{F}_x(T) \geq (1 - \epsilon)\text{OPT}_x^\tau.$$ 

The following is immediate from the construction of the validation oracle.

Lemma 27. With probability at least $1 - \delta$, the validation oracle has relative error at most $\epsilon$ on all tests in which the input set $T$ is such that $I^\tau(T) \geq \text{OPT}_1^\tau$ and absolute error at most $\epsilon \text{OPT}_1^\tau$ otherwise.

Proof. The wrapper performs at most $\lceil \log_2 M/r \rceil$ iterations before it stops, in each iteration the validation oracle fails to provide an $\epsilon$-approximation with probability at most $\delta_v$. Therefore, by union bound, the probability that the algorithm fails to provide an $\epsilon$-approximation in at least one round is at most $\delta_v \lceil \log_2 M/r \rceil \leq \delta$. ◀
Lemma 28. Assume that our data and our optimization oracle with r or more simulations, are such that with probability at least $1 - \delta$, the optimum of the oracle is an approximate optimizer, that is:

$$(1 + \epsilon)\text{OPT}_s^\ast \geq \max_{S|S| \leq s} \hat{F}_s(S) \geq (1 - \epsilon)\text{OPT}_s^\ast$$

(33)

$$I'(\text{arg} \max_{S|S| \leq s} \hat{F}_s(S)) \geq (1 - \epsilon)\text{OPT}_s^\ast$$

(34)

and assume that the algorithm $A$ returns the oracle optimum. Then with probability at least $1 - 5\delta$, the wrapper terminates after at most $2\max\{r, r_s(\epsilon, \delta)\} + r_v$ simulations and returns $T$ such that $I'(T) \geq (1 - 5\epsilon)\text{OPT}_s^\ast$.

Proof. First we show that the wrapper returns a set $T$ with the required properties with probability at most $1 - 3\delta$ and then we show that the number of iterations the wrapper does before it stops is smaller than $M$ with probability of at most $1 - 2\delta$.

From Lemma 25, with probability at least $1 - 2\delta$ in all iterations $A$ returns $T$ for which $\hat{F}_v(T) \geq (1 - \epsilon)\text{OPT}_s^\ast$. The validation succeeds only if $\hat{F}_v(T) \geq \frac{(1 - 2\epsilon)}{1 + \epsilon}\hat{F}_s(T) \geq \frac{(1 - 3\epsilon)(1 - 2\epsilon)}{1 + \epsilon}\text{OPT}_s^\ast$. From Lemma 27 with probability at least $1 - \delta$ in all iterations we have $\hat{F}_v(T) \leq \max\{(1 + \epsilon)\Gamma(T), \Gamma(T) + \epsilon\text{OPT}_s^\ast\}$.

Therefore, with probability $1 - 3\delta$ the set $T$ returned by the wrapper satisfies

$$\frac{(1 - \epsilon)(1 - 2\epsilon)}{1 + \epsilon}\text{OPT}_s^\ast \leq \max\{(1 + \epsilon)\Gamma(T), \Gamma(T) + \epsilon\text{OPT}_s^\ast\}.$$  

If $(1 + \epsilon)\Gamma(T) > \Gamma(T) + \epsilon\text{OPT}_s^\ast$ then $\Gamma(T) \geq \frac{(1 - \epsilon)(1 - 2\epsilon)}{1 + \epsilon}\text{OPT}_s^\ast \geq (1 - 5\epsilon)\text{OPT}_s^\ast$.

Otherwise, we have that $\Gamma(T) \geq \left(\frac{(1 - \epsilon)(1 - 2\epsilon)}{1 + \epsilon} - \epsilon\right)\text{OPT}_s^\ast \geq (1 - 5\epsilon)\text{OPT}_s^\ast$.

We have to show that with probability at least $1 - 2\delta$ within $2\max\{r, r_s(\epsilon, \delta)\} + r_v$ simulations the wrapper returns such a set $T$ to finish the proof. Consider the first iteration where $|R| \geq r$. By Equations (33) and (34) with probability at least $1 - \delta$ we have that $\Gamma(T) \geq (1 - \epsilon)\text{OPT}_s^\ast$ and $(1 + \epsilon)\text{OPT}_s^\ast \geq \hat{F}_s(T) \geq (1 - \epsilon)\text{OPT}_s^\ast$. By Lemma 27 we have that with probability at least $1 - \delta$, the validation oracle satisfies that $\hat{F}_v(T) \geq (1 - \epsilon)\Gamma(T)$ or $\hat{F}_v(T) \geq \Gamma(T) - \epsilon\text{OPT}_s^\ast \geq \Gamma(T) - \epsilon\text{OPT}_s^\ast$. By the last two statements we have that with probability of at least $1 - 2\delta$:

$$\hat{F}_v(T) \geq (1 - \epsilon)\Gamma(T) \geq (1 - \epsilon)^2\text{OPT}_s^\ast \geq (1 - 2\epsilon)\text{OPT}_s^\ast \geq \frac{(1 - 2\epsilon)}{1 + \epsilon}\hat{F}_s(T)$$

or

$$\hat{F}_v(T) \geq \Gamma(T) - \epsilon\text{OPT}_s^\ast \geq (1 - 2\epsilon)\text{OPT}_s^\ast \geq \frac{(1 - 2\epsilon)}{1 + \epsilon}\hat{F}_s(T).$$

Therefore, with probability $1 - \delta$ the set $T$ returned by the wrapper satisfies $\hat{F}_v(T) \geq (1 - \epsilon)\text{OPT}_s^\ast$.

Theorem 8, which we restate below to provide reading fluency, now follows as a corollary.

Theorem 29 (Theorem 8). Suppose that on our data the averaging (respectively, median-of-averages) oracle $\hat{F}$ has the property that with $r$ simulations, with probability at least $1 - \delta$, the oracle optimum $T := \text{arg} \max_{S|S| \leq s} F(S)$ satisfies $\Gamma(T) \geq (1 - \epsilon)\text{OPT}_s^\ast$.
Then with probability at least \( 1 - 5\delta \), when using \( 2\max\{r, r(\epsilon, \delta)\} + O\left(\epsilon^2 c \ln \frac{1}{\delta} + \ln \ln \frac{2}{\delta} + \ln s\right) \) simulations with the median-of-averages oracle and \( 2\max\{r, r(\epsilon, \delta)\} + O\left(\epsilon^2 c \ln \frac{1}{\delta} + \ln \ln \frac{2}{\delta} + \ln n\right) \) simulations with the averaging oracle, the wrapper outputs a set \( T \) such that \( \Gamma(T) \geq (1 - 5\epsilon)\OPT^*_T \).

**Proof of Theorem 8.** We analyze here the number of simulations required using the averaging oracles and the median-of-averages oracles, in both cases we use median-of-averages oracles for validation. In both cases \( r_v = r(\epsilon, \delta) = O\left(\epsilon^2 c \log \frac{1}{\delta}\right) \), where \( \delta_v = \frac{\delta}{\log_2 \frac{1}{\epsilon \delta}} \).

By Lemma 28 the number of simulations is at most \( 2\max\{r, r_v(\epsilon, \delta)\} + r_v \). \( M \) and \( r_v \) get different values for each oracle.

**Median-of-averages oracles analysis.** We have that \( r_v = O(\epsilon^2 c \ln \delta^{-1}) \) by Lemma 6 and we set \( M = O(\epsilon^2 c s n \ln \frac{n}{\delta}) \) by Theorem 7. Simple calculation shows that:

\[
\frac{1}{\delta_v} = \left\lfloor \frac{\ln s \ln 2}{\ln \frac{2}{\delta}} \right\rfloor \leq \frac{1}{\delta} \left( \ln s + \ln \left( \ln \frac{n}{\delta} \right) \right).
\]

Therefore,

\[
r_v = O\left(\epsilon^2 c \left( \ln \frac{1}{\delta} + \ln \left( \ln \frac{n}{\delta} + \ln s \right) \right) \right).
\]

**Averaging oracles analysis.** We have \( r_v = O(\epsilon^2 c \delta^{-1}) \) and we set \( M = O(\epsilon^2 c s n \ln \frac{n}{\delta}) \) according to the respective worst-case guarantees on the number of simulations specified in (1). A simple calculations shows:

\[
\frac{1}{\delta_v} = \left\lfloor \frac{\ln s \ln 2}{\ln \frac{2}{\delta}} \right\rfloor \leq \frac{1}{\delta} \left( \ln \left( \ln \frac{n}{\delta} + 2 \ln n \right) \right).
\]

Therefore,

\[
r_v = O\left(\epsilon^2 c \left( \ln \frac{1}{\delta} + \ln \left( \ln \frac{n}{\delta} + \ln n \right) \right) \right).
\]

We next consider cases where the algorithm \( A \) is approximate (may not return the oracle optimizer). We assume in these cases that the optimization oracles \( \hat{F}_x \) when constructed with a given number of simulations provide, with high probability, uniform \( \epsilon \)-approximation for all \( \binom{n}{s} \) subsets of cardinality at most \( s \):

\[
\forall T \text{ such that } |T| < s, \quad \left| \hat{F}(T) - \Gamma(T) \right| \leq \epsilon \max\{1^\tau(T), \OPT^*_T\}.
\]

We first show that a very weak assumption on \( A \) suffices to guarantee termination with good probability.

**Lemma 30.** If the optimization oracle \( \hat{F}_x \) when constructed with \( r \) or more simulations provides uniform \( \epsilon \)-approximation with probability at least \( 1 - \delta \), and the algorithm \( A \) returns \( T \) such that \( \hat{F}(T) \geq (1 - \epsilon)\OPT^*_T \). Then with probability at least \( 1 - 2\delta \) the wrapper will terminate after using at most \( 2\max\{r, r_v(\epsilon, \delta)\} + r_v \) simulations.

**Proof.** Consider the first iteration where \( \hat{F}_x \) is constructed using at least \( r \) simulations. Let \( T \) be the set that \( A \) returns at this iteration. Since \( \hat{F}_x \) provides uniform \( \epsilon \)-approximation we have that \( \hat{F}_x(T) \leq (1 + \epsilon)\Gamma(T) \) with probability at least \( 1 - \delta \). Combining this with our assumption we get that \( \hat{F}(T) \geq (1 - \epsilon)\OPT^*_T \) and by Lemma 27 we have that with probability at least \( 1 - \delta \) if \( \Gamma(T) \geq \OPT^*_T \) then \( \hat{F}(T) \geq (1 - \epsilon)\Gamma(T) \) and if \( \frac{1 - \epsilon}{1 + \epsilon} \OPT^*_T \leq \Gamma(T) \leq \OPT^*_T \) then \( \hat{F}(T) \geq \Gamma(T) - \epsilon \OPT^*_T \geq \Gamma(T) - \frac{1 - \epsilon}{1 + \epsilon} \Gamma(T) \). Combining we obtain that \( \hat{F}_x(T) \geq \frac{1 - 2\epsilon}{1 + \epsilon} \hat{F}_x(T) \), and thus the validation condition holds. ▶
We next consider algorithms $A$ that guarantees some approximation ratio $\rho$.

**Theorem 31.** Suppose that our optimization oracle when constructed with $r$ or more simulations provides uniform $\epsilon$-approximation with probability at least $1 - \delta$. Assume now that the algorithm $A$ returns a set $T$ such that

$$F_x(T) \geq \rho \max_{S \in [S]S \leq s} F_x(S).$$

Then, the set $T$ returned by our wrapper satisfies $\Gamma(T) \geq \rho(1 - 5\epsilon)OPT^*_\epsilon$ with probability of at least $(1 - 3\delta)$.

**Proof.** Consider an optimal set $S$ (with $\Gamma^*(S) = OPT^*_\epsilon$). By Lemma 25 with probability at least $1 - 2\delta$ all our oracles have $(1 - \epsilon)OPT^*_\epsilon \leq F_x(S) \leq (1 + \epsilon)OPT^*_\epsilon$ are within $(1 \pm \epsilon)OPT^*_\epsilon$. By the assumption, the sets $T$ returned by $A$ in all iterations have $\hat{F}_x(T) \geq \rho \max_{S \in [S]S \leq S} F_x(S) \geq \rho(1 - \epsilon)OPT^*_\epsilon$. When the wrapper stops we have that $\hat{F}_x(T) \leq \frac{1 + \epsilon}{1 - 2\epsilon} \hat{F}_x(T)$ and by Lemma 27 we have with probability at least $1 - \delta$ that $\hat{F}_x(T) \leq \max\{(1 + \epsilon)\Gamma^*(T), \Gamma^*(T) + \epsilon OPT^*_1\}$.

Combining, we have that with probability at least $1 - 3\delta$,

$$\rho(1 - \epsilon)OPT^*_\epsilon \leq \rho F_x(S) \leq \hat{F}_x(T) \leq \frac{1 + \epsilon}{1 - 2\epsilon} F_x(T) \leq \frac{1 + \epsilon}{1 - 2\epsilon} \max\{(1 - \epsilon)\Gamma^*(T), \Gamma^*(T) + \epsilon OPT^*_1\}.$$

Now, a simple calculation shows that $\Gamma^*(T) \geq \rho(1 - 5\epsilon)OPT^*_\epsilon$.

We can prove now Theorem 9 (restated for reading fluency):

**Theorem 32 (Theorem 9).** If the averaging oracle $\hat{A}$ has the property that with $\geq r$ simulations, with probability at least $1 - \delta$, it provides a uniform $\epsilon$-approximation for all subsets of size at most $s$, then with $2 \max\{r, r(\epsilon, \delta)\} + O(\epsilon^{-2}(\ln \frac{1}{\delta} + \ln (\ln \ln \frac{1}{\delta} + \ln n)))$ simulations we can find in polynomial time a $(1 - (1 - 1/s)^s)(1 - 5\epsilon)$ approximate solution with confidence $1 - 5\delta$.

**Proof.** The averaging oracle is monotone and submodular [31] and therefore greedy can efficiently recover a set $T$ such that $\hat{F}_x(T) \geq (1 - (1 - 1/s)^s) \max_{S \in [S]S \leq S} \hat{F}_x(S)$.

By Lemma 30, the wrapper terminates using at most $2 \max\{r, r(\epsilon, \delta)\} + r_v$ with probably at least $1 - 2\delta$. Applying Theorem 31 with $\rho = (1 - (1 - 1/s)^s)$, we get that $\Gamma^*(T) \geq (1 - (1 - 1/s)^s)(1 - 5\epsilon)OPT^*_\epsilon$ with probability at least $1 - 3\delta$. Hence, with probability at least $1 - 5\delta$ the wrapper applied with greedy finds $(1 - (1 - 1/s)^s)(1 - 5\epsilon)$-approximate solution using $2 \max\{r, r(\epsilon, \delta)\} + r_v$ simulations.

## F Variance Bounds for Dependent Models

In this section we provide a proof for Corollary 3. We consider a natural extensions of IC models, b-dependence, that allow for some dependencies between edges and mixtures of IC and IGT models. For these extensions, we establish upper bounds of the form (8) on the variance of the reachability of a set of nodes.

We bound the variance by constructing for each dependent model a corresponding IC model and then apply the variance upper bound established in Section A for IC models.

For mixture models we provide a generic derivation that bounds the variance of the mixture by variance of components.
F.1 \( b \)-Dependence Models

The first family we consider are \( b \)-dependence models, which we define as follows. We assume that all edges with the same tail node are partitioned into disjoint groups where each group is of size at most \( b \). The edges of each group \( B \) are either all active together with probability \( p_B \) or none is active with probability \( 1 - p_B \). The special case where all groups are of size 1 corresponds to an IC model (where all edges are independent).

▶ **Theorem 33.** Let \( \mathcal{G} \) be a \( b \)-dependence model for some \( b \geq 1 \). For every set \( T \) we have that:

\[
\text{Var} [ R^b_\mathcal{G} (T) ] \leq 2b \tau I^b_\mathcal{G} (T) \max_{v \in V \setminus T} I^b_\mathcal{G} (v)
\]

**Proof.** We construct an IC model \( \mathcal{G}' \) from the given \( b \)-dependence model \( \mathcal{G} \). The model \( \mathcal{G}' \) is defined over the set of nodes \( V \) of \( \mathcal{G} \) together with an additional set \( D \) of dummy nodes. The construction has the properties that \( 2\tau \)-step influence in \( \mathcal{G}' \) from a set of nodes \( T \subseteq V \) is equal to \( \tau \)-stepped influence of \( T \) in \( \mathcal{G} \). Furthermore, the variances of the sizes of the \( 2\tau \)-step reachability of \( T \) in \( \mathcal{G}' \) is the same as the variance of the \( \tau \) step reachability of \( T \) in \( \mathcal{G} \). The influence of each dummy node in \( \mathcal{G}' \) is at most \( b \max_{v \in V} I^\tau (v) \). The claim follows from these properties and Theorem 2.

Here is a formal description of our reduction.

We start by putting in \( G' \) the set \( V \) of the nodes of \( G \). Then for every group \( B = \{(u,v_1), (u,v_2), ..., (u,v_\ell)\} \) in \( G \) we do the following:

1. Add a new dummy node \( v_B \) to \( G' \), and add to \( G' \) the edge \((u,v_B)\) and give it the probability \( p_B \). We assign weight 0 to \( v_B \) so that it does not contribute to the reachability of any set of nodes.

2. we create edges \((v_B, v_i)\) for every \( 1 \leq i \leq \ell \), each such edge has probability 1.

   Let \( T \subset V \) be a set of nodes in \( G \). It follows from our construction that for any set of nodes \( B \subset V \) the probability that \( R^2_\mathcal{G} (T) = B \) is the same as the probability that \( R^b_\mathcal{G} (T) = B \). This implies that for any \( T \subseteq V \)

\[
I^b_\mathcal{G} (T) = I^\tau_\mathcal{G} (T),
\]

and

\[
\text{Var} [ R^2_\mathcal{G} (T) ] = \text{Var} [ R^\tau_\mathcal{G} (T) ] .
\]

Each dummy node is connected to at most \( k \) original nodes, hence, \( I^\tau_\mathcal{G} (v) \) is bounded by \( b \max_{v \in V} I^\tau_\mathcal{G} (v) \). By Theorem 20 it follows that for every set of nodes \( T \) in \( G' \):

\[
\text{Var} [ R^2_\mathcal{G} (T) ] \leq 2\tau I^\tau_\mathcal{G} (T) \max_{v \in V \setminus T} I^\tau_\mathcal{G} (v).
\]

Combining all these observations together, we get that

\[
\text{Var} [ R^b_\mathcal{G} (T) ] \leq 2b \tau I^\tau_\mathcal{G} (T) \max_{v \in V \setminus T} I^\tau_\mathcal{G} (v) \quad \blacksquare
\]

This Theorem can be generalized to more complex dependencies. For example it holds for any distribution on subsets of the outgoing edges from each node that we can realize by a distribution on disjoint subsets where we draw each subset with certain probability, and take the union of the subset which we draw.
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F.2 Mixture of IC and IGT Models

The second family of dependent models we consider is a mixture of IC and IGT models.

Consider a set of models \( G_i(V) \) for \( i \in [r] \) and respective probabilities \( p_i \) such that \( \sum_{i=1}^{r} p_i = 1 \). We define a mixture model \( G(V) \) as follows. To draw \( \phi \sim G \), we first draw \( i \in [r] \) according to probabilities \( p_i \) and then return \( \phi \sim G_i \).

We provide two proofs for the variance bound of the mixture. The first is direct and applies to any mixture of models that satisfies the variance bound of Theorem 2, and in particular to mixtures of strongly submodular SDMs. The second proof is specific to live-edge models and based on a reduction to an IC model.

\[ \text{Theorem 34.} \quad \text{Consider a model} \ G \ \text{that is a mixture of} \ r \ \text{models} \ G_i \ \text{with probabilities} \ p_i \ \text{that satisfy the variance bound of Theorem 2. Then for all} \ T \subset V, \]

\[ \text{Var}[R^*_G(T)] \leq \frac{\tau + 1}{\min_i p_i} I^*_G(T) \max_{v \in V} I^*_G(v) \]

\[ \text{Proof.} \quad \text{We first relate the influence of} \ T \ \text{in the mixture model to the influence of} \ T \ \text{in the components.} \]

\[ I^*_G(T) = E[R^*_G(T)] = \sum_{i=1}^{r} p_i E[R^*_G_i(T)] = \sum_{i=1}^{r} p_i I^*_G_i(T). \] (35)

This holds to any set \( T \) and any \( \tau \). Therefore we also obtain the inequality

\[ M^*_G(\bar{T}) = \max_{v \in V \setminus T} I^*_G(v) = \max_{v \in V \setminus T} \sum_{i=1}^{r} p_i I^*_G_i(v) \leq \sum_{i=1}^{r} p_i \max_{v \in V \setminus T} I^*_G_i(v) = \sum_{i=1}^{r} p_i M^*_G_i(\bar{T}). \] (36)

It also follows that we can bound the influence values on the component by the respective ones in the mixture: \( I^*_G_i(T) \leq \frac{1}{p_i} I^*_G(T) \) and thus

\[ \max_i I^*_G_i(T) \leq \frac{1}{\min_i p_i} I^*_G(T) \] (37)

\[ \max_i M^*_G_i(\bar{T}) \leq \frac{1}{\min_i p_i} M^*_G(\bar{T}). \] (38)

The random variable \( R^*_G(T) \) can be expressed as a sum of \( r \) products of random variables:

\[ R^*_G(T) = \sum_{i=1}^{r} X_i R^*_G_i(T), \]

where \( X_i \) are Bernoulli with probabilities \( p_i \). The random variables \( \{R^*_G_i(T)\} \) are independent of each other and also are independent from (the joint distribution of) \( \{X_i\} \). The variables \( \{X_i\} \) have negative dependence as \( \sum_i X_i = 1 \) and thus the products \( X_i R^*_G_i(T) \) are also negatively dependent and thus

\[ \text{Var}[R^*_G(T)] \leq \sum_i \text{Var}[X_iR^*_G_i(T)]. \]

We will instead bound the variance of a surrogate random variable

\[ Y = \sum_i X_i R^*_G_i(T) \]
that has the same sum of products but with the variables \( \{X_i\} \) being independent of each other and hence the products are also independent. We have

\[
\text{Var}[Y] = \sum_i \text{Var}[X_i R_{G_i}^r(T)] \geq \text{Var}[R_{G_i}^r(T)]
\]

We next express the variance of each product using variance properties of the product of two independent random variables. For \( i \in [r] \):

\[
\text{Var}[X, R_{G_i}^r(T)] = \text{Var}[X] \text{Var}[R_{G_i}^r(T)] + E[X]^2 \text{Var}[R_{G_i}^r(T)]^2 + \text{Var}[X]E[\text{Var}[R_{G_i}^r(T)]^2
\]

\[
= p_i(1 - p_i) \text{Var}[R_{G_i}^r(T)] + p_i^2 \text{Var}[R_{G_i}^r(T)] + p_i(1 - p_i) \text{Var}^2[\tau M_{G_i}^r(T)]
\]

Therefore, invoking Theorem 2 to bound the variance for each IC model \( G_i \) and then using (37) and (38) and finally using (35) and (36) we get

\[
\text{Var}[Y] \leq \sum_{i=1}^{r} p_i \left( \text{Var}[R_{G_i}^r(T)] + p_i(1 - p_i) \text{Var}^2[\tau M_{G_i}^r(T)] \right)
\]

\[
\leq \sum_{i=1}^{r} p_i \left( \text{Var}[R_{G_i}^r(T)] + p_i \text{Var}^2[\tau M_{G_i}^r(T)] \right)
\]

\[
\leq \sum_{i=1}^{r} \frac{\tau}{\min_i p_i} I_G^r(T) \sum_{i=1}^{r} p_i M_{G_i}^r(T) + \frac{1}{\min_i p_i} I_G^r(T) \sum_{i=1}^{r} p_i \text{Var}^2[\tau M_{G_i}^r(T)]
\]

\[
\leq \frac{\tau + 1}{\min_i p_i} I_G^r(T) \max_{v \in V} I_G^r(v)
\]

We next give a different proof (of a slightly different bound) for live-edge models using a reduction to an IC model. Consider a set of \( \tau \)-steps models \( G_i(V, E_i) \) for \( i \in [r] \) and respective probabilities \( p_i \) such that \( \sum_{i=1}^{r} p_i = 1 \). We define a mixture model \( G(V, \bigcup_i E_i) \) as follows. To draw \( E \sim \mathcal{G} \), we first draw \( i \in [r] \) according to probabilities \( p_i \) and then return \( E \sim G_i \).

**Theorem 35.** Consider a model \( G \) that is a mixture of \( r \) IC models \( G_i \) with probabilities \( p_i \). Then for all \( T \subset V \),

\[
\text{Var}[R_G^r(T)] \leq \frac{\tau + 1}{\min_i p_i} I_G^r(T) \max_{v \in V} I_G^r(v)
\]

**Proof.** We first argue that we can assume without loss of generality that \( T \) is a single node and \( \bigcup_i E_i \) does not contain edges that are incoming to \( T \). We can transform a general case \( G \) and \( T \) to this form by contracting all nodes in \( T \) into a single node and deleting all edges that are incoming to \( T \). We then retain the same conditional distribution on the remaining edges. Note that this transformation preserves the distribution of \( R_G^r(T) \) and hence also its expectation and variance. The influence values \( I_G^r(v) \) of nodes \( v \in V \setminus T \) can only decrease. Finally, the transformed model is also a mixture of correspondingly transformed IC models, where in each such model the distribution of \( R_G^r(T) \) remains the same and influence values \( I_G^r(v) \) can only decrease. It follows that the claimed variance bound for the transformed model implies the same bound for the original model.
We construct a new IC model $G'$ with respect to (a single node) $T$ as follows. The new model has nodes $V' = \{v\} \cup \bigcup_i V_i$, where each $V_i$ is a map of $V$. We create an instantiation of each of our IC models $G_i$ with set of nodes $V_i$ and edges $E_i$ with the probabilities as in the model $G_i$. The new IC model $G'$ has a root node $v$ with weight 0 and for each $i \in [r]$, there is an edge $(v, T_i)$ with probability $p_i$, where $T_i$ is the image of $T$ in the copy of $G_i$. We can see that

$$I_{G'}^{\tau+1}(v) = I_{G'}^\tau(T) = \sum_{i=1}^r p_i I_{G_i}^\tau(T),$$

that is, the $\tau + 1$ steps influence of $v$ in the constructed IC model $G'$ is equal to the $\tau$ steps influence of $T$ in the mixture model $G$.

We next consider the variance of the random variables $R_{G_i}^\tau(T)$ and $R_{G_i}^{\tau+1}(v)$. Both these random variables are a sum of $r$ products of random variables:

$$\sum_{i=1}^r X_i R_{G_i}^\tau(T),$$

where $X_i$ are Bernoulli with probabilities $p_i$. In both cases the random variables $\{R_{G_i}^\tau(T)\}$ are independent of each other and also are independent from (the joint distribution of) $\{X_i\}$. But in the case of $R_{G_i}^{\tau+1}(v)$ the random variables $X_i$ are independent and hence also the products are independent and in the case of $R_{G_i}(T)$, the variables $\{X_i\}$ have negative dependence as $\sum_i X_i = 1$ and thus the products $X R_{G_i}^\tau(T)$ are also negatively dependent. Therefore,

$$\text{Var}[R_{G_i}^\tau(T)] \leq \text{Var}[R_{G_i}^{\tau+1}(v)] = \sum_i \text{Var}[X_i R_{G_i}^\tau(T)].$$

Finally, we bound $\mathcal{M}_{G_i}(v)$ by considering the maximum influence of a node other than $v$ in the constructed model $G'$. For $T_i$ we have

$$I_{G_i}(T_i) = I_{G_i}(T) \leq \frac{1}{p_i} I_{G_i}(T),$$

where the last inequality follows from (40). We next consider nodes $z_i \in V_i$ that is a map of a node $z \in V$.

$$I_{G_i}(z_i) = I_{G_i}(z) \leq \frac{1}{p_i} I_{G_i}(z).$$

The last inequality follows because for any node $z \in v$ we have $I_{G_i}(z) = \sum_{i=1}^r p_i I_{G_i}(z)$. Combining (42) and (43) we get

$$\mathcal{M}_{G_i}(v) = \max_{u \in V \setminus \{v\}} I_{G_i}(u) \leq \max_{u \in V} I_{G_i}(u) \leq \frac{1}{\min_i p_i} I_{G_i}(u) \leq \frac{1}{\min_i p_i} \max_{z \in V} I_{G_i}(z) \leq \frac{1}{\min_i p_i} \max_{z \in V} I_{G_i}(T).$$

To conclude, we invoke Theorem 2 for the IC model $G'$:

$$\text{Var}[R_{G_i}^\tau(T)] \leq \text{Var}[R_{G_i}^{\tau+1}(v)] \leq (\tau + 1) I_{G_i}^{\tau+1}(v) \mathcal{M}_{G_i}(v).$$

We then apply inequalities (44) and the equality (40) to obtain the claim.
On Oblivious Amplification of Coin-Tossing Protocols

Nir Bitansky
Tel Aviv University, Israel
nirbitan@tau.ac.il

Nathan Geier
Tel Aviv University, Israel
nathangeier@mail.tau.ac.il

Abstract
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1 Introduction

Hardness amplification is a foundational problem in cryptography: given a cryptographic primitive that is weakly secure in some sense, we would like to make it strongly secure. Two famous examples of such amplification procedures are Yao’s amplification of weak one-way functions into strong ones and Yao’s Xor lemma for amplifying unpredictability [17]. Other examples of primitives with known amplification procedures include public-key encryption [5, 11], oblivious transfer [4, 16], commitments [4, 8] and cryptographic arguments [6].

Coin-Tossing Protocols

We consider amplification of coin-tossing protocols [3]. Such protocols allow two parties to jointly toss an unbiased coin, such that even if one party is malicious and diverges from the protocol, it cannot significantly bias the outcome. Concretely, a $\rho$-bias coin-tossing protocol is such that a cheating party cannot force the common outcome to be any specific bit $b$ with probability greater than $1/2 + \rho$. 
It is common knowledge that coin-tossing protocols against unbounded (or even PSPACE) adversaries cannot have bias $\rho < 1/2$. Accordingly, the common definition addresses efficient adversaries. Here coin-tossing protocols with negligible bias have been long known assuming one-way functions [3, 9, 13]. In fact, a long line of work shows that one-way functions are, in fact, necessary provided that the bias is at most $\rho < 1/2 - \Omega(1)$ [10, 12, 7, 2]. Whether one-way functions are necessary for any non-trivial bias $\rho < 1/2 - 1/poly(n)$ (or even for some $\rho = 1/2 - o(1)$) remains an open problem.

**Amplifying Coin Tossing**

A coin-tossing amplifier should take a coin-tossing protocol $\pi$ with (non-trivial) bias $\rho < 1/2$ and transform it into a new coin-tossing protocol $\pi^*$ with smaller bias $\rho^* < \rho$. One specific way for obtaining coin-tossing amplifiers is to first derive from the protocol $\pi$ a one-way function $f_\pi$, and then construct optimal coin tossing from $f_\pi$. Indeed, following the known results mentioned above this would work for any $\text{negl}(n) < \rho^* < \rho < 1/2 - \Omega(1)$.

In this work, we ask whether there exist “more direct” amplification procedures, which we call oblivious amplifiers. Such amplifiers completely ignore the way that the underlying protocol $\pi$ works, they only obtain oracle access to the result — the adversary can adaptively bias the resulting bit of each oracle invocation as long as the bias is bounded by $\rho$. The amplifier is required to satisfy an information theoretic guarantee: unbounded attackers cannot bias the common output of the new protocol $\pi^*$ by more than $\rho^* < \rho$. Addressing unbounded attackers is a natural choice as we wish to avoid computational assumptions (certainly, one-way functions, which would trivialize the problem).

We find the model of oblivious amplifiers quite natural and similar to other settings, such as Yao’s Xor lemma [17], where amplifiers satisfy an information theoretic guarantee. In particular, constructing such amplifiers seems like a natural route toward fully understanding the complexity of coin tossing. In particular, the existence of such efficient amplifiers for $\rho^* \leq 1/2 - \Omega(1) < 1/2 - 1/poly(n) \leq \rho$

would completely resolve the question, showing that any non-trivial coin tossing is equivalent to one-way functions.

1.1 Results

We show that oblivious coin-tossing amplifiers do not exist.

▶ **Theorem 1** (Informal). *There do not exist oblivious coin-tossing amplifiers for any $\rho^* < \rho$.***

Our theorem can further be extended to rule out oblivious amplification of weak coin tossing [2] that essentially requires that one side cannot bias toward 0 and the other cannot bias toward 1. (See Remark 6.)

**A More General Lower Bound**

We give two proofs of the above theorem. The first is by a simple reduction to the impossibility of deterministic randomness extraction from Santha-Vazirani sources [15]. We also give a direct proof that provides a more general lower bound. In particular, we quantify the tradeoff between improving the potential bias caused by specific party $A$ toward a specific bit $b$, at
the account of making it worst for other party $B$ and bit $1 - b$. This also rules out oblivious amplification for asymmetric notions of coin tossing where we allow different bounds on the bias for the two parties. The tradeoff is explained in the technical overview below and expressed in Figure 2.

The alternative proof also gives yet another proof of the Santha-Vazirani impossibility for deterministic extraction (in addition to several existing proofs [15, 14, 1]).

1.2 Technical Overview

We now give a brief overview of our proofs.

Modeling Protocols as Trees

We model any possible amplifier protocol $\pi^*$ as a full binary tree. The correspondence is natural: the root corresponds to the beginning of the protocol before any message is sent. Every inner node in the tree is either

- Controlled by one of the two parties $A$ or $B$, meaning that it is this party’s turn to send a message, without loss of generality, a single bit.
- Representing an oracle call to the underlying protocol $\pi$ resulting in a common bit.

Whenever a message is sent or an oracle call is made, we move in accordance to the left or right child, until reaching a leaf labeled by the common outcome of the protocol. Here the execution ends.

Each node is associated with some (honest) distribution on the next bit to be sent or produced by the oracle. The adversary can gain control over the nodes representing one of the parties and arbitrarily fix their distributions. For any oracle node, the adversary can fix an arbitrary distribution provided that it has bias at most $\rho$. Note that every node corresponds to some partial execution of the protocol, represented by the path from the root to this node, and the adversarial response is adaptively fixed according to this path. (See illustration in Figure 1.)

![Figure 1](image_url) An example of a protocol represented by a tree. Each node specifies which party should send a bit as well as the distribution of this bit (when the party is honest). Alternatively, the parties may invoke the oracle and obtain a joint bit. The adversary may take control of one of the parties and arbitrarily replace its distributions; it can also replace the oracle call distributions provided that they remain $\rho$-biased.
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The above model does not explicitly capture protocols where honest parties may store private coins through the interaction. However, we can transform any private-coin protocol to a protocol in the above model by considering parties that do not explicitly keep private randomness; instead, in every node they resample their private randomness conditioned on the execution transcript so far and answer according to that string. The transformation has no effect on the distribution of transcript and in particular on the outcome bit. However, the transformation may make the new protocol inefficient. This is not an issue as our lower bound will in fact hold for inefficient protocols as well.

A Reduction to Deterministic Santha-Vazirani Extractors

In their seminal work, Santha and Vazirani considered the problem of extracting a statistically uniform bit from a sequence of biased random bits \( X = X_1, \ldots, X_n \) such that \( X_i \) has bounded bias \( \rho \) conditioned on any fixing of \( X_1, \ldots, X_{i-1} \). Such random sources \( X \) are called Santha-Vazirani Sources. They proved that there exist no deterministic extractors for such sources, namely, for any deterministic Boolean function \( E \), there exists a Santha-Vazirani source such that \( E(X) \) is far from uniform. In fact, they proved that \( E(X) \) is \( \rho \)-biased.

Indeed, this bares similarity to the setting of oblivious coin-tossing amplification where the \( \rho \)-biased input bits naturally correspond to oracle calls to \( \pi \). The gap between the two models is that a coin-tossing oblivious amplifier further allows interaction between two randomized parties. To bridge this gap, we prove that any oblivious amplifier can be turned into a non-interactive oblivious amplifier.

To convey the basic idea, imagine that we have an amplifier tree where the root belongs to party \( A \) (namely, it sends the first message). We argue that at least one of its left or right subtrees also has bias at most \( \rho^* \), and thus we can reduce one round of interaction. In fact, both subtrees must be such that an adversary controlling \( A \) can bias the outcome by at most \( \rho^* \), or else an adversary controlling \( A \) in the original protocol could have simply always chosen the worse subtree in order to bias the outcome by more than \( \rho^* \). We then observe that at least one of the subtrees must be such that an adversary controlling \( B \) cannot bias by more than \( \rho^* \). Indeed, the bias caused by an adversary controlling \( B \) in the original protocol is just a convex combination of the its bias in the two corresponding subtrees.

The Second Proof and a More General Lower Bound

Our second proof of the theorem pours more light on the tradeoff between how much each party can bias the protocol towards a specific bit. We first give a correspondence between protocols and points on the plane. For a protocol \( \pi \), let \( x_\pi \) be the maximum probability a malicious \( A^* \) (controlling \( A \)) can force output \( 0 \) and \( y_\pi \) be the maximum probability a malicious \( B^* \) can force output \( 1 \). We assign the protocol \( \pi \) coordinates \( (x_\pi, y_\pi) \). Considering the tree representing the protocol \( \pi \), the point in the plane corresponding to the protocol \( \pi \) is determined by the points corresponding to its children themselves as protocols, as well as the operation at its root. (This is roughly done following a similar argument to the one used above, where we either take the maximum of two subtrees, or a convex combination thereof.)

Our basic Theorem 1 and its proof show that all points corresponding to protocols lie outside the axis-aligned square given by \( x = 0, y = 0, x = 0.5 + \rho, y = 0.5 + \rho \). Our more general analysis, shows a more accurate picture – all points lie above a certain piecewise linear \( f \) (See Figure 2). In a bit more detail, we prove by induction on the depth of the tree that the point corresponding to every protocol lies above the function \( f \), by showing closure of points above \( f \) to each of the operations that may appear at the root, and also
that protocol leaves (the base case) lie above \( f \). When considering a non-leaf protocol, we get from the induction that the sub-protocols rooted at its children lie above \( f \), and since the set of points above \( f \) is closed under the operation at the protocols’ root, the point corresponding to the protocol itself also lies above \( f \).

This more general result shows that we cannot hope to improve the \( x_\pi \)-value of the oracle without strictly hurting its \( y_\pi \)-value, and furthermore gives some lower bound \( g(\Delta_x) \), for every \( 0 \leq \Delta_x \leq x_\pi \), on how much \( y_\pi \) must increase in order to reduce \( x_\pi \) by \( \Delta_x \).

![Figure 2](image)

**Figure 2** For the sake of this illustration, we set \( \rho = 0.2 \). The \( X \)-axis represents the ability of a malicious \( A^* \) to bias the common output toward 0, and the \( Y \)-axis represents the ability of a malicious \( B^* \) to bias the common output toward 1. While our basic Theorem 1 argues that all protocols lie outside the dotted square, our more general theorem shows that they in fact lie above the piece-wise linear function represented by the continuous line.

**Organization**

In Section 2, we define the relevant notion of oblivious amplifiers and their correspondence to trees. In Section 3, we prove the main impossibility result by a reduction to the impossibility of deterministic Santha-Vazirani extraction. In Section 4, we give our alternative (direct) proof leading to a more general lower bound.

**2 Definitions**

Throughout the paper, we denote by \( Ber(p) \) the Bernoulli distribution with parameter \( p \), namely, the value 1 gets probability \( p \) and 0 gets \( 1 - p \).

- **Definition 2** (Common-output two-party protocol with oracle access to \( \rho \)-biased bits). We model a common-output two-party protocol with oracle access to \( \rho \)-biased bits using full binary trees such that:
Every leaf is labeled with either “0” or “1”, which represent the common output of the protocol upon reaching that leaf.

Every inner node $v$ is labeled with “$(P_v, q_v)$” where
1. $P_v \in \{A, B, O\}$ represents whether it is $A$’s turn to speak, $B$’s turn to speak, or an oracle call.
2. In an honest execution, the bit sent after reaching that node should be distributed according to $Ber(q_v)$. If $P_v = O$ then $q_v$ must be 0.5, otherwise $q_v$ may be an arbitrary probability.

Execution. An execution of the protocol follows a path along the tree, starting at the root and going left/right in accordance to the bits sent, when 0 means left and 1 means right, until reaching a leaf which determines the common output of that execution.

Adversarial behavior. A malicious party can ignore $q_v$ when it is their turn to speak and send an arbitrarily distributed bit instead. Also, whenever the oracle is called, the malicious party may change the output distribution of that call from $Ber(0.5)$ to $Ber(q_v)$ for any $q_v$ such that $|q_v - 0.5| \leq \rho$. Note that $q_v$ may depend on all the bits sent up to that call.

Definition 3. Given a protocol $\pi$, $A^*$ an adversarial behavior of $A$ and $b \in \{0, 1\}$, we denote by $\pi(A^*, b)$ the probability of $\pi$’s output being b when executed with $A^*$ and an honest $B$.
Next, define $Opt(\pi, A^*, b) := \max_{A^*} \pi(A^*, b)$, where the maximum is taken over all adversarial behaviors $A^*$ of $A$. $\pi(B^*, b)$ and $Opt(\pi, B^*, b)$ are defined symmetrically for $B$.

Definition 4 (($\alpha, \beta$)-oblivious coin-tossing amplifier). A common-output two-party protocol $\pi$ with oracle access to $\alpha$-biased bits is an ($\alpha, \beta$)-oblivious coin-tossing amplifier if
\[ \max_{P^*, b} Opt(\pi, P^*, b) \leq 0.5 + \beta, \]
where $P^* \in \{A^*, B^*\}$ and $b \in \{0, 1\}$. In addition, we require that the expected output of $\pi$ over an honest execution is 0.5.

Remark 5. Actually, for the lower bound, we do not use the fact that the expected output of $\pi$ over an honest execution is 0.5. We note that bounded biases already makes coin-tossing protocols non-trivial.

Remark 6. We may also consider the notion of ($\alpha, \beta$)-oblivious weak coin-tossing amplifiers, which aim to produce a $\beta$-bias weak coin tossing (CT) protocol instead of standard $\beta$-CT. In the weak CT setting, we know in advance that $A^*$ aims to bias the result toward 0 while $B^*$ aims to bias the result toward 1. We only need to bound their ability to bias the output in their chosen direction. The difference is in the requirement
\[ \max_{P^*, b} Opt(\pi, P^*, b) \leq 0.5 + \beta, \]
which is replaced with
\[ \max\{Opt(\pi, A^*, 0), Opt(\pi, B^*, 1)\} \leq 0.5 + \beta. \]

3 Impossibility of Oblivious Amplifiers

In this section, we state and prove our main result regarding the impossibility of non-trivial oblivious coin-tossing amplifiers.
**Theorem 7** (main). For every common-output two-party protocol $\pi$ with oracle access to $\rho$-biased bits, either $\text{Opt}(\pi, A^*, 0) \geq 0.5 + \rho$ or $\text{Opt}(\pi, B^*, 1) \geq 0.5 + \rho$. In particular, there do not exist $(\alpha, \beta)$-oblivious coin-tossing amplifier, for any $\beta < \alpha$.

Toward proving the theorem, we first analyze in Section 3.1 the best possible (unbounded) attacks. Then in Section 3.2, we give the reduction to the impossibility of deterministic extraction from Santha-Vazirani sources.

### 3.1 The Optimal Attacks

Let $\pi$ be a common-output two-party protocol with oracle access to $\rho$-biased bits, and denote its root by $r$. Also, denote by $\pi_0$ and $\pi_1$ the protocols rooted at the left and right children of $r$. The best strategy of a malicious $A^*$ to make the protocol $\pi$ output 0 is to bias the first bit $b$ as much as possible towards $\arg \max_{z \in \{0, 1\}} \text{Opt}(\pi_z, A^*, 0)$, and after $b$ is sent continue to recursively apply the best strategy at the resulting child. The best strategy of a malicious $B^*$ to make the protocol $\pi$ output 1 is symmetrical. Thus, we have that:

- If $r$ is labeled with “$A, p$”, then $A$ can completely bias the bit while $B$ cannot change its distribution at all, so
  
  \begin{align*}
  \text{Opt}(\pi, A^*, 0) &= \max_{z \in \{0, 1\}} \text{Opt}(\pi_z, A^*, 0) \\
  \text{Opt}(\pi, B^*, 1) &= E_{z \sim \text{Ber}(p)}[\text{Opt}(\pi_z, B^*, 1)]
  \end{align*}

- If $r$ is labeled with “$B, p$”, then $B$ can completely bias the bit while $A$ cannot change its distribution at all, so
  \begin{align*}
  \text{Opt}(\pi, A^*, 0) &= E_{z \sim \text{Ber}(p)}[\text{Opt}(\pi_z, A^*, 0)] \\
  \text{Opt}(\pi, B^*, 1) &= \max_{z \in \{0, 1\}} \text{Opt}(\pi_z, B^*, 1)
  \end{align*}

- If $r$ is labeled with “$O$”, then both $A$ and $B$ can bias the bit by at most $\rho$, so
  \begin{align*}
  \text{Opt}(\pi, A^*, 0) &= (0.5 - \rho) \cdot \min_{z \in \{0, 1\}} \text{Opt}_z(\pi_z, A^*, 0) + (0.5 + \rho) \cdot \max_{z \in \{0, 1\}} \text{Opt}(\pi_z, A^*, 0) \\
  \text{Opt}(\pi, B^*, 1) &= (0.5 - \rho) \cdot \min_{z \in \{0, 1\}} \text{Opt}(\pi_z, B^*, 1) + (0.5 + \rho) \cdot \max_{z \in \{0, 1\}} \text{Opt}(\pi_z, B^*, 1)
  \end{align*}

- If $r$ is a leaf labeled with “0”, then
  \begin{align*}
  \text{Opt}(\pi, A^*, 0) &= 1 \\
  \text{Opt}(\pi, B^*, 1) &= 0
  \end{align*}

- If $r$ is a leaf labeled with “1”, then
  \begin{align*}
  \text{Opt}(\pi, A^*, 0) &= 0 \\
  \text{Opt}(\pi, B^*, 1) &= 1
  \end{align*}

### 3.2 Reduction to Deterministic Santha-Vazirani Extraction

The following theorem states that allowing interaction does not help in creating more secure protocols, in the sense that it does not allow us to generate a better protocol, in either $\text{Opt}(\pi, A^*, 0)$ or $\text{Opt}(\pi, B^*, 1)$, than protocols already existing without interaction.
Theorem 8. For every common-output two-party protocol \( \pi \) with oracle access to \( p \)-biased bits, there exists a common-output two-party protocol \( \pi' \) with oracle access to \( p \)-biased bits, with no inner nodes labeled by either “A, p” or “B, p”, and such that \( \text{Opt}(\pi', A^*, 0) \leq \text{Opt}(\pi, A^*, 0) \) and \( \text{Opt}(\pi', B^*, 1) \leq \text{Opt}(\pi, B^*, 1) \).

In other words, allowing interaction does not help in producing protocols where it is harder for \( A^* \) to cheat towards 0 or for \( B^* \) to cheat towards 1.

Proof. We show how given any protocol \( \pi \) with “A, p”/“B, p” turns, we can strictly reduce its number of “A, p”/“B, p” turns without increasing its cheating probabilities \( \text{Opt}(\pi, A^*, 0) \) and \( \text{Opt}(\pi, B^*, 1) \). In essence, we show that for every inner node labeled with “A, p”/“B, p” there exists a child such that replacing the subtree rooted at that node with the subtree rooted at its child results a protocol that is only harder to cheat in, for both \( A^* \) towards 0 and \( B^* \) towards 1. In more detail: First, we pick some arbitrary inner node of \( \pi \) labeled with either “A, p” or “B, p”. Denote this node by \( N \), and its left and right children by \( N_0 \) and \( N_1 \), respectively. If \( N \) is labeled by “A, p” we choose \( z := \arg\min_{b \in \{0,1\}} \text{Opt}(N_b, A^*, 0) \), otherwise choose \( z := \arg\min_{b \in \{0,1\}} \text{Opt}(N_b, A^*, 0) \). We take \( \pi \) and replace in it the subtree rooted at \( N \) with the subtree rooted at \( N_z \). Essentially, we fixed the bit sent at node \( N \) to always be \( z \), instead of letting \( A/B \) choose it. We make two observations:

1. Both \( \text{Opt}(N_z, A^*, 0) \leq \text{Opt}(N, A^*, 0) \) and \( \text{Opt}(N_z, B^*, 1) \leq \text{Opt}(N, B^*, 1) \).

   To see this, assume w.l.o.g that \( N \) is labeled with “A, p” (symmetrical argument for “B, p”). We have that \( \text{Opt}(N, A^*, 0) = \max_{b \in \{0,1\}} \text{Opt}(N_b, A^*, 0) \) and in particular \( \text{Opt}(N, A^*, 0) \geq \text{Opt}(N_z, A^*, 0) \). Also, since we have that
   \[
   \text{Opt}(N, B^*, 1) = \mathbb{E}_{b \sim \text{Ber}(p)} \left[ \text{Opt}(N_b, B^*, 1) \right]
   \]
   and we chose \( z := \arg\min_{b \in \{0,1\}} \text{Opt}(N_b, B^*, 1) \) in case \( N \) is labeled with “A, p”, then \( \text{Opt}(N, B^*, 1) \geq \text{Opt}(N_z, B^*, 1) \).

   In other words, at \( N_z \) it is both harder for \( A^* \) to cheat towards 0 and for \( B^* \) to cheat towards 1.

2. Let \( \pi \) and \( T \) be protocols, \( N \) be some node of \( \pi \), and \( \pi' \) be the protocol resulted by replacing in \( \pi \) the subtree rooted at \( N \) with \( T \). If \( \text{Opt}(T, A^*, 0) \leq \text{Opt}(N, A^*, 0) \) then \( \text{Opt}(\pi', A^*, 0) \leq \text{Opt}(\pi, A^*, 0) \) and similarly if \( \text{Opt}(T, B^*, 1) \leq \text{Opt}(N, B^*, 1) \) then \( \text{Opt}(\pi', B^*, 1) \leq \text{Opt}(\pi, B^*, 1) \). The reason for this is that the value \( \text{Opt}(R, A^*, 0) \) of an inner node \( R \), for all three operations (“A, p”, “B, p”, “O”), is a monotone function of the values \( \text{Opt}(R_0, A^*, 0), \text{Opt}(R_1, A^*, 0) \) of its children. By not increasing the \( (A^*, 0) \)-value of some node, you cannot increase the \( (A^*, 0) \)-value of its father, which in turn will not increase the \( (A^*, 0) \)-value of its father and so on.

   In other words, by taking a protocol and replacing the sub-protocol run at some partial transcript with another sub-protocol where it is not easier for \( A^*/B^* \) to cheat towards 0/1, we resulf a protocol where it is not easier for \( A^*/B^* \) to cheat towards 0/1.

Combining these observations, we reach the conclusion that by taking a protocol and repeatedly getting rid of its “A, p”/“B, p” nodes by replacing the subtree rooted at them with the subtree rooted at a correctly chosen child of theirs, we can get rid of all the “A, p”/“B, p” turns without increasing the cheating probabilities of \( A^* \) towards 0 and of \( B^* \) towards 1.

Definition 9 (SV Source). For \( 0 \leq \rho \leq 0.5 \), a source \( X = X_1, \ldots, X_n \) of length \( n \) (A random variable taking values in \( \{0,1\}^n \)) is a Santha-Vazirani (SV) source with bias \( \rho \) if for every \( i \in [n] \) and every \( x_1, \ldots, x_{i-1} \in \{0,1\} \), the bias of \( X_i \) conditioned on \( X_i = x_1, \ldots, X_{i-1} = x_{i-1} \) is at most \( \rho \). That is,
\[
|\mathbb{E}[X_i | X_1 = x_1, \ldots, X_{i-1} = x_{i-1}] - 0.5| \leq \rho.
\]
Theorem 10 ([15], [14]). For every function $f : \{0,1\}^n \to \{0,1\}$ and every $0 \leq \rho \leq 0.5$ there exists an SV source $X = X_1, \ldots, X_n$ of length $n$ and bias $\rho$ such that $f(X)$ has bias at least $\rho$.

We remark that this version of the statement is taken from Reingold, Vadhan and Wigderson [14], and that differently from them we refer to the bias as the distance from 0.5 and not double that amount.

The following theorem implies that there are no non-trivial oblivious coin-tossing amplifiers comprised solely of oracle calls.

Theorem 11. For every common-output two-party protocol $\pi$ with oracle access to $\rho$-biased bits and no inner nodes labeled by either “$A, p$” or “$B, p$”, either $\text{Opt}(\pi, A^*, 0) \geq 0.5 + \rho$ or $\text{Opt}(\pi, B^*, 1) \geq 0.5 + \rho$

In fact, in a protocol with no “$A, p$”/“$B, p$” turns there is no longer a difference between $A$ and $B$ so either $\text{Opt}(\pi, A^*, 0) = \text{Opt}(\pi, B^*, 0) \geq 0.5 + \rho$ or $\text{Opt}(\pi, A^*, 1) = \text{Opt}(\pi, B^*, 1) \geq 0.5 + \rho$

Proof. Let $n$ be an upper bound on the number of oracle calls made by $\pi$ in any execution. We can think w.l.o.g of $\pi$ as always making exactly $n$ oracle calls, with results denoted by $o_1, \ldots, o_n$, and then outputting $f(o_1, \ldots, o_n)$ for some function $f$. The impossibility result of deterministic extraction from Santha-Vazirani sources, Theorem 10, guarantees that there exists an SV source $X = X_1, \ldots, X_n$ of length $n$ and bias $\rho$ such that $f(X)$ has bias at least $\rho$. Therefore, if the malicious party can make sure the oracle calls’ output distribution is $X$, they can succeed in biasing the output of $\pi$ by at least $\rho$. (If it is towards 0 then $\text{Opt}(\pi, A^*, 0) \geq 0.5 + \rho$ and if it is towards 1 then $\text{Opt}(\pi, B^*, 1) \geq 0.5 + \rho$). The malicious party can make sure the oracle calls’ output distribution is $X$ by doing it bit-by-bit: After $0 \leq i \leq n-1$ calls with results $x_1, \ldots, x_i$ they ask the next oracle call to be distributed according to $X_{i+1} | X_1 = x_1, \ldots, X_i = x_i$, and their request from the $\rho$-biased bit oracle is legal by the definition of SV sources with bias $\rho$. ▶

Combining Theorem 8 and Theorem 11, Theorem 7 follows.

4 A More General Lower Bound

In this section, we give a direct proof by induction which gives some insight on the possible relations between $\text{Opt}(\pi, A^*, 0)$ and $\text{Opt}(\pi, B^*, 1)$ and the trade-offs we can get between them.

We correspond every protocol with a point on the plane using $\text{Opt}(\pi, A^*, 0)$ as the $x$-coordinate and $\text{Opt}(\pi, B^*, 1)$ as the $y$-coordinate. Our main theorem translates into showing that all protocol points lie outside or on the axis-aligned square with boundaries $x = 0.5 + \rho, x = 0$ and $y = 0.5 + \rho, y = 0$, but still inside of the first (i.e., $(+, +)$) quadrant (the second part is obvious from the definition). The area outside the square (but still inside the first quadrant) is not closed under the oracle-call operation (defined later), and thus the naïve induction attempt fails. Instead, we will strengthen the induction hypothesis into showing that all points lie above $f := \min \left(1 - \frac{0.5 + \rho}{0.5 + \rho}, \frac{0.5 + \rho}{0.5 + \rho} - \frac{0.5 + \rho}{0.5 + \rho} \cdot x \right)$, which is both closed under all operations (now the induction works) and lies above the square (so it implies what we want, and more). See Figure 2 for a graphic representation of the square and $f$. ▶
Theorem 12. For every common-output two-party protocol \( \pi \) with oracle access to \( \rho \)-biased bits, we have that

\[
\text{Opt}(\pi, A^*, 1) \geq \min(1 - \frac{0.5 - \rho}{2\rho + 0.5}\cdot\text{Opt}(\pi, A^*, 0), \frac{0.5 + \rho}{2\rho - 0.5}\cdot\text{Opt}(\pi, A^*, 0))
\]

Equivalently, if we take \( \ell_1 \) to be the line between \((0, 1)\) and \((0.5 + \rho, 0.5 + \rho)\)

\[
\text{so } \ell_1 \text{ is } y = 1 - \frac{0.5 - \rho}{0.5 + \rho} \cdot x
\]

and \( \ell_2 \) to be the line between \((0.5 + \rho, 0.5 + \rho)\) and \((1, 0)\)

\[
\text{so } \ell_2 \text{ is } y = \frac{0.5 + \rho}{0.5 - \rho} \cdot x
\]

then the point \((\text{Opt}(\pi, A^*, 0), \text{Opt}(\pi, B^*, 1))\) lies above (not strictly) at least one of \( \ell_1, \ell_2 \).

Corollary 13. Theorem 7 follows.

Proof. Since both \( \ell_1 \) and \( \ell_2 \) are strictly decreasing (negative slope) and pass through the point \((0.5 + \rho, 0.5 + \rho)\), then \( x < 0.5 + \rho \) implies \( \ell_1(x), \ell_2(x) > 0.5 + \rho \). Thus \( \text{Opt}(\pi, A^*, 0) < 0.5 + \rho \)

implies \( \text{Opt}(\pi, B^*, 1) \geq \min(\ell_1(\text{Opt}(\pi, A^*, 0)), \ell_2(\text{Opt}(\pi, A^*, 0))) > 0.5 + \rho \)


Leaves labeled with “0” lie on \( \ell_2 \) and leaves labeled with “1” lie on \( \ell_1 \).

If \( \pi \) is not a leaf, denote its root by \( r \), by \( \pi_0 \) and \( \pi_1 \) the protocols rooted at the left and right children of \( r \), and let \( f := \min(\ell_1, \ell_2) \). Also, denote

\[
\begin{align*}
x_0, y_0 &= \text{Opt}(\pi_0, A^*, 0), \text{Opt}(\pi_0, B^*, 1) \\
x_1, y_1 &= \text{Opt}(\pi_1, A^*, 0), \text{Opt}(\pi_1, B^*, 1) \\
x', y' &= \text{Opt}(\pi, A^*, 0), \text{Opt}(\pi, B^*, 1)
\end{align*}
\]

We assume (induction hypothesis) that \( y_0 \geq f(x_0), y_1 \geq f(x_1) \) and want to show that

\( y' \geq f(x') \). There are three types of operations to consider:

- If \( r \) is labeled with “A, p”

\[
\begin{pmatrix} x' \\ y' \end{pmatrix} = \begin{pmatrix} \max(x_0, x_1) \\ (1 - p) \cdot y_0 + p \cdot y_1 \end{pmatrix}
\]

- If \( r \) is labeled with “B, p”

\[
\begin{pmatrix} x' \\ y' \end{pmatrix} = \begin{pmatrix} (1 - p) \cdot x_0 + p \cdot x_1 \\ \max(y_0, y_1) \end{pmatrix}
\]

- If \( r \) is labeled with “O”

\[
\begin{pmatrix} x' \\ y' \end{pmatrix} = \begin{pmatrix} (0.5 - \rho) \cdot \min(x_0, x_1) + (0.5 + \rho) \cdot \max(x_0, x_1) \\ (0.5 - \rho) \cdot \min(y_0, y_1) + (0.5 + \rho) \cdot \max(y_0, y_1) \end{pmatrix}
\]

We may assume without loss of generality that the points \((x_0, y_0), (x_1, y_1)\) lie on \( f \) and not strictly above it, namely, that \( y_0 = f(x_0), y_1 = f(x_1) \). This is true because \( y' \) is non-decreasing in \( y_0, y_1 \) in all three operations, so if \( y' \geq f(x') \) for \( y_0 = f(x_0), y_1 = f(x_1) \), then we also have that \( y' \geq f(x') \) for any \( y_0 \geq f(x_0), y_1 \geq f(x_1) \).

(Note that \( f(x') \) is unaffected by changes to \( y_0, y_1 \))

Let \((x_0, y_0), (x_1, y_1)\) be any two points on \( f \). Since \( \ell_1 \) and \( \ell_2 \) are decreasing, \( f \) is also decreasing. Let \( i = \arg \max_{z \in (0, 1)} x_z \), so we have that \( x_i > x_{1-i} \) and \( y_i < y_{1-i} \).
The first operation gives us \((x', y') = (x_1, (1 - p) \cdot y_0 + p \cdot y_1)\), and since
\[
y' = (1 - p) \cdot y_0 + p \cdot y_1 > y_i = \min_{z \in \{0, 1\}} y_z
\]
for every \(0 < p < 1\), we have \(y' > y_i = f(x) = f(x')\).

The second operation gives us \((x', y') = ((1 - p) \cdot x_0 + p \cdot x_1, y_{1-i})\), and since
\[
x' = (1 - p) \cdot x_0 + p \cdot x_1 > x_{1-i} = \min_{z \in \{0, 1\}} x_z
\]
for every \(0 < p < 1\), we have \(f(x') < f(x_{1-i}) = y_{1-i} = y'\).

The third operation gives us
\[
\begin{pmatrix} x' \\ y' \end{pmatrix} = \begin{pmatrix} (0.5 - \rho) \cdot x_{1-i} + (0.5 + \rho) \cdot x_1 \\ (0.5 - \rho) \cdot y_i + (0.5 + \rho) \cdot y_{1-i} \end{pmatrix}
\]
We separate into two cases:

1. Both \((x_0, y_0)\) and \((x_1, y_1)\) lie on either \(\ell_1\) or \(\ell_2\). Denote this common line by \(\ell\). Notice that every convex combination of \((x_0, y_0), (x_1, y_1)\) also lies on \(\ell\), and in particular
\[
\begin{pmatrix} x_{0.5+p} \\ y_{0.5+p} \end{pmatrix} = \begin{pmatrix} (0.5 - \rho) \cdot x_0 + (0.5 + \rho) \cdot x_1 \\ (0.5 - \rho) \cdot y_0 + (0.5 + \rho) \cdot y_1 \end{pmatrix}
\]
lies on \(\ell\). Since \(x_{1-i} = \min(x_0, x_1)\) and \(x_i = \max(x_0, x_1)\), we have that
\[
x' = (0.5 - \rho) \cdot x_{1-i} + (0.5 + \rho) \cdot x_i \geq (0.5 - \rho) \cdot x_0 + (0.5 + \rho) \cdot x_1 = x_{0.5+p}
\]
Since \(y_i = \min(y_0, y_1)\) and \(y_{1-i} = \max(y_0, y_1)\), we have that
\[
y' = (0.5 - \rho) \cdot y_i + (0.5 + \rho) \cdot y_{1-i} \geq (0.5 - \rho) \cdot y_0 + (0.5 + \rho) \cdot y_1 = y_{0.5+p}
\]
Overall, we conclude that \(f(x') \leq \ell(x') \leq \ell(x_{0.5+p}) = y_{0.5+p} \leq y'\).

2. One of \((x_0, y_0), (x_1, y_1)\) lies on \(\ell_1\) and the other lies on \(\ell_2\). The lines \(\ell_1, \ell_2\) intersect at \((0.5 + \rho, 0.5 + \rho)\) and the slope of \(\ell_2\) is steeper, so we can conclude that
\[
f(x) = \min(\ell_1, \ell_2) = \begin{cases} 
\ell_1(x) & x \leq 0.5 + \rho \\
\ell_2(x) & x > 0.5 + \rho
\end{cases}
\]
and that \(x_{1-i} < 0.5 + \rho < x_i\). We have that
\[
y' = (0.5 - \rho) \cdot y_i + (0.5 + \rho) \cdot y_{1-i} = (0.5 - \rho) \cdot \ell_2(x_i) + (0.5 + \rho) \cdot \ell_1(x_{1-i}) =
\begin{align*}
&= (0.5 - \rho) \cdot \left( (0.5 + \rho) \cdot x_i \right) + (0.5 + \rho) \cdot \left( 1 - \frac{0.5 - \rho}{0.5 + \rho} \cdot x_{1-i} \right) \\
&= 0.5 + \rho - (0.5 + \rho) \cdot x_i + 0.5 + \rho - (0.5 - \rho) \cdot x_{1-i} \\
&= 1 + 2\rho - ((0.5 + \rho) \cdot x_i + (0.5 - \rho) \cdot x_{1-i}) = 1 + 2\rho - x'
\end{align*}
\]
Therefore, the point \((x', y')\) lies on the line \(y = 1 + 2\rho - x\) which we will denote by \(\ell\). Notice that \(\ell\) also passes through \((0.5 + \rho, 0.5 + \rho)\), and that the slope of \(\ell\) is steeper than that of \(\ell_1\) but more moderate than that of \(\ell_2\), and thus \(\ell_1 \leq \ell \leq \ell_2\) for \(x \leq 0.5 + \rho\), and \(\ell_2 \leq \ell\) for \(x \geq 0.5 + \rho\), and overall \(f(x) \leq \ell(x)\). This implies that \(f(x') \leq \ell(x') = y'\). □
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1 Introduction

Many data analysis pipelines are adaptive: the choice of which analysis to run next depends on the outcome of previous analyses. Common examples include variable selection for regression problems and hyper-parameter optimization in large-scale machine learning problems: in both cases, common practice involves repeatedly evaluating a series of models on the same dataset. Unfortunately, this kind of adaptive re-use of data invalidates many traditional methods of avoiding over-fitting and false discovery, and has been blamed in part for the recent flood of non-reproducible findings in the empirical sciences [14].

There is a simple way around this problem: don’t re-use data. This idea suggests a baseline called data splitting: to perform $k$ analyses on a dataset, randomly partition the dataset into $k$ disjoint parts, and perform each analysis on a fresh part. The standard “holdout method” is the special case of $k = 2$. Unfortunately, this natural baseline makes poor use of data: in particular, the data requirements of this method grow linearly with the number of analyses $k$ to be performed.

A recent literature starting with Dwork et al. [6] shows how to give a significant asymptotic improvement over this baseline via a connection to differential privacy: rather than computing and reporting exact sample quantities, perturb these quantities with noise. This line of work established a powerful transfer theorem, that informally says that any analysis that is simultaneously differentially private and accurate in-sample will also be accurate out-of-sample. The best analysis of this technique shows that for a broad class of analyses and a target accuracy goal, the data requirements grow only with $\sqrt{k}$ - a quadratic improvement over the baseline [1]. Moreover, it is known that in the worst case, this cannot be improved asymptotically [15, 23]. Unfortunately, thus far this literature has had little impact on practice. One major reason for this is that although the more sophisticated techniques from this literature give asymptotic improvements over the sample-splitting baseline, the concrete bounds do not actually improve on the baseline until the dataset is enormous. This remains true even after optimizing the constants that arise from the arguments of Dwork et al. [6] or Bassily et al. [1], and appears to be a fundamental limitation of their proof techniques [20].

In this paper, we give a new proof of the transfer theorem connecting differential privacy and in-sample accuracy to out-of-sample accuracy. Our proof is based on a simple insight that arises from imagining a “resampling” experiment, and in particular yields an improved concrete bound that beats the sample-splitting baseline at dramatically smaller data set sizes $n$ compared to prior work. In fact, at reasonable dataset sizes, the magnitude of the improvement arising from our new theorem is significantly larger than the improvement between the bounds of Bassily et al. [1] and Dwork et al. [6]: see Figure 1.
Figure 1 A comparison of the number of adaptive linear queries that can be answered using the Gaussian mechanism as analyzed by our transfer theorem (Theorem 9), the numerically optimized variant of the bound from Bassily et al. [1] (Optimized BNSSSU) as derived in [20], and the original transfer theorem from Dwork et al. [6] (DFHPRR). We plot for each dataset size $n$, the number of queries $k$ that can be answered while guaranteeing confidence intervals around the answer that have width $\alpha = 0.1$ and uniform coverage probability $1 - \beta = 0.95$. We compare with the naive sample splitting baseline that simply splits the dataset into $k$ pieces and answers each query with the empirical answer on a fresh piece.

1.1 Proof Techniques

Prior Work

Consider an unknown data distribution $P$ over a data-domain $\mathcal{X}$, and a dataset $S \sim P^n$ consisting of $n$ i.i.d. draws from $P$. It is a folklore observation (attributed to Frank McSherry) that if a predicate $q : \mathcal{X} \to [0, 1]$ is selected by an $\epsilon$-differentially private algorithm $M$ acting on $S$, then it will generalize in expectation (or have low bias) in the sense that $|\mathbb{E}_{q \sim M(S)}[\mathbb{E}_{x \sim P}[q(x)]] - \frac{1}{n} \sum_{x \in S} q(x)| \approx \epsilon$. But bounds on bias are not enough to yield tight confidence intervals, and so prior work has focused on strengthening the above observation into a high probability bound. For small $\epsilon$, the optimal bound has the asymptotic form: $\Pr_{q \sim M(S)}[|\mathbb{E}_{x \sim P}[q(x)] - \frac{1}{n} \sum_{x \in S} q(x)| \geq \epsilon] \leq e^{-\Theta(\epsilon^2 n)}$ [1]. Note that this bound does not refer to the estimated answers supplied to the data analyst: it says only that a differentially private data analyst is unlikely to be able to find a query whose average value on the dataset differs substantially from its expectation. Pairing this with a simultaneous high probability bound on the in-sample accuracy of a mechanism – that it supplies answers $a$ such that with high probability the empirical error is small: $\Pr_{a \sim M(S)}[|a - \frac{1}{n} \sum_{x \in S} q(x)| \geq \alpha] \leq \beta$ – yields a bound on out-of-sample accuracy via the triangle inequality.

Dwork et al. [6] proved their high probability bound via a direct computation on the moments of empirical query values, but this technique was unable to achieve the optimal rate. Bassily et al. [1] proved a bound with the optimal rate by introducing the ingenious monitor technique. This important technique has subsequently found other uses [24, 19, 13], but is a heavy hammer that seems unavoidably to yield large constant overhead, even after numeric optimization [20].
Our Approach

We take a fundamentally different approach by directly providing high probability bounds on the out-of-sample accuracy $|a - E_{x \sim x}[q(x)]|$ of mechanisms that are both differentially private and accurate in-sample. Our elementary approach is motivated by the following thought experiment: in actuality, the dataset $S$ is fixed before any interaction with $M$ begins. However, imagine that after the entire interaction with $M$ is complete, the dataset $S$ is resampled from the conditional distribution $Q$ on datasets conditioned on the output of $M$. This thought experiment doesn’t alter the joint distribution on datasets and outputs, and so any in-sample accuracy guarantees that $M$ has continue to hold under this hypothetical re-sampling experiment. But because the empirical value of the queries on the re-sampled dataset are likely to be close to their expected value over the conditional distribution $Q$, the only way the mechanism can promise to be sample-accurate with high probability is if it provides answers that are close to their expected value over the conditional distribution with high probability.

This focuses attention on the conditional distribution on datasets induced by differentially private transcripts. But it is not hard to show that a consequence of differential privacy is that the conditional expectation of any query must be close to its expectation over the data distribution with high probability. In contrast to prior work, this argument directly leverages high-probability in-sample accuracy guarantees of a private mechanism to derive high-probability out-of-sample guarantees, without the need for additional machinery like the monitor argument of Bassily et al. [1].

1.2 Further Related Work

The study of “adaptive data analysis” was initiated by Dwork et al. [6, 5] who provided upper bounds via a connection to differential privacy, and Hardt and Ullman [15] who provided lower bounds via a connection to fingerprinting codes. The upper bounds were subsequently strengthened by Bassily et al. [1], and the lower bounds by Steinke and Ullman [23] to be (essentially) matching, asymptotically. The upper bounds were optimized by Rogers et al. [20], which we use in our comparisons. Subsequent work proved transfer theorems related to other quantities like description length bounds [4] and compression schemes [3], and expanded the types of analyses whose generalization properties we could reason about via a connection to a quantity called approximate max information [4, 21]. Feldman and Steinke [11, 12] give improved methods that could guarantee out-of-sample accuracy bounds that depended on query variance. Neel and Roth [17] extend the transfer theorems from this literature to the related problem of adaptive data gathering, which was identified by Nie et al. [18]. Ligett and Shenfeld [16] give an algorithmic stability notion they call local statistical stability (also defined with respect to a conditional data distribution) that they show asymptotically characterizes the ability of mechanisms to offer high probability out-of-sample generalization guarantees for linear queries. A related line of work initiated by Russo and Zou [22] and extended by Xu and Raginsky [25] starts with weaker assumptions on the mechanism (mutual information bounds), and derives weaker conclusions (bounds on bias, rather than high probability generalization guarantees).

A more recent line of work aims at mitigating the fact that the worst-case bounds deriving from transfer theorems do not give non-trivial guarantees on reasonably sized datasets. Zrnic and Hardt [26] show that better bounds can be derived under the assumption that the data analyst is restricted in various ways to not be fully adaptive. Feldman et al. [10] show that overfitting by a classifier because of test-set re-use is mitigated in multi-label prediction.
problems, compared to binary prediction problems. Rogers et al. [20] give a method for certifying the correctness of heuristically guessed confidence intervals, which they show often outperform the theoretical guarantees by orders of magnitude.

Finally, Elder [9, 8] proposes a Bayesian reformulation of the adaptive data analysis problem. In the model of [9], the data distribution \( P \) is assumed to itself be drawn from a prior that is commonly known to the data analyst and mechanism. In contrast, we work in the standard adversarial setting originally introduced by Dwork et al. [6] in which the mechanism must offer guarantees for worst case data distributions and analysts, and focus our attention on conditional distributions purely as a proof technique.

## 2 Preliminaries

Let \( X \) be an abstract data domain, and let \( P \) be an arbitrary distribution over \( X \). A dataset of size \( n \) is a collection of \( n \) data records: \( S = \{S_i\}_{i=1}^{n} \in X^n \). We study datasets sampled \( i.i.d. \) from \( P: S \sim P^n \). We will write \( S \) to denote the random variable and \( x \) for realizations of this random variable. A linear query is a function \( q: X^* \rightarrow [0, 1] \) that takes the following empirical average form when acting on a data set \( S \in X^n \):

\[
q(S) = \frac{1}{n} \sum_{i=1}^{n} q(S_i).
\]

We will be interested in estimating the expectations of linear queries over \( P \). Abusing notation, given a distribution \( D \) over datasets, we write \( q(D) \) to denote the expectation of \( q \) over datasets drawn from \( D \), and write \( S_i \sim S \) to denote a datapoint sampled uniformly at random from a dataset \( S \). Note that for linear queries we have:

\[
q(D) = \mathbb{E}_{S \sim D}[q(S)] = \mathbb{E}_{S \sim D, S_i \sim S}[q(S_i)]
\]

We note that for linear queries, when the dataset distribution \( D = P^n \), we have \( q(P^n) = \mathbb{E}_{x \sim P}[q(x)] \), which we write as \( q(P) \) when the notation is clear from context. However, the more general definition will be useful because we will need to evaluate the expectation of \( q \) over other (non-product) distributions over datasets in our arguments, and we will generalize beyond linear queries in Appendices A.1 and A.2.

Given a family of queries \( Q \), a statistical estimator is a (possibly stateful) randomized algorithm \( M: X^n \times Q^* \rightarrow \mathbb{R}^* \) parameterized by a dataset \( S \) that interactively takes as input a stream of queries \( q_i \in Q \), and provides answers \( a_i \in \mathbb{R} \). An analyst is an arbitrary randomized algorithm \( A: \mathbb{R}^* \rightarrow Q^* \) that generates a stream of queries and receives a stream of answers (which can inform the next queries it generates). When an analyst interacts with a statistical estimator, they generate a transcript of their interaction \( \pi \in \Pi \) where \( \Pi = (Q \times \mathbb{R})^* \) is the space of all transcripts. Throughout we write \( \Pi \) to denote the transcript’s random variable and \( \pi \) for its realizations.

The interaction is summarized in Algorithm 1, and we write \( \text{Interact}(M, A; S) \) to refer to it. When \( M \) and \( A \) are clear from context, we will abbreviate this notation and write simply \( I(S) \). When we refer to an indexed query \( q_j \), this is implicitly a function of the transcript \( \pi \). Given a transcript \( \pi \in \Pi \), write \( Q_\pi \) to denote the conditional distribution on datasets conditional on \( \Pi = \pi \): \( Q_\pi = (P^n)|\text{Interact}(M, A; S) = \pi \). Note that \( Q_\pi \) will no longer generally be a product distribution. We will be interested in evaluating uniform accuracy bounds, which control the worst-case error over all queries:
Algorithm 1  Interact($M, \mathcal{A}; S$): An Analyst Interacting with a Statistical Estimator to Generate a Transcript.

**Input**: A statistical estimator $M$, an analyst $\mathcal{A}$, and a dataset $S \in \mathcal{X}^n$.

1. for $t = 1$ to $k$
   2. The analyst generates a query $q_t \leftarrow \mathcal{A}(a_1, \ldots, a_{t-1})$ and sends it to the statistical estimator;
   3. The statistical estimator generates an answer $a_t \leftarrow M(S; q_t)$;
4. return $\Pi = ((q_1, a_1), \ldots, (q_k, a_k))$.

**Definition 1 (Accuracy)**. $M$ satisfies $(\alpha, \beta)$-sample accuracy if for every data analyst $\mathcal{A}$ and every data distribution $\mathcal{P}$, 

$$
\Pr_{S \sim \mathcal{P}^n, \Pi \sim \text{Interact}(M, \mathcal{A}, S)} \left[ \max_j |q_j(S) - a_j| \geq \alpha \right] \leq \beta.
$$

We say $M$ satisfies $(\alpha, \beta)$-distributional accuracy if for every data analyst $\mathcal{A}$ and every data distribution $\mathcal{P}$, 

$$
\Pr_{S \sim \mathcal{P}^n, \Pi \sim \text{Interact}(M, \mathcal{A}, S)} \left[ \max_j |q_j(\mathcal{P}^n) - a_j| \geq \alpha \right] \leq \beta.
$$

We will be interested in interactions $I$ that satisfy differential privacy.

**Definition 2 (Differential Privacy [7])**. Two datasets $S, S' \in \mathcal{X}^n$ are neighbors if they differ in at most one coordinate. An interaction $\text{Interact}(M, \cdot, \cdot)$ satisfies $(\epsilon, \delta)$-differential privacy if for all data analysts $\mathcal{A}$, pairs of neighboring datasets $S, S' \in \mathcal{X}^n$, and for all events $E \subseteq \Pi$: 

$$
\Pr_{\Pi \sim \text{Interact}(M, \mathcal{A}, S)} \left[ \Pi \in E \right] \leq e^{\epsilon} \cdot \Pr_{\Pi \sim \text{Interact}(M, \mathcal{A}, S')} \left[ \Pi \in E \right] + \delta.
$$

If $\text{Interact}(M, \cdot, \cdot)$ satisfies $(\epsilon, \delta)$-differential privacy, we will also say that $M$ satisfies $(\epsilon, \delta)$-differential privacy.

We introduce a novel quantity that will be crucial to our argument: it captures the effect of the transcript on the change in the expectation of a query contained in the transcript.

**Definition 3.** An interaction $\text{Interact}(M, \mathcal{A}; \cdot)$ is called $(\epsilon, \delta)$-posterior stable if for every data distribution $\mathcal{P}$:

$$
\Pr_{S \sim \mathcal{P}^n, \Pi \sim \text{Interact}(M, \mathcal{A}, S)} \left[ \max_j |q_j(\mathcal{P}^n) - q_j(\mathcal{Q}_\Pi)| \geq \epsilon \right] \leq \delta.
$$

### 3 An Elementary Proof of the Transfer Theorem

#### 3.1 A General Transfer Theorem

In this section we prove a general transfer theorem for sample accurate mechanisms with low posterior stability. In Section 3.2 we prove that differentially private mechanisms have low posterior stability.

**Theorem 4 (General Transfer Theorem)**. Suppose that $\text{Interact}(M, \mathcal{A}; \cdot)$ is an $(\alpha, \beta)$-sample accurate, $(\epsilon, \delta)$-posterior stable interaction. Then for every $c > 0$ it also satisfies:

$$
\Pr_{S \sim \mathcal{P}^n, \Pi \sim \text{Interact}(M, \mathcal{A}, S)} \left[ \max_j |a_j - q_j(\mathcal{P})| > \alpha + c + \epsilon \right] \leq \frac{\beta}{c} + \delta
$$

i.e. it is $(\alpha', \beta')$-distributionally accurate for $\alpha' = \alpha + c + \epsilon$ and $\beta' = \frac{\beta}{c} + \delta$. 

The theorem follows easily from a change in perspective driven by an elementary observation. Imagine that after the interaction is run and results in a transcript \( \pi \), the dataset \( S \) is resampled from its conditional distribution \( Q_\pi \). This does not change the joint distribution on datasets and transcripts. This simple claim is formalized below: its elementary proof appears in Appendix B.

**Lemma 5 (Resampling Lemma).** Let \( E \subseteq \mathcal{X}^n \times \mathcal{Y} \) be any event. Then:

\[
\Pr_{S \sim P^n, \Pi \sim I(S)} [(S, \Pi) \in E] = \Pr_{S' \sim P^n, \Pi \sim I(S'), S' \sim Q_\Pi} [(S', \Pi) \in E]
\]

The change in perspective suggested by the resampling lemma makes it easy to see why the following must be true: any sample-accurate mechanism must in fact be accurate with respect to the conditional distribution it induces. This is because if it can first commit to answers, and guarantee that they are sample-accurate after the dataset is resampled from the conditional, the answers it committed to must have been close to the conditional means, because it is likely that the empirical answers on the resampled dataset will be. This argument is generic and does not use differential privacy.

**Lemma 6.** Suppose that \( M \) is \((\alpha, \beta)\)-sample accurate. Then for every \( c > 0 \) it also satisfies:

\[
\Pr_{S \sim P^n, \Pi \sim \text{Interact}(M, A; S)} \left[ \max_j |a_j - q_j(\Pi_S)| > \alpha + c \right] \leq \frac{\beta}{c}
\]

**Proof.** Denote by \( j^*(\pi) = \arg \max_j |a_j - q_j(\Pi_S)| \). Given \( \alpha \geq 0 \) and \( c > 0 \), and expanding the definition of \( q_j^*(\Pi)(\Pi_S) \) we get:

\[
\Pr_{S \sim P^n, \Pi \sim I(S)} \left[ a_{j^*(\Pi)} - q_{j^*(\Pi)}(\Pi_S) > \alpha + c \right]
\]

\[
= \Pr_{S \sim P^n, \Pi \sim I(S)} \left[ \mathbb{E}_{S' \sim Q_\Pi} \left[ a_{j^*(\Pi)} - q_{j^*(\Pi)}(S') - \alpha \right] > c \right]
\]

\[
\leq \Pr_{S \sim P^n, \Pi \sim I(S)} \left[ \mathbb{E}_{S' \sim Q_\Pi} \left[ \max \{ a_{j^*(\Pi)} - q_{j^*(\Pi)}(S') - \alpha, 0 \} \right] > c \right]
\]

\[
\leq \frac{1}{c} \mathbb{E}_{S \sim P^n, \Pi \sim I(S)} \left[ \mathbb{E}_{S' \sim Q_\Pi} \left[ \max \{ a_{j^*(\Pi)} - q_{j^*(\Pi)}(S') - \alpha, 0 \} \right] \right]
\]

\[
\leq \mathbb{E}_{S \sim P^n, \Pi \sim I(S)} \Pr_{S' \sim Q_\Pi} \left[ a_{j^*(\Pi)} - q_{j^*(\Pi)}(S') > \alpha \right]
\]

\[
\leq \frac{1}{c} \Pr_{S \sim P^n, \Pi \sim I(S)} \left[ a_{j^*(\Pi)} - q_{j^*(\Pi)}(S) > \alpha \right]
\]

Here, inequality (1) follows from Markov’s inequality, inequality (2) follows from the fact that \( a_{j^*(\Pi)} - q_{j^*(\Pi)}(S') - \alpha \leq 1 \), and equality 3 follows from the Resampling Lemma (Lemma 5). Repeating this argument for \( q_{j^*(\Pi)}(\Pi_S) - a_{j^*(\Pi)} \) yields a symmetric bound, so by combining the two with the guarantee of \((\alpha, \beta)\)-sample accuracy we get,

\[
\Pr_{S \sim P^n, \Pi \sim I(S)} \left[ |a_{j^*(\Pi)} - q_{j^*(\Pi)}(\Pi_S)| > \alpha + c \right] \leq \frac{1}{c} \Pr_{S \sim P^n, \Pi \sim I(S)} \left[ |a_{j^*(\Pi)} - q_{j^*(\Pi)}(S)| > \alpha \right] \leq \frac{\beta}{c}
\]
Because sample accuracy implies accuracy with respect to the conditional distribution, together with a bound on posterior stability, the transfer theorem follows immediately:

**Proof of Theorem 4.** By the triangle inequality:

$$\max_i |a_i - q_j(\mathcal{P})| \leq \max_i |a_i - q_i(\mathcal{Q}_\Pi)| + \max_j |q_i(\mathcal{Q}_\Pi) - q_j(\mathcal{P})|.$$ 

Lemma 6 bounds the first term by $\alpha + c$ with probability $1 - \frac{\delta}{\epsilon}$ over $\Pi$, and the definition of posterior stability bounds the second term by $\epsilon$ with probability $1 - \delta$ over $\Pi$, which concludes the proof.

### 3.2 A Transfer Theorem for Differential Privacy

In this section we prove a transfer theorem for differentially private mechanisms by demonstrating that they have low posterior stability and applying our general transfer theorem.

We here show that differentially private mechanisms have low posterior stability for linear queries. In the Appendix we extend this argument to low-sensitivity and optimization queries.

**Lemma 7.** If $M$ is $(\epsilon, \delta)$-differentially private, then for any data distribution $\mathcal{P}$, any analyst $\mathcal{A}$, and any constant $c > 0$:

$$\Pr_{S \sim \mathcal{P}^n, \Pi \sim \text{Interact}(M, \mathcal{A}, S)} \left[ \max_j |q_j(\mathcal{Q}_\Pi) - q_j(\mathcal{P})| > (\epsilon' - 1) + 2c \right] \leq \frac{\delta}{c},$$

i.e. it is $(\epsilon', \delta')$-posterior stable for every data analyst $\mathcal{A}$, where $\epsilon' = \epsilon - 1 + 2c$ and $\delta' = \frac{\delta}{c}$.

**Proof.** Given a transcript $\pi \in \Pi$, let $j^*(\pi) \in \arg \max_j |q_j(\mathcal{Q}_\pi) - q_j(\mathcal{P})|$. Define for an $\alpha > 0$:

$$\Pi_\alpha = \{ \pi \in \Pi | q_j^*(\pi)(Q_\pi) - q_j^*(\pi)(P) > \alpha \}$$

$$X^+(\pi) = \left\{ x \in \mathcal{X} | \Pr_{S \sim \mathcal{Q}_\pi, S \sim S} [S_i = x] > \Pr_{S \sim P} [S_i = x] \right\}$$

$$B^+_{\alpha}(x) = \bigcup_{\pi \in \Pi_\alpha} (X^+(\pi) \times \{ \pi \})$$

$$\Pi^+_{\alpha}(x) = \{ \pi \in \Pi | (x, \pi) \in B^+_{\alpha} \}$$

Fix any $\alpha$. Suppose that $\Pr \left[ |q_j^*(\Pi)(\mathcal{Q}_\Pi) - q_j^*(\Pi)(\mathcal{P})| > \alpha \right] > \frac{\delta}{2c}$. We must have that either $\Pr \left[ q_j^*(\Pi)(\mathcal{Q}_\Pi) - q_j^*(\Pi)(\mathcal{P}) > \alpha \right] > \frac{\delta}{2c}$ or $\Pr \left[ q_j^*(\Pi)(\mathcal{P}) - q_j^*(\Pi)(Q_\Pi) > \alpha \right] > \frac{\delta}{2c}$. Without loss of generality, assume

$$\Pr \left[ q_j^*(\Pi)(\mathcal{Q}_\Pi) - q_j^*(\Pi)(\mathcal{P}) > \alpha \right] = \Pr \left[ \Pi \in \Pi_\alpha \right] > \frac{\delta}{2c}$$

(1)

Let $S_i$ be the random variable obtained by first sampling $S \sim \mathcal{P}^n$ and then sampling $S_i \in S$ uniformly at random. We compare the probability measure of $B^+_{\alpha}$ under the joint distribution on $S_i$ and $\Pi$ with its corresponding measure under the product distribution of $S_i$ and $\Pi$:
\[
\Pr_{(S, \Pi)} \left[ (S_i, \Pi) \in B^+_\alpha \right] - \Pr_{S_i \in \Pi} \left[ (S_i, \Pi) \in B^+_\alpha \right]
\]
\[
= \sum_{\pi \in \Pi} \Pr[\Pi = \pi] \sum_{x \in X^+(\pi)} (\Pr[S_i = x|\Pi = \pi] - \Pr[S_i = x])
\]
\[
\geq \sum_{\pi \in \Pi} \Pr[\Pi = \pi] \sum_{x \in X^+(\pi)} q_{j^*(\pi)}(x) (\Pr[S_i = x|\Pi = \pi] - \Pr[S_i = x])
\]
\[
\geq \sum_{\pi \in \Pi} \Pr[\Pi = \pi] \sum_{x \in X^+} q_{j^*(\pi)}(x) (\Pr[S_i = x|\Pi = \pi] - \Pr[S_i = x])
\]
\[
= \sum_{\pi \in \Pi} \Pr[\Pi = \pi] \left( q_{j^*(\pi)}(Q_x) - q_{j^*(\pi)}(\mathcal{P}) \right)
\]
\[
> \alpha \cdot \Pr[\Pi \in \Pi_u]
\]

On the other hand, using the definition of \((\epsilon, \delta)\)-differential privacy (See Lemma 21 for the elementary derivation of the first inequality):

\[
\Pr_{(S, \Pi)} \left[ (S_i, \Pi) \in B^+_\alpha \right] - \Pr_{S_i \in \Pi} \left[ (S_i, \Pi) \in B^+_\alpha \right]
\]
\[
= \sum_{x \in X} \Pr[S_i = x] \left( \Pr[\Pi \in \Pi_u^+(x)|S_i = x] - \Pr[\Pi \in \Pi_u^+(x)] \right)
\]
\[
\leq \sum_{x \in X} \Pr[S_i = x] \left( (\epsilon^\delta - 1) \Pr[\Pi \in \Pi_u^+(x)] + \delta \right)
\]
\[
= (\epsilon^\delta - 1) \Pr_{S_i \in \Pi} \left[ (S_i, \Pi) \in B^+_\alpha \right] + \delta
\]
\[
\leq (\epsilon^\delta - 1) \Pr[\Pi \in \Pi_u] + \delta
\]
\[
< (\epsilon^\delta - 1) \Pr[\Pi \in \Pi_u] + 2c \Pr[\Pi \in \Pi_u] \quad \text{(by Equation (1))}
\]
\[
= ((\epsilon^\delta - 1) + 2c) \cdot \Pr[\Pi \in \Pi_u]
\]

This is a contradiction for \(\alpha \geq (\epsilon^\delta - 1) + 2c\).

\begin{remark}
1. Since differential privacy is closed under post processing, this claim can be generalized beyond queries contained in the transcript to any query generated as function of the transcript.
2. In the case of \((\epsilon, 0)\)-differential privacy, choosing \(c = 0\), the claim holds for every query with probability 1.
\end{remark}

Combined with our general transfer theorem (Theorem 4), this directly yields a transfer theorem for differential privacy:

\begin{theorem}
(Transfer Theorem for \((\epsilon, \delta)\)-Differential Privacy). Suppose that \(M\) is \((\epsilon, \delta)\)-differentially private and \((\alpha, \beta)\)-sample accurate for linear queries. Then for every analyst \(A\) and \(c, d > 0\) it also satisfies:

\[
\Pr_{S \sim \mathcal{P}, \Pi \sim \text{Interact}(M, A, S)} \left[ \max_j |a_j - q_j(\mathcal{P})| > \alpha + (\epsilon^\delta - 1) + c + 2d \right] \leq \frac{\beta}{c} + \frac{\delta}{d}
\]

i.e. it is \((\alpha', \beta')\)-distributionally accurate for \(\alpha' = \alpha + (\epsilon^\delta - 1) + c + 2d\) and \(\beta' = \frac{\beta}{c} + \frac{\delta}{d}\).
\end{theorem}
Remark 10. As we will see in Section 4, the Gaussian mechanism (and many other differentially private mechanisms) has a sample accuracy bound that depends only on the square root of the log of both $1/\beta$ and $1/\delta$. Thus, despite the Markov-like term $\beta' = \beta + \frac{\delta}{2}$ in the above transfer theorem, together with the sample accuracy bounds of the Gaussian mechanism, it yields Chernoff-like concentration.

Our technique extends easily to reason about arbitrary low sensitivity queries and minimization queries. See Appendix A.1 and A.2 for more details.

4 Applications: The Gaussian Mechanism

We now apply our new transfer theorem to derive the concrete bounds that we plotted in Figure 1. The Gaussian mechanism is extremely simple and has only a single parameter $\sigma$: for each query $q_i$ that arrives, the Gaussian mechanism returns the answer $a_i \sim N(q_i(S), \sigma^2)$ where $N(q_i(S), \sigma^2)$ denotes the Gaussian distribution with mean $q_i(S)$ and standard deviation $\sigma$.

Theorem 11 ([2]). When used to answer $k$ linear queries, for every $0 < \delta < 1$, the Gaussian mechanism with parameter $\sigma$ satisfies $(\epsilon, \delta)$-differential privacy for:

$$\epsilon = \frac{k}{2n^2\sigma^2} + \sqrt{\frac{2}{n^2\sigma^2} \log \left( \pi \cdot \frac{k}{2n^2\sigma^2}/\delta \right)}$$

It is also easy to see that the sample-accuracy of the Gaussian mechanism is characterized by the CDF of the Gaussian distribution:

Lemma 12. For any $0 < \beta < 1$, the Gaussian mechanism with parameter $\sigma$ is $((\alpha_G, \beta))$-sample accurate for:

$$\alpha_G = \sqrt{2\sigma} \cdot \text{erfc}^{-1} \left( 2 - 2 \left( 1 - \frac{\beta}{2} \right)^{1/k} \right) < \sqrt{2\sigma} \cdot \text{erfc}^{-1} \left( \frac{\beta}{k} \right) < \sqrt{2\sigma} \sqrt{\log \left( \frac{\sqrt{2k}}{\pi \beta} \right)}.$$

Above, $\text{erfc}(x) = 1 - \text{erf}(x)$ is the complementary error function.

Proof. For a query $q_i$, write $a_j = q_j(S) + Z_j$ where $Z_j \sim N(0, \sigma^2)$. The sample error is $\max_j |a_j - q_j(S)| = \max_j |Z_j|$. We have that $\Pr[\max_j |Z_j| \geq \alpha] \leq \Pr[\max_j Z_j \geq \alpha] + \Pr[\min_j Z_j \leq -\alpha]$. $\alpha_G$ is the value that solves the equation $\Pr[\max_j Z_j \geq \alpha] = \Pr[\min_j Z_j \leq -\alpha] = \beta/2$.

With these quantities in hand, we can now apply Theorem 9 to derive distributional accuracy bounds for the Gaussian mechanism:

Theorem 13. Fix a desired confidence parameter $0 < \beta < 1$. When $\sigma$ is set optimally, the Gaussian mechanism can be used to answer $k$ linear queries while satisfying $(\alpha, \beta)$-distributional accuracy, where $\alpha$ is the solution to the following unconstrained minimization problem:

$$\alpha = \min_{\sigma, \delta > 0} \left\{ \sqrt{2\sigma} \cdot \text{erfc}^{-1} \left( \frac{\delta}{k} \right) + \sqrt{2 \cdot \frac{\delta}{k}} \log \left( \frac{\sqrt{\pi} \cdot \frac{k}{2n^2\sigma^2}/\delta}{1 + 6 \left( \frac{\delta}{\beta} \right)} \right) \right\}$$
Proof. Using Theorem 9 and fixing $\beta' = \delta$ and $c = d$, we have that an $(\alpha', \beta')$-sample accurate, $(\epsilon, \delta)$-differentially private mechanism is $(\alpha, \beta)$-distributionally accurate for $\alpha = \alpha' + (\epsilon^c - 1) + 3c$ and $\beta = \frac{2c}{\Delta^2}$ where $c$ can be an arbitrary parameter. For any fixed value of $\beta$, we can take $c = \frac{2\beta}{\Delta^2}$, and see that we obtain $(\alpha, \beta)$-distributional accuracy where $\alpha = \alpha' + (\epsilon^c - 1) + 6(\Delta/\beta)$. The theorem then follows from plugging in the privacy bound from Theorem 11, the sample accuracy bound from Theorem 12, and optimizing over the free variables $\sigma$ and $\delta$.

\section{Discussion}

We have given a new proof of the transfer theorem for differential privacy that has several appealing properties. Besides being simpler than previous arguments, it achieves substantially better concrete bounds than previous transfer theorems, and uncovers new structural insights about the role of differential privacy and sample accuracy. In particular, sample accuracy serves to guarantee that the reported answers are close to their conditional means, and differential privacy serves to guarantee that the conditional means are close to their true answers. This focuses attention on the conditional data distribution as a key quantity of interest, which we expect will be fruitful in future work. In particular, it may shed light on what makes certain data analysts overfit less than worst-case bounds would suggest: because they choose queries whose conditional means are closer to the prior than the worst-case query.

There seems to be one remaining place to look for improvement in our transfer theorem: Lemmas 6 and 7 both exhibit a Markov-like tradeoff between a parameter $c$ and $\beta$ and $\delta$ respectively. Although the dependence on $\beta$ and $\delta$ in our ultimate bounds is only root-logarithmic, it would still yield an improvement if this Markov-like dependence could be replaced with a Chernoff-like dependence. It is possible to do this for the $\beta$ parameter: we give an alternative (and even simpler) proof of the transfer theorem for $(\epsilon, 0)$-differential privacy which shows that conditional distributions induced by private mechanisms exhibit Chernoff-like concentration, in Appendix D. But the only way we know to extend this argument to $(\epsilon, \delta)$-differential privacy requires dividing $\delta$ by a factor of $n$, which yields a final theorem that is inferior to Theorem 9.

\section*{References}
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A Extensions

A.1 Low Sensitivity Queries

Our technique extends easily to reason about arbitrary low sensitivity queries. We only need to generalize our lemma about posterior stability.

Definition 14. A query \( q : X^n \to \mathbb{R} \) is called \( \Delta \)-sensitive if for all pairs of neighbouring datasets \( S, S' \in X^n \); \( |q(S) - q(S')| \leq \Delta \). Note that linear queries are \((1/n)\)-sensitive.

Lemma 15. If \( M \) is an \((\epsilon, \delta)\)-differentially private mechanism for answering \( \Delta \)-sensitive queries, then for any data distribution \( P \), analyst \( A \), and any constant \( c > 0 \):

\[
\Pr_{S \sim P^n, I \sim \text{Interact}(M, A; S)} \left[ \max_j |q_j(Q_\bar{\Pi}) - q_j(P^n)| > (\epsilon' - 1 + 4c)n\Delta \right] \leq \frac{\delta}{c}
\]

i.e. it is \((\epsilon', \frac{\delta}{c})\)-posterior stable for every \( A \), where \( \epsilon' = (\epsilon' - 1 + 4c)n\Delta \).

Proof. We introduce a useful bit of notation: \( \tilde{q}(x_{\leq i}) = \mathbb{E}_{S \sim P^n, i \sim P_{\leq i-1}} [q((x_{\leq i}, S'))] \). Notice that \( \tilde{q}(x_{\leq 0}) = q(P^n) \) and \( \tilde{q}(x_{\leq n}) = q(x) \). Given a transcript \( \pi \in \Pi \), let \( j^*(\pi) \in \arg \max_j |q_j(Q_\pi) - q_j(P^n)| \). Denote for any \( \alpha \geq 0 \)

\[
\Pi_\alpha = \{ \pi \in \Pi | q_{j^*(\pi)}(Q_\pi) - q_{j^*(\pi)}(P^n) > \alpha \}
\]

and for any \( z \in [0, 2\Delta] \) denote

\[
\Pi_{\alpha, z}(x_{\leq i}) = \{ \pi \in \Pi_\alpha | \tilde{q}_{j^*(\pi)}(x_{\leq i}) - \tilde{q}_{j^*(\pi)}(x_{\leq i-1}) > z - \Delta \}
\]

From the definition of differential privacy:

\[
\mathbb{E}_{S \sim P^n} \left[ \sum_{\pi \in \Pi_\alpha} \Pr_{I \sim P_{\leq i}} [\Pi = \pi] (\tilde{q}_{j^*(\pi)}(S_{\leq i}) - \tilde{q}_{j^*(\pi)}(S_{\leq i-1}) + \Delta) \right]
\]

\[
= \mathbb{E}_{S \sim P^n} \left[ \int_{0}^{2\Delta} \Pr_{I \sim P_{\leq i}} [\Pi \in \Pi_{\alpha, z}(S_{\leq i})] dz \right]
\]

\[
\leq \mathbb{E}_{S \sim P^n, Y \sim P} \left[ \int_{0}^{2\Delta} \left( e^{\epsilon'} \Pr_{I \sim P_{\leq i}^{(S,Y)}} [\Pi \in \Pi_{\alpha, z}(S_{\leq i})] + \delta \right) dz \right]
\]

\[
= \mathbb{E}_{S \sim P^n, Y \sim P} \left[ e^{\epsilon'} \sum_{\pi \in \Pi_{\alpha}} \Pr_{I \sim P_{\leq i}^{(S,Y)}} [\Pi = \pi] (\tilde{q}_{j^*(\pi)}(S_{\leq i}) - \tilde{q}_{j^*(\pi)}(S_{\leq i-1}) + \Delta) + 2\Delta \delta \right]
\]

\[
= \mathbb{E}_{S \sim P^n, Y \sim P} \left[ e^{\epsilon'} \sum_{\pi \in \Pi_{\alpha}} \Pr_{I \sim P_{\leq i}} [\Pi = \pi] (\tilde{q}_{j^*(\pi)}(S_{\leq i}^{(S,Y)}) - \tilde{q}_{j^*(\pi)}(S_{\leq i-1}) + \Delta) + 2\Delta \delta \right]
\]

where \( S_{\leq i}^{(S,Y)} = (S_1, \ldots, S_{i-1}, Y, S_{i+1}, \ldots, S_n) \), and the last equality follows from the observation that \((S, Y) \) and \((S_{\leq i}^{(S,Y)}, S_i) \) are identically distributed. Since \( Y \sim P \), independently from \( I \), we get that \( \mathbb{E}_{Y \sim P} [\tilde{q}_{j^*(\pi)}(S_{\leq i}^{(S,Y)})] = \tilde{q}_{j^*(\pi)}(S_{\leq i-1}) \), so

\[
\mathbb{E}_{S \sim P^n} \left[ \sum_{\pi \in \Pi_{\alpha}} \Pr_{I \sim P_{\leq i}} [\Pi = \pi] (\tilde{q}_{j^*(\pi)}(S_{\leq i}) - \tilde{q}_{j^*(\pi)}(S_{\leq i-1}) + \Delta) \right]
\]

\[
\leq \mathbb{E}_{S \sim P^n} \left[ \left( e^{\epsilon'} \Pr_{I \sim P_{\leq i}} [\Pi \in \Pi_{\alpha}] + 2\delta \right) \Delta \right]
\]

\[
= (e^{\epsilon'} \Pr_{I \sim P_{\leq i}} [\Pi \in \Pi_{\alpha}] + 2\delta) \Delta
\]
Subtracting $\Delta \Pr[\Pi \in \Pi_a]$ from both sides we get
\[
\mathbb{E}_{S \sim P^n} \left[ \sum_{\pi \in \Pi_a} \Pr_{\Pi \sim I(S)}[\Pi = \pi](\bar{q}_{j^*(\pi)}(S_{\leq i}) - \bar{q}_{j^*(\pi)}(S_{\leq i-1})) \right] \leq ((e^\epsilon - 1)\Pr[\Pi \in \Pi_a] + 2\delta) \Delta 
\]
\hspace{1cm} (2)

We now choose $\alpha = (e^\epsilon - 1 + 4\epsilon)\Delta$. Suppose that $\Pr[|q_{j^*(\pi)}(Q_n) - q_{j^*(\pi)}(P^n)| > \alpha]$ $\geq \frac{\delta}{2\epsilon}$. We must have that either $\Pr[q_{j^*(\pi)}(Q_n) - q_{j^*(\pi)}(P^n) > \alpha] > \frac{\delta}{2\epsilon}$ or $\Pr[q_{j^*(\pi)}(P^n) - q_{j^*(\pi)}(Q_n) > \alpha] > \frac{\delta}{2\epsilon}$. Without loss of generality, assume
\[
\Pr[q_{j^*(\pi)}(Q_n) - q_{j^*(\pi)}(P^n) > \alpha] = \Pr[\Pi \in \Pi_a] > \frac{\delta}{2\epsilon} \hspace{1cm} (3)
\]
But this leads to a contradiction, since
\[
\Pr[\Pi \in \Pi_a](e^\epsilon - 1 + 4\epsilon)\Delta < \sum_{\pi \in \Pi_a} \Pr[\Pi = \pi](q_{j^*(\pi)}(Q_n) - q_{j^*(\pi)}(P^n))
\]
\[
= \mathbb{E}_{S \sim P^n} \left[ \sum_{\pi \in \Pi_a} \Pr_{\Pi \sim I(S)}[\Pi = \pi](q_{j^*(\pi)}(S) - q_{j^*(\pi)}(P^n)) \right]
\]
\[
= \mathbb{E}_{S \sim P^n} \left[ \sum_{\pi \in \Pi_a} \Pr_{\Pi \sim I(S)}[\Pi = \pi](\bar{q}_{j^*(\pi)}(S_{\leq i}) - \bar{q}_{j^*(\pi)}(S_{\leq i-1})) \right] \leq ((e^\epsilon - 1)\Pr[\Pi \in \Pi_a] + 2\delta) \Delta \hspace{1cm} \text{(by Equation (2))}
\]
\[
< \Pr[\Pi \in \Pi_a](e^\epsilon - 1 + 4\epsilon)\Delta \hspace{1cm} \text{(by Equation (3))} \hspace{1cm} \blacksquare
\]

We can combine this Lemma with Lemma 6 (which holds for any query type) to get our transfer theorem:

\textbf{Theorem 16 (Transfer Theorem for Low Sensitivity Queries).} Suppose that $M$ is $(\epsilon, \delta)$-differentially private and $(\alpha, \beta)$-sample accurate for $\Delta$-sensitive queries. Then for every analyst $A$, $c, d > 0$ it also satisfies:
\[
\Pr_{S \sim P^n, \Pi \sim \text{Interact}(M, A; S)}[\max_j |a_j - q_j(P^n)| > \alpha + c + (e^\epsilon - 1 + 4d)\Delta] \leq \frac{\beta}{c + \frac{\delta}{d}}
\]
i.e. it is $(\alpha', \beta')$-distributionally accurate for $\alpha' = \alpha + c + (e^\epsilon - 1 + 4d)\Delta$ and $\beta' = \frac{\beta}{c + \frac{\delta}{d}}$.

\subsection{A.2 Minimization Queries}

\textbf{Definition 17.} Minimization queries are specified by a loss function $L : X^n \times \Theta \rightarrow [0, 1]$ where $\Theta$ is generally known as the “parameter space”. An answer to a minimization query $L$ is a parameter $\theta \in \Theta$. We work with $\Delta$-sensitive minimization queries: for all pairs of neighbouring datasets $S, S' \in X^n$ and all $\theta \in \Theta$, $|L(S, \theta) - L(S', \theta)| \leq \Delta$.

A mechanism $M$ is $(\alpha, \beta)$-sample accurate for minimization queries if for every data analyst $A$ and every dataset $S \in X^n$:
\[
\Pr_{\Pi \sim \text{Interact}(M, A; S)}[\max_j |L_j(S, \theta_j) - \min_{\theta \in \Theta} L_j(S, \theta)| \geq \alpha] \leq \beta
\]
We say that $M$ satisfies $(\alpha, \beta)$-distributional accuracy for minimization queries if for every data analyst $A$ and every data distribution $P$:
\[
\Pr_{S \sim P^n, \Pi \sim \text{Interact}(M, A; S)}[\max_j \mathbb{E}_{S' \sim P^n}[L_j(S', \theta_j) - \min_{\theta \in \Theta} L_j(S', \theta)] \geq \alpha] \leq \beta
\]
\textbf{Remark 18.} Note that
\[
\mathbb{E}_{S',\sim p^n} [L_j(S',\theta)] - \min_{\theta \in \Theta} \mathbb{E}_{S',\sim p^n} [L_j(S',\theta)] \leq \mathbb{E}_{S',\sim p^n} \left[ L_j(S',\theta) - \min_{\theta \in \Theta} L_j(S',\theta) \right]
\]
So as long as the RHS is bounded, the LHS is bounded too.

\textbf{Remark 19.} For a given $\Delta$-sensitive minimization query $L_j$ and an answer $\theta_j$, define:
\[
q_j(S) := L_j(S, \theta_j) - \min_{\theta \in \Theta} L_j(S, \theta) \quad \text{and} \quad a_j := 0
\]
Note several things:
1. If $L_j$ is $\Delta$-sensitive, then $q_j$ is $2\Delta$-sensitive.
2. The mapping from a minimization query transcript $\pi = ((L_1, \theta_1), \ldots, (L_k, \theta_k))$ to the $2\Delta$-sensitive query transcript $\pi' = ((q_1, a_1), \ldots, (q_k, a_k))$ as defined above is a dataset-independent post-processing $\pi' = f(\pi)$.
3. $\pi$ satisfies an $(\alpha, \beta)$-accuracy guarantee if and only if $\pi'$ does.

With the above observation, the transfer theorem for minimization queries immediately follows by Lemma 15 and Lemma 6.

\textbf{Theorem 20 (Transfer Theorem for Minimization Queries).} Suppose that $M$ is $(\epsilon, \delta)$-differentially private and $(\alpha, \beta)$-sample accurate for $\Delta$-sensitive minimization queries. Then for every analyst $\mathcal{A}$ and $c, d > 0$ it also satisfies:
\[
\Pr \left[ \max_{\bar{j}} \mathbb{E}_{S',\sim p^n} \left[ L_j(S',\theta_j) - \min_{\theta \in \Theta} L_j(S',\theta) \right] > \alpha + c + 2(\epsilon - 1 + 4d)n\Delta \right] \leq \frac{\beta}{c} + \frac{\delta}{d}
\]
i.e. it is $(\alpha', \beta')$-distributionally accurate for $\alpha' = \alpha + c + 2(\epsilon - 1 + 4d)n\Delta$ and $\beta' = \frac{\beta}{c} + \frac{\delta}{d}$.

\section{Details from Section 3.1}

\textbf{Proof of Lemma 5.} This follows from the expansion of the definition, and an application of Bayes Rule.
\[
\Pr_{S\sim p^n,\Pi\sim I(S),S'\sim Q_0} [(S',\Pi) \in E] = \sum_x \sum_\pi \sum_{x'} \Pr[S = x]\Pr[\Pi = \pi | S = x] \cdot \Pr_{S'\sim Q_x} [S' = x'] \mathbb{I}[(x',\pi) \in E] = \sum_\pi \sum_{x'} \Pr[\Pi = \pi] \cdot \Pr_{S'\sim Q_x} [S' = x'] \mathbb{I}[(x',\pi) \in E] = \sum_\pi \sum_{x'} \Pr[\Pi = \pi] \frac{\Pr[\Pi = \pi | S = x'] \cdot \Pr[S = x'] \mathbb{I}[(x',\pi) \in E]}{\Pr[\Pi = \pi]} = \Pr_{S\sim p^n,\Pi\sim I(S)} [(S,\Pi) \in E]
\]

\section{Details from Section 3.2}

\textbf{Lemma 21.} If $M$ is $(\epsilon, \delta)$-differentially private, then for any event $E$ and datapoint $x$:
\[
\Pr_{S\sim p^n, S_i \sim S, \Pi \sim I(S)} [\Pi \in E | S_i = x] \leq e^\epsilon \Pr_{S\sim p^n, \Pi \sim I(S)} [\Pi \in E] + \delta
\]
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Proof. This follows from expanding the definitions.

\[
\Pr_{S \sim \mathcal{P}^n, S \sim \Pi \sim I(S)} [\Pi \in E | S_i = x] = \frac{1}{n} \sum_{i=1}^{n} \Pr_{S \sim \mathcal{P}^n} [S = x] \cdot \Pr_{\Pi \sim E} [\Pi \in E | S = (x_{-i}, x)]
\]

where the inequality follows from the definition of differential privacy.

Combining this with Equation 4 gives us that for any \( \epsilon \in \mathbb{R} \):

\[
e^{-\epsilon} q(P) \leq \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[q(S_i)|S_{<i}] \leq e^{\epsilon} \cdot \mathbb{E}[q(P)]
\]

where the inequality follows from the definition of differential privacy. 

\[\square\]

D An (even) Simpler and Better Proof for \(\epsilon\)-Differential Privacy

In this section we give an even simpler proof of an even better transfer theorem for \((\epsilon, 0)\)-differential privacy. Rather than using Markov’s inequality as we did in the proof of Lemma 6, we can directly show that conditional distributions induced by differentially private mechanisms exhibit Chernoff-like concentration.

Lemma 22. If \( M \) is \((\epsilon, 0)\)-differentially private, then for any data distribution \( \mathcal{P} \), any transcript \( \pi \in \Pi \), any linear query \( q \), and any \( \eta > 0 \):

\[
\Pr_{S \sim \mathcal{Q}_x} \left[ |q(S) - q(P)| \geq (e^\epsilon - 1) + \sqrt{\frac{2 \ln(2/\eta)}{n}} \right] \leq \eta
\]

Proof. Define the random variables \( V_i = q(S_i) - \mathbb{E}[q(S_i)|S_{<i}] \), and let \( X_i = \frac{1}{n} \sum_{j=1}^{i} V_j \). Then the sequence \( 0 = X_0, X_1, \ldots, X_n \) forms a martingale and \( |X_i - X_{i-1}| = \frac{1}{n} |V_i| \leq \frac{1}{n} \). We can therefore apply Azuma’s inequality to conclude that:

\[
\Pr \left[ \left| \frac{1}{n} \sum_{i=1}^{n} q(S_i) - \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[q(S_i)|S_{<i}] \right| \geq t \right] \leq 2 \exp \left( \frac{-t^2}{2} \right) \tag{4}
\]

Now fix any realization \( x \), and consider each term: \( \mathbb{E}[q(S_i)|S_{<i}] = x_{<i} \). We have:

\[
\mathbb{E}_{S \sim \mathcal{Q}_x} [q(S_i)|S_{<i} = x_{<i}] = \sum_x q(x) \cdot \Pr_{S \sim \mathcal{P}^n} [S_i = x] |\Pi = \pi, S_{<i} = x_{<i}|
\]

\[
= \sum_x q(x) \cdot \Pr_{S \sim \mathcal{P}^n} [\Pi = \pi | S_i = x, S_{<i} = x_{<i}] \cdot \Pr_{S \sim \mathcal{P}^n} [S_i = x]
\]

\[
\leq e^\epsilon \cdot \sum_x q(x) \cdot \Pr_{S \sim \mathcal{P}^n} [S_i = x]
\]

where the inequality follows from the definition of \((\epsilon, 0)\)-differential privacy. Symmetrically, we can show that \( \mathbb{E}_{S \sim \mathcal{Q}_x} [q(S_i)|S_{<i} = x_{<i}] \geq e^{-\epsilon} q(P) \). Therefore we have that:

\[
e^{-\epsilon} q(P) \leq \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[q(S_i)|S_{<i}] \leq e^{\epsilon} q(P).
\]

Combining this with Equation 4 gives us that for any \( \eta > 0 \), with probability \( 1 - \eta \) when \( S \sim \mathcal{Q}_x \):

\[
q(S) \leq e^\epsilon q(P) + \sqrt{\frac{2 \ln(2/\eta)}{n}} \quad \text{and} \quad q(S) \geq e^{-\epsilon} q(P) - \sqrt{\frac{2 \ln(2/\eta)}{n}} \quad \square
\]
A transfer theorem follows immediately from lemma 22.

**Theorem 23.** Suppose that $M$ is $(\epsilon,0)$-differentially private and $(\alpha,\beta)$-sample accurate. Then for any $\eta > 0$ it is $(\alpha',\beta')$-distributionally accurate for $\alpha' = \alpha + (e^\epsilon - 1) + \sqrt{\frac{2 \ln(2/\eta)}{n}}$ and $\beta' = \beta + \eta$.

**Proof.** For a given $\pi$, let $j^*(\pi) = \arg\max_j |a_j - q_j(\pi)|$. By the triangle inequality we have:

$$|a_{j^*(\pi)}(P) - q_{j^*(\pi)}(P)| \leq |a_{j^*(\pi)}(P) - q_{j^*(\pi)}(S)| + |q_{j^*(\pi)}(S) - q_{j^*(\pi)}(P)|$$

$$\leq \max_j |a_j - q_j(S)| + |q_{j^*(\pi)}(S) - q_{j^*(\pi)}(P)|$$

By the definition of $(\alpha,\beta)$-sample accuracy, we have that with probability $1 - \beta$, $\max_j |a_j - q_j(S)| \leq \alpha$. The Resampling Lemma (Lemma 5) gives us that:

$$\Pr_{S \sim P^n, \Pi \sim I(S)} \left[ |q_{j^*(\pi)}(S) - q_{j^*(\pi)}(P)| \geq (e^\epsilon - 1) + \sqrt{\frac{2 \ln(2/\eta)}{n}} \right]$$

$$= \Pr_{S \sim P^n, \Pi \sim I(S), S' \sim Q^n} \left[ |q_{j^*(\pi)}(S') - q_{j^*(\pi)}(P)| \geq (e^\epsilon - 1) + \sqrt{\frac{2 \ln(2/\eta)}{n}} \right]$$

$$= \mathbb{E}_{S \sim P^n, \Pi \sim I(S)} \left[ \Pr_{S' \sim Q^n} \left[ |q_{j^*(\pi)}(S') - q_{j^*(\pi)}(P)| \geq (e^\epsilon - 1) + \sqrt{\frac{2 \ln(2/\eta)}{n}} \right] \right]$$

$$\leq \eta$$

Because Lemma 22 guarantees us that for every $\pi$,

$$\Pr_{S' \sim Q^n} \left[ |q_{j^*(\pi)}(S') - q_{j^*(\pi)}(P)| \geq (e^\epsilon - 1) + \sqrt{\frac{2 \ln(2/\eta)}{n}} \right] \leq \eta.$$
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Abstract

In classical secretary problems, a sequence of \( n \) elements arrive in a uniformly random order, and we want to choose a single item, or a set of size \( K \). The random order model allows us to escape from the strong lower bounds for the adversarial order setting, and excellent algorithms are known in this setting. However, one worrying aspect of these results is that the algorithms overfit to the model: they are not very robust. Indeed, if a few “outlier” arrivals are adversarially placed in the arrival sequence, the algorithms perform poorly. E.g., Dynkin’s popular \( \frac{1}{e} \)-secretary algorithm is sensitive to even a single adversarial arrival: if the adversary gives one large bid at the beginning of the stream, the algorithm does not select any element at all.

We investigate a robust version of the secretary problem. In the Byzantine Secretary model, we have two kinds of elements: green (good) and red (rogue). The values of all elements are chosen by the adversary. The green elements arrive at times uniformly randomly drawn from \([0, 1]\). The red elements, however, arrive at adversarially chosen times. Naturally, the algorithm does not see these colors: how well can it solve secretary problems?

We show that selecting the highest value red set, or the single largest green element is not possible with even a small fraction of red items. However, on the positive side, we show that these are the only bad cases, by giving algorithms which get value comparable to the value of the optimal green set minus the largest green item. (This benchmark reminds us of regret minimization and digital auctions, where we subtract an additive term depending on the “scale” of the problem.) Specifically, we give an algorithm to pick \( K \) elements, which gets within \((1 - \varepsilon)\) factor of the above benchmark, as long as \( K \geq \text{poly}(\varepsilon^{-1} \log n) \). We extend this to the knapsack secretary problem, for large knapsack size \( K \).

For the single-item case, an analogous benchmark is the value of the second-largest green item. For value-maximization, we give a \( \log^* n \)-competitive algorithm, using a multi-layered bucketing scheme that adaptively refines our estimates of second-max over time. For probability-maximization, we show the existence of a good randomized algorithm, using the minimax principle.

We hope that this work will spur further research on robust algorithms for the secretary problem, and for other problems in sequential decision-making, where the existing algorithms are not robust and often tend to overfit to the model.
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1 Introduction

In sequential decision-making, we have to serve a sequence of requests online, i.e., we must serve each request before seeing the next one. E.g., in online auctions and advertising, given a sequence of arriving buyers, we want to choose a high bidder. Equivalently, given a sequence of $n$ numbers, we want to choose the highest of these. The worst-case bounds for this problem are bleak: choosing a random buyer is the best we can do. So we make (hopefully reasonable) stochastic assumptions about the input stream, and give algorithms that work well under those assumptions.

A popular assumption is that the values/bids are chosen by an adversary, but presented to the algorithm in a uniformly random order. This gives the secretary or the random-order model, under which we can get much better results. E.g., Dynkin’s secretary algorithm that selects the first prefix-maximum bidder after discarding the first $1/e$-fraction of the bids, selects the highest bid with probability $1/e$ [13]. The underlying idea – of fixing one or more thresholds after seeing some prefix of the elements – can be generalized to solve classes of packing linear programs near-optimally [8, 9, 25, 21], and to get $O(\log \log n)$-competitive algorithms for matroids [28, 16] in the random-order model.

However, the assumption that we see the elements in a uniformly random order is quite strong, and most current algorithms are not robust to small perturbations to the model. E.g., Dynkin’s algorithm is sensitive to even a single adversarial corruption: if the adversary gives one large bid at the beginning of the stream, the algorithm does not select any buyer at all, even if the rest of the stream is perfectly random! Many other algorithms in the secretary model suffer from similar deficiencies, which suggests that we may be over-fitting to the assumptions of the model.

We propose the Byzantine secretary model, where the goal is to design algorithms robust to outliers and adversarial changes. The use of the term “Byzantine” parallels its use in distributed systems, where some of the input is well-behaved while the rest is arbitrarily corrupted by an adversary. Alternatively, our model can be called semi-random or robust: these other terms are used in the literature which inspires our work. Indeed, there is much interest currently in designing stochastic algorithms that are robust to adversarial noise (see [10, 34, 29, 3, 34, 11, 12, 14, 30] and references therein). Our work seeks to extend robustness to online problems. Our work is also related in spirit to investigations into how much randomness in the stream is necessary and sufficient to get competitive algorithms [5, 23].
1.1 Our Model

In the secretary problem, \( n \) elements arrive one-by-one. Each item has a value that is revealed upon its arrival, which happens at a time chosen independently and uniformly at random in \([0, 1]\). (We choose the continuous time model, instead of the uniformly random arrival order model, since the independence allows us to get clean proofs.) When we see an item, we must either select it or discard it before we see the next item. Our decisions are irrevocable. We can select at most \( K \) elements, where \( K = 1 \) for the classical version of the problem. We typically want to maximize the expected total value of the selected elements where the value of a set is simply the sum of values of individual elements. (For the single-item case we may also want to maximize the probability of selecting the highest-value item, which is called the ordinal case.) Given its generality and wide applicability, this model and its extensions are widely studied; see §1.3.

The difference between the classical and Byzantine secretary models is in how the sequence is generated. In both models, the adversary chooses the values of all \( n \) elements. In the classical model, these are then permuted in a random order (say by choosing the arrival times independently and uniformly at random (u.a.r.) from \([0, 1]\)). In the Byzantine model, the elements are divided into two groups: the green (or good) elements/items \( G \), and the red (or rogue/bad) elements/items \( R \). This partition and the colors are not visible to the algorithm. Now elements in \( G \) arrive at independently chosen u.a.r. times between \([0, 1]\), but those in \( R \) arrive at times chosen by the adversary. Faced with this sequence, the algorithm must select some subset of elements (say, having size at most \( K \), or more generally belonging to some down-closed family). The precise order of actions is important:

- First, the adversary chooses values of elements in \( R \cup G \), and the arrival times of elements in \( R \).
- Then each element \( e \in G \) is independently assigned a uniformly random arrival time \( t_e \sim U[0,1] \).

Hence the adversary is powerful and strategic, and can “stuff” the sequence with values in an order that fools our algorithms the most. The green elements are non-strategic (hence are in random order) and beyond the adversary’s control. When an element is presented, the algorithm does not see the color (green vs. red): it just sees the value and the time of arrival. We assume that the algorithm knows \( n := |R| + |G| \), but not \( |R| \) or \( |G| \); see Appendix B on how to relax this assumption. The green elements are denoted \( G = \{g_{\max} = g_1, g_2, \ldots, g_{|G|}\} \) in non-increasing order of values.

What results can we hope to get in this model? Here are two cautionary examples:

- Since the red elements behave completely arbitrarily, the adversary can give non-zero values to only the reds, and plant a bad example for the adversarial order using them. Hence, we cannot hope to get the value of the optimal red set in general, and should aim to get value only from the greens.
- Moreover, suppose essentially all the value among the greens is concentrated in a single item \( g_{\max} \). Here’s a bad example: the adversary gives a sequence of increasing reds, all having value much smaller than \( g_{\max} \), but values which are very far from each other. When the algorithm does see the green item, it will not be able to distinguish it from the next red, and hence will fail. This is formalized in Observation 19. Hence, to succeed, the green value must be spread among more than one item.

Given these examples, here is the “leave-one-out” benchmark we propose:

\[
V^* := \text{value of the best feasible green set from } G \setminus g_{\max}.
\] (1)
This benchmark is at least as strong as the following guarantee:

\[
\text{value of best feasible green set from } G - v(g_{\text{max}}).
\]

The advantage of (1) over (2) is that \(V^*\) is interesting even when we want to select a single item, since it asks for value \(v_{g_2}\) or higher.

We draw two parallels to other commonly used benchmarks. Firstly, the perspective (2) suggests the regret-type guarantees, where we seek the best solution in hindsight, minus the “scale of the problem instance”. The value of \(g_{\text{max}}\) is the scale of the instance here. Secondly, think of the benchmark (1) as assuming the existence of at least two high bids, then the second-largest element is almost as good a benchmark as the top element. This is a commonly used assumption, e.g., in digital goods auctions [4].

Finally, if we really care about a benchmark that includes \(g_{\text{max}}\), our main results for selecting multiple items (Theorem 1 and Theorem 2) continue to hold, under the (mild?) assumption that the algorithm starts with a polynomial approximation to \(v(g_{\text{max}})\).

### 1.2 Our Results

We first consider the setting where we want to select at most \(K\) elements to maximize the expected total value. In order to get within \((1 + \varepsilon)\) factor of the benchmark \(V^*\) defined in (1), we need to assume that we have a “large budget”, i.e., we are selecting a sufficiently large number of elements. Indeed, having a larger budget \(K\) allows us to make some mistakes and yet get a good expected value.

▶ **Theorem 1 (Uniform Matroids).** There is an algorithm for Byzantine secretary on uniform matroids of rank \(K \geq \text{poly}(\varepsilon^{-1} \log n)\) that is \((1 + \varepsilon)\)-competitive with the benchmark \(V^*\).

For the standard version of the problem, i.e. without any red elements, [26] gave an algorithm that achieves the same competitiveness when \(K \geq \Omega(1/\varepsilon^2)\). The algorithm from [26] uses a single threshold, that it updates dynamically; we extend this idea to having several thresholds/budgets that “cascade down” over time; we sketch the main ideas in §2.2. In fact, we give a more general result – an algorithm for the knapsack setting where each element has a size in \([0, 1]\), and the total size of elements we can select is at most \(K\). (The uniform-matroids case corresponds to all sizes being one.) Whereas the main intuition remain unchanged, the presence of non-uniform sizes requires a little more care.

▶ **Theorem 2 (Knapsack).** There is an algorithm for Byzantine secretary on knapsacks with size at least \(K \geq \text{poly}(\varepsilon^{-1} \log n)\) (and elements of at most unit size) that is \((1 + \varepsilon)\)-competitive with the benchmark \(V^*\).

As mentioned earlier, under mild assumptions the guarantee in Theorem 2 can be extended against the stronger benchmark that includes \(g_{\text{max}}\). Formally, assuming the algorithm starts with a \(\text{poly}(m)\)-approximation to the value of \(g_{\text{max}}\), we get a \((1 + \varepsilon)\)-competitive algorithm for \(K \geq \text{poly}(\varepsilon^{-1} \log mn)\) against the stronger benchmark.

**Selecting a Single Item.** What if we want to select a single item, to maximize its expected value? Note that the benchmark \(V^*\) is now the value of \(g_2\), the second-largest green item. Our main result for this setting is the following, where \(\log^* n\) denotes the iterated logarithm:

▶ **Theorem 3 (Value Maximization Single-Item).** There is a randomized algorithm for the value-maximization (single-item) Byzantine secretary problem which gets an expected value at least \((\log^* n)^{-2} \cdot V^*\).
Interestingly, our result is unaffected by the corruption level, and works even if just two elements \( g_{\text{max}}, g_2 \) are green, and every other item is red. This is in contrast to many other robustness models where the algorithm’s performance decays with the fraction of bad elements [14, 3, 12, 30]. Moreover, our algorithms do not depend on the fraction of bad items. Intuitively, we obtain such strong guarantees because the adversary has no incentive to present too many bad elements with large values, as otherwise an algorithm that selects a random element would have a good performance.

In the classical setting, the proofs for the value-maximization proceed via showing that the best item itself is chosen with constant probability. Indeed, in that setting, the competitiveness of value-maximization and probability-maximization versions is the same. We do not know of such a result in the Byzantine model. However, we can show a non-trivial performance for the probability-maximization (ordinal) problem:

**Theorem 4 (Ordinal Single-item Algorithm).** There is a randomized algorithm for the ordinal Byzantine secretary which selects an element of value at least the second-largest green item with probability \( \Omega(1/\log^2 n) \).

**Other Settings.** Finally, we consider some other constraint sets given by matroids. In (simple) partition matroids, the universe \( U \) is partitioned into \( r \) groups, and the goal is to select one item from each group to maximize the total value. If we were to set the benchmark to be the sum of second-largest green items from each group, we can just run the single-item algorithm from Theorem 1 on each group independently. But our benchmark \( V^* \) is much higher: among the items \( g_2, \ldots, g_{|G|} \), the set \( V^* \) selects the largest one from each group. Hence, we need to get the largest green item from \( r - 1 \) groups! Still, we do much better than random guessing.

**Theorem 5 (Partition Matroids).** There is an algorithm for Byzantine secretary on partition matroids that is \( O(\log \log n)^2 \)-competitive with the benchmark \( V^* \).

Finally, we record a simple but useful logarithmic competitive ratio for arbitrary matroids (proof in §6.2), showing how to extend the corresponding result from [1] for the non-robust case.

**Observation 6 (General Matroids).** There is an algorithm for Byzantine secretary on general matroids that is \( O(\log n) \)-competitive with the benchmark \( V^* \).

Our results show how to get robust algorithms for the widely-studied secretary problems, and we hope it will generate further interest in robust algorithm design. Interesting next directions include improving the quantitative bounds in our results (which are almost certainly not optimal), and understanding tradeoffs between competitiveness and robustness.

### 1.3 Related Work

The secretary problem has a long history, see [17] for a discussion. The papers [1, 28, 16] studied generalizations of the secretary problem to matroids, [20, 27, 24, 22] studied extensions to matchings, and [38, 39] studied extensions to arbitrary packing constraints. More generally, the random-order model has been considered, both as a tool to speed up algorithms (see [6, 41]), and to go beyond the worst-case in online algorithms (see [32, 18, 19]). E.g., we can solve linear programs online if the columns of the constraint matrix arrive in a random order [8, 9, 25, 21], and its entries are small compared to the bounds. In online algorithms, the random-order model provides one way of modeling benign nature, as opposed to an adversary hand-crafting a worst-case input sequence; this model is at least as general as i.i.d. draws from an unknown distribution.
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Both the random-order model and the Byzantine model are semi-random models [2, 15], with different levels of power to the adversary. Other restrictions of the random-order model have been studied, via lower-bounding the entropy of the input stream, to ensure the permutations are “random enough” [5, 23]. These papers give sufficient conditions for the classical algorithms to perform well, whereas we take the dual approach of permitting outliers and then asking for new robust algorithms. There are works (e.g., [31, 33, 35]) that give algorithms which have a worst-case adversarial bound, and which work better when the input is purely stochastic; most of these do not study the performance on mixed arrival sequences. One exception is the work [14] who study online matching for mixed arrivals, under the assumption that the “magnitude of noise” is bounded. Another exception is a recent (unpublished) work of Kesselheim and Molinaro, who define a robust $K$-secretary problem similar to ours. They assume the corruptions have a bursty pattern, and get $1 - f(K)$-competitive algorithms. Our model is directly inspired by theirs.

2 Preliminaries and Techniques

By $[a \ldots b]$ we denote the set of integers $\{a, a+1, \ldots, b-1, b\}$. The universe $U := R \cup G$ consists of red/corrupted elements $R$ and good elements $G$. Let $v(e)$ denote the value of element $e$: in the ordinal case $v(e)$ merely defines a total ordering on the elements, whereas in the value-maximization case $v(e) \in \mathbb{R}_{\geq 0}$. Similarly, let $v(A)$ be the random variable denoting the value of the elements selected by algorithm $A$. Let $t_e \in [0,1]$ be the arrival time of element $e$. Let $R = \{r_1, r_2, \ldots, r_{|R|}\}$ and $G = \{g_{\text{max}}, g_2, g_3, \ldots, g_{|G|}\}$; the elements in each set are ordered in non-increasing values. Let $V^*$ be the benchmark to which we compare our algorithm. Note that $V^*$ is some function of $G \setminus \{g_{\text{max}}\}$, depending on the setting. We sometimes refer to elements $\{e \in U \mid v(e) \geq v(g_2)\}$ as big.

2.1 Two Useful Subroutines

Here are two useful subroutines.

Select a Random Element. The subroutine is simple: select an element uniformly at random. The algorithm can implement this in an online fashion since it knows the total number of elements $n$. An important property of this subroutine is that, in the value case, if any element in $U$ has value at least $nV^*$, this subroutine gets at least $V^*$ in expectation since this highest value element is selected with probability $1/n$.

Two-Checkpoints Secretary. The subroutine is defined on two checkpoints $T_1, T_2 \in [0,1]$, and let $\mathbb{I} := [T_1, T_2]$ be the interval between them. The subroutine ignores the input up to time $T_1$, observes it during $\mathbb{I}$ by setting threshold $\tau$ to be the highest value seen in the interval $\mathbb{I}$, i.e., $\tau \leftarrow \max\{v(e) \mid t_e \in \mathbb{I}\}$. Finally, during $(T_2, 1]$ the subroutine selects the first element $e$ with value $v(e) \geq \tau$.

We use the subroutine in the single-item setting where the goal is to find a “big” element, i.e., an element with value at least $v(g_2)$. Suppose that there are no big red elements in $\mathbb{I}$. Now, if $g_2$ lands in $\mathbb{I}$, and also $g_{\text{max}}$ lands in $(T_2, 1]$, we surely select some element with value at least $g_2$. Indeed, if there are no big items, threshold $\tau \leftarrow g_2$, and because $g_{\text{max}}$ lands after $\mathbb{I}$, it or some other element will be selected. Hence, with probability $\Pr[t_{g_2} \in \mathbb{I}] \Pr[t_{g_{\text{max}}} \in (T_2, 1)] = (T_2 - T_1) \cdot (1 - T_2)$, we select an element of value at least $v(g_2)$. 

\[\Pr[t_{g_{\text{max}}} \in (T_2, 1)] = (T_2 - T_1) \cdot (1 - T_2)\]
2.2 Our Techniques

A common theme of our approaches is to prove a “good-or-learnable” lemma for each problem. Our algorithms begin by putting down a small number of checkpoints \( \{T_i\} \) to partition the time horizon \([0,1]\) — and the arriving items — into disjoint intervals \( \{I_i\} \). We maintain thresholds in each interval to decide whether to select the next element. Now a “good-or-learnable” lemma says that either the setting of the thresholds in the current interval \( I_i \) will give us a “good” performance, or we can “learn” that this is not the case and update the thresholds for the next interval \( I_{i+1} \). Next we give details for each of our problems.

**Uniform Matroid Value Maximization (§3).** Recall that here we want to pick \( K \) elements (in particular, all elements have size 1, unlike the knapsack case where sizes are in the range \([0,1]\)). For simplicity, suppose the algorithm knows that the benchmark \( V^* \) lies in \([1,n]\); we remove this assumption later. We define \( O(\varepsilon^{-1} \log n) \) levels, where level \( \ell \geq 0 \) corresponds to values in the range \([n/(1+\varepsilon)^{\ell+1}, n/(1+\varepsilon)^\ell]\). For each interval \( I_i \) and level \( \ell \), we maintain a budget \( B_{\ell,i} \). Within this interval \( I_i \), we select the next arriving element having a value in some level \( \ell \) only if the budget \( B_{\ell,i} \) has not been used up. How should we set these budgets? If there are \( 1/\delta \) intervals of equal size, we expect to select \( \delta K \) elements in this interval. So we have a total of \( \delta K \) budget to distribute among the various levels. We start off optimistically, giving all the budget to the highest-value level. Now this budget gradually cascades from a level \( \ell \) to the next (lower-value) level \( \ell + 1 \), if level \( \ell \) is not selecting elements at a “good enough” rate. The intuition is that for the “heavy” levels (i.e., those that contain many elements from the benchmark-achieving set \( S^* \)), we will roughly see the right number of them arriving in each interval. This allows us to prove a good-or-learnable lemma, that either we select elements at a “good enough” rate in the current interval, or this is not the case and we “learn” that the budgets should cascade to lower value levels. There are many details to be handled: e.g., this reasoning is only possible for levels with many benchmark elements, and so we need to define a dedicated budget to handle the “light” levels.

**Single-Item Value-Maximization (§5).** We want to maximize the expected value of the selected element, compared to \( V^* := v(g_2) \), the value of the second-max green. With some small constant probability our algorithm selects a uniformly random element. This allows us to assume that every element has value less than \( nV^* \), as otherwise the expected value of a random guess is \( \Omega(V^*) \). We now describe how applying the above “good-or-learnable” paradigm in a natural way guarantees an expected value of \( \Omega(V^*/\log n) \). Running the two-checkpoint secretary (with constant probability) during \( T_1 = 0, T_2 = 1/2 \) we know that it gets value \( \Omega(V^*) \) and we are done, or failing that, there exist a red element of value at least \( V^* \) in \([0,1/2]\). But then we can use this red element (highest value in the first half) to get a factor \( n \) estimate on the value of \( V^* \). So by grouping elements into buckets if their values are within a factor 2, and randomly guessing the bucket that contains \( v(g_2) \), gives us an expected value of \( \Omega(V^*/\log n) \). To obtain the stronger factor of \( \text{poly} \log^* n \) in Theorem 3, we now define \( \log^* n \) checkpoints. We prove a “good-or-learnable” lemma that either selecting a random element from one of the current buckets has a good value, or we can learn a tighter estimate on \( V^* \) and reduce the number of buckets.

**Ordinal Single-Item Secretary (§4).** We now want to maximize the probability of selecting an element whose value is as large as the green second-max; this is more challenging than value-maximization since there is no notion of values for bucketing. Our approach is crucially different. Indeed, we use the minimax principle in the “hard” direction: we give an algorithm
that does well when the input distribution is known to the algorithm (i.e., where the algorithm can adapt to the distribution), and hence infer the existence of a (randomized) algorithm that does well on worst-case inputs.

The known-distribution algorithm uses $O(\log n)$ intervals. Again, we can guarantee there is a “big” (larger than $g_2$) red element within each interval, as otherwise running Dynkin’s algorithm on a random interval with a small probability already gives a “good” approximation. This implies that even if the algorithm “learns” a good estimate of the second-max just before the last interval, it will win. This is because the algorithm can set this estimate of second-max as a threshold, and it wins by selecting the big red element of the last interval. Finally, to learn a good estimate on the second-max, we again prove a “good-or-learnable” lemma. Its proof crucially relies on the algorithm knowing the arrival distribution, since that allows us to set “median” of the conditional distribution as a threshold.

Other Results (§6). We also give $O(\log \log n)^2$-competitive algorithms for Partition matroids, where the difficulty is that we cannot afford to lose the max-green element in every part. Our idea is to only lose one element globally to get a very rough scale of the problem, and then exploit this scale in every part. We also show why other potential benchmarks are too optimistic in §A, and how to relax the assumption that $n$ is known in §B. See those sections for details.

3 Knapsack Byzantine Secretary

Consider a knapsack of size $K$; for all the results in this section we assume that $K \geq \text{poly}(\epsilon^{-1} \log n)$. Each arriving element $e$ has a size $s(e) \in [0, 1]$ and a value $v(e) \geq 0$. Let $g_{\text{max}}, g_2, g_3, \ldots$, denote the green elements $G$ with decreasing values and let

$$V^* := \max \left\{ \sum_{e \in S} v(e) \mid S \subseteq G \setminus g_{\text{max}} \text{ and } \sum_{e \in S} s(e) \leq K \right\}$$

be the value of the benchmark solution, i.e., the optimal solution obtained after discarding the top green element $g_{\text{max}}$. Let $S^*$ be the set of green elements corresponding to this benchmark.

In §3.1 we give a $(1 + \epsilon)$-competitive algorithm assuming we have a factor poly(n)-approximation to the benchmark value $V^*$. (In fact, given this poly(n)-approximation, we can even get within a $(1 + \epsilon)$-factor of the optimal set including $g_{\text{max}}$.) Then in §3.2 we remove the assumption, but now our value is only comparable to $V^*$ (i.e., excluding $g_{\text{max}}$).

Intuition. The main idea of the regular (non-robust) multiple-secretary problem (where we pick at most $K$ items) is to observe a small $\epsilon$ fraction of the input, estimate the value of the $K^{th}$ largest element, and then select elements with value exceeding this estimate. (A better algorithm revises these estimates over time, but let us ignore this optimization for now.) In the Byzantine case, there may be an arbitrary number of red items, so strategies that try to estimate some statistics (like the $K^{th}$ largest) to use for the rest of the algorithm are susceptible to adversarial attacks.

For now, suppose we know that all items of $S^*$ have values in $[1, n^c]$ for some constant $c$. The density of an item to be its value divided by its size. We define $O(\log n)$ density levels, where elements in the same level have roughly the same density, so our algorithm does not distinguish between them. The main idea of our algorithm is to use cascading budgets. At the beginning we allocate all our budget to picking only the highest-density level items. If we find that we are not picking items at a rate that is “good enough”, we re-allocate parts of
our budget to lower-density levels. The hope is that if the benchmark solution \( S^* \) selects many elements from a certain density level, we can get a good estimate of the “right” rate at which to pick up items from this level. Moreover, since our budgets trickle from higher to lower densities, the only way the adversary can confuse us is by giving dense red elements, in which case we will select them.

Such an idea works only for the value levels that contain many elements of \( S^* \). For the remaining value levels, we allocate dedicated budgets whose sole purpose is to pick a “few” elements from that level, irrespective of whether they are from \( S^* \). By making the total number of levels logarithmic, we argue that the total amount of dedicated budgets is only \( o(K) \), so it does not affect the analysis for the cascading budget.

### 3.1 An Algorithm Assuming a Polynomial Approximation

Suppose we know the benchmark value \( V^* \) to within a polynomial factor: by rescaling, assume that \( V^* \) lies in the range \([1 \ldots n^c]\) for some constant \( c \). This allows us to simplify the instance structure as follows: Firstly, we can pick all elements of size at most \( 1/n \), since the total space usage is at most \( n \cdot 1/n = 1 \) (recall, \( K = \text{poly}(\varepsilon^{-1} \log n) \)). Next, we can ignore all elements with value less than \( 1/n^2 \) because their total value is at most \( 1/n \ll 1 \leq V^* \). If the density of an element is defined to be the ratio \( v(e)/s(e) \), then all remaining elements have density between \( n^{-c+1} \) and \( n^{-2} \). The main result of this section is the following:

**Lemma 7.** If \( V^* \) lies between 1 and \( n^c \) for some constant \( c \), each element has size at least \( 1/n \) and value at least \( 1/n^2 \), and \( K = \text{poly}(\varepsilon^{-1} \log n) \), then there exists a \((1 + O(\varepsilon))\)-competitive algorithm.

The idea of our algorithm is to partition the input into \( 1/\delta \) disjoint pieces (\( \delta \) is a small parameter that will be chosen later) and try to solve \( 1/\delta \) “similar-looking” instances of the knapsack problem, each with a knapsack of size \( \delta K \).

**The Algorithm.** Define checkpoints \( T_i := \delta i \) and corresponding intervals \( I_i := (T_{i-1}, T_i] \) for all \( i \in [1 \ldots 1/\delta] \). Define \( L := (1 + \frac{c+3}{c} \log n) \) density levels as follows: for each integer \( \ell \in [0 \ldots L] \), density value \( \rho_{\ell} := n^{\ell+1}/(1+c)^{\ell} \). Now density level \( \ell \) corresponds to all densities lying in the range \( [\rho_{\ell+1}, \rho_{\ell}] \). Note that densities decrease as \( \ell \) increases. We later show that the setting of parameters \( K \geq \Omega\left(\frac{L \log L/\varepsilon}{c^3}\right) \) and \( 1/\delta = \Omega(L/\varepsilon) \) suffices.

We maintain two kinds of budgets:

- **Cascading budgets:** We maintain a budget \( B_{\ell,i} \) for each density level \( \ell \) and each interval \( I_i \).
  - For the first interval \( I_1 \), define \( B_{0,1} := \delta K \), and \( B_{\ell,1} := 0 \) for \( \ell > 0 \). For the subsequent intervals, we will set \( B_{\ell,i} \) in an online way as described later.

- **Dedicated budgets:** We maintain a dedicated budget \( \hat{B}_\ell := H \) for each density level \( \ell \); we will later show that setting \( H := \Omega\left(\frac{L \log L/\varepsilon}{c^3}\right) \) suffices.

Suppose we are in the interval \( I_i \), and the arriving element \( e \) has density \( v(e)/s(e) \) in level \( \ell \).

1. If the remaining cascading budget \( B_{\ell,i} \) of one of the density levels \( \ell' \geq \ell \) is positive then select \( e \). For the smallest \( \ell' \geq \ell \) satisfying this condition, update \( B_{\ell',i} := B_{\ell',i} - s(e) \).
2. Else, if the remaining dedicated budget \( \hat{B}_\ell \) for level \( \ell \) is positive, select \( e \) and update \( \hat{B}_{\ell} := \hat{B}_{\ell} - s(e) \).

Finally, for \( i > 1 \), we define the cascading budgets \( B_{\ell,i} \) for this interval \( I_i \) based on how much of the budgets at levels \( \ell \) and \( \ell - 1 \) are consumed in the previous interval \( I_{i-1} \) as follows.

The amount of budget \( B_{\ell-1,i-1} \) at level \( \ell - 1 \) that is not consumed in interval \( I_{i-1} \) is moved to level \( \ell \) (which has lower density), and the budget that gets consumed in \( I_{i-1} \) is restored.
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Figure 1 The bars for $I_{i-1}$ show the budget, and (in darker colors) the amount consumed. The consumed budget (in dark blue) at level $\ell$ in interval $I_{i-1}$ is restored at level $\ell$ in $I_i$; the unconsumed budget at level $\ell-1$ in interval $I_{i-1}$ is then added to it.

at level $\ell$ (see Figure 1). Formally, if $C_{\ell,i-1}$ is the amount of consumed cascading budget for level $\ell$ in interval $I_{i-1}$ and $R_{\ell,i-1}$ is the amount of remaining budget at level $\ell$ at the end of interval $i-1$ (i.e., the value of $B_{\ell,i-1}$ at the time corresponding to the end of $I_{i-1}$), then we define the initial budget for level $\ell$ at the start of interval $i$ to be

$$B_{\ell,i} := C_{\ell,i-1} + R_{\ell,i-1}.$$ 

It is easy to see that we can compute these cascading budgets online.

A Note about Budget Violations. The total budget, summed over both categories and over all the intervals for the cascading budgets, is $K' := ((1/\delta) \cdot \delta K) + LH > K$. If we use up all this budget, we would violate the knapsack capacity. Moreover, we select an element as long as the corresponding budget is positive, and hence may exceed each budget by the size of the last element. However, since $K' \leq (1 + \varepsilon)K$ and $K$ is much larger than individual element sizes, the violations is a small fraction of $K$, so we can reject each element originally selected by the algorithm with some small probability (e.g., $p = 2\varepsilon$) to guarantee that the non-rejected selected elements have size at most $K$ with high probability (i.e., at least $1 - 1/n^c$, for an arbitrary constant $c > 0$). Henceforth, we will not worry about violating the budget.

The Analysis. Recall the benchmark $V^*$ from (3), and let $S^*$ be a set that achieves this value. All the elements have value in $[1/n^2,n^c]$ and size at least $[1/n,1]$, so each element $e \in S^*$ has a corresponding density level $\ell(e) \in [0 \ldots L)$ based on its density $v(e)/s(e)$. We need the notion of “heavy” and “light” levels. For any level $\ell \in [0 \ldots L)$, define $s^*_\ell$ to be the total size of elements in $S^*$ with density level $\ell$:

$$s^*_\ell := \sum_{e \in S^*: \ell(e) = \ell} s(e).$$

We say a level $\ell$ is heavy if $s^*_\ell \geq H$, else level $\ell$ is light. We refer to (green) elements of $S^*$ at a heavy (resp., light) level as heavy-green (resp., light-green) elements. Note that elements not in $S^*$ (some are red and others green) are left unclassified. If $H$ is sufficiently large, a concentration-of-measure argument using the uniformly random arrival times for green items shows that each heavy level receives $(1-\varepsilon)\delta H$ size during each interval with high probability. The idea of the proof is to argue that the cascading budget never “skips” a heavy level, and hence we get almost all the value of the heavy levels.

To avoid double-counting the values of the light levels, we separately account for the algorithm’s value attained (a) on light levels using the dedicated budget or on light-green elements using the cascading budget, and (b) for elements that are not light-green (incl.
red elements) using the cascading budget. Note that (a) and (b) are disjoint, hence their contributions can be added up. We show that (a) exceeds the value of $S^*$ restricted to the light levels, while (b) exceeds $(1 - \varepsilon)$ times the value of of $S^*$ on the heavy levels. This is sufficient to prove our result. We start by arguing the former claim.

\begin{claim}[Light-Green Elements] The sum of values of elements selected using the dedicated budget at light levels, and of light-green elements selected using the cascading budget, is at least $\sum_{\ell} s^*_\ell \cdot \rho_{\ell+1}$.
\end{claim}

\begin{proof}
Our algorithm attempts to select each light-green element in $S^*$ using the cascading budget, or failing that, by the dedicated budget at its density level. The only case in which a light-green element $e \in S^*$ is dropped is if all the dedicated budget at its level $\ell(e)$ has been exhausted. But this means the algorithm has already collected at least $s^*_\ell \cdot \rho_{\ell+1}$ from the dedicated budget at this light level $\ell$.
\end{proof}

Next, to prove that (b) exceeds the value on heavy levels (up to $1 - \varepsilon$), we need the following property of the cascading budget on the heavy levels.

\begin{claim}
For all intervals $I_i$ and levels $\ell$, w.h.p. we have that if $B_{\ell,i} > 0$ then every heavy level $\ell' < \ell$ satisfies $B_{\ell',i} \geq \delta s^*_{\ell'} \cdot (1 - \varepsilon)$.
\end{claim}

\begin{proof}
For a heavy level $\ell'$, the expected size of heavy-green elements from $S^*$ falling in any interval is $\delta s^*_{\ell'} \geq \delta H$. If $\delta H \geq \frac{\Omega(\log(L/(\delta s))]}{\ell}$ then with probability $1 - \varepsilon$ we get that for each interval $i$ and each heavy level $\ell'$, the total size of elements from $S^*$ lying at level $\ell'$ and arriving in interval $I_i$ is at least $\delta s^*_{\ell'} \cdot (1 - \varepsilon)$, by a concentration bound. Henceforth, let us condition on this event happening for all heavy levels $\ell'$.

Now if the cascading budget $B_{\ell,i} > 0$, this budget must have gradually come from levels $\ell' < \ell$ of higher densities. But this means $B_{\ell',i} \geq \delta s^*_{\ell'} \cdot (1 - \varepsilon)$ because otherwise the cascading budget would never move to level $\ell' + 1$, since level $\ell'$ receives at least $\delta s^*_{\ell'} \cdot (1 - \varepsilon)$ size of elements in every interval.
\end{proof}

For a level $\tau$ let $h^*_{[0,\tau]} := \sum_{\ell \text{ heavy}, \ell < \tau} s^*_{\ell}$ denote the total size of items in $S^*$ restricted to heavy levels from $[0,\tau)$. Similarly, let $h^A_{[0,\tau]}$ be the total size of non-light-green items collected by the algorithm in levels $[0,\tau)$ and charged against the cascading budget.

\begin{claim}
For all levels $\tau$ we have that $h^A_{[0,\tau]} \geq (1 - O(\varepsilon)) h^*_{[0,\tau]}$.
\end{claim}

\begin{proof}
Let $t$ be the smallest index of an interval where $B_{\tau,t+1} > 0$. We partition the intervals into two groups: $I_1, I_2, \ldots, I_t$ and $I_{t+1}, \ldots, I_{\ell/\delta}$. From Claim 9 we can conclude that for each interval in the latter group, the algorithm collects a total size of at least $\sum_{\ell \text{ heavy}, \ell < \tau} (1 - \varepsilon) \delta s^*_{\ell} = (1 - \varepsilon) \delta h^*_{[0,\tau]}$ from levels $[0,\tau)$. Hence the total contribution over all the intervals of the latter group is $(\frac{1}{2} - t)(1 - \varepsilon) \delta h^*_{[0,\tau]} = (1 - t\delta)(1 - \varepsilon) h^*_{[0,\tau]}$.

We now consider the group $I_1, \ldots, I_t$. Let $C_i, R_i$ and $Q_i$ be the total size of the consumed non-light-green, remaining budget, and consumed light-green elements charged to the cascading budget in interval $i$ with levels $[0,\tau)$. By definition, the total size of all light-green elements is at most $LH$, giving $\sum_{i=1}^t Q_i \leq LH$. Furthermore, since the full cascading budget is contained in $[0,\tau)$, the algorithm construction guarantees $C_i + R_i + Q_i = \delta K$. Finally, we argue that $\sum_{i=1}^t R_i \leq \delta KL$: consider an infinitesimally small part $dB$ of the budget. At the end of each interval, $dB$ is either used to consume an element or it “moves” from level $\ell$ to $\ell + 1$, which can happen at most $L$ times. Since the total amount of budget per interval is $\int dB = \delta K$, the total sum is at most $\delta KL$. 

This lower-bounds the total size contribution of the group $I_{t+1}, \ldots, I_{1/\delta}$.

$$\sum_{i=1}^{t} C_i = t \delta K - \sum_{i=1}^{t} R_i - \sum_{i=1}^{t} Q_i \geq t \delta K - \delta KL - LH \geq (t \delta - \varepsilon - \varepsilon) K$$

where we use $K \geq h^*_0[0, \tau]$ (since the total size of elements in $S^*$ is at most $K$), $\delta L \leq \varepsilon$, and $LH \leq \varepsilon K$. Combining contributions from both groups we get:

$$(1 - t \delta)(1 - \varepsilon) h^*_0[0, \tau] + (t \delta - O(\varepsilon)) h^*_0[0, \tau] = (1 - O(\varepsilon)) h^*_0[0, \tau].$$

Hence, we conclude that $h^*_A[0, \tau] \geq (1 - O(\varepsilon)) h^*_0[0, \tau]$.

Using the above claims we now prove Lemma 7.

Proof of Lemma 7. Our fine-grained discretization of densities gives us that

$$V^* \leq (1 + \varepsilon) \left( \sum_{\ell \text{ light}} s^*_\ell \rho_{\ell + 1} + \sum_{\ell \text{ heavy}} s^*_\ell \rho_{\ell + 1} \right).$$

(5)

From Claim 8, our algorithm accrues value at least $\sum_{\ell \text{ light}} s^*_\ell \rho_{\ell + 1}$ due to the elements from light levels that were charged to the dedicated budget and light-green elements charged to the cascading budget. It is therefore sufficient to prove a similar bound on the value accrued on non-light-green elements charged to the cascading budget with respect to $\sum_{\ell \text{ heavy}} s^*_\ell \rho_{\ell + 1}$, which we deduce from Claim 10.

Let $\ell'(x)$ be defined as the largest level $\ell'$ where $\rho_{\ell'} \geq x$, then

$$\sum_{\ell \text{ heavy}} s^*_\ell \rho_{\ell + 1} = \int_0^\infty \sum_{\ell \text{ heavy}, \rho_{\ell + 1} \geq x} s^*_\ell \, dx = \int_0^\infty h^*_0[0, \ell'(x)] \, dx \leq (1 + O(\varepsilon)) \int_0^\infty h^*_A[0, \ell'(x)] \, dx,$$

where the last inequality uses Claim 10. Notice the right-hand side is the value of non-light-green elements charged against the cascading budget. Thus, this part of the algorithm’s value exceeds (up to $1 - O(\varepsilon)$) the value of heavy levels of $S^*$, finalizing our proof. 

3.2 An Algorithm for the General Case

To remove the assumption that we know a polynomial approximation to $V^*$, the idea is to ignore the first $\varepsilon$ fraction of the arrivals, and use the maximum value in this interval to get a poly($n$) approximation to the benchmark. This strategy is easily seen to work if there are $\Omega(1/\varepsilon)$ elements with a non-negligible contribution to $V^*$. For the other case where most of the value in $V^*$ comes from a small number of elements, we separately reserve some of the budget, and run a collection of algorithms to catch these elements when they arrive.

Formally, we define $(1/\varepsilon)$ checkpoints $T_i := i\varepsilon$ and corresponding intervals $I_i := (T_{i-1}, T_i]$ for all $i \in [1, \ldots, (1/\varepsilon)]$. We run the following three algorithms in parallel, and select the union of elements selected by them.

(i) Select one of the $n$ elements uniformly at random; i.e., run Select-Random-Element from §2.1.
We can now fit this into our knapsack of size $1$. The idea of the algorithm in Step (iii) is to use the earliest arriving of these with probability $\varepsilon$. The total space used by the there algorithms is at most $1 + K + (1/\varepsilon) \cdot L \cdot D = K + O\left(\frac{\log n \log 1/\varepsilon}{\varepsilon^2}\right) \leq (1 + \varepsilon)K$, where the last inequality holds because $K \geq \Omega\left(\frac{L^2 \log(L/\varepsilon)}{\varepsilon^4}\right)$ from the size condition from §3.1. We can now fit this into our knapsack of size $K$ w.h.p. by sub-sampling each selected element with probability $(1 - O(\varepsilon))$. To complete the proof of Theorem 2, we need to show that we get expected value $(1 - O(\varepsilon))V^*$. 

**Proof of Theorem 2.** The proof considers several cases. Firstly, if there is any single element with value more than $n \cdot V^*$, then the algorithm in Step (i) will select it with probability $1/n$, proving the claim. Hence, all elements have value at most $nV^*$. Now suppose at least $D = \frac{10}{\varepsilon^2} \log \frac{1}{\varepsilon}$ elements in $S^*$ (recall $S^*$ has total value $V^*$) have individual values at least $V^*/n^2$. In this case, at least one of these $D$ elements arrives in the interval $[0, \varepsilon)$ with probability $1 - \varepsilon$, and that element gives us the desired $n^2$-approximation to $V^*$. Moreover, the expected value of elements in $S^*$ arriving in times $[\varepsilon, 1]$ is at least $(1 - O(\varepsilon))V^*$, even conditioning on one of them arriving in $[0, \varepsilon)$.

Finally, consider the case where $D' \leq D$ elements of $S^*$ have value more than $V^*/n^2$. The idea of the algorithm in Step (iii) is to use the earliest arriving of these $D'$ elements, or the element $g_{\text{max}}$, to get a rough estimate of $V^*$, and from thereon use the dedicated slots to select the remaining elements. Indeed, if the first of these elements arrive in interval $i$, the threshold $\hat{v}_i$ lies in $[V^*/n^2, nV^*]$ (since we did not satisfy the first case above). Now the value levels and dedicated budgets set up at the end of this interval would pick the rest of these $D'$ elements – except those that fall in this same interval $i$. We argue that each of the remaining $D'$ elements has at least $(1 - \varepsilon)$ probability of not being in $i$, which gives us an expected value of $(1 - O(\varepsilon))V^*$ in this case as well. This is true because the expected number of these $1 + D'$ elements (including $g_{\text{max}}$) that land in any interval that contains at least one of them is at most $1 + \varepsilon D'$ (even after we condition on the first arrival, each remaining element has $\varepsilon$ chance of falling in this interval). Since any such interval has the same chance of being the first interval $\bar{i}$, and these $1 + D'$ elements have the same distribution, the expected number of additional elements in $\bar{i}$ is $\varepsilon D'$.

This completes the proof of Theorem 2 for the knapsack case, where the size $K$ of the knapsack is large enough compared to the largest size of any element. This generalizes the multiple-secretary problem, where all items have unit size. We have not optimized the value of $K$ that suffices, opting for modularity and simplicity. It can certainly be improved further, though getting an algorithm that works under the assumption that $K \geq O(1/\varepsilon^2)$, like in the non-robust case, may require new ideas.

### 4 Single-Item Ordinal Case

In this section we give a proof of Theorem 4, showing that there exists an algorithm which selects an element with value no smaller than $g_2$, with probability at least $\Omega(1/\log n)$. Our proof for this theorem is non-constructive and uses (the hard direction of) the Minimax
Theorem; hence we can currently only show the existence of this algorithm, and not give a compact description for it. Our main technical lemma furnishes an algorithm which, given a known (general) probability distribution \( \mathcal{B} \) over input instances, selects a big element with probability at least \( \Omega(1/\log^2 n) \). Consequently, we use the Minimax Lemma to deduce that the known-distribution case is equivalent to the worst-case input setting and recover the analogous result.

Since our algorithms crucially argue about the input distribution \( \mathcal{B} \) and rely on the Minimax, we need to formally define these terms and establish notation connecting the Byzantine secretary problem with two-player zero-sum games. Suppose we want to maximize the probability of selecting a big element and to this end we choose an algorithm \( \mathcal{A} \), while the adversary chooses a distribution \( \mathcal{B} \) over the input instances and there is an (infinite) payoff matrix \( K \) prescribing the outcomes. Its rows are indexed by different algorithms, and columns by input instances. Formally, a “pure” input instance is represented as an \([R]\)-tuple of numbers in \([0, 1]\), representing the arrival times \( t_e \) of the red elements; and a permutation \( \pi \in S_n \) over \( U \) representing the total ordering of all values in \( U = R \cup G \). Recall that the green elements \( G \) choose their arrival times independently and uniformly at random in \([0, 1]\), hence their \( t_e \)’s are not part of the input. A “mixed” input instance is a probability distribution \( \mathcal{B} \) over pure instances \([0, 1]^{|R|} \times S_n \).

While we do not need the full formal specifications of algorithms, we will mention that a “mixed” algorithm \( \mathcal{A} \) is a distribution over deterministic algorithms. An algorithm \( \mathcal{A} \) on an input instance \( I \) gets a payoff of \( K(\mathcal{A}, I) := \Pr[v(\mathcal{A}) \geq v(g_2) \mid I] \) where the probability is taken over the assignment of random arrival times to elements in \( G \) and the distribution of deterministic algorithms \( \mathcal{A} \). The following Lemma states that for each \( \mathcal{B} \) there is an algorithm (that depends on \( \mathcal{B} \)) that selects a big elements with probability \( \Omega(1/\log^2 n) \). We prove the result in §4.1 and §4.2.

\[ \textbf{Lemma 11 (Known Distribution Ordinal Single-Item Algorithm).} \quad \text{Given a distribution over input instances } \mathcal{B}, \text{ there exists an algorithm } \mathcal{A} \text{ that has an expected payoff of } \Omega(1/\log^2 n). \]

To deduce the general case from the known distribution setting, we use a minimax lemma for two-player games. We postpone the details to Appendix C and simply state the final result here.

\[ \textbf{Theorem 4 (Ordinal Single-item Algorithm).} \quad \text{There is a randomized algorithm for the ordinal Byzantine secretary which selects an element of value at least the second-largest green item with probability } \Omega(1/\log^2 n). \]

### 4.1 The Algorithm when \( \mathcal{B} \) is Known

In this section we give the algorithm for Lemma 11. We start with some preliminary notation. For each element \( e \), let \( t_e \) denote the time at which it appears. Furthermore, for \( t \in [0, 1] \), let \( \mathcal{K}(t) \) denote the information seen by the algorithm up to and including time \( t \), consisting of arrival times and relative values of elements appearing before \( t \).

We define \( \log n + 1 \) time checkpoints as follows: set the initial checkpoint \( T_0 := \frac{1}{4} \), and then subsequent checkpoints \( T_i := \frac{1}{4} + \frac{3}{4 \log n} \) for all \( i \in [1 \ldots \log n] \). Note that the last checkpoint is \( T_{\log n} = \frac{3}{4} \). Now the corresponding intervals are

\[ \mathbb{I}_0 := [0, 1/4), \quad \mathbb{I}_i := [T_{i-1}, T_i] \quad \forall i \in [1 \ldots \log n], \quad \text{and} \quad \mathbb{I}_{\log n+1} := [3/4, 1]. \]  

Let \( m_i := \max \{ v(e) \mid e \in R \text{ and } t_e \in \mathbb{I}_i \} \) be the maximum value among the red elements that land in interval \( \mathbb{I}_i \), and let \( \mathcal{H}_i := \{ m_i > v(g_2) \} \) for all \( i \in [1 \ldots \log n] \) be the event where the maximum value red item in all intervals is larger than the target \( g_2 \), i.e., is “big”. We
call this event \( H \) the **hard cases** and \( H^c \) the **easy cases**; we will show the Two Checkpoints Secretary (from §2.1) achieves \( \Omega(1/\log^2 n) \) winning probability for all input instances in \( H^c \). Finally, define

\[
p^i_e := P_{B^i}[e = g_2 \mid H \text{ and } K(T_i)],
\]

i.e., \( p^i_e \) is the probability that \( e \) is the second-highest green element conditioned on the information seen until checkpoint \( T_i \) and the current instance being hard. Importantly, the algorithm can compute \( p^i_e \) at \( T_i \).

Now to solve the hard cases, at each checkpoint \( T_i \) the algorithm computes sets \( S_i \) satisfying \( S_{i+1} \subseteq S_i \). These sets represent elements which are candidates for the second-max.

In other words, at time \( T_i \) there is reasonable probability that second-max is in \( S_i \). We start with defining \( S_0 \leftarrow \{ e \in U \mid t_e \in \mathbb{I}_0 \} \), the elements the algorithm saw before \( T_0 \). For \( i \geq 0 \), let \( c_i \) denote the center of \( S_i \), i.e., the element of \( S_i \) such that there are exactly \( \lfloor |S_i|/2 \rfloor \) elements smaller than it. Define \( p^i(X) := \sum_{e \in X} p^i_e \) for a set \( X \) and index \( i \geq 0 \). Given \( S_{i-1} \), we determine \( S_i \) as follows:

- Define \( \text{bot}_{i-1} := \{ e \in S_{i-1} \mid v(e) \leq v(c_{i-1}) \} \), and note that \( \text{bot}_{i-1} \subseteq S_{i-1} \).
- If \( p^i(\text{bot}_{i-1}) = p^{i-1}(S_{i-1}) \) then \( S_i := \text{bot}_{i-1} \), else \( S_i := S_{i-1} \setminus \text{bot}_{i-1} \).

Our algorithm runs one of the following three algorithms uniformly at random:

(i) Select a random \( i \in [1 \ldots \log n] \), define \( \tau := \max \{ v(e) \mid t_e \in \mathbb{I}_i \} \) and select the first element larger than \( \tau \). I.e., run Two Checkpoints Secretary (from §2.1) with the checkpoints being the ends of interval \( \mathbb{I}_i \).

(ii) Select a random \( i \in [0 \ldots \log n] \), read input until checkpoint \( T_i \), define \( \tau := v(c_i) \) and select the first element larger than it.

(iii) Compute the sets \( S_i \) until \( |S_k| \leq 10 \) for some \( k \); then define \( \tau \) to be the value of a random element in \( S_k \), and select the first element larger than it.

### 4.2 The Analysis

In this section we prove Lemma 11. Let us give some intuition. We can assume we have a hard case, else the first algorithm achieves \( \Omega(1/\log^2 n) \) winning probability. For the other two algorithms, let us condition on \( g_2 \) falling in the first interval \( \mathbb{I}_0 \), and then exploit the fact that there is a big red element in every interval \( \mathbb{I}_i \). It may be useful to imagine that we are trying to guess, at each checkpoint, which of the elements in the past were actually \( g_2 \). If we could do this, we would set a threshold at its value, and select the first subsequent element bigger than the threshold – and since there is a \( 1/4 \) chance that \( g_{\max} \) would fall in \( \mathbb{I}_{\log n+1} \), we’d succeed! Of course, since there are red elements all around, guessing \( g_2 \) is not straightforward.

So suppose we are at checkpoint \( T_k \), and suppose there is a reasonable probability that \( v(g_2) \leq v(c_{k-1}) \), but also still some nonzero probability that \( v(g_2) > v(c_{k-1}) \). In such a scenario, we claim that trying to choose an element in the interval \( \mathbb{I}_k \) larger than \( c_{k-1} \) will give us a reasonable probability of success. Indeed, we claim there would have been at least one red element in \( \mathbb{I}_k \) bigger than \( c_{k-1} \) (since there is still a non-zero probability that \( v(g_2) > v(c_{k-1}) \) even at the end of the interval \( \mathbb{I}_k \), and since the case is hard), and \( v(g_2) \leq v(c_{k-1}) \) with reasonable probability. Of course, we only know this at the end of the interval, but the algorithm can randomly guess \( k \) with \( \Omega(1/\log n) \) probability. Finally, if there is no such checkpoint, then in every interval we reduce the size of set \( |S_i| \) by half while suffering a small loss in \( p(S_i) \). In this case, both \( |S_{\log n}| = O(1) \) and \( p(S_{\log n}) = \Omega(1) \), so the third algorithm can guess \( g_2 \) with constant probability and select an element larger than it in the last interval.
Robust Algorithms for the Secretary Problem

Formal Analysis. Let ALG be 1 if \( v(A) \geq v(g_2) \) and 0 otherwise, where \( A \) is the algorithm from the last section. Suppose we’re in an easy case, i.e., there is an interval \( I_s \) such that all red elements in this interval are smaller than \( g_2 \). Now if the first algorithm is chosen, suppose it selects the interval \( I_s \), suppose \( g_2 \) lands in \( I_s \), and \( g_{\text{max}} \) lands in \( I_{\log n+1} \). Then the algorithm surely selects an element greater than \( g_2 \), and it has expected value:

\[
E[ALG] = \frac{1}{3} \cdot \frac{1}{\log n} \cdot \frac{1}{2\log n} \cdot \frac{1}{4} = \Omega \left( \frac{1}{\log^2 n} \right).
\]

Henceforth we can assume the case is hard, and hence each interval \( I_i \) contains a red element bigger than \( g_2 \). We condition on the event that \( g_2 \) appears in \( I_0 \), which happens with constant probability. Define

\[
k^* := \min \{ i \in [1 \ldots \log n] \mid \frac{1}{\log n} \leq \frac{p^i(\text{bot}_{i-1})}{p^{i-1}(S_{i-1})} < 1 \},
\]

and set \( k^* = \log n + 1 \) if the above set is empty.

\( \triangleright \) Claim 12. For all \( i < k^* \), the probability \( p^i(S_i) = \Omega(1) \).

Proof. By definition, \( p^0(S_0) = 1 \). By our definition of the sets \( S_i \), we know that if \( p^i(\text{bot}_{i-1}) = p^{i-1}(S_{i-1}) \) then \( p^i(S_i) = p^{i-1}(S_{i-1}) \). Else since \( i < k^* \), we have

\[
p^i(S_i) = p^{i-1}(S_{i-1}) - p^i(\text{bot}_{i-1}) \leq p^{i-1}(S_{i-1})(1 - \frac{1}{\log n}).
\]

Hence, \( p^i(S_i) \geq (1 - \frac{1}{\log n})^{\log n} = \Omega(1) \), proving the claim.

Now there are two cases, depending on the value of \( k^* \). Suppose \( k^* \leq \log n \). Condition on the event that the second algorithm is chosen, that it chooses the \( i^{th} = (k^* - 1)^{th} \) checkpoint, and that \( v(g_2) \leq v(c_i) \). By our choice of \( k^* \), we get that \( v(g_2) \leq \tau = v(c_i) \) with probability at least \( p^i(S_i) \cdot \frac{1}{\log n} \), and by Claim 12 this is \( \Omega(\frac{1}{\log n}) \). Since the case we are considering is hard and \( \Pr[v(g_2) > v(c_i) \mid H \text{ and } K(T_{i+1}) > 0] \), there is a red element larger than \( v(c_i) = \tau \) appearing in \( I_i \). Thus the algorithm will always select an element in this interval. The correct interval is chosen with probability \( \frac{1}{\log n} \), so the algorithm’s value is

\[
E[ALG] = \frac{1}{3} \cdot \frac{1}{\log n} \cdot \Omega \left( \frac{1}{\log n} \right) = \Omega \left( \frac{1}{\log^2 n} \right).
\]

The other case is when \( k^* = \log n + 1 \). By definition \( |S_0| \leq n \) and \( |S_i| \leq \lfloor |S_{i-1}|/2 \rfloor \). Therefore \( |S_{\log n}| \leq 10 \). Let us condition on the event that the third algorithm is chosen, that \( g_{\text{max}} \) appears in \( I_{\log n+1} \), and that the algorithm guesses \( g_2 \) correctly. The probability of this event is at least

\[
\frac{1}{3} \cdot \frac{1}{4} \cdot p^{\log n}(S_{\log n}) \cdot \frac{1}{10} = \Omega(1).
\]

where we use Claim 12 to bound the probability \( p^{\log n}(S_{\log n}) \). In this event, the algorithm selects an element larger than \( g_2 \) and has expected value \( E[ALG] = \Omega(1) \).

Putting all these cases together, we get that our algorithm selects an element with value at least \( v(g_2) \) with probability at least \( \Omega((\log n)^{-2}) \). This finishes the proof of Lemma 11, and hence of Theorem 4. It remains an intriguing open question to get a direct algorithm that achieves similar guarantees.


5 Single-Item Value-Maximization

In this section, we give an algorithm for the problem of selecting an item to maximize the expected value, instead of maximizing the probability of selecting the second-largest green item (the ordinal problem considered in §4). In the classical secretary problem, both problems are well known to be equivalent, with Dynkin’s algorithm giving a tight $1/e$ bound for both. But in the Byzantine case the problems thus far appear to have different levels of complexity: in §6.2 we present a simple $O(\log n)$-competitive algorithm for the value-maximization Byzantine secretary problem, which is already better than the poly log $n$-competitive of §4. We now substantially improve it to give a poly log*$n$-competitive ratio.

Theorem 3 (Value Maximization Single-Item). There is a randomized algorithm for the value-maximization (single-item) Byzantine secretary problem which gets an expected value at least $(\log^* n)^{-2} \cdot V^*$.

In the rest of this section, let $V^* := v(g_2)$ denote the benchmark, the value of the second-largest green element. The high level idea of our algorithm is to partition the input into $\Omega(\log^* n)$ intervals and argue that every interval contains a red element of value $v_i > V^*$, as otherwise Dynkin’s algorithm will be successful. Moreover, this $v_i$ cannot be much larger than $V^*$, as otherwise we can just select a random element. This implies we can use the largest value in each interval to find a good estimate of $V^*$, and eventually set it as a threshold in the last interval to select a large value element.

5.1 The Algorithm

Define $\log^{(i)} n$ to be the iterated logarithm function: $\log^{(0)} n = n$ and $\log^{(i+1)} n = \log(\log^{(i)} n)$. We define $\log^* n + 1$ time checkpoints as follows: the initial checkpoint $T_0 = \frac{1}{2}$, and then subsequent checkpoints $T_i = \frac{1}{2} + \frac{1}{4 \log^* n}$ for all $i \in [1, \ldots, \log^* n]$. Note that the last checkpoint is $T_{\log^* n} = \frac{3}{4}$.

Now the intervals are

$$I_0 := [0, T_0], \quad I_i := (T_{i-1}, T_i) \forall i \in [1, \ldots, \log^* n], \quad \text{and} \quad I_{\log^* n+1} := (T_{\log^* n}, 1).$$

(7)

Our algorithm runs one of the following three algorithms chosen uniformly at random.

(i) Select one of the $n$ elements uniformly at random; i.e., run Select-Random-Element from §2.1.

(ii) Select a random interval $i \in [1 \ldots \log^* n]$ and run Dynkin’s secretary algorithm on $I_i$. Formally, run Two-Checkpoints-Secretary (from §2.1) with the interval being $[T_{i-1}, \frac{1}{2}(T_{i-1} + T_i)]$.

(iii) Select a random index $i \in [0 \ldots \log^* n]$ and observe the maximum value during the interval $I_i$; let this maximum value be $v_i$. Choose a uniformly random $s \in [0 \ldots 2 \log^{(i)} n]$. Select the first element arriving after $T_i$ that has value at least $\tau := (v_i \log^{(i)} n) / 2^s$.

5.2 The Analysis

To prove Theorem 3, assume WLOG that there are only two green elements $g_{\max}$ and $g_2$, and every other element is red (otherwise, we can condition on the arrival times of all other green elements). Let $v_i$ be the value of the highest red element in $I_i$, i.e., excluding $g_{\max}$ and $g_2$. 
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Proof of Theorem 3. We assume \( \log(i)n \) is an integer for all \( i \); this is true with a constant factor loss. For sake of a contradiction, assume that the algorithm in §5.1 does not get expected value \( \Omega((\log^* n)^{-2} V^*) \). Under this assumption, we first show that every interval contains a red element of value at least \( V^* \).

\( \triangleright \) Claim 13. For all \( j \in [1 \ldots \log^* n] \) we have \( v_j \geq V^* \).

Proof. Suppose this is not the case. Let \( E_1 \) be the event that the following three things happen simultaneously: that we select Algorithm ii in §5.1 with random variable \( i = j \), that the second-highest green element \( g_{\text{max}} \) falls in the interval \([T_{i-1}, \frac{1}{2}(T_{i-1} + T_i)]\), and that the highest green element \( g_{\text{max}} \) falls in \([\log^* n + 1]\). Note that \( \Pr[E_1] = \frac{1}{3\log^* n} \cdot \frac{1}{2\log^* n} \cdot \frac{1}{4} = \Omega((\log^* n)^{-2}) \). Conditioned on this event \( E_1 \), our algorithm (or specifically, Algorithm ii on the interval \( I_j \)) gets a value at least \( v(g_2) = V^* \). Hence the algorithm has expected valuation \( \Omega((\log^* n)^{-2} V^*) \), which is a contradiction to our assumption on its performance. \( \triangleright \)

We now prove that these red elements with large values cannot be much larger than \( V^* \).

\( \triangleright \) Lemma 14. For all \( j \in [1 \ldots \log^* n] \) we have \( v_j \leq V^* \cdot \log^{(j-1)} n \).

Proof. We prove this lemma by induction. The base case \( j = 1 \) says \( v_1 \leq nV^* \), i.e., the highest observed value in \( l_1 = [T_0, T_1] \) is at most \( nV^* \). Suppose this is not the case – there exists a red element \( e \) in \( l_1 \) with value at least \( nV^* \). Let \( E_1 \) be the event that we select Algorithm i in §5.1 (i.e., Select-Random-Element) and that it selects \( e \). Since \( \Pr[E_1] = \Omega(\frac{1}{n}) \), we have a contradiction that the expected valuation is \( \Omega(V^*) \).

Now suppose the statement is true until \( j \geq 1 \). We prove the inductive step \( j+1 \). Suppose not, i.e., \( v_{j+1} > V^* \log^{(j)} n \). Let \( E_2 \) be the event that we select Algorithm iii in §5.1 with parameter \( i = j \) and that the random \( s \in [0 \ldots 2\log^{(j)} n] \) is such that \( \frac{s}{2\log^* n} \leq V^* < \frac{s}{2} \) (it exists by induction hypothesis). This implies threshold \( \tau := \frac{v_j \log^{(j)} n}{2} \) is between \( \frac{1}{2} V^* \log^{(j)} n \) and \( V^* \log^{(j)} n \). Note \( \Pr[E_2] \geq \frac{1}{3} \cdot \frac{v_j \log^{(j)} n}{2\log^* n} \cdot \frac{1}{2\log^{(j)} n} \). Since event \( E_2 \) implies the algorithm gets value at least \( \tau \geq \frac{1}{2} V^* \log^{(j)} n \) (because \( v_{j+1} > \tau \)), its expected value is \( \Omega((\log^* n)^{-1} V^*) \), a contradiction. \( \triangleright \)

Now by Claim 13 and Lemma 14, we have \( v_j \in [V^*, V^* \cdot \log^{(j)} n] \) for all \( j \in [1 \ldots \log^* n] \). We still get a contradiction. Let \( E_3 \) be the event that the following three things happen simultaneously: that we select Algorithm iii in §5.1 with \( i = \log^* n \), that the highest green element \( g_{\text{max}} \) is in interval \([\log^* n + 1]\), and that we select \( s \) in Algorithm iii such that \( \tau := (\log^* n \log^{(j)} n)/(2\log^* n) \) is between \( \frac{1}{2} V^* \) and \( V^* \). Note \( \Pr[E_3] \geq \frac{1}{2\log^* n} \cdot \frac{1}{2\log^{(j)} n} \cdot \frac{1}{4} = \Omega((\log^* n)^{-2} V^*) \). Thus, we have a contradiction in every case, which means our assumption is incorrect and the algorithm has expected value \( \Omega((\log^* n)^{-2} V^*) \). \( \triangleright \)

6 Value Maximization for Matroids

In this section we discuss multiple-choice Byzantine secretary algorithms in the matroid setting.

\( \triangleright \) Definition 15 (Byzantine secretary problem on matroids). Let \( \mathcal{M} \) be a matroid over \( U = R \cup G \), where elements in \( G = \{g_{\text{max}}, g_2, \ldots, g_{|G|}\} \) arrive uniformly at random in \([0, 1]\). When an element \( e \in U \) arrives, the algorithm must irrevocably select or ignore \( e \), while ensuring that the set of selected elements forms an independent set in \( \mathcal{M} \). The leave-one-out benchmark \( V^* \) is the highest-value independent subset of \( G \setminus \{g_{\text{max}}\} \).
The knapsack results imply \((1 - \varepsilon)\)-competitiveness for uniform matroids as long as the rank \(r\) is large enough; we now consider other matroids.

### 6.1 \(O(\log \log n)^2\)-Competitiveness for Partition Matroids

A partition matroid is where the elements of the universe are partitioned into parts \(\{P_1, P_2, \ldots\}\). Given some integers \(r_1, r_2, \ldots\), a subset of elements is independent if for every \(i\) it contains at most \(r_i\) element from part \(P_i\).

**Theorem 5 (Partition Matroids).** There is an algorithm for Byzantine secretary on partition matroids that is \(O(\log \log n)^2\)-competitive with the benchmark \(V^*\).

We prove Theorem 5 for simple partition matroids where all \(r_i = 1\), i.e., we can select at most one element in each part. This is without loss of generality (up to \(O(1)\) approximation) because we can randomly partition each part \(P_i\) further into \(r_i\) parts and run the simple partition matroid algorithm.

Recall that our single item poly \(\log^2 n\) algorithm from §5 no longer works for partition matroids. This is because besides one part we want to get the highest green element in all the other parts. Formally, Claim 13 where we use Dynkin’s secretary algorithm in the proof of Theorem 3 fails because it needs at least two green elements. So we need to overcome the lower bound to getting the highest-value green element \(v(g_1)\) in Observation 19. We achieve this and design an \(O(\log \log n)^2\)-approximation algorithm by making an assumption that the algorithm starts with a polynomial approximation to \(v(g_1)\). Although in general this is a strong assumption, it turns out that for partition matroids this assumption is w.l.o.g., because the algorithm may lose the highest green element in one of the parts.

#### 6.1.1 The Algorithm

We define \(\log \log n + 1\) time checkpoints as follows: the initial checkpoint \(T_0 = \frac{1}{2}\), and then subsequent checkpoints \(T_i = \frac{1}{2} + \frac{i}{\log \log n}\) for all \(i \in [1 \ldots \log \log n]\). Now the corresponding intervals are

\[
I_0 := [0, T_0] \quad \text{and} \quad I_i = (T_{i-1}, T_i) \quad \forall i \in [1 \ldots \log \log n]
\]  

Let \(v_0\) denote the value of the max element seen by the algorithm in \(I_0\).

Now for every part \(P\) of the partition matroid, we execute the following algorithm separately. Let \(v_i\) for \(i \in [1 \ldots \log \log n]\) denote the value of the max element seen by the algorithm in part \(P\) during interval \(I_i\). Let \(V^*\) denote the element of our benchmark in \(P\). Notice that \(v_i \in P\) and \(V^*\) cannot be the overall highest green element as we exclude it. We define \(4 \log^{1/3} n\) levels for \(I_i\), where level \(j\) for \(j \in [1 \ldots 4 \log^{1/3} n]\) is given by elements with values in

\[
\left[\frac{v_{i-1} \cdot \log^{1/3} n}{2^j}, \frac{v_{i-1} \cdot \log^{1/3} n}{2^{j-1}}\right].
\]

We run one of the following algorithms uniformly at random.

(a) Select an element uniformly at random as discussed in §2.1.

(b) For every part \(P\), select a random interval \(i \in [1 \ldots \log \log n]\) and select a random level \(j \in [4 \log^{1/3} n]\). Select the first element above \(\frac{v_{i-1} \cdot \log^{1/3} n}{2^j}\) in \(P\).

(c) For every part \(P\), select a random interval \(i \in [1 \ldots \log \log n]\) and if there is an element with value more than \(2 \log^{1/3} n\) times the max of all the already seen elements in \(I_i\), selects it with constant probability, say \(1/100\).
6.1.2 The Analysis

Since with constant probability our algorithm selects one of the $n$ elements uniformly at random (Algorithm a), we can assume that $v_0 \leq n^2 \cdot V^*$. We always condition on the event that $v_{\text{max}}$ arrives in the interval $I_0$, which happens with constant probability and implies $v_0 \geq v_{\text{max}}$. Moreover, we ignore parts $P$ where $V^*$ is below $v_{\text{max}}/n^2$ because they do not contribute significantly to the benchmark. So from now assume 

$$V^*/n^2 \leq v_0 \leq n^2 \cdot V^*.$$ 

We design an algorithm that gets value $\Omega(V^*/(\log \log n)^2)$ in each part $P$, which implies Theorem 5 by linearity of expectation over parts.

Let $v^{\text{red}}_i \in P$ for $i \in [1 \ldots \log \log n]$ denote the value of the max red element that the adversary presents in $I_i$.

> Claim 16. If there exists an $i \in [1 \ldots \log \log n]$ with $v^{\text{red}}_i > V^* \cdot \log 1/i$ then the expected value of the algorithm is $\Omega(V^*/\log \log n)$.

Proof. With constant probability, our algorithm selects a random interval $i$ and selects a random level element in it (Algorithm b). Since w.p. $1/\log \log n$ it selects this $i$, and w.p. $\frac{1}{2^{\log 1/i}} n$ it selects the random level of $v^{\text{red}}_i$ in $I_i$, the algorithm has expected value at least

$$\frac{1}{\log \log n} \cdot \frac{1}{2^{\log 1/i}} n \cdot v^{\text{red}}_i \geq \frac{1}{4 \log \log n} \cdot V^*. \quad \triangleright$$

By the last claim we can assume for all $i \in [1 \ldots \log \log n]$, we have $v^{\text{red}}_i \leq V^* \cdot \log 1/i$.

> Claim 17. If there exists an $i \in [1 \ldots \log \log n]$ with $v^{\text{red}}_i < V^*/2^{\log 1/i}$ then the expected value of the algorithm is $\Omega(V^*/(\log \log n)^2)$.

Proof. With constant probability the algorithm guesses one of the intervals $i$ and if there is an element with value more than $2^{\log 1/i} n$ times the max of all the already seen elements in $I_i$, selects it with constant probability (Algorithm c). With $1/\log \log n$ probability the algorithm selects this particular $i$ and with $1/\log \log n$ probability $V^*$ appears in this interval with value at least $2^{\log 1/i} n$ times the max seen element in this interval. Notice there can be at most $O\left(\frac{\log 1/i}{\log \log n}\right) = O(1)$ elements with such large jumps in value in this interval. In this case our algorithm selects $V^*$ with constant probability. \triangleright

Finally, we are only left with the case where for all $i \in [1 \ldots \log \log n]$ value $\frac{V^*}{2^{\log 1/i} n} \leq v^{\text{red}}_i \leq V^* \cdot \log 1/i$, which we handle using Algorithm b.

> Claim 18. If for all $i \in [1 \ldots \log \log n]$ we have 

$$\frac{V^*}{2^{\log 1/i} n} \leq v^{\text{red}}_i \leq V^* \cdot \log 1/i$$

then the expected value of the algorithm is $\Omega(V^*/(\log \log n)^2)$.

Proof. Consider Algorithm b. It selects $i = \log \log n - 1$ w.p. $1/\log \log n$. Moreover, suppose $V^*$ appears in $I_{\log \log n-1}$. Now since there are only a constant number of levels in this interval, our algorithm selects an element of value at least $V^*$ with constant probability. \triangleright

We have shown that in every case the algorithm has expected value $\Omega(V^*/(\log \log n)^2)$ for any fixed part $P$. This implies Theorem 5 by linearity of expectation over parts.
6.2 \(O(\log n)\)-approx for General Matroids

\textbf{Observation 6 (General Matroids).} There is an algorithm for Byzantine secretary on general matroids that is \(O(\log n)\)-competitive with the benchmark \(V^*\).

\textbf{Proof.} Notice that no element can have weight more than \(nr\) times the second max-element because w.p. \(1/n\) our algorithm selects one of the \(n\) elements uniformly at random. Given this, condition on the event that the max element with value \(v\) lands in the first half of the input. Define \(2\log(nr)\) exponentially separated levels as follows:

\[
\left[ \frac{v}{2\log(nr)}, \frac{v}{2\log(nr)-1}, \frac{v}{2\log(nr)-2}, \ldots \right], \ldots, \left[ \frac{v}{2}, v \right], \ldots, \left[ v^{\log(nr)-1}, v^{2\log(nr)} \right].
\]

Since at least one of these intervals contains at least \(2\log(nr)\) fraction of \(\text{OPT}\), we can guess that interval and run a greedy algorithm, i.e., accept any element with value in that interval or above if it is independent. \(\square\)

7 Conclusion

In this paper we defined a robust model for the secretary problem, one where some of the elements can arrive at adversarially chosen times, whereas the others arrive at random times. For this setting, we argue that a natural is the optimal solution on all but the highest-valued green item (or even simpler, the optimal solution on the green items, minus the single highest-value item). This benchmark reflects the fact that we cannot hope to compete with the red (adversarial) items, and also cannot do well if all the green value is concentrated in a single green item.

We show that for the case where we want to pick \(K\) items, or if we have a knapsack of size \(K\), we can get within \((1-\varepsilon)\) of this benchmark, assuming \(K\) is large enough. We can also get non-trivial results for the single-item case, where our benchmark is now the second-highest valued green item. In the ordinal setting where we only see the relative order of arriving elements and the goal is to maximize the probability of getting an element whose value is above the benchmark, we use the minimax principle to show existence of an \(O(\log^2 n)\)-approximation algorithm in \$4\$. In the value maximization setting, we give an \(O(\log \log n)^2\)-approximation algorithm in \$5\%. We also show \(O(\log \log n)\)-competitiveness for partition matroids.

The results above suggest many questions. Can we improve the lower bound on the size required for \((1-\varepsilon)\)-competitiveness? Can we get a constant-competitive algorithm for the single-item case? For the probability-maximization problem, our proof only shows the existence of an algorithm; can we make this constructive? More generally, many of the algorithms for secretary problems seem to overfit to the model, at least in the presence of small adversarial changes: how can we make our algorithms robust?

\textbf{References}


A  Hard Benchmarks

We show that for the benchmark $V^* := v(g_{max})$, every algorithm has an approximation of at most $O(1/n)$.

Observation 19 (Lower Bound for $g_{max}$). Any randomized algorithm for the single-item Byzantine secretary problem cannot select the highest-value good/green item with probability larger than $1/(|R| + 1)$.

Proof. We use Yao’s minimax lemma, so it is enough to construct an input distribution $B$ for which no deterministic algorithm can achieve an approximation better than $\frac{1}{|R| + 1}$. The distribution is as follows. The red elements arrive at random times, that is $(t_{r_1}, t_{r_2}, ..., t_{r_{|R|}}) \sim U[0, 1]^{|R|}$. The linear ordering among the elements is set such that the red elements are strictly increasing according to their arrival time, or formally: $t_{r_i} > t_{r_j} \implies v(r_i) > v(r_j)$.

The maximum element is green and all the other green elements are smaller than all red elements. Formally: $v(g_{max}) > v(r_1) > v(r_2) ... > v(r_{|R|}) > v(g_2) > v(g_3) ... > v(g_{|G|})$. This fully defines the input distribution.

All the arrival times are distinct with probability $1$. Let $K(t)$ denote the information seen by the algorithm up to and including time $t$. Partition the probability space according to $S := \{g_{max}, t_{r_1}, t_{r_2}, ..., t_{r_{|R|}}\}$ and $L := \{g_2, g_3, ..., g_{|G|}\}$. Let $s_1 < s_2 < ... < s_{|R|+1}$ be the elements of $S$. Let $M_i := \{t_{g_{max}} = s_i\}$. By definition, we have $Pr[M_i|S, L] = \frac{1}{|R|+1}$. Note that, since the red items arrive in increasing order of value and the green item has maximum value, we have $Pr[M_i|S, L, K(t)] = Pr[M_j|S, L, K(t)]$ for all $t \leq s_i, s_j$. Therefore, $Pr[M_i|S, L, K(s_i)] \leq \frac{1}{|R|+1}$.

In other words, there is no way to distinguish the maximum green element from the red elements before it is too late, that is at the time of the green element’s arrival. Thus, by a simple inductive argument, the proof is finished.

Using techniques presented in [7], we can extend this result to the value case as well.

B  Relaxing the Assumption that $n$ is Known

In this section we extend our results to some settings where $n$ is unknown. Most importantly, observe that all of the results in this paper hold even if $n$ is known only up to a constant factor with at most a constant factor degradation in the quality of the result. As a simple example, note that picking a uniformly random element from an $n$-element sequence when the assumed number of elements is $\tilde{n} \in [n, 2n]$ will select an element $x \in U$ with probability $p_x \in \left[\frac{1}{2n}, \frac{1}{n}\right]$, leading to a degradation in the result by a factor of at most 2, which we typically ignore in this paper.

This still leaves us open to the possibility that we do not even know the scale of $n$. Surprisingly, it is still possible to “guess” $\tilde{n}$ while only incurring a loss of $\tilde{O}(\log n)$ in the quality, even if there is no prior known upper limit on $n$.\footnote{By $\tilde{O}(f(n))$ we mean $f(n) \cdot \text{poly}(\log f(n))$.} The following claim formalizes this result.

Claim 20. There exists a distribution $X$ over the integers such that for every $n \geq 1$ the probability that the sampled number $\tilde{n} \sim X$ is within a constant factor of $n$, is at least $1/\tilde{O}(\log n)$.\footnote{By $\tilde{O}(f(n))$ we mean $f(n) \cdot \text{poly}(\log f(n))$.}
Proof. Consider the sequence \(a_k := \frac{1}{k^{\log_2 k} (\log_2 k)^2}\) defined for \(k \geq 2\). It is well-known that this sequence converges, i.e., \(\sum_{k=2}^{\infty} a_k = O(1)\). A simple way to see this is by noting that a non-negative decreasing sequence \((A_k)\) converges if and only if \((2^k A_{2^k})\) converges [40, Thm 3.27].

Let \(\sum_k^{\infty} A_k \sim \sum_k^{\infty} B_k\) be the equivalence relation denoting that \((A_k)\) and \((B_k)\) either both converge or both diverge. Then the above fact implies that \(\sum_k^{\infty} \frac{1}{k^{\log_2 k} (\log_2 k)^2} \sim \sum_k^{\infty} \frac{1}{k^2}\), where the last sequence clearly converges.

We can assume without loss of generality that \(n \geq 100\) by handling those cases separately. The strategy for guessing the estimate \(\bar{n}\) is now immediate: we sample \(\bar{n}\) from \(Z_{\geq 2}\) according to the distribution \(\Pr[\bar{n} = k] = a_k/Z\) where \(Z := \sum_{k=100}^{\infty} a_k = O(1)\). We observe that \(\Pr[\bar{n} \in \{2^{k-1} \ldots 2^k\}] \geq \frac{1}{2} 2^k a_{2^k}/Z = \Omega(1/k)\). Let \(k'\) be the unique index such that \(n \in \{2^{k'-1} \ldots 2^{k'}\}\), hence \(k' = \Theta(\log n)\). Then \(\Pr[\bar{n} \in \{2^{k'} \ldots 2^{k'+1}\}] = \Omega(1/k') = \Omega(1/\log n)\). But also in that case we have that \(n \in [\bar{n}/4, \bar{n}]\) and we are done.

Finally, consider an important case where the fraction of red elements is bounded away from \(1 - \Omega(1)\). This is a reasonable assumption for most applications, e.g., online auctions, where we do not expect that most of the arrivals will be chosen by an adversary. By simply observing the first half of the sequence, i.e., \(0, 1/2\), we can typically estimate \(n\) up to a constant while degrading the expected output of our algorithms by at most a constant factor.

> Claim 21. If there is a constant \(\varepsilon < 1\) such that the fraction of red elements \(\frac{|R|}{|R| + |G|} \leq \varepsilon\) then we can estimate \(n\) up to a constant factor by time \(t = 1/2\).

Proof. We run a simple preprocessing step to estimate \(n\) up to a constant factor by \(t = 1/2\). Notice that the expected number of green elements to arrive in the interval \([0, 1/2]\) is \(0.5 \cdot |G| = 0.5 \cdot n(1-\varepsilon) = \Omega(n)\). Since by simple Chernoff bounds this means that w.h.p. we see \(\Omega(n)\) elements in the first half, we run a simple algorithm that does not select any element till \(t = 1/2\), and then use the number of elements that arrive in \([0, 1/2]\) as an estimate of \(n\).

C. Minimax

In this section we argue that an \(\alpha\)-payoff (i.e., the probability of selecting the second-max element or better is at least \(\alpha\)) known distribution algorithm for the ordinal single-item Byzantine secretary implies an \(\alpha\)-payoff algorithm for the general, worst-case input, setting. This can be directly modeled as a two-player game where player A chooses an algorithm \(\mathcal{A}\) and player B chooses a distribution over the input instances \(\mathcal{B}\). Our coveted result would go along the lines of

\[
\sup_{\mathcal{A}} \inf_{\mathcal{B}} K(a, b) = \inf_{\mathcal{B}} \sup_{\mathcal{A}} K(\mathcal{A}, \mathcal{B}),
\]

where \(K(\mathcal{A}, \mathcal{B})\) denotes the payoff when we run algorithm \(\mathcal{A}\) on the input distribution \(\mathcal{B}\). The left-hand side denotes the worst-case input setting, while the right-hand side denotes the known distribution setting.

The main challenge in proving such a claim stems from the infiniteness of the set of algorithms and set of input distributions. Indeed, if one makes no finiteness assumption for either \(\mathcal{A}\) or \(\mathcal{B}\), the Minimax property can fail even for relatively well-behaved two-player games [37]. On the other hand if both \(\mathcal{A}\) and \(\mathcal{B}\) would be finite, then the result would follow from the classic Von Neumann’s Minimax [36].
Fact 22 (Von Neumann’s Minimax). Let $A$ and $B$ be finite sets. Denote by $\mathcal{D}(A)$ and $\mathcal{D}(B)$ distributions over $A$ and $B$, respectively. Then for any matrix of values $K : A \times B \to \mathbb{R}$ it holds that

$$\max_{a \in \mathcal{D}(A)} \min_{b \in \mathcal{D}(B)} K(a, b) = \min_{b \in \mathcal{D}(B)} \max_{a \in \mathcal{D}(A)} K(a, b).$$  \hspace{1cm} (9)$$

The infiniteness of the sets stems from the arrival times being in the infinite set $[0, 1]$. To solve this issue, we slightly modify our algorithm by discretizing $[0, 1]$. Let $N = n^3$, $\mathcal{T} := \{0, \frac{1}{N}, \frac{2}{N}, \ldots, \frac{N}{N}\}$ and $\Phi : [0, 1] \to \mathcal{T}$, $\Phi(t) := \lfloor N \cdot t \rfloor / N$ be the discretizing function. We modify our algorithm in the following way: apply $\Phi$ to the input distribution $\mathcal{B}$, as well as to every arrival time. Note that the elements are presented to the algorithm exactly as before, it just \textit{pretends} they arrive in discrete time steps. We can assume $\Phi(t_e) \neq \Phi(t_g)$ for every $e \in U, g \in G, e \neq g$ (otherwise, we say the algorithm loses), since this happens with at most $n^2 / N = o(1)$ probability. Using completely analogous techniques as in Section 4 we can show this algorithm is $\Omega(1/\log^2 n)$-competitive.

We note that a randomized algorithm is simply a distribution over deterministic algorithms. Hence our second goal is to argue that the number of distinct deterministic algorithms is finite (i.e., bounded by a function of $n$). To this end we have to specify how we represent them with at least some formality. We identify a deterministic algorithm $\mathcal{A}$ with a function that gets evaluated each time a new element arrives; its parameter is the information history $K(t) \ (t$ being the current time) represented in any appropriate format; its output is $\{\bot, \top\}$ representing whether to select the current element. For concreteness, the information history consists of $(t_e, \pi_e)$ for every element $e$ that arrived before the function call, where $t_e \in \mathcal{T}$ is the discretized arrival time (after applying $\Phi$) and $\pi_e \in [0 \ldots n - 1]$ is the relative value order of $e$ with respect to prior arrived elements. The number of distinct histories is bounded by $(N + 1)n^3$, a function of $n$; therefore the set of deterministic algorithms, i.e., functions from the history to $\{\bot, \top\}$, is also bounded.

We remember that an input distribution is simply a distribution over “pure” inputs. Note that the payoff of a deterministic algorithm for a specific input depends only on the following: $\Phi(t_e)$ for every red element; $\pi \in S_n$, the permutation representing the total order among the elements; and $\pi_b \in S_{|R|}$, the permutation denoting the order in which the red elements arrive (since red elements can have the same discretized arrival time, but an arbitrary order in which they are presented to the algorithm). The above discretization makes the number of pure inputs at most $(n!)^2 \cdot (N + 1)n$, i.e., bounded by a function of $n$. The reader can refresh their memory about the representation of pure inputs by reviewing the introduction to Section 4.

Finally, for our discretized algorithm, we proved that the set of pure inputs with different payoffs, as well as the number of deterministic algorithms is bounded by a function of $n$. Therefore, for a fixed $n$, both numbers are finite. We invoke the Von Neumann’s Minimax (Fact 22) to conclude that the best result in the known distribution setting and worst-case input setting are equivalent, recovering the following theorem.

Theorem 4 (Ordinal Single-item Algorithm). There is a randomized algorithm for the ordinal Byzantine secretary which selects an element of value at least the second-largest green item with probability $\Omega(1/\log^2 n)$.
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1 Introduction

In the simultaneous message passing (SMP) model of communication, introduced by Yao [34], Alice and Bob separately receive inputs $x$ and $y$ to a function $f$. They send messages $a(x), b(y)$ to a third party, called the referee, who knows $f$ and must output $f(x, y)$ (with high probability) using the messages $a(x), b(y)$. But what if the referee doesn’t know $f$? Can they still compute $f(x, y)$? Yes: Alice can include in her message a description of $f$, and then
the referee knows it; however, if \( f \) is restricted, they can sometimes do much better. Here is a simple example: the players receive vertices \( x, y \in \{1, \ldots, n\} \) in a graph \( G \) of maximum degree 2, and want to decide if \((x, y)\) is an edge in \( G \). Sharing a source of randomness, Alice and Bob randomly label each vertex of \( G \) with a number up to 200; Alice sends the label of both neighbors of \( x \) and Bob sends the label of \( y \). The referee says \textit{yes} if one of Alice's labels matches the label of \( y \), \textit{no} otherwise. They will be correct with probability at least \( 99/100 \), and the referee never needs to learn \( G \). This is also an example where the referee can decide many problems using only one strategy. In this work we will see that more interesting families of graphs, such as trees, planar graphs, and distributive lattices, also exhibit these phenomena, even when we wish to compute \textit{distances} instead of just adjacency.

To study this, we introduce the \textit{universal SMP} model, which operates as follows. Fix some family \( \mathcal{F} \) of functions. Alice and Bob receive a function \( f \in \mathcal{F} \) and inputs \( x, y \), and they use shared randomness to send one message to the referee. The referee knows the family \( \mathcal{F} \) and the size of the inputs, but doesn’t know \( f, x, y \) or the shared randomness, and must compute \( f(x, y) \) with high probability. By choosing the family \( \mathcal{F} \) to be the singleton family, one sees that this model includes standard SMP. As in the earlier example, we will be studying communication problems on graphs, but this is not a significant restriction: every Boolean-valued communication problem \( f \) is equivalent to determining adjacency in some graph (use \( f \) as the adjacency matrix), so we will treat \( \mathcal{F} \) as a family of graphs.

A surprising but intuitive application of universal SMP is that it connects two apparently disjoint areas of study: communication complexity and graph labeling. For a graph family \( \mathcal{F} \), the graph labeling problem (introduced by Kannan, Naor, and Rudich [23]) asks how to assign the shortest possible labels \( \ell(v) \) to each vertex \( v \) of a graph \( G \in \mathcal{F} \), so that the adjacency (or some other function [29]) of vertices \( x, y \) can be computed from \( \ell(x), \ell(y) \) by a decoder that knows \( \mathcal{F} \). We observe the following principle (Theorem 1.1):

\textit{If there is a (randomized) universal SMP protocol for the graph family \( \mathcal{F} \) with communication cost \( c \), then there is a labeling scheme for graphs \( G \in \mathcal{F} \) with labels of size \( O(c \log n) \), where \( n \) is the number of vertices.}

Common variants of graph labeling are \textit{distance labeling} [15], where the goal is to compute \( \text{dist}(x, y) \) from the labels, and \textit{small-distance} labeling, where the goal is to compute \( \text{dist}(x, y) \) if it is at most \( k \) and output \( \gg k \) otherwise [24, 2]. This is similar to the well-studied \( k \)-Hamming Distance problem in communication complexity, where the players must decide if their vertices \( x, y \) have distance at most \( k \) in the Boolean hypercube graph. A natural generalization of the Boolean hypercube is the family of distributive lattices (which also include, for example, the hypergrids). We demonstrate that techniques from communication complexity can be used to obtain new graph labelings, by adapting the \( k \)-Hamming Distance protocol of Huang et al. [21] to the universal SMP model, achieving an \( O(k^2) \) protocol for computing \( \text{dist}(x, y) \leq k \) and the corresponding \( k \)-distance labeling scheme with label size \( O(k^2 \log n) \). It is interesting to note that, in contrast to the standard application of communication complexity as a method for obtaining lower bounds, we are using it to obtain upper bounds.

Generalizing in another direction, we ask: for which graphs other than the Boolean hypercube can we obtain efficient communication protocols for \( k \)-distance? For constant \( k \), \( k \)-Hamming Distance can be computed with communication cost \( O(1) \); which other graphs admit a constant-cost protocol? To approach this question, we observe that many (but not all) graph families known to have efficient \( O(\log n) \) adjacency labeling schemes also admit an \( O(1) \) universal SMP protocol for adjacency. Commonly studied families in the adjacency and distance labeling literature are trees [23, 24, 2, 5, 3] and planar graphs [23, 15, 14, 16, 6].
study the $k$-distance problem on these families and find that trees admit an $O(k)$ protocol, while planar graphs admit an $O(1)$ protocol for 2-distance; this implies a new labeling scheme for planar graphs.

Further motivation for the universal SMP model comes from universal graphs. Introduced by Rado [30], an induced-universal graph $U$ for a set $\mathcal{F}$ is one that contains each $G \in \mathcal{F}$ as an induced subgraph. An efficient adjacency labeling scheme for a set $\mathcal{F}$ implies a small induced-universal graph for that set [23]. Deterministic universal SMP protocols are equivalent to universal graphs (Theorem 1.7), and we introduce probabilistic universal graphs as the analogous objects for randomized universal SMP protocols. We think probabilistic universal graphs are worthy of study alongside universal graphs, especially since many non-trivial families admit one of constant-size.

The universal SMP model is also related to a recent line of work studying communication between parties with imperfect knowledge of each other’s “context”. The most relevant incarnation of this idea is the recent work [18, 17], who study the 2-way communication model where Alice and Bob receive functions $f$ and $g$ respectively, with inputs $x$ and $y$, and must compute $f(x, y)$ under the guarantee that $f$ and $g$ are close in some metric. In other words, one party does not have full knowledge of the function to be computed. The universal SMP model provides a framework for studying a similar problem in the SMP setting, where the players know the function but the referee does not; the similarity is especially clear when we define the family $\mathcal{F}$ to be all graphs of distance $\delta$ to a reference graph $G$ in some metric (we discuss this situation in more detail at the end of the paper). This could model, for example, a situation where the clients of a service operate in a shared environment but the server does not; or, a situation in which the clients want to keep their shared environment secret from the server, and their inputs secret from each other. This suggests a possible application to privacy and security. A relevant example is private proximity testing (e.g. [27]), where two clients should be notified by the server when they are at distance at most $k$ from each other, without revealing to each other or the server their exact locations.

The Discussion at the end of the paper highlights some interesting questions and open problems related to universal SMP.

1.1 Results

A universal SMP protocol decides $k$-distance for a family $\mathcal{F}$ if for all graphs $G \in \mathcal{F}$ and vertices $x, y$, the protocol will correctly decide if $\text{dist}(x, y) \leq k$, with high probability. A labeling scheme decides $k$-distance if $\text{dist}(x, y) \leq k$ can be decided from the labels of $x, y$. Below, the variable $n$ always refers to the number of vertices in the input graph.

Implicit graph representations. The main principle connecting communication and graph labeling is:

► Theorem 1.1. Any graph family $\mathcal{F}$ with universal SMP cost $m$ has an adjacency labeling scheme with labels of size $O(m \log n)$. In particular, if the universal SMP cost for $\mathcal{F}$ is $O(1)$ then $\mathcal{F}$ has an $O(\log n)$ adjacency labeling scheme.

Adjacency labeling schemes of size $O(\log n)$ are of special interest because $\log n$ is the minimum number of bits required to label each vertex uniquely, and they correspond to implicit graph representations, as defined by Kannan, Naor, and Rudich [23] (we omit their requirement that the encoding and decoding be computable in polynomial-time). Section 2.3 elaborates further. To obtain implicit representations, we can relax our requirements:
Corollary 1.2. For any constant $c$, any graph family $F$ where each $G \in F$ has a public-coin 2-way communication protocol computing adjacency with cost $c$ has an implicit representation.

Distributive & Modular Lattices. Distributive and modular lattices are generalizations of the Boolean hypercube and hypergrids (see Section 3 for definitions). We define a weakly-universal SMP protocol as one where the referee shares the randomness of Alice and Bob. For distributive lattices we get the following:

Theorem 1.3. The $k$-distance problem on the family of distributive lattices has: a weakly-universal SMP protocol with cost $O(k \log k)$; a universal SMP protocol with cost $O(k^2)$; and a size $O(k^2 \log n)$ labeling scheme.

Modular lattices are a superset of distributive lattices, but they do not admit $k$-distance protocols with a cost independent of $n$; we show that any universal SMP protocol (and any labeling scheme) deciding 2-distance must have cost $\Omega(n^{1/4})$ (Theorem 3.14). To our knowledge, there are no known labeling schemes for distributive or modular lattices. Our adjacency labeling scheme (i.e. for $k = 1$) requires $O(n \log n)$ space to store the whole lattice; this can be compared to Munro and Sinnamon [26], who present a data structures of size $O(n \log n)$ for distributive lattices that supports meet and join operations (and therefore distance queries, due to our Lemma 3.5). However, these are not labelings, so the result is not directly comparable.

Planar graphs and other efficiently-labelable families. When they introduced graph labeling, Kannan, Naor, and Rudich [23] studied trees, low-arboricity graphs (whose edges can be partitioned into a small number of trees), and planar graphs, and interval graphs (whose vertices are intervals in $\mathbb{R}$, with an edge if the intervals intersect), among others. These families have $O(\log n)$ adjacency labeling schemes. Trees, low-arboricity graphs, and planar graphs have constant-cost universal SMP protocols for adjacency. Trees admit an efficient $k$-distance protocol:

Theorem 1.4. The family of trees has a universal SMP protocol deciding $k$-distance with cost $O(k)$ and a $O(k \log n)$ labeling scheme deciding $k$-distance.

Planar graphs admit an efficient 2-distance protocol, which implies a new 2-distance labeling scheme:

Theorem 1.5. The 2-distance problem on the family of planar graphs has a universal SMP protocol with cost $O(1)$ and a labeling scheme of size $O(\log n)$.

On the other hand, a universal SMP protocol deciding 2-distance on the family of graphs with arboricity 2 has cost at least $\Omega(\sqrt{n})$ (Proposition 4.4), and a universal SMP protocol deciding adjacency in interval graphs has cost $\Theta(\log n)$ (Proposition 4.5).

Gavoille et al. [15] showed that trees have an $O(\log^2 n)$ labeling allowing $\text{dist}(x, y)$ to be computed exactly from labels of $x, y$, and gave a matching lower bound; Kaplan and Milo [24] and Alstrup et al [2] studied $k$-distance for trees, with the latter achieving a $\log n + O(k^2(\log \log n + \log k))$ labeling scheme. For planar graphs, [15] gives a lower bound of $\Omega(n^{1/3})$ for computing distances exactly, and an upper bound of $O(\sqrt{n} \log n)$, which was later improved to $O(\sqrt{n})$ in [16].
Communication Complexity. Our lower bounds are achieved by reduction from the family of all graphs, which has complexity $\Theta(n)$, in contrast to the upper bound of $\lceil \log n \rceil$ for the standard SMP cost of computing adjacency in any graph (since Alice and Bob can send $\lceil \log n \rceil$ bits to identify their vertices).

\textbf{Theorem 1.6.} For the family $\mathcal{G}$ of all graphs, the universal SMP cost of computing adjacency in $\mathcal{G}$ is $\Theta(n)$.

The basic relationships between universal SMP, standard SMP, and universal graphs are as follows. Below, we use $D^\parallel(\text{Adj}(G))$ and $R^\parallel(\text{Adj}(G))$ for the deterministic and randomized (standard) SMP cost of computing adjacency on $G$, and $D^{\text{univ}}(\mathcal{F})$, $R^{\text{univ}}(\mathcal{F})$ for the deterministic and randomized universal SMP cost for computing adjacency in the family $\mathcal{F}$. We use the term “\subseteq-universal graph” as opposed to “induced-universal” to denote a slightly different object that allows non-injective embeddings (see Section 2 for definitions).

\textbf{Theorem 1.7.} For a set $\mathcal{F}$, the following relationships hold. Let $U$ range over the set of all \subseteq-universal graphs:

$$\max_{G \in \mathcal{F}} D^\parallel(\text{Adj}(G)) \leq D^{\text{univ}}(\mathcal{F}) = \min_U D^\parallel(\text{Adj}(U)) = \min_U \lceil \log |U| \rceil,$$

with equality on the left iff $\exists H \in \mathcal{F}$ such that $\forall G \in \mathcal{F}$, $G$ can be embedded in $H$. For $\tilde{U}$ ranging over the set of all probabilistic universal graphs:

$$\max_{G \in \mathcal{F}} R^\parallel(\text{Adj}(G)) \leq R^{\text{univ}}(\mathcal{F}) \leq \min_{\tilde{U}} D^\parallel(\text{Adj}(\tilde{U})) \leq O(R^{\text{univ}}(\mathcal{F})).$$

Randomized and deterministic universal SMP satisfy

$$\Omega\left(\frac{D^{\text{univ}}(\mathcal{F})}{\log n}\right) \leq R^{\text{univ}}(\mathcal{F}) \leq D^{\text{univ}}(\mathcal{F}).$$

The above results on graph labeling are proved through the relationship between randomized and deterministic universal SMP. We obtain this relationship by adapting Newman’s Theorem [28], a standard derandomization result in communication complexity. Finally, we note the interesting fact that universal SMP characterizes the gap between standard SMP models where the referee does or does not share the randomness with Alice and Bob:

\textbf{Proposition 1.8 (Informal).} Let $\mathcal{F}$ be a family of graphs and let $\Pi$ be a weakly-universal SMP protocol for $\mathcal{F}$, which defines a distribution over the referee’s decision functions $F$, which we interpret as the adjacency matrices of graphs. Let $U_\Pi$ be the family on which this distribution is supported. Then, taking the minimum over all such protocols $\Pi$,

$$R^{\text{univ}}_e(\mathcal{F}) = \min_{\Pi} D^{\text{univ}}(U_\Pi).$$

1.2 Other Related Work

Graph labeling. Randomized labeling schemes for trees have been studied by Fraigniaud and Korman [12], who give a randomized adjacency labeling scheme of $O(1)$ bits per label that has one-sided error (i.e. it can erroneously report that $x, y$ are adjacent when they are not), and they show that achieving one-sided error in the opposite direction requires a randomized labeling with $\Omega(\log n)$ bits. They also give randomized schemes for determining if $x$ is an ancestor of $y$, but they do not address distance problems. Spinrad’s book [33] has a chapter on implicit graphs and Alstrup et al. [6] for a recent survey on adjacency labeling...
schemes and induced-universal graphs. We know of no labeling schemes for lattices, but Fraigniaud and Korman [13] recently studied adjacency labeling schemes for posets of low “tree-dimension”.

Distance-preserving labeling studies an opposite problem to $k$-distance labeling, where distances must be accurately reported when they are above some threshold $D$. Recent work includes Alstrup et al. [4].

To our knowledge, $k$-distance or even 2-distance has not been studied for planar graphs, but there are many results on other types of planar graph labelings with restrictions at distance 2. An example is the frequency assignment problem or $L(p,q)$-labeling problem, which asks how to construct a labeling $\ell$ assigning integers $[k]$ to vertices of a planar graph so that $\text{dist}(x,y) \leq 1 \implies |\ell(x) - \ell(y)| \geq p$ and $\text{dist}(x,y) \leq 2 \implies |\ell(x) - \ell(y)| \geq q$, with various optimization goals. See [7] for a survey.

Uncertain communication. There are several works studying communication problems where the parties do not agree on the function to be computed, starting with Goldreich, Juba, and Sudan [19] who studied communication where parties have different “goals”. Canonne et al. [8] study communication in the shared randomness setting where the randomness is shared imperfectly. Haramarty and Sudan [20] study compression (à la Shannon) in situations where the parties do not agree on a common distribution. As mentioned earlier, Ghazi et al. [17] and Ghazi and Sudan [18] study 2-way communication where the parties do not agree on the function to be computed.

1.3 Notation

$[k]$ means $\{1, \ldots, k\}$. The letter $n$ always denotes the number of vertices in a graph. We use the notation $1[E] = 1$ iff the statement $E$ holds, and $1[E] = 0$ otherwise. For a graph $G$, $V(G)$ is the set of vertices and $E(G)$ is the set of edges. For vertices $x, y$, we write $G(x,y) = 1$ if $x,y$ are adjacent in $G$ for the entry in the adjacency matrix of $G$. For an undirected, unweighted graph $G$ and vertices $u,v$, $\text{dist}(u,v)$ is the length of the shortest path from $u$ to $v$.

For any graph $G$ and integer $k$, we denote by $G^k$ the $k$-closure of $G$, where two vertices $u,v$ are adjacent iff $\text{dist}(u,v) \leq k$ in $G$; it is convenient to require that each vertex is adjacent to itself in $G^k$. For a set of graphs $\mathcal{F}$, $\mathcal{F}^k = \{G^k : G \in \mathcal{F}\}$.

$D^d(f)$ is the deterministic SMP cost of the function $f$ and $R^d(f)$ is the randomized SMP cost of the function $f$, in the model where Alice and Bob share randomness but the deterministic referee does not.

2 Universal Communication and Universal Graphs

In this paper we focus on deciding adjacency. Every Boolean communication problem $f : \mathcal{X} \times \mathcal{Y} \rightarrow \{0,1\}$ on finite domains $\mathcal{X}, \mathcal{Y}$ is equivalent to the adjacency problem on the graph $G$ with vertex set $\mathcal{X} \cup \mathcal{Y}$ and $G(u,v) = f(u,v)$. We may either allow self-loops in $G$ if $\mathcal{X} = \mathcal{Y}$ or take $G$ to be bipartite. We will generally permit graphs to have self-loops.

**Definition 2.1.** A family of graphs $\mathcal{F} = (F_i)$ is a sequence of sets $F_i$ indexed by integers $i$, along with a strictly increasing size function $n(i)$, so that $F_i$ is a set of graphs with vertex set $[n(i)]$. If $F_i$ has size $n(i) = i$ then we write $F_n$.
Definition 2.2 (Universal SMP and Variations). Let $\mathcal{F}$ be a family of graphs with size function $n$ and let $\Phi$ be an operation taking size $n(i)$ graphs to size $n(i)$ graphs. Let $c : \mathbb{N} \to \mathbb{N}$ and let $\epsilon > 0$ be a constant. An $\epsilon$-error, cost $c$ sequence of universal SMP communication protocols for $\mathcal{F}$ is as follows. For any $i \in \mathbb{N}$, a protocol $\Pi_i$ for $\mathcal{F}_i$ is a triple $(a_i, b_i, F_i)$ where:

- Alice and Bob receive $(G, x)$, $(G, y)$ respectively, where $G \in \mathcal{F}_i$ and $x, y \in V(G) = [a(i)]$;
- Alice and Bob share a random string $r$ and compute messages $a_i(r, G, x), b_i(r, G, y) \in \{0, 1\}^{c(i)}$, respectively;
- For each $i$, the (deterministic) referee has a function $F_i : \{0, 1\}^{c(i)} \times \{0, 1\}^{c(i)} \to \{0, 1\}$, called the decision function. $F_i(a_i(r, G, x), b_i(r, G, y))$ must satisfy:
  1. If $x, y$ are adjacent in $\Phi(G)$ then $\mathbb{P}[F_i(a_i(r, G, x), b_i(r, G, y)) = 1] > 1 - \epsilon$; and
  2. If $x, y$ are not adjacent in $\Phi(G)$ then $\mathbb{P}[F_i(a_i(r, G, x), b_i(r, G, y))] < \epsilon$.

A universal SMP protocol is symmetric when the functions $a_i, b_i$ computed by Alice and Bob are identical and the function $F_i$ satisfies $F_i(a, b) = F_i(b, a)$ for all messages $a, b \in \{0, 1\}^c$.

We write $R_{\epsilon, c}^{\text{uni}}(\Phi(\mathcal{F}))$ for the communication complexity in the universal SMP model of computing adjacency in graphs $\Phi(\mathcal{F}) = \{\Phi(G) : G \in \mathcal{F}\}$, where $\epsilon$ is the allowed probability of error. We write $R_{\epsilon, c}^{\text{uni}}(\Phi(\mathcal{F}))$ for $R_{\epsilon, c}^{\text{uni}}(\Phi(\mathcal{F}))$. If no operation $\Phi$ is specified, it is assumed to be the identity.

It is also convenient to define a weakly-universal SMP protocol as a universal SMP protocol where the referee can see the shared randomness, so the choice function is of the form $F_i(r, a(r, G, x), b(r, G, y))$ for random seed $r$, graph $G \in \mathcal{F}$, and $x, y \in V(G)$. We denote the $\epsilon$-error complexity in this model with $R_{\epsilon, c}^{\text{weak}}(\Phi(\mathcal{F}))$.

Finally, we write $D_{\epsilon, c}^{\text{uni}}(\Phi(\mathcal{F}))$ for the deterministic universal SMP complexity.

Remark 2.3. We include the operator $\Phi$ in the definition to emphasize that the players are given the original graph $G$, not the graph $\Phi(G)$; for example, the players are not given $G^k$ (from which it may be difficult to compute $G$), but are instead given $G$.

2.1 Deterministic Universal Communication and Universal Graphs

We will show that a deterministic universal SMP protocol is equivalent to an embedding into a $\subset$-universal graph, which we define using the following notion of embedding (following the terminology of Rado [30]):

Definition 2.4. For graphs $G, H$, a mapping $\phi : V(G) \to V(H)$ is an embedding iff $\forall u, v \in V(G), G(u, v) = H(\phi(u), \phi(v))$. If such a mapping exists we write $G \subset H$.

For a set of graphs $\mathcal{F}_i$, a graph $U$ is $\subset$-universal if $\forall G \in \mathcal{F}_i, G \subset U$; i.e. $\forall G \in \mathcal{F}_i$ there exists an embedding $\phi_G : V(G) \to V(U)$. For a family of graphs $\mathcal{F} = \{\mathcal{F}_i\}$, a sequence $U = (U_i)$ is a $\subset$-universal graph sequence if for each $i$, $U_i$ is $\subset$-universal for $\mathcal{F}_i$.

Define an equivalence relation on $V(G)$ by $u \equiv v$ iff $\forall w \in V(G), G(u, w) = G(v, w)$, i.e. $u, v$ have identical rows in the adjacency matrix. For a graph $G$, define the $\equiv$-reduction $G^\equiv$ as a graph on the equivalence classes $\mathcal{C}$ of $V(G)$ with $U, W \in \mathcal{C}$ adjacent iff $\exists u \in U, w \in W$ such that $u, w$ are adjacent.

An embedding is not the same as a homomorphism since we must map non-edges to non-edges, and $G \subset H$ is not the same as $G$ being an induced subgraph of $H$ since the mapping is not necessarily injective. Therefore a universal graph by our definition is not the same as an induced-universal graph, where $G$ must exist as an induced subgraph. We could for example map the path $a \to b \to c \to a' \to b' \to a'$. This difference between definitions is captured by the $\equiv$ relation between vertices. It is necessary to allow self-loops, otherwise the $\subset$ relation is not transitive. The important properties of $\subset$, $\equiv$, and $\equiv$-reductions are stated in the next proposition; the proofs are routine and for completeness are included in the appendix. The relation $\simeq$ is the isomorphism relation on graphs.
Proposition 2.5. The following properties are satisfied by the \(\sqsubseteq\) relation, the \(\equiv\) relation, and \(\equiv\)-reductions:

1. \(\sqsubseteq\) is transitive.
2. For any graph \(G\) and \(u, v \in V(G)\), \(u \equiv v\) iff there exists \(H\) and an embedding \(\phi : G \to H\) such that \(\phi(u) = \phi(v)\).
3. For any graph \(G, (G^\equiv)^\equiv \simeq G^\equiv\).
4. For any graph \(G, G \sqsubseteq G^\equiv\) and \(G^\equiv \sqsubseteq G\).
5. For any graphs \(G, H, G \sqsubseteq H\) iff \(G^\equiv \sqsubseteq H^\equiv\).
6. For any graphs \(G, H, G^\equiv \sqsubseteq H^\equiv\) iff \(G^\equiv\) is an induced subgraph of \(H^\equiv\).

These properties allow us to prove relationships between the standard SMP model, deterministic universal SMP, and \(\sqsubseteq\)-universal graphs. First we show that deterministic universal SMP protocols can always be made symmetric\(^1\).

Proposition 2.6. If \(\Pi\) is a deterministic universal SMP protocol for the set \(\mathcal{F}\), then there exists a deterministic universal SMP protocol \(\Pi'\) that is symmetric and has the same cost as \(\Pi\).

Proof. Let \(G \in \mathcal{F}\) and let \(a, b : V(G) \to \{0, 1\}^m\) be the encoding functions for \(G\) and \(F\) the decision function for graphs of size \(|G|\). The restriction of \(b\) to the domain \(V(G^\equiv) \to \{0, 1\}^m\) is injective so it has an inverse \(b^{-1} : \text{image}(b) \to V(G^\equiv)\) that satisfies \(b^{-1}b(x) \equiv x\); the same holds for \(a, a^{-1}\). Define the encoding function \(b' : V(G) \to \{0, 1\}^m\) as \(b' = ab^{-1}b\) and define the decision function \(F'(p, q) = F(p, ba^{-1}b(q))\). Then for any \(x, y \in V(G)\), \(F'(a(x), b'(y)) = F(a(x), b'(y)) = F(a(x), b(y)) = G(x, y)\) so this is a valid protocol. Since \(\text{image}(b') \subseteq \text{image}(a)\) we can write \(b'(x) = aa^{-1}b'(x) = aa^{-1}ab^{-1}b(x) = a(x)\) for every \(x\) so \(b' = a\), thus \(F'(a(x), a(y)) = G(x, y) = G(y, x) = F'(a(y), a(x))\) so the protocol is symmetric. \(\blacksquare\)

The standard deterministic SMP complexity measure can be expressed in terms of \(\equiv\)-reductions:

Proposition 2.7. For all graphs \(G\), \(D^\equiv(\text{Adj}(G)) = \lceil \log |G^\equiv| \rceil\).

Proof. It is well-known that for any function \(f : X \times Y \to \{0, 1\}\), \(D^\equiv(f) = \lceil \log \min(r, c) \rceil\) where \(r\) is the number of distinct columns in the communication matrix of \(f\), and \(c\) is the number of distinct rows \([34]\). The communication matrix of the function \(\text{Adj}(G)\) is the adjacency matrix of \(G\), which is symmetric, and two rows (or columns) indexed by \(u, v\) are distinct iff \(u \neq v\); so the number of distinct rows is the size of \(|G^\equiv|\). \(\blacksquare\)

The analogous fact for universal SMP is that the deterministic universal SMP cost is determined by the size of the smallest universal graph.

Proposition 2.8. For any graph family \(\mathcal{F} = \{F_i\}\),

\[
D^\text{univ}(\mathcal{F}_i) = \min_U \{ \lceil \log |U^\equiv| \rceil : \forall G \in \mathcal{F}_i, G \sqsubseteq U^\equiv \}.
\]

Proof. Let \(U\) be any graph such that \(G \sqsubseteq U^\equiv\) for all \(G \in \mathcal{F}_i\) and for each \(G \in \mathcal{F}_i\) let \(g\) be the embedding \(G \to U^\equiv\). Consider the protocol where on inputs \((G, x), (G, y)\), Alice and Bob send \(g(x), g(y)\) using \(\lceil \log |U^\equiv| \rceil\) bits and the referee outputs \(U^\equiv(g(x), g(y))\). This is correct by definition so \(D^\text{univ}(\mathcal{F}_i) \leq \lceil \log |U^\equiv| \rceil\).

\(^1\) Note that this does not imply that every deterministic SMP protocol is symmetric; since in this paper we are only concerned with adjacency on an undirected graph, for which the communication matrix is symmetric. This proposition shows that for symmetric communication matrices, the deterministic SMP protocol is symmetric.
Now suppose there is a protocol \( \Pi \) for \( F_i \) with cost \( c \) and decision function \( F_i \), and let \( G \in F_i \). By Proposition 2.6 we may assume that on inputs \((G,x),(G,y)\) Alice and Bob share the encoding function \( g : V(G) \to \{0,1\}^c \). Let \( U \) be the graph with vertices \( \{0,1\}^c \) and \( U(u,v) = F(u,v) \). Then \( U(g(x),g(y)) = F(g(x),g(y)) = G(x,y) \) so \( G \subseteq U \subseteq U^\equiv \) (by transitivity). Now \( |U^\equiv| \leq 2^c \) so \( c \geq \log |U^\equiv| \).

It is easy to see that \( D^\parallel \) can be used as a lower bound on \( D^\text{univ} \) but such lower bounds are tight only when the family \( F \) is essentially a “trivial” family of equivalent graphs.

**Lemma 2.9.** For any family \( F = (F_i) \), let \( U = (U_i) \) be the smallest \( \sqsubseteq \)-universal graph sequence for \( F \). Then

\[
\max_{G \in F_i} D^\parallel(\text{Adj}(G)) \leq D^\text{univ}(F_i) = D^\parallel(\text{Adj}(U_i)),
\]

with equality holding on the left iff \( \exists H \in F_i \) such that \( \forall G \in F_i, G^\equiv \sqsubseteq H^\equiv \).

**Proof.** The equality on the right holds by the two prior propositions. The lower bound follows from the fact that any protocol \( \Pi_U \) for \( F_i \) in the universal model can be used as a protocol in the SMP model. Now we must show the equality condition. Let \( U \in F_i \) be a graph maximizing \( |U^\equiv| \) over all graphs in \( F_i \), and suppose \( D^\text{univ}(F_i) = \max_{G \in F_i} \log |G^\equiv| = \log |U^\equiv| \), so \( \log |U^\equiv| = \min\{\log |H^\equiv| : \forall G \in F_i, G \subseteq H^\equiv \} \). Then there exists \( H \) such that \( U^\equiv \subseteq H^\equiv \) and \( |U^\equiv| = |H^\equiv| \). Since \( U^\equiv \) is an induced subgraph of \( H^\equiv \) and \( |U^\equiv| = |H^\equiv| \) we must have \( U^\equiv \simeq H^\equiv \) so \( \forall G \in F_i, G^\equiv \subseteq U^\equiv \).

### 2.2 Randomized Universal Communication

Just as deterministic universal communication is equivalent to embedding a family into a universal graph, we will define probabilistic universal graphs and show that they are tightly related to universal communication with shared randomness.

**Definition 2.10.** For graphs \( G, H \), a random mapping \( \phi : V(G) \to V(H) \) (i.e. a distribution over such mappings) is an \( \epsilon \)-error embedding iff \( \forall u,v \in V(G) \),

\[
\mathbb{P}[G(u,v) = H(\phi(u),\phi(v))] > 1 - \epsilon.
\]

We will write \( G \sqsubseteq H \) if there exists an \( \epsilon \)-error embedding \( G \to H \). A graph \( U \) is \( \epsilon \)-error universal for a set of graphs \( S \) if \( \forall G \in S, G \sqsubseteq U \). \( U = (U_i) \) is an \( \epsilon \)-error universal graph sequence for the family \( F = (F_i) \) if for each \( i, U_i \) is \( \epsilon \)-error universal for \( F_i \).

In the randomized setting we obtain equivalence (up to a constant factor) between universal SMP protocols and probabilistic universal graphs.

**Lemma 2.11.** For any graph family \( F = (F_i) \) and any \( \epsilon > 0 \), if there exists an \( \epsilon \)-error universal SMP protocols for \( F \) with cost \( c(i) \), then there exists a \( 2\epsilon \)-error symmetric universal SMP protocols for \( F \) with cost at most \( 2c(i) \).

**Proof.** On input \( G \in F_i, x,y \in V(G) \), and random string \( r \), Alice and Bob send the concatenations \( g_r(x) := a_i(r,G,x)b_i(r,G,x) \) and \( g_r(y) := a_i(r,G,y)b_i(r,G,y) \). Then the referee computes

\[
F_i(g_r(x),g_r(y)) = \max \{ F_i(a_i(r,G,x),b_i(r,G,x)), F_i(a_i(r,G,y),b_i(r,G,x)) \}.
\]
It is clear that $F_i^r$ is symmetric. If $x,y$ are adjacent then
\[
P_r[F_i^r(g_r(x), g_r(y)) = 0] \leq P_r[F_i(a_r(r,G,x), b_i(r,G,y)) = 0] < \epsilon,
\]
and if $x,y$ are not adjacent then, by the union bound,
\[
P_r[F_i^r(g_r(x), g_r(y)) = 1] \leq P_r[F_i(a_r(r,G,x), b_i(r,G,y)) = 1] + P_r[F_i(a_r(r,G,y), b_i(r,G,x)) = 1] < 2\epsilon.
\]
Applying this symmetrization, we get a relationship between universal SMP protocols and probabilistic universal graphs.

**Lemma 2.12.** Let $\mathcal{F} = (\mathcal{F}_i)$ be a graph family and $\epsilon > 0$. Then
1. There is an $\epsilon$-error universal graph sequence of size at most $2^{R^\text{univ}_\epsilon(\mathcal{F})}$; and
2. If there is an $\epsilon$-error universal graph sequence of size $c(i)$ then $R^\text{univ}_\epsilon(\mathcal{F}) \leq \lceil \log c \rceil$.

**Proof.** If $\Pi_i$ is an $\epsilon$-error symmetric universal protocol for $\mathcal{F}_i$ then there exists a function $F_i$ such that for every $G \in \mathcal{F}_i$ there is a random $g$ such that $P_{r} [F_i(g(x), g(y)) \neq G(x,y)] < \epsilon$.

Using $F_i$ as an adjacency matrix, we get a graph $U_i$ of size at most $2^c$, where $c$ is the cost of $\Pi_i$, such that for all $G \in \mathcal{F}_i$, $G \subseteq U_i$. Then $U = (U_i)$ is an $\epsilon$-error probabilistic universal graph sequence. By Lemma 2.11 we obtain an $\epsilon$-error symmetric protocol with cost $2R^\text{univ}_{\epsilon/2}(\mathcal{F})$, so we have proved the first conclusion. The second conclusion follows by definition.

The basic relationships to standard SMP models follow essentially by definition and from the above lemma.

**Lemma 2.13.** Let $\mathcal{F}$ be any graph family and let $\epsilon > 0$. Let $U = (U_i)$ be an $\subseteq$-universal graph sequence for $\mathcal{F}$, and $\bar{U} = (\bar{U}_i)$ an $\epsilon$-error universal graph sequence. Then
\[
\max_{G \in \mathcal{F}} R_0^\epsilon(\text{Adj}(G)) \leq R^\text{univ}_\epsilon(\mathcal{F}_i) \leq D^\parallel(\text{Adj}(U_i)) \leq 2R^\text{univ}_{\epsilon/2}(\mathcal{F}) \text{ and } R^\text{univ}_\epsilon(\mathcal{F}_i) \leq R_0^\parallel(\text{Adj}(U_i)).
\]

**Proof.** The inequalities on the left follow the definitions and from the above lemma. On the right, we can obtain a universal SMP protocol by choosing for each $G \in \mathcal{F}_i$ a (deterministic) embedding $g : G \to U_i$ and then using the randomized SMP protocol for $\text{Adj}(U_i)$.

Universal graphs describe an interesting relationship between weakly-universal and universal SMP protocols (and therefore between standard SMP protocols where the referee does and does not share the randomness); namely, the optimal universal protocol is obtained by finding the smallest universal graph for the family of protocol graphs (decision functions) defined by a weakly-universal protocol.

**Proposition 1.8 (Restated).** Let $\mathcal{F}$ be a family of graphs, let $\epsilon > 0$, and let $W_\epsilon$ be the set of all $\epsilon$-error weakly-universal SMP protocols for $\mathcal{F}$. For each $\Pi \in W_\epsilon$ let $U_{\Pi} = (U_{\Pi,i})$ be the family of graphs $U_{\Pi,i} = \{F_i(r, \cdot, \cdot) : r \text{ is a random seed for } \Pi\}$ where $F_i$ is the decision function of $\Pi$. Then
\[
R^\text{univ}_\epsilon(\mathcal{F}) = \min_{\Pi \in W_\epsilon} D^\text{univ}(U_{\Pi}) .
\]
Proof. Let $\Pi \in W_\epsilon$; we will construct a universal SMP protocol as follows. On input $(G, x), (G, y)$, Alice and Bob use shared randomness $r$ to simulate $\Pi$ and obtain vertices $a(r, G, x), b(r, G, y)$ in some graph $U_r \in U_\Pi$ with $P_r[U_r(a(r, G, x), b(r, G, y)) \neq G(x, y)] < \epsilon$. They now simulate the deterministic universal SMP protocol, i.e. an embedding $\phi : V(U_r) \to U'$ for some graph $U'$ that is $\epsilon$-universal for $\{U_r\}$, and send $\phi(a(r, G, x), \phi(b(r, G, y)))$ to the referee who computes $U'(\phi(a(r, G, x), \phi(b(r, G, y)))) = U_r(a(r, G, x), b(r, G, y))$.

Now let $\Pi$ be an $\epsilon$-error universal SMP protocol. Then $\Pi \in W_\epsilon$ and for each $i$, $U_{\Pi, i} = \{U_i\}$, where $U_i$ is the graph of the decision function. $D^{\text{univ}}(U_{\Pi}) \leq \lceil \log |U_i| \rceil$, which is the cost of $\Pi$, so $\min_{\Pi \in W_\epsilon} D^{\text{univ}}(U_{\Pi}) \leq R^{\text{univ}}(F)$. ▶

Newman’s Theorem for public-coin randomized (2-way) protocols is a classic result that gives a bound on the number of uniform random bits required to compute a function $f : \mathcal{X} \times \mathcal{Y} \to \{0, 1\}$ in terms of the size of the input domain [28]. In the universal model, the input size can be very large since the graph (function) itself is part of the input. However, the shared part of the input does not contribute to the number of random bits required in the universal SMP model.

 Lemma 2.14 (Newman’s Theorem for universal SMP). Let $\epsilon, \delta > 0$ and suppose there is an $\epsilon$-error universal SMP protocol $\Pi$ for the family $F = \{F_i\}$. Then there is an $(\epsilon + \delta)$-error universal SMP protocol for the family $F$ that uses at most $\log \log (n(i)^{O(\epsilon/\delta^2)})$ bits of randomness and has the same communication cost.

Proof. Fix $i$, let $F$ be the deterministic decision function for $F_i$, and let $a(r, \cdot, \cdot), b(r, \cdot, \cdot)$ be Alice and Bob’s encoding functions for the random seed $r$. For $G \in F_i$ and $x, y \in V(G)$ we will say a seed $r$ is bad for $G, x, y$ if $F(a(r, G, x), b(r, G, y)) \neq G(x, y)$, and we will call this event $\text{bad}(G, x, y, r)$.

Let $r_1, \ldots, r_m$ be independent random seeds, and let $i \sim [m]$ be uniformly random, where $m > \frac{2\epsilon}{\delta} \ln(n^2)$. Then for every $G$, the expected number of vertex pairs $x, y$ for which the strings $r_1, \ldots, r_m$ fail is

$$
\mathbb{E}_{r_1, \ldots, r_m} \left[ \sum_{x, y} \mathbb{I}_{i \sim [m]} \left[ \mathbb{P}_{r_i} [\text{bad}(G, x, y, r_i)] > \epsilon + \delta \right] \right]
$$

$$
\leq n^2 \max_{x, y} \mathbb{E}_{r_1, \ldots, r_m} \left[ \mathbb{I}_{i \sim [m]} \left[ \mathbb{P}_{r_i} [\text{bad}(G, x, y, r_i)] > \epsilon + \delta \right] \right]
$$

$$
= n^2 \max_{x, y} \mathbb{P}_{r_1, \ldots, r_m} \left[ \sum_{i=1}^m \mathbb{I}_{i \sim [m]} \left[ \text{bad}(G, x, y, r_i) \right] > m(\epsilon + \delta) \right].
$$

The sum has mean $\mu = \sum_{i=1}^m \mathbb{E}_{r_i} [\mathbb{I} [\text{bad}(G, x, y, r_i)]] < m\epsilon$, so by the Chernoff bound, the probability is at most

$$
n^2 \mathbb{P}_{r_1, \ldots, r_m} \left[ \sum_{i=1}^m \mathbb{I}_{i \sim [m]} \left[ \text{bad}(G, x, y, r_i) \right] > (1 + m\delta/\mu)\mu \right]
$$

$$
\leq n^2 \exp \left( -\frac{n^2 \delta^2}{3\mu} \right) \leq n^2 \exp \left( -\frac{m^2 \delta^2}{3\epsilon} \right) < 1.
$$

Since the expected number of pairs $x, y$ where choosing $i \sim [m]$ fails with probability more than $\epsilon + \delta$ is less than 1, there must be some values of $r_1, \ldots, r_m$ with no bad pairs for $G$. So
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For every \( G \in \mathcal{F}_i \) we may choose \( r_1, \ldots, r_m \) so that choosing \( i \) uniformly at random is the only random step; since \( m = \frac{e^2}{8} \ln n = \log n \Omega(\epsilon/\delta^3) \) this requires at most \( \log m = \log \left( n^{O(\epsilon/\delta^3)} \right) \) random bits.

With this result, we can conclude the proof of Theorem 1.7 in the next lemma.

**Lemma 2.15.** For any family \( \mathcal{F} = (\mathcal{F}_i) \) with size function \( n(i) \),

\[
\Omega \left( \frac{D_{\text{univ}}(\mathcal{F}_i)}{\log n(i)} \right) \leq R_{\text{univ}}(\mathcal{F}_i) \leq D_{\text{univ}}(\mathcal{F}_i).
\]

**Proof.** The upper bound is clear, so we prove lower bound. Let \( \Pi = (\Pi_i) \) be a sequence of randomized universal SMP protocols for \( \mathcal{F} \). By Newman’s theorem, we may assume that \( \Pi_i \) uses at most \( \log \log n(i) \) random bits for some constant \( c \) and has error probability \( 3/8 \). Let \( F_i \) be the decision function of \( \Pi_i \), let \( m(i) \) be the cost of \( \Pi_i \), and let \( k = \lceil c \log n(i) \rceil \). To obtain a deterministic protocol, we can define the decision function \( F'_i \) on messages of \( k \cdot m(i) \) bits as \( F'_i(a_1, b_1, a_2, b_2, \ldots, a_k, b_k) = \text{majority}(F_i(a_j, b_j)) \). Alice and Bob iterate over all \( k = 2^{\log n(i)} \) random strings \( r \) and send \( a(r, G, x), b(r, G, y) \) for each. Since the probability of error is at most \( 3/8 \) when \( r \) is uniform, at least \( 5k/8 > k/2 \) of the functions \( F_i(a_j, b_j) \) will give the correct answer. This proves that \( D_{\text{univ}}(\mathcal{F}_i) = O(R_{\text{univ}}(\mathcal{F}_i) \log n(i)) \).

In this paper we show lower bounds for a family \( \mathcal{F} \) by giving embeddings of an arbitrary graph \( G \) into \( \mathcal{F} \), so we need to know the complexity of the family \( \mathcal{G} = (\mathcal{G}_n) \) of all graphs with \( n \) vertices. For our purposes, it is convenient to require that each graph \( G \in \mathcal{G}_n \) has \( G(u, u) = 1 \) for all \( u \) (i.e. all self-loops are present). However, since equality can be checked with cost \( O(1) \), the presence or absence of self-loops does not affect the complexity.

**Theorem 1.6 (Restated).** \( R_{\text{univ}}(\mathcal{G}) = \Theta(n) \).

**Proof.** For the upper bound, consider the (deterministic) protocol where on input \( G, x, y \), Alice and Bob send \( x \) and \( y \) and the respective rows of the adjacency matrix of \( G \). This has cost \( n + \lceil \log n \rceil = O(n) \) and the referee can determine \( G(x, y) \) by finding \( y \) in the row sent by Alice.

Let \( \Pi \) be any protocol for \( \mathcal{G}_n \) with cost \( c \). By Lemma 2.11, we may assume that \( \Pi \) is symmetric. Let \( F \) be the decision function for graphs on \( n \) vertices and let \( G \in \mathcal{G}_n \) with vertex set \([n]\). \( \Pi \) defines a distribution over functions \( g : [n] \to \{0, 1\}^c \) so that for all \( x, y, \delta \), \( \mathbb{P}[F(g(x), g(y)) \neq G(x, y)] < \epsilon \). Therefore, for \( x, y \) drawn uniformly from \([n]\),

\[
\mathbb{E}_{f,x,y} \left[ \mathbb{I}[F(f(x), f(y)) \neq G(x, y)] \right] < \epsilon.
\]

Therefore, for every graph \( G \in \mathcal{G}_n \) there is a function \( f_G \) such that for \( x, y \sim [n] \) uniformly at random, \( \mathbb{P}_{x,y} [F(f_G(x), f_G(y)) \neq G(x, y)] < \epsilon \). Write \( N = \binom{n}{2} \). There are at most \( 2^{cN} \) functions \([n] \to \{0, 1\}^c \) and there are \( 2^N \) simple graphs on \([n]\) so there is some function \( f : [n] \to \{0, 1\}^c \) where the number of graphs \( G \) such that \( f_G = f \) is at least \( \frac{2^N}{2^c} = 2^{N-c} \). Let \( G, G' \) be any two such graphs. Then

\[
\mathbb{P}_{x,y \sim [n]} [G(x, y) \neq G'(x, y)] \leq \mathbb{P}_{x,y \sim [n]} [G(x, y) \neq F(f(x), f(y)) \text{ or } G'(x, y) \neq F(f(x), f(y))] < 2\epsilon.
\]

So \( G, G' \) differ on at most \( 2\epsilon N \) pairs. However, the largest number of graphs that differ from any graph \( G \) on at most \( 2\epsilon N \) pairs of vertices is at most

\[
\sum_{k=0}^{2\epsilon N} \binom{N}{k} \leq 2\epsilon N \binom{N}{2\epsilon N} \leq \epsilon N \left( \frac{eN}{2\epsilon N} \right)^{2\epsilon N} = 2^{2\epsilon N \log(e/2\epsilon) + 2\epsilon N}.
\]
Therefore we must have
\[ N - cn \leq 2\epsilon N \log(e/2\epsilon) + \log(2eN) \]
so \( c = \Omega(n) \).

Recall the example in the first paragraph of the introduction, for which we observed that a single decision function would work for many problems. We now make a note about this phenomenon. A communication protocol for a graph family \( \mathcal{F} = (F_i) \) is really a sequence of protocols, one for each set \( F_i \) of graphs with \( n(i) \) vertices. Our next proposition addresses the uniformity of the sequence of protocols, that is, the question of how the protocols are related to one another as the size of the input grows. In general, we ask the question: If the family \( \mathcal{F} \) has some relationship between \( F_i \) and \( F_{i+1} \), what does this imply about the relationship between the protocols for \( i \) and \( i + 1 \)? The families of graphs we study in this paper have constant-cost protocols and they are also upwards families, which we define next. These families have enough structure so that there exists a single, one-size-fits-all probabilistic universal graph, into which all graphs can be embedded regardless of their size; in other words, the referee can be ignorant not only of the graph \( G \) and vertices \( x, y \), but also of the size of the graph, without increasing the cost of the protocol.\(^2\)

\begin{definition}
We call a graph family \( \mathcal{F} = (F_i) \) an upwards family if for every \( i \) and every \( G \in F_i \) there exists \( G' \in F_{i+1} \) such that \( G \) is an induced subgraph of \( G' \).
\end{definition}

Many graph families are upwards families, for example: bounded-degree graphs, bounded-arboricity graphs, planar graphs, and transitive reductions of distributive lattices.

\begin{proposition}
If \( \mathcal{F} \) is an upwards graph family with an \( \epsilon \)-error randomized universal graph sequence \( U = (U_i) \) satisfying \(|V(U_i)| \leq c \) for some constant \( c \) (which may depend on \( \epsilon \)), then there exists a graph \( U^* \) of size \( c \) such that \( \forall G \in \mathcal{F}, G \subseteq U^* \). Furthermore, for any \( i < j \) and any \( G \in F_i \), there exists \( G' \in F_j \) with \( \epsilon \)-error embedding \( g' : V(G') \to V(U^*) \) such that \( G \) is an induced subgraph of \( G' \) and the restriction of \( g' \) to the domain \( V(G) \) is an \( \epsilon \)-error embedding \( V(G) \to V(U^*) \).
\end{proposition}

\begin{proof}
Let \( G \in F_i \) and let \( G' \in F_{i+1} \) be such that \( G \) is an induced subgraph of \( G' \). Let \( g' : V(G') \to V(U_{i+1}) \) the random function determined by the randomized universal graph sequence. Then \( g' \) restricted to the domain \( V(G) \subseteq V(G') \) satisfies
\[ P_g[U_{i+1}(g'(x), g'(y))] = G(x, y) = P_{g'}[U_{i+1}(g'(x), g'(y))] = G'(x, y) > 1 - \epsilon. \]

Therefore we may replace \( U_i \) with \( U_{i+1} \) in the sequence, for any \( i \).

Since each \( U_i \) has size at most \( c \), there are at most \( 2^{2^c} \) graphs \( U_i \) appearing in the sequence \( U \). Thus there is some graph \( U^* \) that occurs an infinite number of times in the sequence. For every \( i \) there exists \( j > i \) such that \( U_j = U^* \). By applying the above argument, we may replace \( U_i \) with \( U_j = U^* \) in the sequence. We arrive at the sequence \( U' = (U'_i) \) with \( U'_i = U^* \) for every \( i \).
\end{proof}

\(^2\) Any family \( \mathcal{F} \) with a constant-cost protocol can be turned into a protocol ignorant of the size by requiring that Alice and Bob tell the referee which of the \( 2^{2^c} \) possible decision functions to use, where \( c = 2 \log^\infty(\mathcal{F}) \).
2.3 Implicit Graph Representations and Induced-Universal Graphs

Kannan, Naor, and Rudich [23] call a family of graphs an implicit graph family if each of the $n$ vertices can be given a label of $O(\log n)$ bits so that adjacency can be determined from the labels of two vertices. They observe that an implicit encoding gives an upper bound on the size of an induced-universal graph. We define these terms below in slightly more generality (and omit the requirement that encoding and decoding be done in polynomial time):

Definition 2.18. Let $\mathcal{F} = (\mathcal{F}_i)$ be a graph family and $m(i)$ a function of the graph size. The family $\mathcal{F}$ has an $m$-implicit encoding if $\forall i, \exists F_i : \{0,1\}^{m(i)} \times \{0,1\}^{m(i)} \rightarrow \{0,1\}$ such that $F_i$ is symmetric and $\forall G \in \mathcal{F}_i, \exists g : V(G) \rightarrow \{0,1\}^{m(i)}$ satisfying $\forall x, y \in V(G), F_i(g(x), g(y)) = G(x, y)$.

For a graph family $\mathcal{F} = (\mathcal{F}_i)$, an induced-universal graph sequence is a sequence $U = (U_i)$ such that for each $i$ and all $G \in \mathcal{F}_i$, $G$ is an induced subgraph of $U_i$.

Our notion of $\varepsilon$-universal graphs differs from induced-universal graphs, since the embedding relation $G \subseteq U_i$ allows non-injective mappings (two vertices of $G$ may be mapped to the same vertex in $U_i$). This difference accounts for the extra factor $n(i)$ in the next theorem.

Theorem 2.19 ([33]). Let $\mathcal{F} = (\mathcal{F}_i)$ be a graph family with size $n(i)$. If there exists an $m$-implicit encoding of $\mathcal{F}$ there is an induced-universal graph sequence $U = (U_i)$ such that $|U_i| \leq n(i)2^{m(i)} = 2^{m(i)+\log n(i)}$.

Due to the fact that a deterministic universal SMP protocol may always be assumed to be symmetric (Proposition 2.6), it follows by definition and from Lemma 2.15 that:

Theorem 1.1 (Restated). A graph family $\mathcal{F} = (\mathcal{F}_i)$ is $m$-implicit iff $D^{\text{univ}}(\mathcal{F}_i) \leq m(i)$ for every $i$. Therefore, $\mathcal{F}$ is $O(R^{\text{univ}}(\mathcal{F}) \cdot \log n)$-implicit.

If one’s goal is merely to obtain an $O(1)$-cost universal SMP protocol for a family $\mathcal{F}$, the next observation shows that it suffices to find an $O(1)$-cost, public-coin, 2-way protocol for each member of $\mathcal{F}$. Therefore the family of all graphs with an $O(1)$-cost 2-way protocol is an implicit graph family with a polynomial-size induced-universal graph.

Corollary 1.2 (Restated). Let $\mathcal{F} = (\mathcal{F}_i)$ be a family of graphs with size $n(i)$ and suppose that for every graph $G \in \mathcal{F}_i$ there is an $\varepsilon$-error 2-way randomized communication protocol with cost at most $c(i)$. Then $R^{\text{univ}}(\mathcal{F}) \leq 2^c(i)$. Furthermore, for any fixed constant $c$, the family $\mathcal{F}$ of graphs with $R^{\varepsilon}(\text{Adj}(G)) \leq c$ is $O(\log n)$-implicit.

Proof. Every 2-way, deterministic cost $c$ protocol can be represented as a binary tree with at most $2^c$ nodes, where each node is owned by either Alice or Bob and the message sent at each step is a 0 or 1 informing the other player of which branch to take in the tree. A randomized 2-way protocol is a distribution over such trees. To obtain a universal SMP protocol for the family $\mathcal{F}$, Alice and Bob do the following. On input $G \in \mathcal{F}$ and $x, y \in V(G)$, Alice and Bob use shared randomness to draw the deterministic cost $c$ protocol for $G$ from the distribution defined by the randomized 2-way protocol. Alice sends the size $2^c$ protocol tree and for each node she owns she identifies the branch to be taken. Bob does the same. The referee may then simulate the protocol. The conclusion follows from Theorem 1.1.

3 Distance Labeling of Distributive Lattices

Distributive lattices and distances on these lattices will be defined in the next subsection, where we also give a necessary lemma characterizing the distances in terms of the meet and join. We will then present an $O(k \log k)$ weakly-universal protocol and an $O(k^2)$ universal...
communication protocol for the family $\mathcal{D}^k$, where $\mathcal{D}$ are the distributive lattices. This implies a $O(k^2 \log n)$-implicit encoding $\mathcal{D}^k$ of the family $\mathcal{D}$ of distributive lattices. The $O(k \log k)$ weakly-universal protocol is optimal for sufficiently small values of $k$, since it applies to the $k$-Hamming Distance problem as a special case, for which Sağlam [31] recently gave a matching lower bound (even for 2-way communication). We obtain this result by adapting the optimal $O(k \log k)$ communication protocol for $k$-Hamming Distance originally presented by Huang et al. [21].

We also consider modular lattices, a generalization of distributive lattices, and show that deciding $\text{dist}(x, y) \leq 2$ requires a protocol with cost $\Omega(n^{1/2})$.

3.1 Preliminaries on Distributive Lattices

A lattice is a type of partial order. We briefly review distributive lattices (see e.g. [9] for a good introduction) and then give a characterization of distances in modular and distributive lattices. The undirected graphs we study are the cover graphs of partial orders. For $x, y$ in a partial order $P$, we say that $y$ covers $x$ and write $x \prec y$ if $\forall z \in P$: if $x \leq z < y$ then $x = z$. The cover graph (which is the undirected version of the transitive reduction) is the graph $\text{cov}(P)$ on vertex set $P$ with an edge $\{x, y\}$ iff $x \prec y$ or $y \prec x$.

We will define a few types of lattices.

Definition 3.1. Let $(P, <)$ be a partial order. For a pair $x, y \in P$:

- If the set $\{ z \in P : x, y \geq z \}$ has a unique maximum, we call that maximum the join of $x$ and $y$ and write it as $x \vee y$;
- If the set $\{ z \in P : x, y \leq z \}$ has a unique minimum, we call that minimum the meet of $x$ and $y$ and write it as $x \wedge y$.

If $\forall x, y \in P$ the elements $x \wedge y, x \vee y$ exist, then $P$ is a lattice. A lattice $L$ is ranked if there exists a rank function such that $x \prec y \implies \text{rank}(x) + 1 = \text{rank}(y)$ and the minimum element $0_L$ satisfies $\text{rank}(0_L) = 0$. A finite lattice $L$ is upper-semimodular if for every $x, y, z \in L$, $x \wedge y \prec z \implies x, y \prec z$. $L$ is lower-semimodular if for every $x, y \in L$, $x, y \prec x \vee y \implies x \wedge y \prec x, y$. $L$ is modular if it is both upper- and lower-semimodular. A lattice $L$ is distributive if for all $x, y, z \in L$, $x \wedge (y \vee z) = (x \wedge y) \vee (x \wedge z)$. Every distributive lattice is modular and every modular lattice is ranked [9].

A point $x$ in a lattice $L$ is join-irreducible if there is no set $S \subseteq L$ such that $x = \bigvee S$ and meet-irreducible if there is no set $S \subseteq L$ such that $x = \bigwedge S$. Write $J(L)$ for the set of join-irreducible elements.

A subset $D$ of a partial order $P$ is a downset or ideal if: for all $x, y \in D$, if $x \in D$ and $y \leq x$ then $y \in D$. We will write $D(P)$ for the set of ideals of $P$.

Theorem 3.2 (Birkhoff (see e.g. [9])). Every distributive lattice $L$ is isomorphic to the lattice of downsets of the partial order on its join-irreducible elements, ordered by inclusion; i.e. $L \simeq D(J(L))$, with the meet and join operations given by set union and intersection respectively.

We need to prove some facts about distances in modular lattices.

Proposition 3.3. Let $L$ be a graded lattice and let $x, y \in L$. Then $\text{dist}(x, y) \geq |\text{rank}(x) - \text{rank}(y)|$, with equality if $x \prec y$ or $y \prec x$.

Proof. This follows from the fact that for every edge $u \prec v$ in the path from $x$ to $y$ has rank$(u) + 1 = \text{rank}(v)$.

To prove our characterization of distance, we define inversions in the path.
Definition 3.4. Let $L$ be a lattice and let $c_1, \ldots, c_m$ be a path in $\text{cov}(L)$, so that $c_i \prec c_{i+1}$ or $c_{i+1} \prec c_i$ for each $i$. If $c_{i-1}, c_{i+1} \prec c_i$ or $c_i \prec c_{i-1}, c_{i+1}$ we call $c_i$ an inversion on the path.

Lemma 3.5. The following holds for any $x, y$ in a lattice $\mathcal{M}$:
1. If $\mathcal{M}$ is lower-semimodular then $\text{dist}(x, y) = \text{dist}(x, x \land y) + \text{dist}(y, x \land y)$;
2. If $\mathcal{M}$ is upper-semimodular then $\text{dist}(x, y) = \text{dist}(x, x \lor y) + \text{dist}(y, x \lor y)$;
3. If $\mathcal{M}$ is distributive then $\text{dist}(x, y) = |X \Delta Y|$ where $X, Y \in D(J(\mathcal{M}))$ are isomorphic images of $x, y$ in Birkhoff’s representation.

Proof. It suffices to prove the first statement: the second follows by the analogous argument and the third follows from the modularity of distributive lattices and Birkhoff’s representation.

Let $\mathcal{M}$ be lower-semimodular, let $x, y \in \mathcal{M}$, and let $x = c_0, c_1, \ldots, c_m = y$ be a shortest path between $x$ and $y$, so that $\text{dist}(x, y) = \text{dist}(x, c_i) + \text{dist}(y, c_i)$ for any $i$. The statement holds trivially when $x < y$ or $y < x$ (since $x \land y = x$ or $x \lor y = y$), so we assume $x, y$ are incomparable. We prove the statement by induction on the largest rank of an inversion of the form $c_{i-1}, c_{i+1} \prec c_i$ in the path.

First suppose that $c_i$ is any element of the path and assume for contradiction that $\text{rank}(c_i) < \text{rank}(x \land y)$. Then

$$\text{dist}(x, x \land y) = \text{rank}(x) - \text{rank}(x \land y) < \text{rank}(x) - \text{rank}(c_i) \leq \text{dist}(x, c_i),$$

a contradiction. Thus $\text{rank}(c_i) \geq \text{rank}(x \land y)$ for each element of the path.

Suppose there are no inversions of the form $c_{i-1}, c_{i+1} \prec c_i$. Then $c_i \prec x, y$ and therefore $c_i \leq x \land y$ so $\text{rank}(c_i) \leq \text{rank}(x \land y)$, and by the above inequality we have $\text{rank}(c_i) \geq \text{rank}(x \land y)$, so $\text{rank}(c_i) = \text{rank}(x \land y)$. Therefore, as desired,

$$\text{dist}(x, y) = \text{dist}(x, c_i) + \text{dist}(y, c_i) = \text{rank}(x) - \text{rank}(c_i) + \text{rank}(y) - \text{rank}(c_i)$$

$$= \text{rank}(x) - \text{rank}(x \land y) + \text{rank}(y) - \text{rank}(x \land y)$$

$$= \text{dist}(x, x \land y) + \text{dist}(y, x \land y).$$

Now let $c_i$ be an inversion of the form $c_{i-1}, c_{i+1} \prec c_i$ with $\text{rank}(c_i) > \text{rank}(x \land y)$. Then by lower-semimodularity there is an element $c'_i = c_{i-1} \land c_{i+1} \prec c_{i-1}, c_{i+1}$. Then replacing $c_i$ with $c'_i$ maintains the length of the path. Performing the same operation on all such inversions of maximum rank reduces the maximum rank by 1 and the result holds by induction.

3.2 A Universal Protocol for Distributive Lattices

Write $\mathcal{D} = (\mathcal{D}_n)$ for the family of cover graphs of distributive lattices on $n$ vertices. We first give an optimal protocol for distances in distributive lattices in the weak universal model (recall that in this model, the referee sees the shared randomness). This protocol is adapted from a simplified presentation of Huang et al.’s $k$-Hamming Distance protocol ([21]) communicated to us by E. Blais.

Theorem 3.6. For any $\epsilon > 0$ and integer $k$, $R^{\text{weak}}(\mathcal{D}^k) = O(k \log(k/\epsilon))$.

Proof. For any distributive lattice $L \simeq D(J(L))$, identify each vertex $x \in L$ with its ideal $X \subseteq J(L)$ of join-irreducibles. Write $e_1, \ldots, e_m$ for the basis vectors of $\mathbb{F}_2^n$. Consider the following protocol. On the distributive lattice $L$ and vertices $x, y$, Alice and Bob perform the following:
1. Define \( m = \lceil \frac{(k+2)^2}{\epsilon} \rceil, q = \lceil \log \frac{1}{\epsilon} + \log \sum_{i=0}^{\alpha} \binom{m}{i} \rceil \).
2. Let \( S = (s_1, \ldots, s_m) \) be a multiset of uniformly random elements of \( \mathbb{F}_2^m \).
3. For each join-irreducible element \( j \in J(L) \) assign a uniformly random index \( i_j \sim [m] \).
4. For each vertex \( v \subseteq J(L) \) there is an indicator vector \( a(v) \in \mathbb{F}_2^m \) defined by \( a(v) = \sum_{j \in v} e_{i_j} \). Label \( v \) with \( \ell(v) = \sum_{i=1}^{m} a(v)_i s_i \).
5. Alice sends \( \ell(x) \) and Bob sends \( \ell(y) \) to the referee.
6. The referee accepts if \( \ell(x) + \ell(y) \) is a sum of at most \( k \) elements of \( S \).

By Lemma 3.5 and Birkhoff’s theorem, \( \text{dist}(x, y) = \text{dist}(x, x \land y) + \text{dist}(x \land y, y) = |X \setminus Y| + |Y \setminus X| = |X \Delta Y| \), where \( \Delta \) denotes the symmetric difference. Suppose \( \text{dist}(x, y) = |X \Delta Y| \leq k \).

Then \( \ell(x) + \ell(y) = \sum_{j \in X \Delta Y} c(j) \) is a sum of at most \( k \) elements of \( S \), so the protocol accepts with probability 1 (so this protocol has 1-sided error).

Now suppose \( \text{dist}(x, y) = |X \Delta Y| \geq k + 1 \). The correctness of the protocol follows from the next two claims along with the observations that \( a(x) + a(y) = a(x \land y) \) and \( \ell(x) + \ell(y) = \ell(x \land y) \) (with arithmetic in \( \mathbb{F}_2^m \)) and that \( \text{dist}(x, y) \geq k + 1 \) implies \( \text{rank}(x \land y) \geq k + 1 \). We will write \( |a(v)| \) for the number of 1’s in the vector \( a(v) \).

**Claim 3.7.** Any vertex \( v \subseteq J(L) \) with \( \text{rank}(v) \geq k + 1 \) has \( |a(v)| \geq k + 1 \) with probability at least \( 1 - \epsilon/2 \).

**Proof of claim.** If \( \text{rank}(v) = k + 1 \), so \( v \) is a set of \( k + 1 \) join-irreducibles, then the probability that any two indices \( i_j, i_{j'} \), collide, for \( j, j' \in v \), is by the union bound at most

\[
\binom{k+1}{2} \Pr[i_j = i_{j'}] = \frac{(k+1)^2}{2} \frac{\epsilon}{m} \leq \frac{\epsilon/2}{(k+2)^2} = \epsilon/2.
\]

For \( \text{rank}(v) > k + 1 \) choose \( v' \preceq v \) so \( k + 1 \leq \text{rank}(v') < \text{rank}(v) \), so using induction and the assumption \( \epsilon < 1/2 \),

\[
\Pr[|a(v)| \leq k] = \frac{k+1}{m} \Pr[|a(v')| = k + 1] + \frac{k}{m} \Pr[|a(v')| \leq k] < \frac{\epsilon}{k+2} + \frac{\epsilon}{k+2} = \frac{\epsilon}{2} < \epsilon/2.
\]

**Claim 3.8.** For any vertex \( v \subseteq J(L) \), if the indicator vector \( a(v) \) has weight \( \geq k + 1 \) then, with probability at least \( 1 - \epsilon/2 \), \( \ell(v) \) is not a sum of at most \( k \) vectors in \( S \).

**Proof of claim.** Write \( kS \) for the set of all sums of at most \( k \) vectors in \( S \). Fix any \( a(v) \) with weight \( \geq k + 1 \) and let \( A = \{ i : a(v)_i = 1 \} \) so \( |A| \geq k + 1 \). Let \( b \in kS \) be any sum of \( k \) vectors in \( S \), and let \( B \subset [m] \) be a set of indices of size \( |B| \leq k \) such that \( b = \sum_{i \in B} s_i \).

Since \( |B| \leq k < |A| \) we must always have \( A \setminus B \neq \emptyset \) and \( \ell(v) + b = \sum_{i \in A \setminus B} s_i \), so \( \Pr[\ell(v) + b = 0] = 2^{-q} \). Therefore, by the union bound over all such vectors \( b \),

\[
\Pr[\ell(v) \in kS] \leq \sum_{i=0}^{k} \binom{m}{i} 2^{-q} < \epsilon/2.
\]

We can put a bound on \( q \) by using

\[
\sum_{i=0}^{k} \binom{m}{i} \leq k \binom{m}{k} \leq k \left( \frac{em}{k} \right)^k
\]

so

\[
q \leq 1 + \log \frac{1}{\epsilon} + \log k + k \log \frac{em}{k} \leq \log \frac{2k}{\epsilon} + k \log \frac{ek}{\epsilon} = O \left( \frac{k \log k}{\epsilon} \right).
\]
Observe that the referee must see the set $S$ for the above protocol to work. We can easily modify the above protocol to get $O(k^2)$.

**Theorem 3.9.** For any $\epsilon > 0$ and any integer $k$, $R^\text{univ}_U(D^k) = O(k^2 \log(1/\epsilon))$.

**Proof.** The protocol is the same as above, with the following modification: Alice and Bob each send the indicator vectors $a(x), a(y) \in \mathbb{F}_2^n$.

The correctness of this protocol for error $1/3$ follows from Claim 3.7. Observe that Alice and Bob use the same strategy to send their messages and that the decision function is symmetric. The communication cost is now at most $m = \lceil 3(k + 2)^2/2 \rceil$.

This protocol is one-sided, so to achieve error $\epsilon$ we can run the protocol $r = \lceil \log_3(1/\epsilon) \rceil$ times and take the AND of the results. The probability of failure is $(1/3)^r = 3^{-r} < \epsilon$. ◀

Now we apply Theorem 1.1 to obtain Theorem 1.3.

Since the family of distributive lattices is an upwards family (simply append a new least element to obtain a larger distributive lattice), we see from Proposition 2.17 that lattices in $D^k$ can be randomly embedded into a constant-size graph, for any constant $k$. In fact, by inspection of the protocol, we see that the family $D$ can be randomly embedded into a small-dimensional hypercube, while $D^k$ can be embedded into the $k$-closure of the $O(k^2)$-dimensional hypercube.

**Corollary 3.10.** For any $\epsilon > 0$ and any $k$, there exists a graph $U$ of size $2^{O(k^2 \log(1/\epsilon))}$ such that for all $L \in D^k$, $L \subseteq U$.

### 3.3 Lower Bound for Modular Lattices

Since Lemma 3.5 works for any modular lattices, it is natural to ask whether we can achieve a similar constant-cost protocol for computing distance thresholds in modular lattices. However, we show that this is impossible.

**Lemma 3.11.** There is a function $m(n) = O(n^4)$ such that if $G$ is any graph with $n$ vertices (where $G(u, v) = 1$ for all $u$), there exists a modular lattice $M$ with size $m(n)$ such that $G$ is an induced subgraph of $\text{cov}(M)^2$.

**Proof.** Construct the lattice $M$ as follows:

1. Start with vertices $V$, which are all incomparable.
2. For each edge $e = \{u, v\} \in E$, add vertices $a_e, b_e$ such that $a_e < u, v < b_e$.
3. For each edge $e = \{u, v\}, e' = \{u', v'\} \in E$ such that $e \cap e' = \emptyset$ add a vertex $c_{e,e'}$ with $a_e, a_{e'} < c_{e,e'} < b_e, b_{e'}$.
4. Add vertices $0_M$ and $1_M$ such that $0_M < a_e$ and $b_e < 1_M$ for all $e \in E$.

First we prove that $M$ is a modular lattice and then we prove the bound on the size.

**Claim 3.12.** $M$ is a modular lattice.

Proof of claim. Observe that all orderings $<$ directly imposed by this process are covering orders $\prec$. Let $A = \{a_e\}_{e \in E}, B = \{b_e\}_{e \in E}, C = \{c_e\}_{e \in E}$ and $V$ the original set of vertices. By construction, $M$ is graded with $\text{rank}(0_M) = 0, \text{rank}(A) = 1, \text{rank}(V) = \text{rank}(C) = 2, \text{rank}(B) = 3, \text{rank}(1_M) = 4$. Note that for every pair of vertices $x, y \in M, 0_M \leq x, y \leq 1_M$ so upper- and lower-bounds exist.

Assume for contradiction that $M$ is not a modular lattice, so there exist incomparable $x, y \in M$ such that either $x \wedge y$ or $x \vee y$ does not exist, or such that $x \wedge y \prec x, y \nprec x \vee y$ or $x \wedge y \nprec x, y \prec x \vee y$. 
Case 1: Suppose rank(x) ̸= rank(y). Then x ∧ y = 0_M and x ∨ y = 1_M so x ∧ y ̸= x, y ̸= x ∨ y.
Case 2: Suppose x, y ∈ A so x = a_e, y = a_e'. Then 0_M = a_e ∧ a_e' ̸≺ a_e, a_e'.
If a_e, a_e' < u, v for u, v ∈ V then u, v ∈ e ∨ e' so u = v. If a_e, a_e' < v, c_{d,d'} for v ∈ V and c_{d,d} ∈ C then
v ∈ e ∨ e' and c_{d,d} = c_{e,e'} so e ∨ e' = 0, a contradiction. Finally, if a_e, a_e' < c_{d,d'}, c_{d',d'}
then c_{d,d'} = c_{d',d'} = c_{e,e'}. So a_e ∨ a_e' exists and a_e ∧ a_e' ̸≺ a_e, a_e' ̸≺ a_e ∨ a_e'.
The same argument holds for x, y ∈ B.
Case 3: Suppose x, y ∈ V and assume a_e ∨ a_e' < x, y. Then x, y ∈ e ∨ e' so a_e = a_e'.
A similar argument holds for x, y < b_e, b_e'. So x ∧ y < x, y ∨ x ∨ y.
Case 4: Suppose x, y ∈ C so x = c_{e,e'}, y = c_{d,d'}. Suppose a_s, a_t < c_{e,e'}, c_{d,d'}.
Then s, t ∈ {e, e'} ∩ {d, d'} so either {e, e'} = {d, d'} or s = t. The same argument holds for
c_{e,e'}, c_{d,d'} < b_e, b_d so x ∧ y < x, y ∨ x ∨ y.
Case 5: Suppose x ∈ V, y ∈ C so y = c_{e,e'} which implies e ∨ e' = 0. If x ̸∈ e ∨ e'
then x ∧ c_{e,e'} = 0_M and x ∨ c_{e,e'} = 1_M so x ∧ c_{e,e'} ̸≺ x, c_{e,e'} ̸≺ x ∨ c_{e,e'}; so suppose
x ∈ e ∨ e'. If a_e, a_e' < x, c_{e,e'} then x ∈ e ∨ e' which is a contradiction. Then x ∈ e
or x ∈ e'; say x ∈ e. Then a_e = x ∧ c_{e,e'}. The same argument holds for B so
a_e = x ∧ c_{e,e'} ̸≺ x, c_{e,e'} ̸≺ x ∨ c_{e,e'} = b_e.

Claim 3.13. G is an induced subgraph of cov(M)^2.

Proof of claim. Suppose {u, v} ∈ E. Then there is a_e ̸≺ u, v so dist(u, v) ≤ 2 in cov(M).
Now let u, v ∈ V(G) and suppose dist(u, v) ≤ 2 in cov(M) so that, by Lemma 3.5, u ∧ v < u, v < u ∨ v.
By construction, either u = v so G(u, v) = G(u, u) = 1, or u ∨ v = a_e for some
e ∈ E(G) so u, v ∈ e and therefore G(u, v) = 1.

The size of M is at most 2 + |E(G)| + |E(G)|^2 = O(n^4). Let m(n) be the maximum size of a
modular lattice obtained in this way from a graph of size n. We want all constructions to be
of the same size, so repeatedly append new least elements until the size reaches m(n); this
maintains the modular lattice property.

Theorem 3.14. Let M = (M_n) be the family of cover graphs of modular lattices.
R_{inv}^M(M^2) ≥ Ω(n^{1/4}).

Proof. Suppose there is a protocol for M^2 with cost o(n^{1/4}). Given a graph G of size
n, Alice and Bob construct the modular lattice of size m(n) = O(n^4) with G an induced
subgraph of cov(M)^2 and run the protocol for M^2 with size m(n) (observe that all possible
constructions must be of the same size, since the referee does not know which lattice Alice
and Bob construct). This has cost o(m(n)^{1/4}) = o(n), which contradicts Theorem 1.6.

4 Communication on Efficiently Labelable Graphs

In this section we take inspiration from the field of implicit graphs and graph labeling and
show that one may often, but not always, obtain constant-cost adjacency and k-distance
protocols for families that are commonly studied in the graph labeling literature.

4.1 Trees, Forests, and Interval Graphs

In this section we pick the low-hanging fruit from trees and forests (and interval graphs).
Applying Theorem 1.1 with the next lemma, we get Theorem 1.4.

Lemma 4.1. Let T = (T_n) be the family of trees of size n. R_{inv}^{inv}(T^k) = O(k \log \frac{1}{n}),
and this protocol will correctly compute the distance in the case dist(x, y) ≤ k.
Universal Communication

Proof. Consider the following protocol. On input \((T, x), (T, y)\) for a tree \(T\), Alice and Bob perform the following.

1. Partition the vertices of \(T\) into sets \(T_1, \ldots, T_m\) such that \(T_i = \{v \in V(T) : (i - 1)k \leq \text{depth}(v) < ik\}\). For each \(v \in V(T)\) let \(t(v)\) be the index of the unique set satisfying \(v \in T_{t(v)}\).

2. For each vertex \(v \in V(T)\) assign a uniformly random color \(\ell(v)\) in \([m]\) for \(m = \lceil 6/\epsilon \rceil\).

Let \(x'\) be root of the subtree of \(T_{t(x)}\) that contains \(x\), and let \(x''\) be the root of the subtree of \(T_{t(x) - 1}\) that contains \(x\). Let \(x_0, x_1, \ldots, x_k, \ldots, x_{k_1} = x\) be the path from \(x''\) to \(x\) (with \(x_k = x'\)) and let \(y_0, \ldots, y_k, \ldots, y_{k_2}\) be the path from \(y''\) to \(y\). Alice and Bob send \(\ell(x_0), \ldots, \ell(x_{k_1})\) and \(\ell(y_0), \ldots, \ell(y_{k_2})\) respectively.

3. If \(\ell(x') = \ell(y')\), let \(p\) be the maximum index such that \(\ell(x_i) = \ell(y_i)\) for each \(k < i \leq p\). Let \(d = (k_1 - p) + (k_2 - p)\). If \(\ell(x'') = \ell(y'')\), let \(p\) be the maximum index such that \(\ell(x_i) = \ell(y_i)\) for each \(i \leq p\) and let \(d = (k_1 - p) + (k_2 - p)\). If \(\ell(x') = \ell(y'')\) let \(p\) be the maximum index such that \(\ell(x_i) = \ell(y_{k+i})\) for each \(i \leq p\) and let \(d = (k_1 - p) + (k_2 - k - p)\). If \(\ell(x') = \ell(y'')\) do the same with \(x, y\) reversed. In each case, if \(d \leq k\), the referee outputs \(d\), otherwise they output “> \(k\).” If none of the above cases hold, output “> \(k\).”

The cost of this protocol is \(2k\lceil \log m \rceil = O(k \log(1/\epsilon))\). With probability at least \(1 - 4/m > 1 - \epsilon/2\), each of the possible equalities \(x'' = y'', x' = y', x'' = y', x' = y''\) will be correctly observed by the referee. If \(\{x', x''\} \cap \{y', y''\} = \emptyset\) then \(x, y\) are not in the same subtree rooted at depth \(\text{depth}(x'')\), so the distance from \(x\) to any common ancestor of \(x, y\) is at least \(\text{dist}(x, x'') > k\). Therefore if \(\text{dist}(x, y) \leq k\), one of these equalities will hold. If \(x'' = y''\) and \(q\) is the maximum integer such that \(x_i = y_i\) for all \(i \leq q\) then \(\text{dist}(x, y) = (k_1 - q) + (k_2 - q)\), because the deepest common ancestor of \(x, y\) is at depth \(\text{depth}(x_0) + q\). Conditional on the 4 equalities being correctly observed, we will have \(d = (k_1 - p) + (k_2 - p)\) since \(p \geq q\). If \(p > q\) then \(\ell(x_{q+1}) = \ell(y_{q+1})\) even though \(x_{q+1} \neq y_{q+1}\), which occurs with probability \(1/m < \epsilon/2\). Therefore the probability that \(d \neq \text{dist}(x, y)\) is at most \(2(\epsilon/2) = \epsilon\) when \(\text{dist}(x, y) \leq k\). A similar argument holds in the other 3 cases.

If \(\text{dist}(x, y) > k\) then still with probability at least \(1 - \epsilon/2\) all 4 possible equalities are correctly observed. Following the same argument as in the equality case, we see that if any of the equalities hold we will have \(d = \text{dist}(x, y)\) with probability greater than \(1 - \epsilon/2\), for total error probability less than \(\epsilon\). If none of the 4 equalities hold then the probability of error is at most \(\epsilon/2\).

Since trees have efficient protocols, one might wonder about generalizations of trees. The arboricity of a graph is one such generalization, which measures the minimum number of forests required to partition all the edges.

Definition 4.2. A graph \(G = (V, E)\) has arboricity \(\alpha\) iff there exists an edge partition of \(G\) into forests \(T_1, \ldots, T_\alpha\). Equivalently, for \(S\) ranging over the set of subgraphs of \(G\), \(G\) has

\[
\max_S \left[ \frac{E(S)}{V(S) - 1} \right] \leq \alpha.
\]

Low-arboricity graphs easily admit an efficient universal SMP protocol for adjacency.

Proposition 4.3. Let \(F\) be any family of graphs with arboricity at most \(\alpha\). For all \(\epsilon > 0\), \(P_{\text{inv}}(F) = O(\alpha \log \frac{2}{\epsilon})\).

Proof. On the graph \(G\) and vertices \(x, y\), Alice and Bob perform the following:

1. Compute a partition of \(G\) into \(\alpha\) forests \(T_1, \ldots, T_\alpha\).
2. Assign to each vertex \(v\) a uniformly random number \(\ell(v) \sim [m]\) for \(m = [2\alpha/\epsilon]\).
3. Let \( x_i \) be the parent of \( x \) in tree \( i \) and let \( y_i \) be the parent of \( y \). Alice sends \( \ell(x) \) and

\[ \ell(x_i) \]

for each \( i \), and Bob does this same with \( y \).

4. The referee accepts if \( \ell(x) = \ell(y) \) or \( \ell(y) = \ell(x_i) \) for any \( i \).

This protocol has one-sided error since if \( x, y \) are adjacent then either \( x_i = y \) or \( y_i = x \) for some \( i \), so the referee will accept with probability 1. If \( x, y \) are not adjacent then the referee will accept with probability at most \( 2\alpha \cdot \frac{1}{m} < \epsilon \).

However, even graphs of arboricity 2 do not admit efficient protocols or labeling schemes for distance 2, which we can show by embedding an arbitrary graph of size \( \Omega(\sqrt{n}) \) into the 2-closure of an arboricity 2 graph of size \( n \):

\[ \text{Proposition 4.4.} \quad \text{Let } F \text{ be the family of arboricity-2 graphs. Then } R^{\text{univ}}(F^2) \geq \Omega(\sqrt{n}). \]

Proof. The lower bound is obtained via Theorem 1.6 in the same way as in Theorem 3.14, using the following construction. For all simple graphs \( G = (V, E) \) with \( n \) vertices, there exists a graph \( A \) of size \( n + \binom{n}{2} \) and arboricity 2 such that \( G \) is an induced subgraph of \( A^2 \). Let \( A \) be the graph defined as follows:

1. Add each vertex \( v \in V \) to \( A \);
2. For each pair of vertices \( \{u, v\} \) add a vertex \( e_{\{u, v\}} \) and add edges \( \{u, e_{\{u, v\}}\}, \{v, e_{\{u, v\}}\} \)
   iff \( \{u, v\} \in E \).

This graph has arboricity 2 since each \( e_{\{u, v\}} \) we may assign each of its 2 incident edges a color in \( \{1, 2\} \) (if the edges exist). Then the edges with color \( i \in \{1, 2\} \) form a forest with roots in \( V \).

Now we give an example of a family, the interval graphs, with size \( O(\log n) \) adjacency labels but with no constant-cost universal SMP protocol; in fact, randomization does not give more than a constant-factor improvement for this family. An interval graph of size \( n \) is a graph \( G \) where for each vertex \( x \) there is an interval \( X \subseteq [2n] \) such that any two vertices \( x, y \) are adjacent in \( G \) iff \( X \cap Y \neq \emptyset \). These have an \( O(\log n) \) adjacency labeling scheme [23] (one can simply label a vertex with its two endpoints in \( [2n] \)).

There is a simple reduction from the Greater-Than communication problem, in which Alice and Bob receive integers \( x, y \in [n] \) and must decide if \( x < y \). It is known that the one-way public-coin communication cost of Greater-Than is \( \Omega(\log n) \) [25], so \( R^{\text{univ}}(\text{Greater-Than}) = \Omega(\log n) \).

\[ \text{Proposition 4.5.} \quad \text{For the family } F \text{ of interval graphs, } R^{\text{univ}}(F) = \Omega(\log n). \]

Proof. We can use a universal SMP protocol for \( F \) to get a protocol for Greater-Than as follows. Alice and Bob construct the interval graph with intervals \([1, i], [i, n]\) for each \( i \in [n] \), so there are \( 2n \) vertices in \( G \). On input \( x, y \in [n] \), Alice and Bob compute adjacency on the intervals \([1, x], [1, y]\) and then again on \([1, x], [y, n]\). Assume both runs of the protocol succeed. Then when the output is 1 for both runs we must have \( y \in [1, x] \) so \( y \leq x \) and otherwise we have \( y \notin [1, x] \) so \( x < y \).

\subsection{Planar Graphs}

Write \( \mathcal{P}_n \) for the set of planar graphs of size \( n \) and write \( \mathcal{P} = (\mathcal{P}_n) \) for the family of planar graphs. Gavoille et al. [15] gave an \( O(\sqrt{n} \log n) \) labeling scheme where \( \text{dist}(x, y) \) can be computed from the labels of \( x, y, \) and Gawrychowski and Uznanski [16] improved this to \( O(\sqrt{n}) \). These labeling schemes recursively identify size-\( O(\sqrt{n}) \) sets \( S \) and record the distance of each vertex \( v \) to each \( u \in S \), so the \( \sqrt{n} \) factor is unavoidable using this technique. We want to solve \( k \)-distance with a cost independent of \( n \), so we need a new method. Our main tool is Schnyder’s elegant decomposition of planar graphs into trees:
Theorem 4.6 (Schnyder [32], see [11]). Define the dimension \( \dim(G) \) of a graph \( G \) as is the minimum \( d \) such that there exist total orders \( <_1, \ldots, <_d \) on \( V(G) \) satisfying:

\((*)\) For every edge \( (u, v) \in E \) and \( w \notin \{u, v\} \) there exists \( <_i \) such that \( u, v <_i w \).

\( G \) is planar iff \( \dim(G) \leq 3 \). If \( G \) is planar then there exists a partition \( T_1, T_2, T_3 \) of the edges into directed trees satisfying the following. Let \( T_i^{-1} \) be edge-induced directed graph on \( V(G) \) obtained by reversing the direction of each edge in \( T_i \). The graphs with edges \( T_i \cup T_i^{-1} \cup T_{i+1}^{-1} \) have linear extensions \( <_i \) such that \( <_1, <_2, <_3 \) satisfy \((*)\).

Schnyder’s Theorem implies that the arboricity of planar graphs is at most 3, so we may use the protocol for low-arboricity graphs (Proposition 4.3) to determine adjacency in \( P^2 \), which may have large arboricity (arboricity is within a constant factor of degeneracy):

Theorem 4.7 ([1]). There are planar graphs \( P \) for which the degeneracy of \( P^2 \) is \( \Theta(\text{deg } P) \), where \( \text{deg } P \) is the maximum degree of any vertex in \( P \).

We avoid this blowup in arboricity by treating edges of the form \( a \leftarrow b \rightarrow c \) separately (with directions taken from the Schnyder wood). The proof uses the following split operation:

Definition 4.8. Let \( G \in P \) and fix a planar map and a Schnyder wood \( T_1, T_2, T_3 \). Define the graph \( \text{split}(G) \) by the following procedure (see Figure 1):

1. For each vertex \( s \in V(G) \) add vertices \( s, s_1, s_2, s_3 \) to \( \text{split}(G) \) (excluding \( s_i \) if \( s \) has no incoming edge in \( T_i \)). Add edges \((s_i, s)\) to \( T_i^\prime\);
2. For each (directed) edge \((u, v) \in T_i\) add the edges \((u_{i-1}, v_i), (u_{i+1}, v_i)\) (arithmetic mod 3) to \( T_i^\prime\);
3. For the unique (directed) edge \((v, u) \in T_i\) add the edges \((v_{i-1}, u), (v_{i+1}, u)\) to \( T_i^\prime\).

![Figure 1] Splitting vertex \( s \), with \( T_1, T_2, T_3 \) in blue, red, and green respectively (1, 2, and 3 arrowheads).

Proposition 4.9. \( \text{split}(G) \) is planar.

Proof. We prove that splitting any vertex \( s \) results in a planar graph. By induction we may then split each vertex in sequence and obtain a planar graph. Let \( <_i \) be any total order on \( V(G) \) extending \( T_i \cup T_{i-1}^{-1} \cup T_{i+1}^{-1} \), which satisfies condition \((*)\) by Schnyder’s theorem. Let \( <_1^\prime, <_2^\prime, <_3^\prime \) be the same total orders, extending \( T_1^\prime, T_2^\prime, T_3^\prime \), and augmented to include \( s_1, s_2, s_3 \) as follows:

1. For each \( u \in V(G), s_i <_i^\prime u \) iff \( s <_j u \) and \( u <_j^\prime s \);
2. For each \( i, s_i <_i^\prime s_i^\prime, s_i^\prime <_i^\prime s_i+1 <_i^\prime s_i-1 \). This is possible since \( \{s_i\} \) do not have a defined ordering in \( <_i \) and remain incomparable after the previous step.

Note that for any edge \((u, v) \in T_i^\prime\) we have \( u <_i^\prime v \) and \( v <_i^\prime u \) for \( j \neq i \). It suffices to prove that condition \((*)\) is satisfied by the new orders. Let \( \{u, v\} \in E(\text{split}(G)) \) and let \( w \notin \{u, v\} \). We will show that there exists \( i \) such that \( u, v <_i^\prime w \).
If $u, v, w \in V(G)$ then we are done since the orders $<_i^j$ are the same as $<_i$ on these vertices.

If $u = s_i$ then either $v \in V(G) \setminus s_i$, in which case $v < v_i^j s_i$ so $v < v_i^j u$ and therefore $v < v_i^j v$ for $j \neq i$, or $v = s_i$ so $v < v_i^j u$ and therefore $v < v_i^j u$ for $j \neq i$. Let $v \neq s_i$. For any $w \in V(G) \setminus \{v\}$ we have, by (**), either $v, s_i < w$ so $v < v_i^j s_i < v_i^j w$, or $v, s_i < w$ so $u < v_i^j v < v_i^j w$. If $v = s_i$ then by construction there exists $(u', v) \in T_i$. By (**), either $u', v < i w$ so $u < v_i^j v < i w$, or $u', v < v_i^j w$ so $v < v_i^j u < u' < v_i^j w$.

The only case remaining is if $w = s_i$ and $u, v \in V(G)$. By construction there exists $(w', w) \in T_i$. Either $u, v < i w' < i w < i s_i$ and $w < i s_i$ or by (***) there exists $j$ such that $u, v < j s_i$ and $(s_i, w)$ is an edge in $T_i^j$, $s < j w$ for $j \neq i$. □

Definition 4.10. Let $G = (V, E)$ be a planar graph. Fix a planar map and a Schnyder wood $T_1, T_2, T_3$. For each $i$, define the graph $G_i = (V, E \setminus T_i)$ as the graph obtained by removing each edge in $T_i$. Define the head-to-head closure of $G_i$, written $G_i^\leftarrow\rightarrow$, as the graph with an edge $(u, v)$ if there exists $w \in V$ such that $u \leftarrow w \rightarrow v$ in $G_i$. (Observe that the two outgoing edges of $w$ must be in $T_{i-1}, T_{i+1}$.) Let $G^\leftarrow\rightarrow$ be the subgraph of $G^2$ containing all edges occurring in $G_i^\leftarrow\rightarrow$ for each $i$.

Lemma 4.11. Let $G$ be a planar graph. For any graph $M$, if $M$ is a minor of $G_i^\leftarrow\rightarrow$ then $M$ is a minor of $\text{split}(G)$.

Proof. We will prove the following claim.

Claim 4.12. For any set $P = \{P_j\}$ of simple paths $P_j \subseteq V(G_i^\leftarrow\rightarrow)$, with endpoints $\{(s_j, t_j)\}$ such that no two paths $P_j, P_k$ have the same endpoints and $P_j \cap P_k \subseteq \{s_j, s_k, t_j, t_k\}$, there exists a set of paths $Q = \{Q_j\}$ of paths in $\text{split}(G)$ with the same endpoints such that

$$Q_j \cap Q_k \subseteq \{(s_j, s_k, t_j, t_k) \cup \{(s_j)_i, (s_k)_i, (t_j)_i, (t_k)_i\} \cup \{(s_j)_i, (s_k)_i, (t_j)_i, (t_k)_i\},$$

where the vertices $s_i, s_i+1, s_i-1$ are defined as in the split operation.

Proof of claim. For each path $P_j$, perform the following. For each edge $\{u, v\}$ in the path $P_j$, there is some vertex $v'$ such that either $(v, v') \in T_{i-1}$ and $(v, v') \in T_{i+1}$, or the same holds with $u, w$ reversed. Add the edges $\{u, v\}$, $\{u, v\}$, $\{v, w\}$ to $Q_j$. If $P_j$ is a singleton $P_j = \{u\}$ so $s_j = t_j$ then add $u$ to $Q_j$.

Consider two paths $Q_j, Q_k$ constructed this way. $G_i^\leftarrow\rightarrow$ has vertex set $V$ and $\text{split}(G)$ has vertex set $V' \supset V$. By construction, $P_j \subseteq Q_j$ and $P_k \subseteq Q_k$ and $(Q_j \cap V') = P_j$. Suppose there exists $z \in Q_j \cap Q_k$ that is not an end point, so $z \notin \{s_j, s_k, t_j, t_k\}$. If $z \in V$ then $z \in P_j \cap P_k \subseteq \{s_j, s_k, t_j, t_k\}$ so we only need to worry about $z \in V' \setminus V$.

If $z = v_i$ for some vertex $v$ then there are unique distinct vertices $u_{-1}, w_{i+1} \in V'$ adjacent to $v_i$ such that $u_{-1}, w_{i+1} \in Q_j \cap Q_k$. Then $u, w \in Q_j \cap Q_k$ also, so $u, w \in P_j \cap P_k$; but then $u \neq w$ are the start and end points of $P_j, P_k$, so $P_j = P_k$, a contradiction.

If $z = v_{i-1}$ for some vertex $v \in V$ then $v \in Q_j \cap Q_k$, so by the case above, $z \in \{s_j, s_k, t_j, t_k\}$ and $z \notin \{(s_j)_i, (s_k)_i, (t_j)_i, (t_k)_i\}$. Likewise for $z = v_{i+1}$. □

Let $M$ be a minor of $G_i^\leftarrow\rightarrow$, so a subdivision of $M$ occurs as a subgraph of $G_i^\leftarrow\rightarrow$. Therefore there is a set of paths $P$ in $G_i^\leftarrow\rightarrow$ satisfying the conditions of the claim, so that by contracting each path into a single edge, and deleting the rest of the graph, we obtain $M$. Let $Q = \{Q_j\}$ be the set of paths given by the claim. For endpoints $s_j, t_j \in Q_j$, contract the edges $\{(s_j, t_j)\} \cup \{(s_j), (t_j)\}$ in $Q_j$. The result is a contraction of $\text{split}(G)$ and a set of paths $Q'$ that is a subdivision of $M$, so $M$ is a minor of $\text{split}(G)$, which proves the lemma. □
Corollary 4.13. \( G_i \rightarrow \) is planar and \( G \rightarrow \rightarrow \) has arboricity at most 9.

Proof. A graph is planar iff it does not contain \( K_5 \) or \( K_{3,3} \) as a minor (Kuratowski’s Theorem). If \( G_i \rightarrow \) is not planar then it contains \( K_5 \) or \( K_{3,3} \) as a minor, so by the above lemma, \( \text{split}(G) \) contains \( K_5 \) or \( K_{3,3} \) as a minor, so \( \text{split}(G) \) is not planar, a contradiction. Since planar graphs have arboricity at most 3, the edge union \( G \rightarrow \rightarrow \) of 3 planar graphs has arboricity at most 9.

By separating the \( \rightarrow \) edges from the remaining edges of \( P_2 \), we obtain a constant-cost universal SMP protocol for \( P_2 \), and then by applying Theorem 1.1 we obtain Theorem 1.5.

Lemma 4.14. For all \( \epsilon > 0 \), \( R_{\epsilon}^{\text{univ}}(P^2) = O\left(\log\frac{1}{\epsilon}\right) \).

Proof. For a planar graph \( G = (V,E) \) with a fixed planar map and a Schnyder wood \( T_1, T_2, T_3 \), define the graph \( G_i = (V,E \setminus T_i) \) as the graph obtained by removing the edges in tree \( T_i \).

On planar graph \( G \in P^2 \) and vertices \( x, y \), Alice and Bob perform the following:
1. For each \( i \) define \( x_i, y_i \) to be the parents of \( x, y \) in \( T_i \). Run the protocol for adjacency with error \( \epsilon/7 \) on \( (x, y_i) \) and \( (x_i, y) \) for each \( i \).
2. Run the protocol for low-arboricity graphs on \( G \rightarrow \rightarrow \) with error \( \epsilon/7 \).
3. Accept iff one of the above sub-protocols accepts.

By Corollary 4.13, \( G \rightarrow \rightarrow \) has arboricity at most 9, we may apply the protocol for low-arboricity graphs in step 2. If \( \text{dist}(x, y) > 2 \) then the protocol will correctly reject with probability at least \( 1 - \epsilon \) since there are 7 applications of \( \epsilon/7 \)-error protocols. It remains to show that if \( \text{dist}(x, y) = 2 \) then the algorithm will accept.

Suppose \( x, y \) are of distance 2. Then the paths between them are of the following forms (with edge directions taken from the Schnyder wood).
1. \( x \rightarrow v \rightarrow y \) or \( x \rightarrow v \leftarrow y \). This is covered by step 1.
2. \( x \leftarrow v \rightarrow y \). This is covered by step 2.

Since planar graphs are an upwards family (just insert a new vertex), we obtain a constant-size probabilistic universal graph for \( P^2 \).

Corollary 4.15. For any \( \epsilon > 0 \), there is a graph \( U \) of size \( O\left(\log(1/\epsilon)\right) \) such that for every \( G \in P^2 \), \( G \subseteq \epsilon \).
Proof. Let $G$ be any graph on $\sqrt{5}n$ vertices and let $F \in \mathcal{F}$. Choose any set $S \subseteq V(F)$ with $|S| = |G|$. Construct $F'$ by replacing the subgraph induced by $S$ with the graph $G$. Then $\text{dist}(F, F') \leq \frac{|G|^2}{n^2} = \delta$ so $F' \in \mathcal{F}_\delta$. Then the conclusion follows from Theorem 1.6. ▷

This suggests that this is not the correct way to model contextual uncertainty in the SMP model, but universal SMP gives a framework for studying many other error tolerance settings. For example, we could suppose that the referee knows a reference planar graph $G$, and the players are guaranteed to see a graph $G'$ that is close to $G$ and also planar; this would not increase the cost of the protocol due to our results on planar graphs.

Implicit graph conjecture. A major open problem in graph labeling is the implicit graph conjecture of Kannan, Naor, and Rudich [23], which asks if every hereditary graph family $\mathcal{F}$ (where for each $G \in \mathcal{F}$, every induced subgraph of $G$ is also in $\mathcal{F}$) containing at most $2^{O(n \log n)}$ graphs of size $n$ has an $O(\log n)$ adjacency labeling scheme. Not much progress has been made on this conjecture (see e.g. [33, 10]). We ask a weakened version of this conjecture:

Question 5.2. For every hereditary family $\mathcal{F} = (\mathcal{F}_n)$ such that $|\mathcal{F}_n| \leq 2^{O(n \log n)}$, is $R^\text{univ}(\mathcal{F}) = O(\log n)$?

Good candidates for disproving the implicit graph conjecture are geometric intersection graphs, like disk graphs (intersections of disks in $\mathbb{R}^2$) or $k$-dot product graphs (graphs whose vertices are vectors in $\mathbb{R}^k$, with an edge if the inner product is at least 1) [33]. These are good candidates because encoding the coordinates of the vertices as integers will fail [22]. Randomized communication techniques may be able to make progress.

Modular lattices. We have shown that there is no constant-cost universal protocol for distance 2 in modular lattices but, like low-arboricity graphs, adjacency (and therefore $O(\log n)$-implicit encodings) may still be possible.

Planar graphs. Our protocol for computing distance 2 on planar graphs did not generalize in a straightforward fashion to distance 3. Nevertheless, we expect that there is a method for computing $k$-distance on planar graphs with complexity dependent only on $k$; given that a Schnyder wood partitions each edge into 3 groups, we expect that $\tilde{O}(3^k)$ should be possible, and maybe only $\text{poly}(k)$, considering that there is a $O(\sqrt{n})$ distance-labeling scheme.

Sharing randomness with the referee. Finally, it seems to be unknown what the relationship is between SMP protocols where the referee shares the randomness, and protocols where the referee is deterministic, even though both models are used extensively in the literature. Our Proposition 1.8 relates these two models via universal SMP but does not yet give a general upper bound on the universal cost in terms of the weakly-universal cost.

Question 5.3. What general upper bounds can we get on universal SMP in terms of weakly-universal SMP?
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Appendix

Proof of Proposition 2.5.

1. If \( A \subset B \) and \( B \subset C \) with \( \phi, \psi \) being the respective embeddings then for all \( u, v \in V(A) \) we have

\[
C(\phi(u), \psi(v)) = B(\phi(u), \phi(v)) = A(u, v).
\]

2. In the “only if” direction, it suffices to choose \( G^= \). In the other direction, if \( \phi : V(G) \to V(H) \) is an embedding and \( \phi(u) = \phi(v) \) then for all \( w \in V(G) \), \( G(u, w) = H(\phi(u), \phi(w)) = H(\phi(v), \phi(w)) = G(v, w) \) so \( u \equiv v \).

3. Let \( g \) map a vertex of \( G \) to its equivalence class and let \( u, v \in V(G) \). If \( G(u, v) = 1 \) then \( G^= (g(u), g(v)) = 1 \) by definition. If \( G^= (g(u), g(v)) = 1 \) then there exists \( u' \in g(u), v' \in g(v) \) such that \( G(u', v') = 1 \), so \( G(u, v) = G(u', v') = G(v, w) \) so \( u \equiv v \).

4. Let \( g \) map vertices in \( V(G) \) to their equivalence class and let \( g(u), g(v) \in V(G^=) \). If \( g(u) \equiv g(v) \) then for any \( w \), \( G(u, w) = G^= (g(u), g(w)) = G^= (g(v), g(w)) = G(v, w) \) so \( u \equiv v \).

5. If \( G \subset H \) then by transitivity, \( G^= \subset G \subset H \subset H^= \). Likewise, if \( G^= \subset H \) then \( G \subset G^= \subset H \subset H^= \).

6. If \( G^= \) is an induced subgraph of \( H^= \) then clearly there is an embedding. On the other hand, let \( g(u), g(v) \in V(G^=) \) be the equivalence classes of \( u, v \in V(G) \) and suppose there is an embedding \( \phi : G^= \to H^= \). If \( \phi(g(u)) = \phi(g(v)) \) then \( g(u) \equiv g(v) \) so \( g(u) = g(v) \) since \( (G^=)^= \simeq G^= \). Therefore \( G^= \) is an induced subgraph of \( H^= \). □
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Abstract
The Minimum Circuit Size Problem (MCSP) asks whether a given Boolean function has a circuit of at most a given size. MCSP has been studied for over a half-century and has deep connections throughout theoretical computer science including to cryptography, computational learning theory, and proof complexity. For example, we know (informally) that if MCSP is easy to compute, then most cryptography can be broken. Despite this cryptographic hardness connection and extensive research, we still know relatively little about the hardness of MCSP unconditionally. Indeed, until very recently it was unknown whether MCSP can be computed in $AC^0[2]$ (Golovnev et al., ICALP 2019).

Our main contribution in this paper is to formulate a new “oracle” variant of circuit complexity and prove that this problem is $NP$-complete under randomized reductions. In more detail, we define the Minimum Oracle Circuit Size Problem (MOCSP) that takes as input the truth table of a Boolean function $f$, a size threshold $s$, and the truth table of an oracle Boolean function $O$, and determines whether there is a circuit with $O$-oracle gates and at most $s$ wires that computes $f$. We prove that MOCSP is $NP$-complete under randomized polynomial-time reductions.

We also extend the recent $AC^0[p]$ lower bound against MCSP by Golovnev et al. to a lower bound against the circuit minimization problem for depth-$d$ formulas, $(AC^0_d)$-MCSP. We view this result as primarily a technical contribution. In particular, our proof takes a radically different approach from prior MCSP-related hardness results.
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1 Introduction
The Minimum Circuit Size Problem (MCSP) takes as input a Boolean function $f$ (represented by its truth table) and a size parameter $s$ and asks if there is a circuit of size at most $s$ computing $f$. Study of this problem began in the 1950s by complexity theorists in the Soviet Union [31], where MCSP was of such great interest that Levin is said to have delayed
publishing his initial NP-completeness results in hope of showing that MCSP is NP-complete.\footnote{\cite{6} cites a personal communication from Levin regarding this.} Interest in MCSP was revitalized when Kabanets and Cai \cite{19} connected the problem with the natural proofs framework of Razborov and Rudich \cite{28}. Since then, MCSP has been the subject of intense research. We begin by (non-exhaustively) reviewing this work.\footnote{In our review, we are sometimes slightly informal and imprecise in order to be more accessible. We encourage the reader to look at the corresponding references for precise statements.}

1.1 Known lower bounds, hardness, and non-hardness for MCSP

It is easy to see that MCSP is in NP (the circuit of size at most $s$ can be used as a witness), but, despite work by numerous researchers, the exact complexity of MCSP remains unknown.

**Hardness results for MCSP.** We believe MCSP is not easy to compute. Kabanets and Cai \cite{19} show that $\text{MCSP} \not\in \text{P}$ conditioned on a widely-believed cryptographic hypothesis.

Thus, the most natural question about MCSP’s complexity is whether it is NP-complete. As of yet, we have not managed to uncover even strong supporting evidence for, or against, MCSP being NP-complete. The strongest known hardness result is by Allender and Das \cite{3} who show MCSP is hard for the cryptographically important class $\text{SZK}$ under randomized reductions.

Under less powerful types of reductions, we only know hardness for some subclasses of $\text{P}$. For instance, building on the results of Oliveira and Santhanam \cite{26}, Golovnev et al. \cite{12} show that the class of functions computable by polynomial-sized formulas ($\text{NC}^1$) reduces to MCSP under $\text{AC}^0$ reductions.

**Lower Bounds for MCSP.** Unconditionally, we know lower bounds against MCSP for several restricted computational models. Cheraghchi, Kabanets, Lu, and Myrisiotis \cite{10} prove lower bounds for MCSP against DeMorgan formulas, branching programs, and $\text{AC}^0$ circuits that essentially match the best known explicit lower bounds for these models. Golovnev et al. \cite{12} show that MCSP requires exponential-sized $\text{AC}^0[p]$ circuits by proving $\text{MAJORITY} \in (\text{AC}^0)^{\text{MCSP}}$. The MAJORITY hardness result of \cite{12} generalizes to the circuit minimization problem for many circuit classes, however, the techniques fail in the case of constant depth formulas.

**Non-hardness results for MCSP.** Surprisingly, we know MCSP cannot be NP-hard under certain types of reductions. For example, Hirahara and Watanabe \cite{16} show that “oracle-independent polynomial reductions” cannot show that MCSP is hard for a class larger than P. Moreover, while essentially all NP-complete problems are complete under rather weak reductions such as uniform $\text{TIME}[n^{o(1)}]$ reductions (which we do not define here), Murray and Williams \cite{23} prove that MCSP is not even NP-hard under $\text{TIME}[n^{49}]$ reductions.

Conditioned on a widely-believed cryptographic hypothesis, Allender and Hirahara \cite{4} show that a very weak approximation of MCSP is actually neither in P nor NP-complete.

**Approaching MCSP from below.** Given the apparent difficulty of resolving the complexity of MCSP, a natural approach is to progress towards MCSP “from below”: considering restricted classes of circuits $\mathcal{C}$ that we understand better and determining whether the $\mathcal{C}$-circuit minimization problem, $(\mathcal{C})$-MCSP, is NP-hard.
As it stands, we know that minimizing DNF formulas and minimizing \( \text{OR} \circ \text{AND} \circ \text{MOD}_m \) circuits are both \( \text{NP} \)-hard by Masek [20] and by Hirahara, Oliveira, and Santhanam [15] respectively. It is still open whether the circuit minimization problem for, say, depth-3 formulas is \( \text{NP} \)-hard.

1.2 Implications of lower bounds and hardness for MCSP

Since the main goal of this paper is to shed light on the complexity of MCSP, it is worth motivating why the complexity of MCSP is important.

Indeed, while researchers have not yet managed to establish the complexity of MCSP, a series of works, beginning with Kabanets and Cai [19], connect the computational complexity of MCSP and its variants to longstanding open questions in the field.

Separations of complexity classes. Several works ([17], [23], [3], [19]) show that MCSP being \( \text{NP} \)-hard, under various notions of reducibility, implies unknown class separations. For example, Hitchcock and Pavan [17] and Murray and Williams [23] show that if MCSP is \( \text{NP} \)-hard under polynomial-time reductions, then \( \text{ZPP} \neq \text{EXP} \), a major open problem.\(^3\)

Worst-case versus average-case complexity for \( \text{NP} \). Using tools developed by Nisan and Wigderson [24] and Carmosino, Impagliazzo, Kabanets, and Kolokova [9], Hirahara [14] gives a “worst-case to average-case” reduction for \( \text{NP} \) conditioned on a certain approximation to MCSP being \( \text{NP} \)-hard. Thus, if one could show this approximation to MCSP is \( \text{NP} \)-hard, the worst-case and average-case complexity of \( \text{NP} \) would be equivalent.

Circuit Lower Bounds. Recent work ([22], [27], [25]) explores a “hardness magnification” phenomenon whereby even weak circuit lower bounds on certain computational problems imply strong lower bounds on other problems. For example, McKay, Murray, and Williams [22] show that if MCSP (under a small size parameterization) cannot be solved by circuits of size \( n \cdot \text{poly}(\log n) \), then \( \text{NP} \) does not have polynomial-size circuits.

1.3 Our Contributions

In this work, we focus on hardness results for natural variants of MCSP with the aim of shedding light on the complexity of MCSP itself.

NP-Hardness of oracle MCSP (MOCSP)

As mentioned previously, some research has approached the problem of proving \( \text{NP} \)-hardness for MCSP “from below,” that is, showing that the circuit minimization problem is \( \text{NP} \)-hard for restricted classes of circuits like DNF circuits and \( \text{OR} \circ \text{AND} \circ \text{MOD}_m \) circuits.

In this paper, we attempt to approach MCSP “from above.” That is, we study the complexity of a problem that is at least as hard as MCSP. In particular, we define the Minimum Oracle Circuit Size Problem (MOCSP) to take as input a truth table \( T \), a size parameter \( s \in \mathbb{N} \), and an oracle truth table \( O \). The goal is to determine whether there is an \( O \)-oracle circuit with at most \( s \) wires that computes \( T \). It is easy to see that MOCSP \( \in \text{NP} \) (the oracle circuit of size \( s \) can still act as an \( \text{NP} \)-witness).

\(^3\) [23] only shows the result under many-one reductions, but their techniques easily generalize to the truth table case. [17] explicitly proves the truth table result using a different approach than [23].
A natural way to think of MOCSP is as a “conditional” version of MCSP where we are now measuring the complexity of computing $T$ when we are given easy access to $O$.

Although our problem definition is new, this is not the first time someone has considered an “oracle version” of MCSP. Several papers ([2, 5, 16, 18]) study the problem MCSP$^A$ of minimizing oracle circuits for a fixed oracle language $A$. MOCSP differs fundamentally from MCSP$^A$ in that the oracle circuit gets access to an arbitrary Boolean function, not a language, and the function the oracle circuit has access to is an input to the problem.

Furthermore, while MOCSP ∈ NP, the complexity of MCSP$^A$ depends on the oracle $A$. For example, the reference [2] proves MCSP$^{QBF}$ is complete for PSPACE under randomized reductions. Moreover, there is a trivial reduction from MCSP to MOCSP: simply provide no oracle truth tables. Therefore, since MOCSP is still in NP and MOCSP and is at least as hard as MCSP, MOCSP is a nice “testing ground” for hardness results we conjecture for MCSP.

Indeed, as is conjectured for MCSP, we can prove that MOCSP is NP-hard under randomized reductions.

▶ Theorem 1.1. MOCSP is NP hard under:
- randomized many-one reductions with one-sided error, and
- randomized Turing reductions with zero-sided error.

These NP-hardness results are both proved by giving a reduction from approximating set cover to MOCSP. It is worth noting that the NP-hardness results of (DNF)-MCSP [20] and (OR ◦ AND ◦ MOD$_m$)-MCSP [15] are also proved via set cover problems, although both of these reductions are deterministic while our reduction is randomized.

Given that we can show MOCSP is NP-hard under randomized reductions, one might even begin to hope that we can prove hardness under, say, polynomial-time reductions. Unfortunately, this seems difficult. Essentially the same proofs Murray and Williams [23] or Hitchcock and Pavan [17] use to show that MCSP being NP-hard under polynomial-time truth table reductions implies EXP $\neq$ ZPP also work for MOCSP.

▶ Theorem 1.2 (Essentially proven in [17] and [23]). If NP reduces to MOCSP under polynomial time (truth table) reductions, then EXP $\neq$ ZPP.

Thus, improving our reduction to a polynomial-time truth table reduction requires separating EXP from ZPP, a longstanding open problem. For completeness, we give the MOCSP version of Murray and Williams’ proof in Appendix B.

Even so, we expect that the ground truth is that MOCSP is NP-hard under, at least, deterministic polynomial-time Turing reductions.

▶ Conjecture 1.3. MOCSP is NP-hard under polynomial-time Turing reductions.

A perspective on MOCSP and some questions

In light of the fact that hardness for MCSP beyond SZK under even non-uniform reductions is unknown, we found these MOCSP hardness results to be quite surprising. Moreover, the NP-hardness of MOCSP seems to bolster the conjecture that MCSP is in fact NP-hard. To an optimist, NP-hardness results for MOCSP could even be a first step towards proving NP-hardness for MCSP. Indeed, a PSPACE-hardness result was first proved by Buhrman and Torenvliet [8] for an “oracle” version of space-bounded Kolmogorov complexity before Allender et al. [2] showed PSPACE-hardness for the non-oracle version about four years later.\textsuperscript{4}

\textsuperscript{4} The conference versions of [8] and [2] are four years apart.
Even if stronger hardness results for MCSP remain out of reach, MOCSP could still yield valuable insights about MCSP. For instance, it would be interesting to see which of the barriers and non-hardness results known for MCSP carry over to MOCSP.

Open Question 1.4. Can one show that other barriers or non-hardness results that hold for MCSP also hold for MOCSP?

As an example of the insight given by answers to this question, consider Murray and Williams’ [23] result that proving MCSP is NP-hard under polynomial-time reductions implies EXP \( \neq \) ZPP. A natural question one might ask is whether we can improve this theorem to show that MCSP being NP-hard under randomized reductions implies unknown class separations. As we note in Theorem 1.2, however, Murray and Williams’ proof carries over to MOCSP, and Theorem 1.1 shows MOCSP is indeed NP-hard under randomized reductions. Thus, any improvement of Murray and Williams’ result to randomized reductions likely requires a fact about MCSP that we do not know for MOCSP.

In another direction, our results seem to imply that proving hardness for MOCSP is more tractable than proving hardness for MCSP. Since we have already noted that MOCSP can be used as a “testing ground” for questions about MCSP (since any hardness result for MCSP must also hold for MOCSP), one can explore whether other conjectured hardness results for MCSP hold for MOCSP. For example, Hirahara’s [14] worst-case to average-case reduction for NP can be based on a certain approximation of MCSP being NP-hard, which would imply that a certain approximation of MOCSP is also NP-hard. Given that we can prove the NP-hardness of MOCSP under randomized reductions, we ask if one can prove something similar for the approximation version of MOCSP.

Open Question 1.5. Can one prove that, for some \( \epsilon > 0 \), approximating MOCSP on \( n \)-inputs to a factor of \( n^\epsilon \) is NP-hard under, say, \( \text{P/poly} \) reductions? Conversely, can one prove that there is any barrier to showing such a hardness result?

Finally, while in this paper we concentrate on approaching MCSP from above via MOCSP, it would be interesting to explore other problems that are harder than MCSP but still in NP. Perhaps this could help clarify what aspects of MCSP make it difficult to prove hardness for.

MAJORITY-hardness for \( (\text{AC}^0_d)\)-MCSP

As mentioned previously, Golovnev et al. [12] proves that MAJORITY \( \in (\text{AC}^0)\text{-MCSP} \). Using similar techniques, they also show that, for restricted classes of circuits \( \mathcal{C} \) such as formulas and constant depth circuits, the \( \mathcal{C} \)-circuit minimization problem, denoted \( (\mathcal{C})\text{-MCSP} \), is hard for MAJORITY under AC\(^0\) reductions. For these MAJORITY reductions to work, [12] requires that the size of the minimum \( \mathcal{C} \)-circuit on truth tables of length \( n \) is roughly \((n^{49})\)-Lipschitz, that is, flipping one bit in any truth table can change the \( \mathcal{C} \)-circuit complexity by at most an \( n^{49} \) additive term. This Lipschitzness hypothesis is unknown (and in our estimation probably false) in the class of depth-\( d \) formulas, which we denote \( \text{AC}^0_d \).\(^5\) As a result, until this work, it was unknown whether, say, \( (\text{AC}^0_d)\text{-MCSP} \in \text{AC}^0 \) [2].

We stress that even though \( \text{AC}^0_d \) is an extremely restrictive class of formulas, \( (\text{AC}^0_d)\text{-MCSP} \) should be a very hard problem. For example, Allender et al. [1] prove that if \( (\text{AC}^0_d)\text{-MCSP} \) had polynomial-size circuits for sufficiently large \( d \), then one could factor Blum integers using circuits of size \( 2^{n^\epsilon} \) for all \( \epsilon > 0 \).

\(^5\) We will always use the notation \( \text{AC}^0_d \) to refer to depth-\( d \) formulas and never depth-\( d \) circuits.
In this paper, we prove that \((\mathsf{AC}^0_d)\)-MCSP is indeed hard for \(\mathsf{MAJORITY}\) by giving a win-win argument depending on whether the Lipschitzness hypothesis is true. Applying the lower bounds of Razborov \[28\] and Smolensky \[30\] then gives an \(\mathsf{AC}^0[p]\) lower bound for \((\mathsf{AC}^0_d)\)-MCSP.

▶ **Theorem 1.6.** Let \(d \geq 2\). Then \(\mathsf{MAJORITY} \leq_{\mathsf{AC}^0} (\mathsf{AC}^0_d)\)-MCSP. Consequently, for any prime \(p\), \((\mathsf{AC}^0_d)\)-MCSP \(\notin \mathsf{AC}^0[p]\).

One can view this theorem as (small) progress towards the program of approaching MCSP from below. The natural next step in the program is to prove that \((\mathsf{AC}^0_3)\)-MCSP is \(\mathsf{NP}\)-hard, and, until this work, \(\mathsf{AC}^0[p]\) lower bounds were open for this problem (despite knowing such \(\mathsf{AC}^0[p]\) lower bounds for less restrictive circuit classes!). Perhaps the techniques introduced here could be useful in proving further hardness results for \((\mathsf{AC}^0_3)\)-MCSP.

Indeed, our techniques\(^6\) may be the most interesting part of Theorem 1.6. They are entirely different than the ones used by \[12\] for general MCSP and, to our knowledge, all known MCSP hardness results. For example, a crucial step in the proof is introducing algebraic machinery and examining the size of a function’s smallest circuits modulo a certain prime.

Indeed, all previously known MCSP-related reductions (to our knowledge) continue to work even when the reduction is given access to close approximations of a function’s minimum circuit size. Because of this, it was not clear if, for the purpose of reductions, there was any difference between knowing whether a function has circuits of size exactly \(s\) or \(s + 1\). However, the algebraic nature of this \(\mathsf{MAJORITY}\) reduction actually requires knowing such exact quantities, illustrating the existence of useful techniques that can distinguish between MCSP and approximations of MCSP.

### 1.4 Proof Overviews

In this section, we give fairly detailed overviews of our proofs. In doing this, we will often state results without filling in lower-level details. To make clear to the reader when we are doing this, we mark such sentences with an italicized we observe.

**NP-hardness of Oracle MCSP (MOCSP)**

Recall, the Minimum Oracle Circuit Size Problem, MOCSP, takes as input a truth table \(T\), a threshold \(s \in \mathbb{N}\), and an oracle truth table \(O\) and outputs whether there is an \(O\)-oracle circuit with at most \(s\) wires that computes \(T\). We denote the output of MOCSP on such an input as \(\text{MOCSP}(T, s; O)\). We denote the minimum size (measured by wires) of any \(O\)-oracle circuit computing \(T\) as \(\text{CC}^O(T)\).

We prove that MOCSP is \(\mathsf{NP}\)-hard by giving a reduction from 6-approximating the Set Cover Problem (6-SetCover) to MOCSP. In our notation, 6-SetCover takes as input sets \(S_1, \ldots, S_t \subseteq [n]\) whose union is \([n]\) as well as an integer \(c \in [n]\) and requires outputting \text{YES} when \(c \geq \ell\) and \text{NO} when \(c < \ell/6\) where \(\ell\) is the optimal cover size, i.e.

\[
\ell = \min \{|I| : I \subseteq [t] \text{ and } \bigcup_{i \in I} S_i = [n]|\}.
\]

Approximating SetCover to an \(((1 - o(1)) \ln n)\) factor is known to be \(\mathsf{NP}\)-hard by Dinur and Steurer \[11\].

\[^6\] Specifically, our techniques in the case when the Lipschitz hypothesis fails (which we expect to be the ground truth).
Informal idea. We begin by giving a high-level overview of the reduction to orient the reader. (It will be very informal, but we are building to a more detailed description.) Say we are given sets $S_1, \ldots, S_t \subseteq [n]$ whose union is $[n]$. One can think of each of these sets $S_i$ as “seeing” a small portion of the ground set $[n]$. Then, for a uniformly random truth table $T$ of length $m \geq (nt)^5$, we let each set $S_1, \ldots, S_t$ induce truth tables $T_{S_1}, \ldots, T_{S_t}$, respectively where each truth table $T_{S_i}$ has the same length at $T$ and “sees” roughly the same part of $T$ as $S_i$ “sees” of $[n]$. We define our oracle $O$ to be the concatenation of these truth tables. Finally, we ask how hard it is for a circuit to compute $T$ given oracle access to $O$.

The idea is that if a circuit looks at a collection of induced truth tables corresponding to a set cover, then it can “see” all of $T$ and thus easily compute $T$. If not, then a large part of $T$ is still random to the circuit and thus hard to compute. Indeed, we show that with high probability the quantity $\mathbb{CC}^O(T)$ can be used to estimate $\ell$ up to a constant factor.

We now describe the reduction in more detail. Fix sets $S_1, \ldots, S_t \subseteq [n]$ whose union is $[n]$ and, let $\ell$ be the optimal cover size of $[n]$ by $S_1, \ldots, S_t$. Let $T$ be a uniformly random truth table of length $m \geq (nt)^5$.

The truth tables induced by $S_1, \ldots, S_t$ and $T$. We now rigorously define the truth tables $T_{S_1}, \ldots, T_{S_t}$ of length $m$ induced by $S_1, \ldots, S_t$ and $T$. To do this, chose a uniformly random partition of $[m]$ into $n$ parts, that is, let $P : [m] \rightarrow [n]$ be a uniformly random function, and let $\mathcal{P} = (P_1, \ldots, P_n)$ be the partition of $[m]$ into $n$ parts where for $j \in [n]$

$$P_j = \{ x \in [m] : P(x) = j \}.$$

We can then use this partition to “lift” any subset of $[n]$ into a subset of $[m]$ as follows. For a subset $S \subseteq [n]$, let $S^m$ denote the subset of $[m]$ given by $S^m = \bigcup_{j \in S} P_j$.

Next, for a subset $S' \subseteq [m]$, we let $T_{S'}$ be the truth table of length $m$ that “sees” $T$ on the elements of $S'$ and zeroes everywhere else, that is

$$T_{S'}(x) = T(x) \land \mathbb{1}_{x \in S'}.$$

Finally, we define the truth table $T_{S_i}$ induced by $S_i$ to be the truth table $T_{S^m}$ (we are dropping the $m$ superscript and the bracketed subscript for concision).

Building the oracle $O$. We build our oracle $O$ by concatenating the induced truth tables $T_{S_1}, \ldots, T_{S_t}$. In other words, let $O : \{0, 1\}^{\log \ell} \times \{0, 1\}^{\log m} \rightarrow \{0, 1\}$ be given by

$$O(i, x) = \begin{cases} T_{S_i}(x), & \text{if } i \in [t] \\ 0, & \text{otherwise} \end{cases}$$

$\mathbb{CC}^O(T)$ is at most $\ell(3 + \log (\ell m))$. Suppose, without loss of generality, that $S_1 \cup \cdots \cup S_{\ell}$ is an optimal cover of $[n]$. We claim that $\bigvee_{i \in [\ell]} O(i, x)$ is a circuit computing $T$. Unraveling our definitions, we have that

$$\bigvee_{i \in [\ell]} O(i, x) = \bigvee_{i \in [\ell]} T_{S_i}(x) = \bigvee_{i \in [\ell]} (T(x) \land \mathbb{1}_{x \in S^m_i}) = T(x) \land \bigvee_{i \in [\ell]} \mathbb{1}_{x \in S_i^m} = T(x) \land \bigvee_{i \in [\ell]} \mathbb{1}_{x \in S_i^m}.$$

Using the fact that $S_1, \ldots, S_{\ell}$ is a cover of $[n]$, we have that

$$T(x) \land \bigvee_{i \in [\ell]} \mathbb{1}_{x \in S_i^m} = T(x) \land \mathbb{1}_{x \in [n]} = T(x).$$

Thus, $\bigvee_{i \in [\ell]} O(i, x)$ computes $T$ and has at most $2\ell + (1 + \log \ell + \log m) \leq \ell(3 + \log \ell + \log m)$ wires.
With high probability, \( CC^O(T) > \ell \log(tm)/2 \). We do this by a union bound argument. Fix any oracle circuit \( C \) with at most \( \ell \log(tm)/2 \) wires. We show that the probability that \( C^O \) computes \( T \) is very small.

We begin by showing that on any fixed input \( x \) that
\[
\Pr[C^O(x) = T(x)] \leq 1 - \frac{1}{2n}.
\]
Fix some \( x \). We prove the following claim: that with probability at least \( \frac{1}{n} \) over the choice of \( P(x) \), the output of \( C^O(x) \) does not depend whether the value of \( T(x) \) is one or zero. If this claim were true, then we would get the desired bound
\[
\Pr[C^O(x) = T(x)] \leq 1 - \frac{1}{2n}
\]
since, assuming that \( C^O(x) \) does not depend on \( T(x) \), the probability \( C^O(x) = T(x) \) is exactly \( \frac{1}{2} \) (since \( T(x) \) is chosen uniformly at random).

To prove the claim, we first note that the only way that the output of \( C^O(x) \) can depend on the value of \( T(x) \) is if during the computation of \( C^O(x) \) \( C \) makes an oracle query \( (i', x') \) to \( O \) such that the value of \( O(i', x') \) depends on the value of \( T(x) \). However, from the definition of \( O \), we know that the output of \( O(i', x') \) depends on \( T(x) \) if and only if \( x' = x \) and \( P(x) \in S' \). Summarizing, \( C^O(x) \) depends on \( T(x) \) only if \( C^O \) makes a query of the form \( (i', x) \) such that \( P(x) \in S' \). But \( C^O \) has at most \( \ell/2 \) oracle gates, so it only has \( \ell/2 \) “tries” to find a set \( S' \) that contains the uniformly random ground set element \( P(x) \), which is less than the number of tries needed to cover the ground set! Hence, it is intuitive that with probability at least \( \frac{1}{n} \), \( P(x) \) takes on a value that is not in any of the \( S' \) that \( C^O \) queries. We observe that this intuition can be made rigorous (with some more details), and hence, the claim is true.

At this point, we have completed our sketch of why for any fixed \( x \)
\[
\Pr[C^O(x) = T(x)] \leq 1 - \frac{1}{2n}.
\]

Unfixing \( x \), we would like to say that we can multiply these probabilities together for all \( x \in [m] \) to bound the probability that \( C^O \) computes \( T \). However, we cannot do this, as these events might have some dependencies between each other. Luckily, since, for any \( x \), \( C^O(x) \) makes at most \( \ell/2 \leq n \) oracle calls, we observe that applying the above probability bound can only “spoil” the bound for at most \( n \) other values of \( x \). Hence, we can repeatedly apply the bound to about \( m/n \) different values of \( x \) yielding
\[
\Pr[C^O \text{ computes } T] \leq (1 - \frac{1}{2n})^{m/n} \leq e^{-\frac{m}{2n}} \leq e^{-n^2\ell^2/2}.
\]

Finally, union bounding over the at most
\[
2^{O(\ell \log(tm)/2)^2} \leq 2^{2O(n^2t)}
\]
oracle circuits with at most \( \ell \log(tm)/2 \) wires yields the desired result.

**RP and ZPP reductions.** At this point, we have shown that if \( S_1, \ldots, S_t \) admits a \( c \)-cover, then \( \text{MOCSP}(T, c(3 + \log(tm))): O = \text{YES} \) (note that this fact did not depend on our random choice of \( T \) or \( P \)), and we have shown that if \( S_1, \ldots, S_t \) does not admit a \( c \)-cover, then \( \text{MOCSP}(T, c \log(tm)/2): O = \text{NO} \) with high probability. It is easy to see that this yields an RP many-one reduction (a randomized many-one reduction with one-sided error) from 6-SetCover to MOCSP.
Furthermore, since this RP reduction only errs by incorrectly classifying NO instances as YES instances, we can use the search-to-decision reduction for SetCover to check the correctness of purported YES instances, transforming our RP reduction into a ZPP-Turing reduction (a randomized zero-error reduction that can make multiple adaptive queries to MOCSP).

**Majority Hardness for \((\text{AC}^0_d)\)-MCSP**

Recall, \(\text{AC}^0_d\) is the class of depth-\(d\) formulas made up of AND and OR gate with unbounded fan-in. We also define \(\text{AND} \circ \text{AC}^0_{d-1}\) and \(\text{OR} \circ \text{AC}^0_{d-1}\) be the classes of \(\text{AC}^0_d\) formulas with a top AND and top OR gate respectively. For \(\mathcal{F} \in \{\text{AC}^0_d, \text{AND} \circ \text{AC}^0_{d-1}, \text{OR} \circ \text{AC}^0_{d-1}\}\) and a truth table \(T\), we let \(\text{CC}_\mathcal{F}(T)\) denote the size of the minimum \(\mathcal{F}\)-formula computing \(T\) where the size of a formula is the number of input leaves.

Our analysis proceeds by considering each \(n \in \mathbb{N}\) and splitting into cases depending on whether \(\text{CC}_{\text{AC}^0_d}\) is Lipschitz on truth tables of length around \(n\). In more detail, fix some sufficiently large \(n\). Let \(q = \Theta(n^2)\) be a power of two. We divide into cases depending on whether there exists an \(m \in \{q^{10}, q^{50}\}\) such that \(\text{CC}_{\text{AC}^0_d}\) is \((m^{25})\)-Lipschitz on truth tables of length \(m\).

**Case 1: Lipschitzness holds for some \(m\)**

If there does exist an \(m \in \{q^{10}, q^{50}\}\) such that \(\text{CC}_{\text{AC}^0_d}\) is \((m^{25})\)-Lipschitz on truth tables of length \(m\), then the techniques of Golovnev et al. [12] yield an \(\text{AC}^0\) truth table reduction from MAJORITY on \(n\)-bits to \((\text{AC}^0_d)\)-MCSP on \(m\)-bits. For completeness, we include a self-contained proof of this case in Appendix A.

**Case 2: Lipschitzness fails**

Assume that for all \(m \in \{q^{10}, q^{50}\}\) \(\text{CC}_{\text{AC}^0_d}\) is not \((m^{25})\)-Lipschitz on truth tables of length \(m\). Let \(u = q^{10}\) and \(v = q^{50}\).

Lipschitzness failing \(\implies\) functions easier to compute with a top AND gate. We observe, as a straightforward consequence of Lipschitzness failing, that there exists a truth table of length \(u\) that has an optimal formula with large top fan-in and a truth table of length \(v\) that is easier to compute with a top AND gate:

1. There exists a Boolean function \(f^u\) that takes log \(u\) inputs and an \(\text{AC}^0_d\) formula \(\phi^u\) such that \(\phi^u\) is an optimal \(\text{AC}^0_d\) formula for \(f^u\) and \(\phi^u = \phi^u_1 \land \cdots \land \phi^u_t\) for some \(t \geq n\) and some \(\phi^u_1, \ldots, \phi^u_t \in \text{AC}^0_{d-1}\).
2. There exists a Boolean function \(f^v\) that takes log \(v\) inputs such that \(\text{CC}_{\text{OR} \circ \text{AC}^0_{d-1}}(f^u) > \text{CC}_{\text{AND} \circ \text{AC}^0_{d-1}}(f^u) + u \log u\).

We will make use of \(f^u\) and \(\phi^u\) to reduce MAJORITY to \(\text{CC}_{\text{AND} \circ \text{AC}^0_{d-1}}\), and we will use \(f^v\) to reduce \(\text{CC}_{\text{AND} \circ \text{AC}^0_{d-1}}\) to \(\text{CC}_{\text{AC}^0_d}\).

Using \(\text{CC}_{\text{AND} \circ \text{AC}^0_{d-1}}\) and optimal subformulas of \(\phi^u\) to compute a dot product. The heart of our MAJORITY reduction is a fairly elementary observation about optimal \((\text{AND} \circ \text{AC}^0_{d-1})\) formulas. Recall, \(\phi^u = \phi^u_1 \land \cdots \land \phi^u_t\) is an optimal \(\text{AC}^0_d\) formula for \(f^u\) and, hence, also an optimal \((\text{AND} \circ \text{AC}^0_{d-1})\) formula for \(f^u\). We observe that for any \(A \subseteq [t]\), the \((\text{AND} \circ \text{AC}^0_{d-1})\)-optimality of \(\phi^u\) implies that \(\bigwedge_{i \in A} \phi^u_i\) is also an optimal \((\text{AND} \circ \text{AC}^0_{d-1})\) formula for the function it computes.
Introducing some notation, for a string $x \in \{0,1\}^n$, we let $f^u_x$ be the function given by $f^u_x \phi^u$ where $O_x \subseteq [n]$ are the bits in $x$ that are one. Using the above observation about subformulas being optimal, we have that $\text{CC}_{\text{AND} \circ \text{AC}^0_{d-1}}(f^u_x) = \sum_{i \in O_x} |\phi^u_i|$. Thus, one can think of $\text{CC}_{\text{AND} \circ \text{AC}^0_{d-1}}(f^u_x)$ as computing the dot product between $x$ and the vector $\langle |\phi^u_1|, \ldots, |\phi^u_n| \rangle$.

Note that the definition of $f^u_x$ depends on the labeling of $\phi^u_1, \ldots, \phi^u_n$, in particular the choice of which $\phi^u_i$ have $i \leq n$. We will later choose a labeling of the $\phi^u_i$ that is convenient.

**Computing MAJORITY (non-uniformly) using CC\textsubscript{AND} \circ AC\textsubscript{0\text{d-1}}**. Our goal is to compute MAJORITY on a string $x \in \{0,1\}^n$ using the above “dot product” observation. Before we show how to do this, we give some intuition on how we came up with the idea.

Instead of trying to compute MAJORITY, suppose we relaxed the problem to computing PARITY given access to the integer produced by the dot product $x \cdot \langle |\phi^u_1|, \ldots, |\phi^u_n| \rangle$. Well, if it so happened that all the entries in the vector $\langle |\phi^u_1|, \ldots, |\phi^u_n| \rangle$ were odd, then it is clear that the integer produced by $x \cdot \langle |\phi^u_1|, \ldots, |\phi^u_n| \rangle$ is odd if and only if $x$ has an odd number of ones. Our approach for MAJORITY is a generalization of this.

Let $p = O(n)$ be prime greater than $n$. We observe, via a pigeon-hole principle argument, that there exist integers $k \geq 0$ and $1 \leq r \leq p - 1$ and indices $i_1, \ldots, i_n \in [m]$ such that

$$|\phi^u_{i_1}|/p^k \equiv \cdots \equiv |\phi^u_{i_n}|/p^k \equiv r \mod p.$$  

Thus, after an appropriate relabeling of $\phi^u_i$, we have that

$$|\phi^u_i|/p^k \equiv \cdots \equiv |\phi^u_n|/p^k \equiv r \mod p.$$

Hence, we can determine the weight $w$ of $x$ (and hence compute MAJORITY of $x$) by computing the value of

$$\text{CC}_{\text{AND} \circ \text{AC}^0_{d-1}}(f^u_x)/p^k = \sum_{i \in O_x} |\phi^u_i|/p^k \equiv rw \mod p$$

and multiplying by the inverse of $r$ modulo $p$.  \(^8\)

**Reducing computing CC\textsubscript{AND} \circ AC\textsubscript{0\text{d-1}} to computing CC\textsubscript{AC}^0**. Ultimately, we want to compute MAJORITY using $\text{CC}_{\text{AC}^0_d}$ not $\text{CC}_{\text{AND} \circ \text{AC}^0_{d-1}}$. By the above procedure, it suffices to show how to compute $\text{CC}_{\text{AND} \circ \text{AC}^0_{d-1}}(f^u_x)$ using $\text{CC}_{\text{AC}^0_d}$.

We can make such a computation as follows. Recall that $f^u$ is a function satisfying

$$\text{CC}_{\text{OR} \circ \text{AC}^0_{d-1}}(f^u) > \text{CC}_{\text{AND} \circ \text{AC}^0_{d-1}}(f^u) + u \log u$$

whose existence is guaranteed by the failure of Lipschitzness. Take the direct product of $f^u_x$ with $f^u$ to obtain a function $g_x(y,z) = f^u_x(y) \wedge f^u(z)$. Since the difference between computing $f^u$ with a top AND gate and a top OR gate is larger than $u \log u$ (which is the maximum complexity of $f^u_x$), we observe\(^9\) any optimal $\text{AC}^0_d$ formula for $g_x$ must have a top AND gate, so

$$\text{CC}_{\text{AC}^0_d}(g_x) = \text{CC}_{\text{AND} \circ \text{AC}^0_{d-1}}(g_x).$$

---

\(^7\) Recall, our notion of formula size is the number of input leaves.

\(^8\) In case the reader is unsure whether the last parts of this procedure are implementable in $\text{AC}^0_d$, realize that the output of $\text{CC}_{\text{AND} \circ \text{AC}^0_{d-1}}(f^u_x)$ is a binary string of length $O(\log n)$ and that any function on a string of length $O(\log n)$ can be computed by a polynomial-sized DNF. See the proof in Section 4 for more details.

\(^9\) both the “we observe” statements in this paragraph are consequences of standard direct product theorems for formulas.
Then, we observe that
\[ \text{CC}_{\text{AND} \circ \text{AC}^0_{d-1}}(g_u) = \text{CC}_{\text{AND} \circ \text{AC}^0_{d-1}}(f'_u) + \text{CC}_{\text{AND} \circ \text{AC}^0_{d-1}}(f'') \].

Hence, if we are non-uniformly given the value of \( \text{CC}_{\text{AND} \circ \text{AC}^0_{d-1}}(f'') \), we can subtract \( \text{CC}_{\text{AND} \circ \text{AC}^0_{d-1}}(f'_u) \) from \( \text{CC}_{\text{AC}^0_u}(g_u) \) to find \( \text{CC}_{\text{AND} \circ \text{AC}^0_{d-1}}(f_u) \).

**Remark 1.7.** We remark that the only time we use the failure of the Lipschitzness hypothesis is to show the existence of functions like \( f^n \) with high top fan-in and functions like \( f^r \) with a large difference between top \text{AND} gate and top \text{OR} gate complexity. Using known \text{PARITY} lower bounds and depth-hierarchy theorems for \text{AC}^0 circuits, we can unconditionally prove the existence of \( f^n \) and \( f^r \) respectively but with slightly worse parameters that would yield a quasi-polynomial reduction (at least in the \( d \geq 3 \) case) rather than the polynomial reduction we present.

### 1.5 Paper Organization

In Section 2 we fix notation and review precise definitions. In Section 3 we prove our \text{MOCSP} results, and in Section 4 we prove that \text{MAJORITY} reduces to \((\text{AC}^0_{d})\)-\text{MCSP}.

## 2 Preliminaries

For an integer \( n \), we let \([n] = \{1, \ldots, n\}\). For a binary string \( x \in \{0,1\}^n \), the *weight* of \( x \), denoted \( \text{wt}(x) \), is the number ones in \( x \). We identify a Boolean function \( f : \{0,1\}^n \to \{0,1\} \) with its truth table \( T \in \{0,1\}^{2^n} \) and often use them interchangeably.

We let \( \log \) denote the base-2 logarithm and \( \ln \) represent the base-\( e \) logarithm. For functions \( f \) and \( g \), we say \( f = \tilde{O}(g) \) if there exists a \( c \) such that \( f(x) \leq \log^c(g(x))g(x) \) for all sufficiently large \( x \). We say that \( f = \Omega(g) \) if \( g = \tilde{O}(f) \).

We say a function \( f : \{0,1\}^n \to \mathbb{N} \) is \( c \)-Lipschitz if for all \( x, y \in \{0,1\}^n \) that differ in at most one bit, \( |f(x) - f(y)| \leq c \). (In this paper, the function \( f \) for which we care about \( c \)-Lipschitzness is the function that maps a truth table to its circuit complexity.)

### Complexity classes and reductions

We assume the reader is familiar with the standard complexity classes such as \text{AC}^0, \text{P}, \text{ZPP}, \text{RP}, \text{NP}, \text{E} and the notion of Turing machines. For background on these, we refer to Arora and Barak’s excellent textbook [7]. For us, \text{AC}^0 always refers to \textit{non-uniform} \text{AC}^0.

We review the types of reductions we use in case the reader is not familiar with randomized reductions, truth table reductions, or our notation.

**Many-one reductions.** We will make use of the following notions of many-one reduction.

- \( L \leq_p L' \) if there is a polynomial-time Turing machine \( M \) such that \( x \in L \iff M(x) \in L' \).
- \( L \leq_{\text{RP}} L' \) if there is a polynomial-time probabilistic Turing machine \( M \) taking in a “random” auxiliary input \( r \) such that
  
  \[ x \in L \implies \forall r \ M(x, r) \in L', \quad \text{and} \]
  
  \[ x \notin L \implies \Pr_{r}[M(x, r) \notin L'] \geq 2/3, \]
  
  and \( |r| \) is polynomial in the length of \( x \).
Approaching MCSP from Above and Below

**Truth table reductions.** We will also make use of the following notions of truth table reductions.

- We say an oracle circuit $C$ is a *truth table oracle circuit* if there is no directed path between oracle gates in $C$.
- $L \leq_{tt}^{\text{AC}^0} L'$ if there is a non-uniform (polynomial-sized) $\text{AC}^0$ truth table oracle circuit $C$ such that $C$ computes $L$ when given oracle access to $L'$.

**Turing reductions.** Finally, we say $L \leq_{T}^{\text{ZPP}} L'$ if $L$ can be computed with zero-error by a polynomial-time probabilistic oracle Turing machine $M$ with oracle access to $L'$. On any single input, $M$ is allowed to output “don’t know” with probability at most $1/2$.

**AC$^0_d$ formulas, (AC$^0_d$)-MCSP, and CC$^0_{\text{AC}^0_d}$**

For an integer $d \geq 2$, we let $\text{AC}^0_d$ denote the class of depth-$d$ formulas that use AND and OR gates with unbounded fan-in and fan-out 1 and that takes as “input leaves” the bits of a binary string and the negation of each of those bits.

For an $\text{AC}^0_d$ formula $\phi$, we define the size of $\phi$, denoted $|\phi|$, to be the total number of input leaves $\phi$ uses. For a Boolean function $f$, we let $\text{CC}_{\text{AC}^0_d}(f)$ be the size of the smallest $\text{AC}^0_d$ formula computing $f$.

**Definition 2.1** (Minimum Circuit Size Problem for constant depth formulas). $(\text{AC}^0_d)$-MCSP, is the language given by

$$\{(T,s) \in \{0,1\}^* \times \mathbb{N} : T \text{ is the truth table of a Boolean function, and } \text{CC}_{\text{AC}^0_d}(T) \leq s\}.$$  

We will also make use of the classes of formulas $\text{OR} \circ \text{AC}^0_{d-1}$ and $\text{AND} \circ \text{AC}^0_{d-1}$, defined as the subclasses of $\text{AC}^0_d$ formulas with a top OR gate and a top AND gate respectively. For $C \in \{\text{OR} \circ \text{AC}^0_{d-1}, \text{AND} \circ \text{AC}^0_{d-1}\}$, we define $\text{CC}_C$ and $(C)$-MCSP analogous to $\text{CC}_{\text{AC}^0_d}$ and $(\text{AC}^0_d)$-MCSP.

We also require the following elementary lemmas regarding $\text{AC}^0_d$ formulas.

**Lemma 2.2.** Let $f$ be a Boolean function. Then $\text{CC}_{\text{AC}^0_d}(f) = \text{CC}_{\text{AC}^0_d}(\neg f)$.

**Proof.** One can use DeMorgan’s laws to turn any $\text{AC}^0_d$ formula for $f$ of size $s$ into an $\text{AC}^0_d$ formula for $\neg f$ of size $s$. △

We note that our specific notion of $\text{AC}^0_d$ formula size is crucial for the next lemma.

**Lemma 2.3** (Direct product theorem for formulas). Let $f : \{0,1\}^n \rightarrow \{0,1\}$ and $g : \{0,1\}^m \rightarrow \{0,1\}$ be Boolean functions that are both not the constant zero function. Define $h : \{0,1\}^n \times \{0,1\}^m \rightarrow \{0,1\}$ by $h(x,y) = f(x) \wedge g(y)$. Then

$$\text{CC}_{\text{AND} \circ \text{AC}^0_{d-1}}(h) = \text{CC}_{\text{AND} \circ \text{AC}^0_{d-1}}(f) + \text{CC}_{\text{AND} \circ \text{AC}^0_{d-1}}(g),$$

and

$$\text{CC}_{\text{OR} \circ \text{AC}^0_{d-1}}(h) \geq \text{CC}_{\text{OR} \circ \text{AC}^0_{d-1}}(f) + \text{CC}_{\text{OR} \circ \text{AC}^0_{d-1}}(g).$$

**Proof.** It is easy to see that

$$\text{CC}_{\text{AND} \circ \text{AC}^0_{d-1}}(h) \leq \text{CC}_{\text{AND} \circ \text{AC}^0_{d-1}}(f) + \text{CC}_{\text{AND} \circ \text{AC}^0_{d-1}}(g).$$
On the other hand, since $f$ is not the constant 0 function, it has a 1-valued input $x_0$. Then, $h(x_0, y)$ computes $g(y)$. Thus, if $\phi$ is an $\text{OR} \circ \text{AC}^{d-1}_0$ formula for $h$, then $\phi$ has at least $\text{CC}_{\text{AND} \circ \text{AC}^{d-1}_0}(g)$ $y$-input leaves. A similar argument shows that $\phi$ has at least $\text{CC}_{\text{AND} \circ \text{AC}^{d-1}_0}(f)$ $x$-input leaves. Hence

$$\text{CC}_{\text{AND} \circ \text{AC}^{d-1}_0}(h) \geq \text{CC}_{\text{AND} \circ \text{AC}^{d-1}_0}(f) + \text{CC}_{\text{AND} \circ \text{AC}^{d-1}_0}(g).$$

A similar argument shows that

$$\text{CC}_{\text{OR} \circ \text{AC}^{d-1}_0}(h) \geq \text{CC}_{\text{OR} \circ \text{AC}^{d-1}_0}(f) + \text{CC}_{\text{OR} \circ \text{AC}^{d-1}_0}(g).$$

Oracle Circuits and Oracle MCSP: MOCSP

An oracle circuit $C$ is made up of NOT gates, fan-in two AND and OR gates, and oracle gates $g_1, \ldots, g_t$ for some integer $t \geq 0$. When given an oracle functions $O$, we let $C^O(x)$ be the value obtained when evaluating $C$ on input $x$ by using the $O$ function to compute the outputs of the oracle gates $g_1, \ldots, g_t$.

We define the size of an oracle circuit $C$, denoted $|C|$, to be the number of wires in $C$. For Boolean functions $f$, $O$, we let $\text{CC}^O(f)$ be the size of the smallest $O$-oracle circuit that computes $f$. Analogous to MCSP, we define the following.

Definition 2.4 (The Minimum Oracle Circuit Size Problem). The Minimum Oracle Circuit Size Problem, denoted MOCSP, takes as input a truth table $T$, a threshold $s \in \mathbb{N}$, and an oracle truth table $O$ and outputs whether $\text{CC}^O(T) \leq s$. The output of MOCSP on such an input is written as $\text{MOCSP}(T, s; O)$.

Set Cover

We will make use of the following well known NP-complete problem.

Definition 2.5 (Set Cover). Set Cover, denoted SetCover, is the problem that takes as input a tuple $(n, c, S_1, \ldots, S_t)$, where $n \in \mathbb{N}$ is a universe size, $c \in \mathbb{N}$ is a proposed cover size $1 \leq c \leq n$, and $S_1, \ldots, S_t \subseteq [n]$ are sets whose union is $[n]$, and outputs whether $c \geq \ell$ where $\ell$ is the optimal cover size given by

$$\ell = \min\{|I| : I \subseteq [t] \text{ and } \bigcup_{i \in I} S_i = [n]\}.$$  

We will use that SetCover is NP-hard even to approximate to a roughly $\log n$ factor.

Theorem 2.6 (Dinur and Steurer [11]). It is NP-hard to approximate SetCover to within a factor of $(1 - o(1)) \ln n$.

3 On the NP-hardness of MOCSP

First, we introduce some useful notation and definitions. For a truth table $T$ of length $m$ and a set $R \subseteq [m]$, let $T_{(R)}$ be the truth table of length $m$ where the $j$th bit of $T_{(R)}$ equals

$$\begin{cases} 
\text{the } j\text{th bit of } T, & \text{if } j \in R \\
0, & \text{otherwise}.
\end{cases}$$

Equivalently,

$$T_{(R)}(x) = T(x) \land \mathbb{1}_{x \in R}.$$
Next, we define a uniformly random partition $P = (P_1, \ldots, P_n)$ of $[m]$ into $n$ parts to be such that each element $i \in [m]$ is put into $P_j$ where $j \in [n]$ is chosen uniformly at random. It will be also useful to think of $P$ as a uniformly random function $P : [m] \to [n]$.

Next, for a partition $P = (P_1, \ldots, P_n)$ of $[m]$ and any set $S \subseteq [n]$, we define the $P$-lift of $S$, denoted $S^P$, to be the subset of $[m]$ given by

$$S^P = \bigcup_{i \in S} P_i.$$ 

Our main theorem shows that MOCSP can approximate set cover.

**Theorem 3.1.** Let $S_1, \ldots, S_t \subseteq [n]$ be sets that cover $[n]$. Let $T$ be a truth table of length $m \geq (nt)^5$, and let $P = (P_1, \ldots, P_n)$ be a uniformly random partition of $[m]$ into $n$ parts. Define the oracle function the $O : \{0, 1\}^{\lceil \log t \rceil} \times \{0, 1\}^{\log m} \to \{0, 1\}$ by

$$O(i, y) = \begin{cases} T(S_i^P(y)), & \text{if } i \in [t] \text{ (identifying } i \text{ as an integer in the natural way)} \\ 0, & \text{otherwise} \end{cases}.$$ 

Then

- $\text{CC}_O(T) \leq t(3 + \log m + \log t)$, and
- $\text{CC}_O(T) > \ell(\log m + \log t)/2$ with high probability

where $\ell$ is size of the optimal cover of $[n]$ by $S_1, \ldots, S_t$.

**Proof.** First, we show the upper bound.

**Claim 3.2.** $\text{CC}_O(T) \leq t(3 + \log m + \log t)$

**Proof.** Without loss of generality, assume that the optimal cover size $\ell$ is witnessed by $S_1 \cup \cdots \cup S_\ell = [n]$. Then, by construction, the function computed by oracle circuit $C$ given by

$$C(x) = O(1, x) \lor \cdots \lor O(\ell, x)$$

computes $T$ and has at most

$$2\ell + \ell \cdot (\log m + \log t + 1) \leq \ell(3 + \log m + \log t)$$

wires. In more detail,

$$\bigvee_{i \in [\ell]} O(i, x) = \bigvee_{i \in [\ell]} \bigvee_{j \in S_i} T_{(P_j)}(x) = \bigvee_{j \in [S_1 \cup \cdots \cup S_\ell]} T_{(P_j)}(x) = \bigvee_{j \in [n]} T_{P_j}(x) = T(x).$$

Therefore $\text{CC}_O(T) \leq \ell(3 + \log m + \log t)$. 

Now, we show the lower bound. We do this by a union bound argument. Fix some $O$-oracle circuit $C$ such that with at most $\ell(\log m + \log t)/2$ wires. Then $C$ has at most $\ell/2$ oracle gates. We will show that

$$\Pr_{T, P}[C^O \text{ computes } T]$$

is exponentially small. We do this by finding a long sequence of inputs $x_1, \ldots, x_d$ on which $C^O$ has a not too large chance of computing $T$. 


We construct this list of inputs recursively as follows. Let $x_1 = \mathbf{0}^{\log m}$, and let $Q_1 = \{x : C^O(x_1)\} makes a query of the form $(i, x)$ to an oracle gate for some $i$.

Now, for $j \geq 1$, if $\{0, 1\}^{\log m} \setminus Q_j$ is non-empty, then let $x_{j+1}$ be an element of $\{0, 1\}^{\log m} \setminus Q_j$, and let $Q_{j+1} = Q_j \cup \{x : C^O(x_{j+1})\}$ makes a query of the form $(i, x)$ to an oracle gate for some $i$.

If $\{0, 1\}^{\log m} = Q_j$, then terminate the sequence.

Since $C$ has at most $\ell/2 \leq n$ oracle gates, we know that $|Q_j| \leq j \cdot n$. Thus, since $|Q_d| = |\{0, 1\}^{\log m}| = m$, the length $d$ of this sequence is at least $m/n$.

It remains to bound
\[
\Pr[C^O(x_j) = T(x_j) \forall j] = \prod_{j=1}^{d} \Pr[C^O(x_j) = T(x_j)] \wedge C^O(x_k) = T(x_k)].
\]

Fix some $j \in [d]$. We will bound
\[
\Pr[C^O(x_j) = T(x_j)] \wedge C^O(x_k) = T(x_k)].
\]

For convenience, let $E$ denote the event we are conditioning on.

\[\text{Claim 3.3.} \]

\[\Pr[C^O(x_j) = T(x_j) | E] \leq 1 - \frac{1}{2n}. \]

\textbf{Proof.} By construction of the sequence $x_1, \ldots, x_d$, we know that on all the inputs $x_1, \ldots, x_{j-1}$, $C^O$ does not make an oracle call of the form $(i, x_j)$ for some $i$. Thus, since the only time the value of $O$ depends on $T(x_j)$ and $P(x_j)$ is on inputs of the form $(i, x_j)$ for some $i$, and $T(x_j)$ and $P(x_j)$ are chosen at independently at random, we know that $T(x_j)$ and $P(x_j)$ are still uniform random variables conditioned on $E$. In other words,

\[\Pr[T(x_j) = 1 | E] = \frac{1}{2} \]

and

\[\Pr[P(x_j) = r | E] = \frac{1}{n} \]

for all $r \in [n]$.

Now, define the alternate oracle $O’$ that acts the same as $O$ except that it rejects all queries containing $x_j$, that is

\[O’(i, x) = \begin{cases} 0, & \text{if } x = x_j \\ O(i, x), & \text{otherwise.} \end{cases} \]

Now let $i_1, \ldots, i_v$ with $v \leq \ell/2$ be such that, using the modified oracle $O’$, the only oracle queries $C^{O’}(x_j)$ makes that end with $x_j$ are $(i_1, x_j), \ldots, (i_v, x_j)$ (note that queries of this form are the only ones that could reveal information about $T(x_j)$). Since $v < \ell$ (recall $\ell$ is the size of the optimal cover) there actually exists an element $r^* \in [n]$ that is not in $S_{i_1} \cup \cdots \cup S_{i_v}$.
Moreover, observe that if $P(x) = r^*$, then $C^O(x_j)$ will actually make the same oracle queries (and get the same zero responses) as the modified oracle circuit $C^O(x_j)$. In this case, since $P(x) = r^* \not\in S_i \cup \cdots \cup S_t$, it follows from the definition of $O$ that

$$\mathcal{O}(i_1, x_j) = \cdots = \mathcal{O}(i_v, x_j) = 0$$

regardless of the value of $T(x_j)$. Thus, the output of $C^O$ on input $x$ does not depend at all on the value of $T(x)$. Hence, the probability it correctly guesses $C^O(x) = T(x)$ is at most $1/2$.

Since $P(x_j)$ is chosen uniformly at random, we have that $P(x_j) = r^*$ with probability $1/n$. Therefore, the probability

$$\Pr[C^O(x_j) = T(x_j) | E] \leq 1 - \frac{1}{2n}$$

Using this claim, we now have

$$\prod_{j=1}^d \Pr[C^O(x_j) = T(x_j) | \bigwedge_{k \in [j-1]} C^O(x_k) = T(x_k)] \leq (1 - \frac{1}{2n})^d \leq e^{-\frac{d}{2n}} \leq e^{-\frac{m}{2n}} \leq e^{-\frac{n^3}{4}}.$$ 

On the other hand the number of oracle circuits of size $\ell(\log m + \log t)/2 = O(nt \log n)$ is at most $2^{O(n^3t^2)}$. Thus, by the union bound the probability that there exists an $O$-oracle circuit of size at most $\ell(\log m + \log t)/2$ computing $T$ is $o(1)$ as desired.

As an immediate consequence of Theorem 3.1, we get that $\text{MOCSP}$ is hard for $\text{NP}$ under many-one randomized reductions with one-sided error (the reduction is one-sided because the upper bound on the oracle circuit size of $T$ in Theorem 3.1 is independent of the random choices of $T$ and $P$).

**Corollary 3.4.** $\text{NP} \leq_{\text{RP}} \text{MOCSP}$.

Moreover, the RP-reduction in Corollary 3.4 only errs by outputting YES when the answer should be NO. Thus, using the search-to-decision reduction for SetCover, we can check the correctness of purported YES answers, yielding a ZPP Turing reduction.

**Corollary 3.5.** $\text{NP} \leq_{\text{ZPP}} \text{MOCSP}$.

### 4 MAJORITY $\leq_{tt}^{\text{AC}^0} (\text{AC}^0_d)$-MCSP

Let $d \geq 2$. Our goal in this section is to prove the following theorem.

**Theorem 4.1.** $\text{MAJORITY} \leq_{tt}^{\text{AC}^0} (\text{AC}^0_d)$-MCSP.

We will do this by showing that for all sufficiently large $n \in \mathbb{N}$, there exists an $\text{AC}^0$ truth table oracle circuit that computes $\text{MAJORITY}$ on $n$-bits when given access to $(\text{AC}^0_d)$-MCSP.

Fix some $n$, and let $q$ be the least power of two such that $n \leq q/2$. We will split our analysis into cases depending on whether there exists an $m \in \{q^{10}, q^{50}\}$ such that $CC_{\text{AC}^0_d}$ is $(m^{25})$-Lipschitz on inputs of length $m$. 

4.1 Case 1: Lipschitzness Holds

If Lipschitzness holds, then the desired \((\text{AC}^0_d)\text{-MCSP}\) oracle circuit \(C\) exists for computing \text{MAJORITY} on \(n\)-inputs by the work of Golovnev et al. \cite{Golovnev12}. At a high-level, \(C\) works by using the input string to sample a random variable whose circuit complexity spikes (in expectation) depending on the weight of the input and using Lipschitzness to show that this spike happens with such high probability that it can be derandomized using non-uniformity.

For completeness, we give a self-contained proof of this case in Appendix A.

4.2 Case 2: Lipschitzness fails

Assume that for all \(m \in \{q^{10}, q^{50}\}\), \(\text{CC}_{\text{AC}^0_d}\) is not \((m^{2.5})\)-Lipschitz on inputs of length \(m\). Thus, for all \(m \in \{q^{10}, q^{50}\}\) there exist functions \(f^m, h^m : \{0,1\}^\log m \to \{0,1\}\) that differ only on a single input \(z^m \in \{0,1\}^\log m\) such that \(\text{CC}_{\text{AC}^0_d}(h^m) - \text{CC}_{\text{AC}^0_d}(f^m) > m^{2.5}\).

We assume, without loss of generality, that for all \(m \in \{q^{10}, q^{50}\}\), \(f^m(z^m) = 0\) and \(h^m(z^m) = 1\). (If this is not the case, then replace \(f^m\) and \(h^m\) by \(\neg f^m\) and \(\neg h^m\) respectively and apply Lemma 2.2.)

First, we show that the failure of Lipschitzness implies the existence of functions that are much easier to compute by formulas with an AND gate on top. For \(m \in \{q^{10}, q^{50}\}\) let \(1_{z^m} : \{0,1\}^\log m \to \{0,1\}\) denote the indicator function that accepts just the string \(z^m\).

\begin{proposition}
Let \(m \in \{q^{10}, q^{50}\}\). For sufficiently large \(n\), \(\text{CC}_{\text{OR} \circ \text{AC}^0_{d-1}}(f^m) \geq \text{CC}_{\text{AC}^0_d}(f^m) + m^{24}\), and so any optimal \(\text{AC}^0_d\) formula for \(f^m\) has an AND gate on top.
\end{proposition}

\begin{proof}
Suppose \(\phi\) is an \(\text{OR} \circ \text{AC}^0_{d-1}\) formula computing \(f^m\), that is, \(f^m\) is computed by \(\phi = \phi_1 \lor \cdots \lor \phi_t\) for some \(\text{AC}^0_{d-1}\) formulas \(\phi_1, \ldots, \phi_t\). Then

\[1_{z^m} \lor \phi_1 \lor \cdots \lor \phi_t\]

computes \(h^m\). Since \(1_{z^m}\) can be computed by a single AND gate of formula size \(\log m\), this shows that \(\text{CC}_{\text{AC}^0_d}(h^m) \leq |\phi| + \log m\). Combining this with the fact that \(\text{CC}_{\text{AC}^0_d}(h^m) - \text{CC}_{\text{AC}^0_d}(f^m) \geq m^{2.5}\) gives the desired result.
\end{proof}

At this point, we will need to refer to both \(q^{10}\) and \(q^{50}\) individually, so for convenience let \(u = q^{10}\) and \(v = q^{50}\).

Let \(\phi^u\) be an optimal \(\text{AC}^0_d\) formula for \(f^u\). By Proposition 4.2, for sufficiently large \(n\), we know that \(\phi^u = \phi^u_1 \land \cdots \land \phi^u_t\) for some \(\text{AC}^0_{d-1}\) formulas \(\phi^u_1, \ldots, \phi^u_t\). Moreover, we can assume, without loss of generality, that the top gate of \(\phi^u_i\) is \(\text{OR}\) for all \(i \in [t]\). (If some \(\phi^u_i\) has an AND gate on top, then this AND can be carried out by the AND gate on top of \(\phi^u\) without increasing the size of the formula.)

Our next Proposition shows that \(\phi^u\) has high top fan-in.

\begin{proposition}
For sufficiently large \(n\),
\[t \geq u^{24}\]
\end{proposition}

\begin{proof}
We divide into cases depending on \(d\).

\textbf{Case 1:} \(d \geq 3\). Realize that

\[(\phi^u_1 \lor 1_{z^u}) \land \cdots \land (\phi^u_t \lor 1_{z^u})\]

computes \(h^u\). Since \(1_{z^u}\) can be computed by a single AND gate of formula size \(\log u\) and the top gate of each \(\phi^u_i\) is an OR gate and \(d \geq 3\), this yields a depth-\(d\) formula for \(h^u\) of size \(\text{CC}_{\text{AC}^0_d}(f^u) + t \log u\). Since \(\text{CC}_{\text{AC}^0_{d-1}}(h^u) - \text{CC}_{\text{AC}^0_d}(f^u) \geq u^{2.5}\), the desired bound on \(t\) follows.
Case 2: $d = 2$. Let $\mathbb{I}_{z^u,j} : \{0,1\}^{\log u} \to \{0,1\}$ be the function that accepts a string $x$ if and only if the $j$th bit of $x$ equals the $j$th bit of $z^u$. Observe that, since $\bigwedge_{i \in [t]} \phi^u_i$ computes $f^u$, we have that

$$\bigwedge_{i \in [t]} \bigwedge_{j \in [\log u]} (\phi^u_i \lor \mathbb{I}_{z^u,j})$$

computes $h^u$. Since $\mathbb{I}_{z^u,j}$ is computed by a single input leaf and $\phi^u_i$ has an OR gate on top, this yields a depth-2 formula for $h^u$ of size $(|\phi^u| + 1) \log u$. Since $\phi^u$ is an optimal CNF, each clause $\phi^u_{i,r}$ of $\phi^u$ is the OR of at most $\log u$ input leaves. In other words, $|\phi^u_{i,r}| \leq \log u$. Therefore, we have that

$$\text{CC}_{AC^0}(h^u) \leq (|\phi^u| + 1) \log u \leq \left(\sum_{i \in [t]} |\phi^u_i| + 1\right) \log u \leq (t \log u + 1) \log u = t \log^2 u + \log u.$$ 

On the other hand, we know by assumption that

$$\text{CC}_{AC^0}(h^u) > \text{CC}_{AC^0}(f^u) + u^{25} \geq u^{25}.$$ 

Combining these two inequalities gives us the desired bound on $t$. ▷

Let $p$ be smallest prime greater than $n$. (Note that $p \leq 2n$ by Betrand’s postulate, also known as Chebyshev’s theorem. See [13] for a proof.) We say that an integer $j$ is $(k, r)$-good for integers $k \geq 0$ and $1 \leq r \leq p - 1$ if $p^k$ divides $j$ and $j/p^k \equiv r \mod p$. In other words, an integer $j$ is $(k, r)$-good for $k \geq 0$ and $r \in [p - 1]$ if the $k$th largest entry of the base-$p$ representation of the integer $j$ equals $r$ and all previous entries equal zero. From this “base-$p$” perspective, it is clear that all positive integers $j$ are $(k, r)$-good for some $k \geq 0$ and $r \in [p - 1]$.

We show that, for some $k$ and $r$, a large subset of the $|\phi^u_i|$ are $(k, r)$-good.

**Proposition 4.4.** For all sufficiently large $n$, there exist integers $k \geq 0$ and $1 \leq r \leq p - 1$ and a set $S \subseteq [t]$ of cardinality $n$ such that, for all $i \in S$, the integer $|\phi^u_i|$ is $(k, r)$-good.

**Proof.** We do this by an averaging argument. First, we show that each $|\phi^u_i|$ is $(k, r)$-good for a $k$ not too large.

▷ **Claim 4.5.** For all $i \in [t]$, $|\phi^u_i|$ is $(k, r)$-good for some $0 \leq k \leq \log(u \log u) + 1$ and some $r \in [p - 1]$.

**Proof.** Fix some $i \in [t]$. $|\phi^u_i|$ is a positive integer, so $|\phi^u_i|$ is $(k, r)$-good for some $k \geq 0$ and some $r \in [p - 1]$. We still need to upper bound this $k$. Note that the size of $|\phi^u_i|$ is at most $u \log u$ since $\phi^u$ is optimal for $f^u$ and $f^u$ can be computed by a DNF of size $u \log u$. Thus, for $p^k$ to divide $|\phi^u_i|$, we must have that $k \leq \log_p(u \log u) + 1 \leq \log(u \log u) + 1$.

Since for all $i \in [t]$ we have shown that $|\phi^u_i|$ is $(k, r)$ good for some $0 \leq k \leq \log(u \log u) + 1$ and some $r \in [p - 1]$, a standard averaging argument implies that there exists a set $S \subseteq [t]$ of cardinality at least

$$\frac{t}{(\log(u \log u) + 1)(p - 1)}$$

such that for all $i \in S$, $|\phi^u_i|$ is $(k, r)$-good for some fixed $k \geq 0$ and $1 \leq r \leq p - 1$. For sufficiently large $n$, we have that

$$\frac{t}{(\log(u \log u) + 1)(p - 1)} \geq \frac{u^{24}}{4n \log u} \geq n$$

using that $u = q^{10} \geq n^{10}$. We then can truncate $S$ so that it has only $n$ elements as desired. ▷
Assume that $n$ is large enough that all the sufficiently large hypotheses in Propositions 4.2, 4.3, and 4.4 apply. For convenience, relabel $\phi_1, \ldots, \phi_t$ so that the set $S$ guaranteed by Proposition 4.4 is just $S = [n]$. Fix $k \geq 0$ and $r \in [p-1]$ to be the values such that for all $i \in S = [n]$, $|\phi_i^u|$ is $(k, r)$-good.

Introducing notation, for a set $A \subseteq [n]$, let $f_A^u$ be the function computed by $\bigland_{i \in A} \phi_i^u$.

> **Lemma 4.6.** Let $A \subseteq [n]$. Then $\CC_{\AND \AC^0_{d-1}}(f_A^u) = \sum_{i \in A} |\phi_i^u|$.

**Proof.** By construction, we have that $\CC_{\AND \AC^0_{d-1}}(f_A^u) \leq \sum_{i \in A} |\phi_i^u|$. Suppose for contradiction that $\CC_{\AND \AC^0_{d-1}}(f_A^u) < \sum_{i \in A} |\phi_i^u|$. Let $\theta_1 \land \cdots \land \theta_t$ be a minimum-sized $\AND \AC^0_{d-1}$ formula for $f_A^u$. By assumption, we have that $\sum_{j=1}^t |\theta_j| < \sum_{i \in A} |\phi_i^u|$. We can thus replace the $\bigland_{i \in A} \phi_i^u$ in the optimal formula for $f^u$ with $\theta_1 \land \cdots \land \theta_t$ and get a smaller formula. In more detail, we have that $$f^u = f_A^u \land \left( \bigland_{i \in [t] \setminus A} \phi_i^u \right) = (\theta_1 \land \cdots \land \theta_t) \land \left( \bigland_{i \in [t] \setminus A} \phi_i^u \right)$$ which is a formula of size $$\sum_{j=1}^t |\theta_j| + \sum_{i \in [t] \setminus A} |\phi_i^u| < \sum_{i \in A} |\phi_i^u| + \sum_{i \in [t] \setminus A} |\phi_i^u| = \sum_{i=1}^t |\phi_i^u| = |\phi^u|$$ which contradicts the optimality of $\phi^u$ for $f^u$. \hfill \Box

For a string $x \in \{0, 1\}^n$, let $f_x^u$ be shorthand for $f_{A_x}^u$, where $A_x \subseteq [n]$ is the set of indices where $x$ is one.

> **Proposition 4.7.** Let $x \in \{0, 1\}^n$. Then $x$ has weight $w$ if and only if the integer $\CC_{\AND \AC^0_{d-1}}(f_x^u)$ is $(k, rw)$-good.

**Proof.** By Lemma 4.6 and the fact that $|\phi_i^u|$ is $(k, r)$-good for all $i \in [n]$, we have that $$\frac{\CC_{\AND \AC^0_{d-1}}(f_x^u)}{p^k} = \frac{\sum_{i \in A_x} |\phi_i^u|}{p^k} \equiv w \cdot r \mod p$$ where $A_x \subseteq [n]$ are bits of $x$ that are ones. The “only if” part of the statement is guaranteed by the fact that $1 \leq r \leq p-1$ has a multiplicative inverse modulo $p$ since $p$ is prime. \hfill \Box

> **Theorem 4.8.** Assume $n$ is sufficiently large. Then there is a depth-8 $\AC^0$ truth table oracle circuit $C$ with $O(n^{250})$ wires such that $C(\AC^0_{d-1})$ computes $\text{MAJORITY}$ on $n$-bits.

**Proof.** It suffices to show that for every $w \in [n]$, there exists a depth-7 $\AC^0$ oracle circuit $C_w$ with $O(n^{249})$ wires such that $C_w(\AC^0_{d-1})$-MCSP $(x) = 1 \iff \text{wt}(x) = w$. Then $\text{MAJORITY}(x) = \bigvee_{w \geq n/2} C_w(x)$.

Fix some $w \in [n]$. The circuit $C_w$ works as follows. On input $x \in \{0, 1\}^n$, first check if $x$ is the all zeroes string. If so, then reject. Otherwise, compute the truth table of the direct product function $g_x : \{0, 1\}^{\log u} \times \{0, 1\}^{\log v} \rightarrow \{0, 1\}$ given by $g_x(y, z) = f_x^u(y) \land f_x^v(z)$. Compute $s = \CC_{\AC^0_{d-1}}(g_x)$ in binary using oracle access to $(\AC^0_{d-1})$-MCSP. Finally accept if the integer $s$ has the property that $s = \CC_{\AC^0}(f^u)$ is $(k, rw)$-good. Reject otherwise.

We now verify this yields a (non-uniform) $\AC^0$ truth table oracle circuit. We can check if $x$ is the all zeroes string with a single OR gate. This requires one level of depth and $O(n)$ wires. Next, realize the $j$th bit in the truth table of $g_x$ is either zero for all $x$ or equal to $$f_x^u(j) = \bigvee_{i \in [n]: \phi_i^u(j) = 1} x_i$$
Claim 4.9. Neither $f^u_x$ nor $f^v$ is the constant zero function.

Proof. If $f^v$ were the constant zero function, then $\text{CC}_{\text{AC}^0}(h^v) \leq \log v$ by DNF computation which contradicts that

$$\text{CC}_{\text{AC}^0}(h^v) - \text{CC}_{\text{AC}^0}(f^v) \geq v^{25}.$$ 

Next, let $i \in [n]$ be a bit of $x$ that is not zero. (Recall, we assumed that $x \neq 0^n$.) Then $f^u_x$ accepts every input that that $\phi_i^u$ accepts. For contradiction, suppose that $\phi_i^u$ had no ones. Then we can remove $\phi_i^u$ from the optimal formula $\phi^u = \phi_i^u \land \ldots \land \phi_n^u$ for $f^u$ and get a smaller formula for $f^u$ which contradicts the optimality of $\phi^u$. \hfill \Box

Next we show that the optimal $\text{AC}^0$ formula for $g_x$ has an AND gate on top.

Claim 4.10. $\text{CC}_{\text{OR} \circ \text{AC}^0_{d-1}}(g_x) > \text{CC}_{\text{AND} \circ \text{AC}^0_{d-1}}(g_x)$. Consequently,

$$\text{CC}_{\text{AC}^0_{d-1}}(g_x) = \text{CC}_{\text{AND} \circ \text{AC}^0_{d-1}}(g_x).$$

Proof. Let $\Delta = \text{CC}_{\text{OR} \circ \text{AC}^0_{d-1}}(g_x) - \text{CC}_{\text{AND} \circ \text{AC}^0_{d-1}}(g_x)$. We need to show $\Delta > 0$.

$$\Delta \geq \text{CC}_{\text{OR} \circ \text{AC}^0_{d-1}}(f^v) - \text{CC}_{\text{AND} \circ \text{AC}^0_{d-1}}(f^v) + \text{CC}_{\text{OR} \circ \text{AC}^0_{d-1}}(f^u_x) \quad (\text{by Lemma 2.3})$$

$$\geq (v)^{24} + \text{CC}_{\text{OR} \circ \text{AC}^0_{d-1}}(f^u_x) - \text{CC}_{\text{AND} \circ \text{AC}^0_{d-1}}(f^u_x) \quad (\text{by Proposition 4.2})$$

$$\geq (v)^{24} - u \log u \quad (\text{by DNF bound on } f^u_x)$$

$$\geq n^{50.24} - n^{10} \log(n^{10}) \quad (\text{for sufficiently large } n) \quad \Box$$
Using the claim we have that
\[ s - \text{CC}_{\text{AC}^0_1}(f^v) = \text{CC}_{\text{AC}^0_2}(g_x) - \text{CC}_{\text{AC}^0_2}(f^v) \quad \text{(definition)} \]
\[ = \text{CC}_{\text{AND}\oplus\text{AC}^0_{d-1}}(g_x) - \text{CC}_{\text{AC}^0_1}(f^v) \quad \text{(Claim 4.10)} \]
\[ = \text{CC}_{\text{AND}\oplus\text{AC}^0_{d-1}}(f^v) + \text{CC}_{\text{AND}\oplus\text{AC}^0_{d-1}}(f^v) - \text{CC}_{\text{AC}^0_2}(f^v) \quad \text{(Lemma 2.3)} \]
\[ = \text{CC}_{\text{AND}\oplus\text{AC}^0_{d-1}}(f^v) + \text{CC}_{\text{AND}\oplus\text{AC}^0_{d-1}}(f^v) - \text{CC}_{\text{AND}\oplus\text{AC}^0_{d-1}}(f^v) \quad \text{(Prop 4.2)} \]
\[ = \text{CC}_{\text{AND}\oplus\text{AC}^0_{d-1}}(f^v) \]
as desired. 

References
A \textbf{MAJORITY reduces to (AC}^0_d\text{-MCSP when Lipschitzness holds}}

Our goal in this section is to find a small (AC}^0_d\text{-MCSP-oracle circuit that computes MAJORITY on } n\text{-bits for sufficiently large } n\text{. We can do this using the techniques of Golovnev et al. [12]. In order to make our proof relatively self-contained, we differ slightly from the presentation in [12]. In particular, our presentation follows a method for computing MAJORITY that is described in Shaltiel and Viola [29].}

At a high-level, this procedure works by using the input string to sample a random variable whose circuit complexity spikes depending on the weight of the input and then using Lipschitzness to prove that this spike occurs with high enough probability that we can derandomize using non-uniformity.
Continuing the notation from Section 4, assume that there is an \( m \in \{ q^{10}, q^{50} \} \) such that \( \text{CC}_{\text{AC}^0} \) is \((m^{2^k})\)-Lipschitz on inputs of length \( m \).

We define the random variable \( T_{p,m} \in \{0,1\}^m \) where each bit in \( T_{p,m} \) is independently chosen to be one with probability \( p \) and zero with probability \( 1 - p \).

**Lemma A.1.** \( \mathbb{E}[\text{CC}_{\text{AC}^0}(T_{p,m})] = \tilde{O}(pm) \) if \( p \geq m^{-1/3} \)

**Proof.** By Hoeffding’s inequality we have that the probability that \( p \) ones is at most \( \exp(-2\epsilon^2 m) \). Via computation by DNF, if a truth table \( T \in \{0,1\}^m \) has at most \( k \) ones, \( \text{CC}_{\text{AC}^0}(T) = k \log m = O(k) \). Similarly, we have that \( \max\{C(T) : T \in \{0,1\}^m \} = \tilde{O}(m) \). Hence, we get that

\[
\mathbb{E}[\text{CC}_{\text{AC}^0}(T_{p,m})] = \tilde{O}(k) + \tilde{O}(\exp(-2\epsilon^2 m m)) = \tilde{O}(pm + pm\epsilon + \exp(-2\epsilon^2 m m)).
\]

If we set \( \epsilon = \sqrt{\frac{\ln m}{2m}} \), then we have

\[
\mathbb{E}[\text{CC}_{\text{AC}^0}(T_{p,m})] \leq \tilde{O}(pm + p\sqrt{m \ln m} + 1) \leq \tilde{O}(pm + \sqrt{m \ln m})
\]

Finally, if \( p \geq 1/m^{1/3} \), we have \( \mathbb{E}[T_{p,m}] = \tilde{O}(pm) \) as desired.

We will make use of the following concentration inequality.

**Theorem A.2** (McDiarmid’s “bounded differences inequality” [21]). Let \( f : \{0,1\}^n \to \mathbb{R} \) be \( c \)-Lipschitz. Let \( X_1, \ldots, X_n \) be independent random variables with values in \( \{0,1\} \). Let \( \mu = \mathbb{E}_{X_1,\ldots,X_n}[f(X_1, \ldots, X_n)] \). Then

\[
\Pr[|f(X_1, \ldots, X_n) - \mu| \geq \epsilon] \leq 2\exp\left(-\frac{\epsilon^2}{nc^2}\right).
\]

For \( t \in \mathbb{N} \) and \( w_1 \neq w_2 \in [t] \), we say a Boolean function \( f : \{0,1\}^t \to \{0,1\} \) computes \( \text{WTDIS}_{t}[w_1, w_2] \) if \( \text{wt}(x) = w_1 \) implies \( f(x) = 1 \) and \( \text{wt}(x) = w_2 \) implies \( f(x) = 0 \). (WTDIS is short for weight distinguishing.)

**Theorem A.3.** If \( n \) is sufficiently large, then for all \( 1 \leq b \leq \sqrt{q}/2 \), there exists a (non-uniform) \( \text{NC}^1 \) oracle circuit \( C \) with at most \( O(n^{100}) \) wires such that \( C(\text{AC}^0_{\text{QMS}}) \) computes \( \text{WTDIS}_{q}[w_1, w_1 + b] \) for some \( w_1 \geq \sqrt{q}/2 \). Moreover, \( C \) has a single gate.

**Proof.** For \( w \in [q] \), let \( p_w = \frac{w}{\sqrt{q}} \). Let \( w_0 \) be the largest integer less than \( \sqrt{q} \) such that \( q - w_0 \) is a multiple of \( b \). (Note that \( w_0 \geq \sqrt{q} - b \geq \sqrt{q}/2 \).

By Lemma A.1, we have that

\[
\mathbb{E}[\text{CC}_{\text{AC}^0}(T_{p,w,m})] = \tilde{O}(\sqrt{q}/m) = \tilde{O}(m/\sqrt{q}).
\]

On the other hand, since \( p_0 = 1/2 \), \( T_{p,m} \) is just a binary string of length \( m \) picked uniformly at random, so the formula size lower bounds of Shannon and Riordan imply

\[
\mathbb{E}[\text{CC}_{\text{AC}^0}(T_{p,w,m})] = \mathbb{E} \sum_{x \in \{0,1\}^m} C(x) = \tilde{O}(m)
\]

(note that an \( \text{AC}^0_{\text{QMS}} \) formula of size \( s \) implies an unrestricted formula of size \( s \)). Hence, by an averaging argument there exists a \( w_1 \geq w_0 \geq \sqrt{q}/2 \) such that
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\[
E[CC_{\mathcal{AC}^0_w}(T_{p_{w_1+m}})] - E[CC(T_{p_{w_1,m}})] \geq \frac{\tilde{\Omega}(m) - \tilde{O}(m/\sqrt{q})}{q} = \tilde{\Omega}(m/q).
\]

Let \( t = \frac{E[T_{p_{w_1+m}}] + E[T_{p_{w_1,m}}]}{2} \). Then we have that \( E[T_{p_{w_1+m}}] - t = \tilde{O}(m/q) \) and \( t - E[T_{p_{w_1,m}}] = \tilde{\Omega}(m/q) \).

We now outline a probabilistic oracle circuit \( D \) that we will later make into a deterministic \( \mathcal{NC}^0 \) circuit. \( D \) takes as input a string \( x \in \{0,1\}^n \) and takes as its random “inputs” strings \( u_1, \ldots, u_m \in \{0,1\}^{\log q} \) and \( v_1, \ldots, v_m \in \{0,1\} \). The reduction then computes the string \( y := y_1 \cdots y_m \) where \( y_i \) is zero if \( v_i \) is zero and \( y_i \) is the \( u_i \)th bit of \( x \) if \( v_i \) is one (recall, \( q \) is a power of two). \( D \) then outputs \( (\mathcal{AC}^0_q)^{-}\text{MCSP}(y,t) \).

We now argue for correctness with high probability. Realize each \( y_i \) is independent with probability \( \frac{\text{wt}(x)}{2n} \) of being 1. Hence, \( y \) is just the random variable \( T_{p_{w,m}} \) where \( w = \text{wt}(x) \). Hence, if \( \text{wt}(x) = w_1 \), then

\[
\Pr[R(x) \neq 1] = \Pr[\mathcal{C}(T_{p_{w_1,m}}) > t]
\]

Recall that \( t - E[T_{p_{w_1,m}}] = \tilde{\Omega}(m/q) \) and, by assumption, \( CC_{\mathcal{AC}^0} \) on inputs of length \( m \) is \( (m^{25}) \)-Lipschitz, so by Theorem A.2, we have that this probability is bounded by

\[
2\exp(-2\frac{\tilde{\Omega}(m^2)}{O(q^2 m^{1.5})}) \leq \exp(-2\frac{\tilde{\Omega}(q^{n/10})}{O(q^2)}) = O(\exp(-q^3))
\]

using the fact that \( m \geq q^{10} \). A similar analysis shows that the probability \( D \) errs if \( \text{wt}(x) = w_1 + b \) is at most \( O(\exp(-q^3)) \). This completes the analysis of \( D \).

We now argue that this reduction can be derandomized using non-uniformity. For each input of weight either \( w_1 \) or \( w_1 + b \), we have shown the fraction of random strings which err on that input is \( O(\exp(-q^3)) \). Hence, the fraction of random seeds which err on at least one input of weight \( w_1 \) or \( w_1 + b \) is at most

\[
2^n O(\exp(-q^3)) < 1
\]

for large enough \( n \). Thus, there exists some fixed \( u_1, \ldots, u_m \) and \( v_1, \ldots, v_m \) which work on all inputs of length \( q \). Once we are (non-uniformly) given these \( u_1, \ldots, u_m \) and \( v_1, \ldots, v_m \) which work on all inputs, we can turn \( D \) into an \( \mathcal{NC}^0 \) oracle circuit \( C \) which has just a single gate (an oracle gate) whose inputs are the fixed number \( t \) and the string \( y \) where each bit of \( y \) is either a fixed bit of \( x \) or zero. This yields a \( \mathcal{NC}^0 \) oracle circuit with \( O(m) = O(q^{50}) = O(n^{100}) \) wires.

**Corollary A.4.** If \( n \) is sufficiently large, then for all distinct \( w_1, w_2 \in [n] \) there is an \( \mathcal{NC}^0 \) oracle circuit \( C \) with at most two gates and \( O(n^{100}) \) wires such that \( C^{(\mathcal{AC}^0)^{-}\text{MCSP}} \) computes \( \text{WTDIS}_n[w_1, w_2] \).

**Proof.** Fix some \( w_1 \neq w_2 \). Without loss of generality assume \( w_1 < w_2 \) (if this is not the case, then swap the names of \( w_1 \) and \( w_2 \) in this proof and add a NOT gate to the top of \( C \)). Let \( b = w_2 - w_1 \). Recall \( q \) is the least power of two such that \( n \leq \sqrt{q}/2 \). Note that \( q = \Theta(n^2) \) and \( b \leq n \leq \sqrt{q}/2 \). Theorem A.3 guarantees there exists an \( \mathcal{NC}^0 \) oracle circuit \( D \) of size \( O(n^{50}) \) such that \( D^{\text{MCSP}} \) computes \( \text{WTDIS}_n[w_3, w_3 + b] \) for some \( w_3 \geq \sqrt{q}/2 \geq n \). Finally, let \( C \) be the oracle circuit that on input \( x \) outputs \( D(y) \) where \( y = 1^{w_3-w_1}0^{n-w_3+w_1}x \). The correctness of this output is guaranteed by the fact that \( \text{wt}(y) = w_3 \) if and only if \( \text{wt}(x) = w_1 \) and \( \text{wt}(y) = w_3 + b \) if and only if \( \text{wt}(x) = w_2 \). \( \blacksquare \)
Corollary A.5. If $n$ is sufficiently large, then there exists a depth-$4$ $\mathsf{AC}^0$ truth table oracle circuit $C$ with $O(n^{102})$ wires such that $C^{(\mathsf{AC}^0)}$-$\text{MCSP}$ computes $\text{MAJORITY}$ on strings on length $n$.

Proof. It suffices to show that, for all $w \in [n]$, one can check if a string $x \in \{0, 1\}^n$ has weight $w$ using a depth-$3$ $\mathsf{AC}^0$ truth-table oracle circuit $C_w$ of size $O(n^{101})$. If one is able to do this, then $\text{MAJORITY}$ is computed by $\bigvee_{w \in [2^n/2]} C_w(x)$.

For $w \in [n]$, let $\text{wt}_w : \{0, 1\}^n \rightarrow \{0, 1\}$ be the Boolean function that outputs one if and only if its input is a string of weight $w$. Now fix some $w \in [n]$. We claim that

$$\text{wt}_w(x) = \bigwedge_{w' \in [n] : w \neq w'} \text{WTDIS}_n[w, w']$$

If $x$ has weight $w$, then $\text{WTDIS}_n[w, w'] (x) = 1$ for all $w' \neq w$, so

$$\text{wt}_w(x) = 1 = \bigwedge_{w' \in [n] : w \neq w'} \text{WTDIS}_n[w, w'].$$

On the other hand, if $x$ has weight $w \neq w'$ then $\text{WTDIS}_n[w, w'] (x) = 0$, so

$$\text{wt}_w(x) = 0 = \bigwedge_{w' \in [n] : w \neq w'} \text{WTDIS}_n[w, w'].$$

Finally, by Corollary A.4 we have that $\bigwedge_{w \in [n] : w \neq w'} \text{WTDIS}_n[w', w]$ is computable by a depth-$3$ $\mathsf{AC}^0$ truth table oracle circuit with $O(n^{101})$ wires. 

\section{NP $\leq^P_{tt}$ MOCSP implies EXP $\neq$ ZPP}

The proof of this result follows essentially exactly from Murray and Williams’s [23] proof for $\text{MCSP}$. For completeness, we replicate the proof here (even using their words and structure).

Proposition B.1. If $\text{NP} \leq^P_{tt} \text{MOCSP}$, then $\text{EXP} \subseteq \text{P}/\text{poly}$ implies $\text{EXP} \neq \text{NEXP}$.

Proof. Assume $\text{NP} \leq^P_{tt} \text{MOCSP}$ and $\text{EXP} \subseteq \text{P}/\text{poly}$. Let $L \in \text{NTIME}(2^{cn})$ for some $c \geq 1$. It suffices to show that $L \in \text{EXP}$.

We pad $L$ into the $L' = \{ x01^2|x|^c : x \in L \}$. Note that $L' \in \text{NP}$. Hence there is a polynomial-time truth table reduction from $L'$ to $\text{MOCSP}$. Composing the reduction from $L$ to $L'$ with the reduction from $L'$ to $\text{MOCSP}$, we get a $2^{cn^c}$-time truth table reduction $R$ from $n$-bit instances of $L$ to $2^{cn^c}$-bit instances of $\text{MOCSP}$ for some constant $c'$.

Let $Q(x)$ denote the concatenated string of all $\text{MOCSP}$ queries produced by $R$ in order on input $x$. Define the language

$$\text{BIT}_S_Q := \{(x, i) : \text{the } i\text{th bit of } Q(x) \text{ is } 1\}$$

$\text{BIT}_S_Q$ is clearly in $\text{EXP}$. Since $\text{EXP} \subseteq \text{P}/\text{poly}$, for some $d \geq 1$ there is a circuit family $C_n$ of size at most $n^d + d$ computing $\text{BIT}_S_Q$ on $n$-bit inputs.

Thus, on a given instance $x$, we have $\text{CC}(Q(x)) \leq s(|x|) = (|x| + 2c'|x|^c)^d + d$. Therefore, every $\text{MOCSP}$ query $(T, s', t)$ produced by the reduction $R$ on input $x$ satisfies

$$\text{CC}^2(T) \leq \text{CC}(T) \leq e \cdot \text{CC}(Q(x)) \leq e \cdot s(|x|)$$

for some constant $e$ since $T$ is a substring of $Q(x)$ (see Lemma 2.2 in [23] for a proof of this substring fact). This leads to the following exponential time algorithm for $L$: 

```python
for all w \in [n]:
for all x \in \{0, 1\}^n:
   if \text{wt}_w(x) = 1:
      if \bigwedge_{w' \in [n] : w \neq w'} \text{WTDIS}_n[w, w'] = 1:
         return 1
   else:
      return 0
```
On input $x$, run the exponential-time reduction $R(x)$ by using the following procedure for answering each MOCSP oracle query $(T, s'; \mathcal{O})$. If $s' > e \cdot s(|x|)$, then respond YES to the query. Otherwise, cycle through every oracle circuit $E$ of size at most $s'$. If $E^\mathcal{O}$ computes $T$, then respond YES. If no such $E$ is found, then respond NO.

It suffices to show the procedure for answering MOCSP oracle queries runs in exponential time. Let $n = |x|$. First, we need to count the number of oracle circuits $E$ on $(\log|T| \leq c'n^c)$-inputs with size at most $s(n)$. The logarithm of the number of oracle circuit of size at most $s(|x|)$ on $(c'n^c)$-inputs with $t$ oracle functions is at most

$$O(s(n) \log(4 + t) + s(|x|) \log(c'n^c) \log(s(|x|) + \log(c'n^c))).$$

Since $t \leq 2c'^n$ and $s$ is polynomial in $n$, it is easy to see that the number of such circuits $E$ is at most exponential. Second, one can check if an oracle circuit $E$ satisfies $E^\mathcal{O}$ computes $T$ in time polynomial in $(|E| + |T| + |\mathcal{O}|)$ and hence exponential in $n$. As a result, $L \in \text{EXP}$, completing the proof.

**Theorem B.2.** If $\text{NP} \subseteq^P \text{MOCSP}$, then $\text{EXP} \neq \text{NP} \cap \text{P/poly}$. Consequently, $\text{EXP} \neq \text{ZPP}$.

**Proof.** For contradiction, suppose $\text{NP} \subseteq^P \text{MOCSP}$ and $\text{EXP} = \text{NP} \cap \text{P/poly}$. Then by Proposition B.1 $\text{NEXP} \subseteq \text{EXP} \subseteq \text{NP}$ contradicting the nondeterministic time hierarchy theorem [32].
Abstract

Recently, Dvir, Golovnev, and Weinstein have shown that sufficiently strong lower bounds for linear data structures would imply new bounds for rigid matrices. However, their result utilizes an algorithm that requires an NP oracle, and hence, the rigid matrices are not explicit. In this work, we derive an equivalence between rigidity and the systematic linear model of data structures. For the n-dimensional inner product problem with m queries, we prove that lower bounds on the query time imply rigidity lower bounds for the query set itself. In particular, an explicit lower bound of $\Omega(n^{d/2}/r)$ for $r$ redundant storage bits would yield better rigidity parameters than the best bounds due to Alon, Panigrahy, and Yekhanin. We also prove a converse result, showing that rigid matrices directly correspond to hard query sets for the systematic linear model. As an application, we prove that the set of vectors obtained from rank one binary matrices is rigid with parameters matching the known results for explicit sets. This implies that the vector-matrix-vector problem in the high error regime, improving a result of Chattopadhyay, Koucký, Loff, and Mukhopadhyay.

1 Introduction

A matrix is rigid if it is far in Hamming distance from low rank matrices; it is explicit if its entries are computable in polynomial time. A classic result of Valiant proves that explicit rigid matrices imply super-linear lower bounds for linear circuits [35], a major open problem in computational complexity [34, 37]. Implications of new lower bounds for communication complexity and other models are also known [24, 39]. Unfortunately, the current bounds for explicit matrices are very far from the required parameters [16, 33], and natural candidates (e.g., Fourier and Hadamard matrices) have been discovered to
be less rigid than desired [3, 12, 14]. This motivates alternative avenues for constructing rigid matrices. Recently, multiple connections between data structures and circuits have arisen [7, 11, 13, 38]. The premise of these results is that hard problems for these models may shed new light on rigid matrices and circuits. We take a similar angle, studying a generic linear problem for a model that resembles a depth-two circuit with linear gates.

Valiant’s result concerns arithmetic circuits computing the linear map \( v \mapsto Mv \) for a matrix \( M \). In other words, the circuit computes the inner products between \( v \) and the rows of \( M \). We study a related data structure problem, the inner product problem. The task is to preprocess an \( n \)-bit vector \( v \) to compute inner products \( \langle q, v \rangle \) over \( \mathbb{F}_2 \) for queries \( q \in Q \), where \( Q \subseteq \mathbb{F}_2^n \) is the query set. This problem generalizes the prefix-sum problem [17] and vector-matrix-vector problem [8, 23].

We consider solving this problem using a restricted data structure model, the systematic linear model. This model may only store \( v \) verbatim along with a small number \( r \ll n \) of redundant bits, which are the evaluations of linear functions of \( v \). To compute \( \langle q, v \rangle \) for \( q \in Q \), the query algorithm must output a linear function of these \( r \) bits along with any \( t \) bits of \( v \), where \( t \) is the query time. We motivate this model with a simple upper bound. Suppose that the query set \( Q \) happens to be close to an \( r \)-dimensional subspace \( U \). More precisely, assume that \( d_H (q, U) \leq t \) for any \( q \in Q \), where \( d_H (q, U) := \min_{u \in U} d_H (q, u) \) and \( d_H (q, u) \) denotes the Hamming distance. The systematic linear model will store \( r \) bits that correspond to inner products between \( v \) and some \( r \) vectors that form a basis for \( U \). The query algorithm computes \( \langle q, v \rangle \) by invoking the identity \( \langle q, v \rangle = \langle u, v \rangle + \langle q - u, v \rangle \), using any vector \( u \in U \) with \( d_H (q, u) \leq t \). Indeed, the \( r \) precomputed bits suffice to determine \( \langle u, v \rangle \), and at most \( t \) bits of \( v \) are needed to calculate \( \langle q - u, v \rangle \).

We observe that rigidity exactly captures the complexity of the inner product problem in the above model. This connection uses a notion of rigid sets, defined by Alon, Panigrahy and Yekhanin [5]. Our result shows that an efficient algorithm exists in the above model if and only if the query set is not rigid in their sense. Conversely, it is possible to derive new rigidity lower bounds by proving lower bounds for the systematic linear model. A parameter of interest is the size of the rigid set, which corresponds to the number of queries in the inner product problem.

Dvir, Golovnev, and Weinstein also demonstrate a connection between rigidity and a different linear model, which is a restriction of the cell probe model [13]. This model stores \( s \geq n \) linear functions, and the query algorithm outputs a linear function of \( t \) of these \( s \) bits. For the inner product problem with query set \( Q \), they show that a lower bound for linear data structures leads to a semi-explicit rigid set. When \( |Q| = m \), their result uses a \( \text{poly}(m) \) time algorithm that requires access to an \( \text{NP} \) oracle. Compared to their work, our connection preserves explicitness and offers a two-way equivalence via the systematic linear model. In particular, when \( c' n \leq r \leq cn \) for constants \( c', c < 1 \), a lower bound of \( t = \omega(\log m) \) in the systematic linear model implies that \( Q \) is rigid with better parameters than known results. Their work requires a lower bound of \( t = \omega(\log m \log n) \) against the linear model, and the resulting set is not explicit. Our results also extend to show that linear data structure lower bounds lead to explicit rigid matrices. However, compared to the work of Dvir, Golovnev, and Weinstein, we require stronger lower bounds to achieve new rigidity parameters.

As an application of our framework, we provide new results for the vector-matrix-vector problem. The task is to preprocess a 0-1 matrix \( M \) to compute \( u^\top M v \) when given vectors \( u, v \) as the query. The boolean semiring version of this problem has received much recent attention due to connections to the online matrix-vector multiplication conjecture [18]. Moreover, this problem has motivated the study of data structures for a super polynomial number of queries,
even when the output is binary [8, 9]. Other prior work has either studied binary output problems with $\text{poly}(n)$ queries (see e.g. [28, 30]) or achieved better lower bounds by looking at multi-output problems (see e.g. [10, 20]). In general, the vector-matrix-vector problem is a good testbed for proving better data structure lower bounds, because linear algebraic tools could provide new insights.

The $F_2$ variant of this problem specializes the inner product problem because $u^\top M v$ equals the inner product of $uv^\top$ and $M$ (viewed as vectors). The query set consists of $\sqrt{n} \times \sqrt{n}$ matrices with rank one; its size $m$ satisfies $\log m = \Theta(\sqrt{n})$. As another contribution, we lower bound the rigidity of this set, and consequently, we obtain a query time lower bound of $\Omega(\frac{n}{2} \log m) = \Omega(n^{3/2}/r)$ for the systematic linear model with redundancy $r \geq \sqrt{n}$. Any asymptotically better lower bounds for this problem (in the systematic linear model) would directly imply that this query set is rigid with better parameters than the currently known results for explicit matrices [4, 5].

As a final result, we prove a new cell probe lower bound for the vector-matrix-vector problem, without restrictions on the data structure. Our result improves the current best lower bound due to Chattopadhyay, Koucký, Loff, and Mukhopadhyay [9]. Our lower bound matches the limit of present techniques and achieves the current best time-space trade-off in terms of query set size.

1.1 Rigid sets, systematic linear model, and the inner product partial function

Throughout, let $m = m(n)$ and $t = t(n)$ and $r = r(n)$ denote positive integers, with $m \geq n \geq t, r$. Alon, Panigrahy and Yekhanin defined the following notion of a rigid set [5].

Definition (Rigid Set). A set $Q \subseteq F_2^n$ is $(r, t)$-rigid if for every subspace $U \subseteq F_2^n$ with dimension at most $r$, some vector $q \in Q$ has Hamming distance at least $t$ from all vectors in $U$, that is, $d_H(q, U) \geq t$.

We define $(r', t')$-rigid for non-integral $r', t'$ to mean $(\lceil r' \rceil, \lceil t' \rceil)$-rigid. It will be convenient to equate a set $Q$ with a matrix $M_Q$ by arranging vectors in $Q$ as rows in $M_Q$ in any order. If $Q$ is $(r, t)$-rigid and $|Q| = m$, then the corresponding matrix $M_Q \in F_2^{m \times n}$ is rigid in the usual sense: for any rank $r$ matrix $A$, some row in $(M_Q - A)$ contains at least $t$ nonzero entries. Hence, we may refer to rigid sets and rigid rectangular matrices interchangeably. A matrix in $F_2^{m \times n}$ (or a set of $n$-dimensional vectors) is explicit if every entry can be computed in $\text{poly}(n)$ time.

A random $m \times n$ matrix with $m = \text{poly}(n)$ will be $(cn, \delta n/\log n)$-rigid with high probability for some constants $c, \delta \in (0, 1)$. The key challenge here is to construct explicit rigid matrices, because they provide circuit lower bounds for functions that can be described in polynomial time [35]. Alon, Panigrahy and Yekhanin [5] followed by Alon and Cohen [4] exhibit multiple examples of explicit $m \times n$ matrices that are $(r, t)$-rigid with

$$t \geq \min \left\{ \frac{cn}{r} \log \frac{m}{r}, n \right\}$$

(1)

where $m \geq n$ and $c$ is a constant. Note that when $r = cn$, the current best bound is $t = \Omega(\log \frac{m}{r})$. For $m = \text{poly}(n)$, this amounts to $t = \Omega(\log n)$, exponentially far from the ideal bounds (i.e., matching random constructions). It is an important open problem to improve the dependence on $m$ in Eq. (1) and to find other candidate sets that may be rigid with better parameters.
Our connection between rigidity and data structures arises via the inner product problem. The task is to preprocess a vector \( v \in \mathbb{F}_2^n \) to compute inner products. The queries are specified by \( Q \subseteq \mathbb{F}_2^n \), which is called the query set. The data structure must compute the inner product of \( v \) and any \( q \in Q \), that is, \( (q, v) := \sum_{i=1}^n q[i] \cdot v[i] \mod 2 \), where \( q[i] \) denotes the \( i \)th coordinate of \( q \).

We now prove that if \( Q \) is \((r, t)\)-rigid, then \( T(Q, r) \geq t \) implies that \( Q \) is \((r, t)\)-rigid. Assume for contradiction that there is an \( r \)-dimensional subspace \( U \) such that \( d_H(q, U) < t \) for all \( q \in Q \). Let \( v \in \mathbb{F}_2^n \) be the input data. Store \( v \) along with the \( r \) bits \( \{b_1, v\}, \ldots, \{b_r, v\} \), where \( b_1, \ldots, b_r \) form a basis for \( U \). For every \( q \in Q \), there exists \( u_q \in U \) such that \( q - u_q \) has Hamming weight less than \( t \). Using the \( r \) redundant bits, the algorithm on query \( q \) can compute \( \langle u_q, v \rangle \) by writing \( u_q \) in terms of the stored basis vectors. Then, it computes \( \langle q - u_q, v \rangle \) by accessing fewer than \( t \) coordinates of \( v \). Since \( \langle q, v \rangle = \langle u_q, v \rangle + \langle q - u_q, v \rangle \), we have that \( T(Q, r) < t \), which is a contradiction.

We now prove that if \( Q \) is \((r, t)\)-rigid, then \( T(Q, r) \geq t \). Let \( e_1, \ldots, e_n \) denote the standard basis, and let \( k = T(Q, r) \) be the query time. We show that \( k \geq t \). Consider a systematic linear data structure whose redundant bits are given by \( \{a_1, v\}, \ldots, \{a_r, v\} \). Let \( U \) denote the span of \( \{a_1, \ldots, a_r\} \). As \( Q \) is \((r, t)\)-rigid, there exists \( q^* \in Q \) with \( d_H(q^*, U) \geq t \). When \( q^* \) is the query, assume that the query algorithm accesses the bits \( v_{i_1}, \ldots, v_{i_k} \) for indices \( i_1, \ldots, i_k \) to compute \( \langle q^*, v \rangle \). Now, define \( U' \) to be the span of \( \{a_1, \ldots, e_i, \ldots, e_{i_k}\} \). Observe that all points in \( U' \) are at distance at most \( k \) from \( U \). Thus, \( d_H(q^*, U) \leq d_H(q^*, U') + k \). We will show that \( d_H(q^*, U') = 0 \), which implies that \( k \geq t \). We claim that if \( d_H(q^*, U') \geq 1 \), then the query algorithm makes an error. Since \( d_H(q^*, U') \geq 1 \), there exists a vector \( y \) with
\langle y, q^* \rangle = 1. Moreover, this vector can be taken to be orthogonal to \( U' \) so that \( \langle y, x \rangle = \langle v, x \rangle = \langle v, y + v \rangle \) for every \( x \in U' \). In other words, for every \( x \in U' \) we have \( \langle y + v, x \rangle = \langle y, x \rangle + \langle v, x \rangle = \langle v, x \rangle \). Hence, the query algorithm sees the same values on input data \( y + v \) and \( v \) because it only accesses the input via vectors in \( U' \), and we have \( x \in U' \). Thus, the algorithm on query \( q^* \) must err either on input \( y + v \) or \( v \) because \( \langle q^*, y + v \rangle \neq \langle q^*, v \rangle \).

1.3 Relationship to the cell probe model and other models

The systematic linear model specializes the systematic model [8, 17]. The latter model still stores the input data \( x \in \mathbb{F}_2^n \) verbatim, and it also stores \( r < n \) bits that can be precomputed from \( x \), where these need not be linear functions of the input data. The query time is \( t \) if the query algorithm reads at most \( t \) bits from \( x \) to compute a query. The output can also be an arbitrary function of these \( t \) bits along with the \( r \) precomputed bits. The systematic linear model only makes sense for linear queries, whereas the systematic model applies to arbitrary query functions.

Yao’s cell probe model is the most general data structure model [40]. On input data \( x \in \mathbb{F}_2^n \), the data structure stores \( s \) cells, containing \( w \) bits that are arbitrary functions of \( x \). Here, \( w \) is the word size and \( s \) is the space. The query time is \( t \) if the algorithm accesses at most \( t \) cells to answer any query about \( x \) from a set of \( m \) possible query functions. There is a rich collection of lower bounds for this model (see e.g. [2, 15, 20, 26, 27, 28, 29]). The best lower bounds known are of the form

\[
t \geq \min \left\{ \frac{c \log m}{n}, \frac{cn}{w} \right\},
\]

where \( m \geq n \) is the number of queries and \( c \) is a constant. It is a long-standing problem to prove that \( t = \omega(\log m) \) for any explicit problem, even in the linear space regime \( s = O(n) \) and \( w = O(1) \).

A special case of the cell probe model is the linear model [1, 13]. The latter model stores \( s \geq n \) linear functions of \( x \) (implicitly \( w = 1 \) is fixed). The query time is \( t \) if the query algorithm reads at most \( t \) of these \( s \) bits to compute a query. The output is restricted to be a linear function of these \( t \) bits. A distinguishing aspect between linear and systematic linear is that in the latter model, the query algorithm is not charged for accessing the \( r \) precomputed bits. In Section 2, we compare the linear and systematic linear models in the context of rigidity and previous work [13].

Equivalences all the way down

We note that the systematic data structure model is identical to the common bits model defined by Valiant [36]. Corrigan-Gibbs and Kogan [11] demonstrate a relationship between the common bits model and a variant of the systematic model defined by Gal and Miltersen [17]. The common bits model is nothing but a certain depth two circuit, and the systematic linear model is simply the common bits model with the restriction that the common bits and output gates are linear functions [31]. Hence, in language of data structures, the linearization conjecture of Jukna and Schnitger posits that the systematic linear model is asymptotically as powerful as the systematic model for answering linear queries [19].

1.4 The vector-matrix-vector problem

We now define the vector-matrix-vector problem, which we call “the \( u^T M v \) problem” for short. Let \( n \) be a perfect square. After preprocessing a matrix \( M \in \mathbb{F}_2^{n \times \sqrt{n}} \), the goal is to output the binary value \( u^T M v \) for vectors \( u, v \in \mathbb{F}_2^{\sqrt{n}} \). It will be convenient to consider
a $\sqrt{n} \times \sqrt{n}$ matrix as an $n$-bit vector $\text{vec}(M)$ by concatenating consecutive rows. More formally, let $x = \text{vec}(M)$, and for $i \in \{1, 2, \ldots, n\}$, set $x[i] = M[a, b]$, where $a$ and $b$ satisfy $i = (a - 1)\sqrt{n} + b$ and $a, b \in \{1, 2, \ldots, \sqrt{n}\}$. Then, $u^t M v = \langle \text{vec}(u^t), \text{vec}(M) \rangle$. In this way we consider the $u^t M v$ problem a special case of the inner product problem. The query set is the collection of rank one binary matrices. Let $\Upsilon = F_2^n$ denote the set of vectors obtained from rank one binary matrices via $M \mapsto \text{vec}(M)$, that is,

$$\Upsilon := \left\{ \text{vec}(uv^t) \ \big| \ u, v \in F_2^{\sqrt{n} \times \sqrt{n}} \right\} \subseteq F_2^n.$$  

(3)

This set has size $|\Upsilon| = 2^{2\sqrt{n} - 2\sqrt{n+1} + 1}$.

A classic result of Artazarov, Dinic, Kronrod and Faradzev [6] provides a data structure with space $s = \text{poly}(n)$, word size $w = O(\log n)$, and time $t = O(n/\log n)$. In fact, this algorithm operates in the linear cell probe model. It is a central open question to determine whether $t = \Omega(n)$ is necessary in linear space regime, that is, when $s = O(n)$ and $w = O(1)$.

The current best cell probe lower bound for the $u^t M v$ problem is due to Chattopadhyay, Kamma, and Larsen [8] prove that $t$ and $r$ must satisfy $t \cdot r = \Omega(n^{3/2}/\log n)$ as long as $r \geq \sqrt{n}$. In the case of $r \leq \sqrt{n}$, they prove that $t = \Omega(n/\log n)$. As the systematic model subsumes the linear version of this model, combining their result with Theorem 1 implies that $\Upsilon$ is $(r, t)$-rigid with

$$t \geq \min \left\{ \frac{c\sqrt{n}}{\log \frac{\sqrt{n}}{n}}, \frac{cn}{w} \right\}$$

(4)

We know better lower bounds for the $u^t M v$ problem in the systematic model. Chakraborty, Kamma, and Larsen [8] prove that $t$ and $r$ must satisfy $t \cdot r = \Omega(n^{3/2}/\log n)$ as long as $r \geq \sqrt{n}$. In the case of $r \leq \sqrt{n}$, they prove that $t = \Omega(n/\log n)$. As the systematic model subsumes the linear version of this model, combining their result with Theorem 1 implies that $\Upsilon$ is $(r, t)$-rigid with

$$t = \Omega \left( \frac{n^{3/2}}{\max\{\sqrt{n}, r\} \cdot \log n} \right).$$

(5)

### 1.5 New results on the rigidity of $\Upsilon$ and the cell probe complexity of the $u^t M v$ problem

We lower bound the rigidity of $\Upsilon$, defined in Eq. (3). This also implies a lower bound in the systematic linear model. The proof is inspired by a result of Alon, Panigrah, and Yekahmin [5].

**Theorem 2.** Let $n \geq 1024$. The set $\Upsilon \subseteq F_2^n$ of rank one matrices is $(r, t)$-rigid with $t \geq \frac{n^{3/2}}{128 \cdot \max\{\sqrt{n}, r\}}$.

We improve the prior bound in Eq. (5) by an $\Omega(\log n)$ factor. For example, when $r \leq \sqrt{n}$, then $t = \Omega(n)$, and when $r = n/2$, then $t = \Omega(n^{1/2})$. Theorem 2 matches Eq. (1), the current best bound for explicit rigid sets. We do not know whether there is a subspace $U$ of linear dimension such that all elements of $\Upsilon$ are at distance $o(n)$ from $U$ (unlike for some set rigidity results, where the bounds are tight). As a corollary of Theorem 1, we immediately get that

$$T(\Upsilon, r) \geq \frac{n^{3/2}}{128 \cdot \max\{\sqrt{n}, r\}}.$$
In other words, we prove a lower bound for the $u^TMv$ problem in the systematic linear model that improves the prior bound by an $\Omega(\log n)$ factor. The proof of Theorem 2 appears in Section 3.

We also prove a general cell probe lower bound for the $u^TMv$ problem in the high error regime. Our result improves the previous lower bound in Eq. (4). For example, in the linear space regime, when $s = O(n)$ and $w = O(1)$, we show that $t = \Omega(\sqrt{n})$ while the prior result gives only $t = \Omega(\sqrt{n}/\log n)$.

\begin{theorem}
Let $M \in \mathbb{F}_2^{\sqrt{n} \times \sqrt{n}}$ be a matrix. If a randomized data structure with space $s$, word size $w$, and time $t$ correctly computes queries for the $u^TMv$ problem with probability at least $1/2 + 1/2e^{\sqrt{n}/64}$, then

$$t \geq \min\left\{ \frac{c\sqrt{n}}{\log \frac{s}{\alpha n}}, \frac{cn}{\alpha} \right\}$$

where $0 < c \leq 1/36$ is a universal constant and $\alpha := 2(w + \log \frac{sw}{n})$.
\end{theorem}

The prior work utilizes a general lifting result for two-way communication complexity from parity decision trees [9]. To obtain the improved bound, we use a variant of the cell sampling technique [21, 27] combined with a reduction to a new lower bound on one-way communication (via discrepancy). The modifications over standard techniques are needed to handle the high error regime for a binary output problem. We note that a recent result of Larsen, Weinstein and Yu also uses one-way communication to prove lower bounds for binary output problems for dynamic data structures [22]. However, their method seems limited to only handling zero error query algorithms. The proof of Theorem 3 appears in Section 4. Specifically, see Lemma 14 in Section 4 for the variant of cell sampling and see Theorem 11 in Section 4.1 for the discrepancy argument.

\section{Linear Data Structures and Rigidity}

In this section, we relate linear data structures and rigidity. As linear data structures are a special case of the cell probe model, we may obtain rigidity lower bounds from strong enough static data structure lower bounds (when the queries are linear). We also compare with Dvir, Golovnev, and Weinstein, who exhibit a similar connection [13]. We first provide some notation.

\begin{definition}
Let $Q \subseteq \mathbb{F}_2^n$ be a set. Define $\text{LT}(Q, s)$ to be the maximum over all $v \in \mathbb{F}_2^n$ of the minimum $t$ sufficient to compute the inner product $\langle q, v \rangle$ for every $q \in Q$ when the query algorithm’s output is a linear function of $t$ bits chosen from the $s$ precomputed linear functions of $v$.
\end{definition}

Table 1 provides a glimpse of our results on linear data structures along with a comparison to [13]. Recall that a set $Q \subseteq \mathbb{F}_2^n$ is explicit if each coordinate of an arbitrary element of the set can be computed in $\text{poly}(n)$ time. The prior work shows that sufficiently strong lower bounds against linear data structures will imply \textit{semi-explicit} rigid sets. A bit more formally, consider a data structure query set $Q \subseteq \mathbb{F}_2^n$ of size $m$ for the inner product problem. They show the following: If $\text{LT}(Q, c \cdot n) \geq t$ for some constant $c$, then there is a $(n'/2, t/\log n)$-rigid set $Q'$ of size at most $m$ contained in $\mathbb{F}_2^n$, where $n' \geq t$. However, the set $Q'$ is only semi-explicit in that it is in $P^{NP}$—every element can be computed by a $\text{poly}(m)$ time algorithm with access to an NP oracle.
Table 1: Comparison with [13, Theorem 7.1]: Let \( Q \subseteq \mathbb{F}_2^m \) of size \( m \) be a query set, \( c \geq 1 \) and \( \delta > 0 \) be constants, and let \( k = \text{LT}(Q, 3n/2) \). The second column states the lower bound on \( \text{LT}(Q, 3n/2) \) that implies existence of rigid sets whose parameters are given in the third column. All rigid sets have size at most \( \text{poly}(m) \) and are contained in \( \mathbb{F}_2^k \).

<table>
<thead>
<tr>
<th>( m ) vs ( n )</th>
<th>( k = \text{LT}(Q, 3n/2) )</th>
<th>Rigidity Bounds</th>
<th>Explicitness</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m = n^c )</td>
<td>( k = \omega(\sqrt{n \log n}) )</td>
<td>( (k/2, \omega(\log n)) )-rigid</td>
<td>( \text{poly}(n) ) time</td>
<td>This work</td>
</tr>
<tr>
<td></td>
<td>( k = \omega(\log^2 n) )</td>
<td>( (k/2, \omega(\log n)) )-rigid</td>
<td>( \text{poly}(n) ) time + ( \text{NP} ) oracle calls</td>
<td>[13]</td>
</tr>
<tr>
<td>( m = n^c )</td>
<td>( k = \Omega(n^{(1+\delta)/2}) )</td>
<td>( (k/2, \Omega(n^\delta)) )-rigid</td>
<td>( \text{poly}(n) ) time</td>
<td>This work</td>
</tr>
<tr>
<td></td>
<td>( k = \Omega(n^{\log n}) )</td>
<td>( (k/2, \Omega(n^\delta)) )-rigid</td>
<td>( \text{poly}(n) ) time + ( \text{NP} ) oracle calls</td>
<td>[13]</td>
</tr>
<tr>
<td>( m = 2^{\sqrt{n}} )</td>
<td>( k = \omega(n^{1/4}) )</td>
<td>( (k/2, \omega(\sqrt{n})) )-rigid</td>
<td>( \text{poly}(n) ) time</td>
<td>This work</td>
</tr>
<tr>
<td></td>
<td>( k = \omega(\sqrt{n \cdot \log n}) )</td>
<td>( (k/2, \omega(\sqrt{n})) )-rigid</td>
<td>( \text{poly}(2^{\sqrt{n}}) ) time + ( \text{NP} ) oracle calls</td>
<td>[13]</td>
</tr>
</tbody>
</table>

We now summarize a few differences between our work and [13]. Our result proves that polynomial lower bounds on the query time imply the existence of an explicit rigid set, which is in contrast to semi-explicit sets obtained by [13]. On the other hand, explicitness comes with a cost; when \( m = \text{poly}(n) \), we need much stronger data structure lower bounds to produce explicit rigid sets. When \( m \gg \text{poly}(n) \), the algorithm of [13] takes \( \text{poly}(m) \) time with access to an \( \text{NP} \) oracle to compute an element of the semi-explicit rigid set. For problems such as the \( \text{UTMV} \) problem, this is super polynomial time. The rest of this section concerns proving the following theorem, which implies all of our results in Table 1.

**Theorem 4.** Let \( k = \text{LT}(Q, 3n/2) \) and let \( Q \subseteq \mathbb{F}_2^m \) of size \( m \) be an explicit query set. There exists a set \( Q' \subseteq \mathbb{F}_2^k \) with size at most \( m \cdot \left\lceil \frac{n}{k} \right\rceil \), whose elements can be computed in \( \text{poly}(n) \) time. Moreover, if \( k \geq 2\sqrt{n} \), then \( Q' \) is explicit and \( (k/2, \omega(\log m)) \)-rigid.

Note that for every \( s \geq 3n/2 \), we have that \( \text{LT}(Q, 3n/2) \geq \text{LT}(Q, s) \). Hence, a sufficiently strong lower bound on \( \text{LT}(Q, s) \) for any \( s \geq 3n/2 \) will imply a rigidity lower bound. The following corollary shows the consequence of Theorem 4 for specific values of \( k \).

**Corollary 5.** Let \( k = \text{LT}(Q, 3n/2) \) and let \( Q \subseteq \mathbb{F}_2^m \) of size \( m \) be an explicit query set. There exists a set \( Q' \subseteq \mathbb{F}_2^k \) with size at most \( m \cdot \left\lceil \frac{n}{k} \right\rceil \), whose elements can be computed in \( \text{poly}(n) \) time. Moreover,

(a) If \( k = \omega(\sqrt{n \log m}) \), then \( Q' \) is explicit and \( (k/2, \omega(\log m)) \)-rigid.

(b) If \( k = \Omega(n^{(1+\delta)/2}) \) for some \( \delta > 0 \), then \( Q' \) is explicit and \( (k/2, \Omega(n^\delta)) \)-rigid.

Corollary 5(a) explains the first and last rows in Table 1, and Corollary 5(b) explains the middle row. Using Corollary 5(a) applied to \( \Upsilon \) with \( m = 2^{\sqrt{n}} - 2^{\sqrt{n}+1} + 1 \), we obtain that a lower bound of \( \text{LT}(\Upsilon, 3n/2) \geq \omega(n^{1/4}) \) would imply the existence of an explicit set \( Q' \subseteq \mathbb{F}_2^k \) of size \( 2^{\Omega(\sqrt{n})} \) that is \( (k/2, \omega(\sqrt{n})) \)-rigid. We note that it is an open question to prove \( \text{LT}(\Upsilon, 3n/2) \geq \omega(\sqrt{n}) \).

### 2.1 Proof of Theorem 4

We already know the equivalence between systematic linear data structures and rigidity (from Theorem 1). Therefore, it is sufficient to design a linear data structure from a systematic linear data structure to relate the former with rigidity.
Proposition 6. Let $Q \subseteq \mathbb{F}_p^2$ be a query set. If $T(Q,r) \leq t$, then $LT(Q,n+r) \leq t + r$.

Proof. Let $v \in \mathbb{F}_p^2$ be the input data and $(a_1,v), \ldots, (a_r,v)$ be the $r$ redundant bits stored by the systematic linear data structure. We now describe a linear data structure for $Q$ with space $n+r$ and query time $t+r$. The data structure stores $(a_1,v), \ldots, (a_r,v), (e_1,v), \ldots, (e_n,v)$, where $e_1, \ldots, e_n$ are the standard basis vectors. The query algorithm on $q \in Q$ first accesses $(a_1,v), \ldots, (a_r,v)$ and then simulates the query algorithm of the systematic linear data structure on $q$. Since the systematic linear data structure accesses at most $t$ bits from $(e_1,v), \ldots, (e_n,v)$, we can conclude that the query time is at most $t+r$.

We prove that if a set contained in a $n$-dimensional space is $(r,t)$-rigid, then there is another $(r, tr/n)$-rigid set which is contained in a $2r$-dimensional space.

Lemma 7. Let $r,n$ be positive integers. If $S \subseteq \mathbb{F}_p^2$ is $(r,t)$-rigid of size $m$, then there is a set $S' \subseteq \mathbb{F}_p^{2r}$ of size at most $m \cdot \left\lceil \frac{p}{2} \right\rceil$ that is $(r, tr/n)$-rigid. Moreover, if $S$ is explicit, then each element of $S'$ can be computed in $\text{poly}(n)$ time.

Proof. Let $k = \left\lfloor \frac{p}{2} \right\rfloor$ and define $S_1, \ldots, S_k \subseteq \mathbb{F}_p^{2r}$ by

$$S_i = \{(s[2r \cdot (i-1) + 1], \ldots, s[2r \cdot i]) \mid s \in S\}$$

for each $i \in \{1,2,\ldots,k\}$. Additionally, if $n/2r$ is not an integer, then define

$$S_{k+1} = \{(s[2r \cdot k + 1], \ldots, s[n], 0, \ldots, 0) \mid s \in S\} \subseteq \mathbb{F}_p^{2r};$$

otherwise set $S_{k+1} = \emptyset$. Define $S' = \bigcup_{i=1}^{k+1} S_i$. We claim that $S'$ is $(r, tr/n)$-rigid. Indeed, for the sake of contradiction assume that there is a subspace $V$ in $\mathbb{F}_p^{2r}$ of dimension $r$ such that all points in $S'$ are at a distance less than $tr/n$ from $V$. Consider the subspace $\{(v,v,\ldots,v) \mid v \in V\} \subseteq \mathbb{F}_p^{2r(k+1)}$ and project it to the first $n$ coordinates. Call this subspace $V'$, which has dimension $r$. Now, the distance of each point in $S$ from $V'$ is less than $\frac{tr}{n} \cdot \left\lceil \frac{p}{2} \right\rceil < t$, which is a contradiction.

Regarding the explicitness of $S'$, it is clear that all coordinates of an element of $S'$ correspond to some coordinate of a specific element of $S$. Since $S$ is explicit, we can infer that each element of $S'$ can be computed in $\text{poly}(n)$.

Proof of Theorem 4. We know that $LT(Q,3n/2) = k$ and $k \leq n$, Proposition 6 implies that $T(Q,k/2) \geq k/2$. Therefore by Theorem 1, we can conclude that $Q$ is $(k/2,k/2)$-rigid. Lemma 7 implies that there exists a set $Q'$ that is $(k/2, \frac{k^2}{4n})$-rigid and the size of $Q'$ is at most $m \cdot \left\lceil \frac{p}{2} \right\rceil$. Moreover, every element of $Q'$ can be computed in time $\text{poly}(n)$. Since $k/2 \geq \sqrt{n}$, we can conclude that $Q'$ is explicit.

3 Rigidy Lower Bounds for the Set of Rank One Matrices

Before proving Theorem 2, we present preliminaries. Recall two standard binomial estimates:

Proposition 8. For integers $0 \leq k \leq \ell$,

1. $\log \binom{\ell}{k} \leq k \cdot \log \frac{\ell}{k}$.
2. if $k \leq \ell/16$, then $\sum_{i=0}^{k} \binom{\ell}{i} \leq 2^\ell/4$.

We will need a useful property about the distance of a point from a subspace.

Lemma 9. Let $V \subseteq \mathbb{F}_p^2$ be a subspace. For $u_1,u_2 \in \mathbb{F}_p^2$, $d_H(u_1 + u_2, V) \leq d_H(u_1, V) + d_H(u_2, V)$.
Proof. Let $u'_1, u'_2 \in V$ be the points in $V$ closest to $u_1$ and $u_2$ respectively. Since $u'_1 + u'_2 \in V$, we have $d_H(u_1 + u_2, V) \leq d_H(u_1 + u_2, u'_1 + u'_2)$. Note that $d_H(u_1 + u_2, u'_1 + u'_2)$ is the number of ones in $u_1 + u_2 + u'_1 + u'_2$, which is at most the sum of the number of ones in $u_1 + u'_1$ and $u_2 + u'_2$. Therefore,

$$d_H(u_1 + u_2, u'_1 + u'_2) \leq d_H(u_1, u'_1) + d_H(u_2, u'_2) = d_H(u_1, V) + d_H(u_2, V).$$

A simple counting argument establishes the existence of a point that is far away in Hamming distance from a collection of large sized sets.

Lemma 10. Let $V_1, \ldots, V_k$ be subsets of $\mathbb{F}_2^n$, each of size at most $2^{\ell/2}$. If $k < 2^\ell/4$, then there is a vector $v \in \mathbb{F}_2^n$ such that the Hamming distance of $v$ from each $V_i$ is at least $\ell/16$.

Proof. For every $i \in [k]$, define $B(V_i, \ell/16) = \{|v \in \mathbb{F}_2^n \mid d_H(v, V_i) < \ell/16\}$. For any $u \in V_i$, the number of vectors in $\mathbb{F}_2^n$ at a distance less than $\ell/16$ from $u$ is at most $\sum_{j=0}^{\ell/16} (\frac{n}{\ell/16}) \leq 2^{\ell/4}$, where the inequality follows from Proposition 8. Hence $B(V_i, \ell/16) \leq |V_i| \cdot 2^\ell/4 = 2^{2\ell/4}$. Since

$$\sum_{i=1}^{k} B(V_i, \ell/16) \leq k \cdot 2^{2\ell/4} < 2^\ell,$$

there is a $v \in \mathbb{F}_2^n$ such that $d_H(v, V_i) \geq \ell/16$ for every $i \in [k]$.

3.1 Proof of Theorem 2

Let $V$ be any $r'$-dimensional subspace of $\mathbb{F}_2^n$, where $r' \geq r$ is the smallest positive integer divisible by $\sqrt{n}$. We first define the inverse of $\text{vec}(\cdot)$. For every $v \in \mathbb{F}_2^n$, define $\text{mat}(v)$ to be the matrix obtained by splitting $v$ into $\sqrt{n}$ length consecutive blocks and stacking each of these blocks to form a $\sqrt{n} \times \sqrt{n}$ matrix. Formally, $\text{mat}(v) \in \mathbb{F}_2^{\sqrt{n} \times \sqrt{n}}$ is such that $\text{mat}(v)[a, b] = v[(a-1)\sqrt{n} + b]$ for every $a, b \in [\sqrt{n}]$. Note that $\text{vec}(\text{mat}(v)) = v$.

We provide a brief outline of the proof of Theorem 2. The first step of the proof is to produce a vector in $v$ that is at a distance of $\Omega(n)$ from $V$ and $\text{mat}(v)$ is low rank. The rank being low is helpful as we can express $\text{mat}(v)$ as the sum of a small number of rank one matrices. Lemma 9 will then imply the existence of a rank one matrix that is far away from $V$. If we only cared about the existence of a vector that is far away from $V$, Lemma 10 would suffice. To ensure that simultaneously the rank is small, we first project $V$ on to $n/2r'$ coordinates indexed by consecutive blocks of each length $2r'$. Then we find a vector $v' \in \mathbb{F}_2^{2r'}$ that is far away from all the projections, which is still guaranteed by Lemma 10. Concatenating $v'$ with itself $2r'$ times has the property that its corresponding matrix is low rank.

Let $k = \max\left\{\left\lfloor\frac{n}{2r'}\right\rfloor, 1\right\}$. The goal is to find a $v \in \mathbb{F}_2^n$ such that $d_H(v, V) \geq k \cdot r'/8$ and the rank of $\text{mat}(v)$ is at most $2r'/\sqrt{n}$. If $\left\lceil\frac{n}{2r'}\right\rceil \geq 1$, then define $S_1, \ldots, S_k$ such that

$$S_i = \{(i-1) \cdot 2r' + 1, \ldots, i \cdot 2r'\}$$

for $i \in [k]$; otherwise, define $S_1 = [n]$. By definition, the dimension of $V_{S_i}$ is at most $r' = |S_i|/2$, for every $i \in [k]$. Since $r' \geq \sqrt{n}$ and $n \geq 1024$, we can infer that $k \leq 2r'$ and $2r' < 2r'^2$. Lemma 10 implies the existence of a $v' \in \mathbb{F}_2^{2r'}$ with the property that $d_H(v', V_{S_i}) \geq r'/8$ for every $i \in [k]$. Now define $v \in \mathbb{F}_2^n$ by

$$v[i] = \begin{cases} v'[i \mod 2r'] & \text{if } i \leq k \cdot 2r' \text{ and } i \mod 2r' \neq 0, \\ v'[2r'] & \text{if } i \leq k \cdot 2r' \text{ and } i \mod 2r' = 0, \\ 0 & \text{if } i > k2r', \end{cases}$$
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for all $i \in [n]$. In words, $v$ is the length $n$ vector that is the concatenation of $k$ copies of $v'$ along with the vector of zeros of length $n - 2kr'$. By the choice of $v$, we get that,

$$d_H(v, V) \geq \sum_{i=1}^{k} d_H(v, V_{S_i}) \geq k \cdot r'/8.$$

Moreover, the rank of $\text{mat}(v)$ is at most $2r'\sqrt{n}$. Therefore we can express

$$\text{mat}(v) = \sum_{i=1}^{2r'\sqrt{n}} a_i b_i^T,$$

for some $a_1, b_1, \ldots, a_{2r'\sqrt{n}}, b_{2r'\sqrt{n}} \in \mathbb{F}_{2^n}$. By Lemma 9, we know that

$$d_H(v, V) \leq \sum_{i=1}^{2r'\sqrt{n}} d_H(\text{vec}(a_i b_i^T), V).$$

Hence there exists an $i \in \left[ \frac{2r'}{\sqrt{n}} \right]$ such that $d_H(\text{vec}(a_i b_i^T), V) \geq \frac{\sqrt{n} \cdot k}{16} \geq \frac{n^{3/2}}{16r'}$. The observation that $r' \leq 2 \max\{\sqrt{n}, r\}$ completes the proof of the theorem.

**Remark (Extension to strong rigidity).** Alon and Cohen [4] defined the notion of strong rigidity; a set $Q \subseteq \mathbb{F}_2^n$ is $(r, t)$-strongly rigid if for every subspace of $\mathbb{F}_2^n$ of dimension at most $r$, the average distance of all the points to the subspace is at least $t$. For strong rigidity, the best lower bounds known for explicit sets are also of the form given in Eq. (1). We can show that $\Upsilon$ is $(r, t)$-strongly rigid with $t \geq \Omega \left( \frac{n^{3/2}}{\max\{\sqrt{n}, r\}} \right)$, matching the best strong rigidity bounds known for explicit sets. We sketch the proof here. We know that

$$u^T M v + (u + e_i)^T M v + u^T M (v + e_j) + (u + e_i)^T M (v + e_j) = b_i^T M b_j,$$

where $u, v \in \mathbb{F}_2^n$ and $e_1, \ldots, e_{\sqrt{n}}$ are standard basis vectors in $\mathbb{F}_2^n$. This fact can be used to prove that the matrix $M_{\Upsilon}$ corresponding to the set $\Upsilon$ is a generator matrix of a 4-query locally decodable code that tolerates a constant fraction of errors. A result of [13, Theorem 6] shows that Theorem 2 and the locally decodable code property of $M_{\Upsilon}$ imply the strong rigidity of $\Upsilon$.

## 4 Cell Probe Lower Bounds for the $u^T M v$ Problem

We know of two techniques for proving cell probe lower bounds matching Eq. (2). One is a technique of Pătraşcu and Thorup [30] who combined the communication complexity simulation of Miltersen [25] with multiple queries on the same input data. The other is the technique we use, which is based on cell sampling. Cell sampling typically requires one to work with large sized fields in order to handle errors. This large field size is needed to encode a large subset of the correctly computed queries using a small subset of cells. Here, we avoid encoding the subset of queries by a reduction to one-way communication complexity.

**Proof outline for Theorem 3**

By Yao’s min-max principle, it suffices to prove a lower bound on deterministic data structures. The hard distribution on the input data $M$ and query $uv^T$ we use is given by sampling $M, (u, v)$ uniformly and independently at random. We prove the theorem by contradiction,
and we start by assuming that the query time is small. The proof is carried out in three steps. First, modify the data structure so that for every \( M \), the fraction of queries correctly computed is at least \( 1/2 \). This modification only increases the query time and space by 1, and it can only increase the overall probability of the query algorithm being correct. Second, for a given \( M \), we use a variant of cell sampling (see Lemma 14) to obtain a small subset of cells \( S \) and a large subset of queries \( Q' \) such that all queries in \( Q' \) can be computed by only accessing cells in \( S \). Moreover,

\[
\Pr [\text{query algorithm correctly computes } u^\top Mv \mid uv^\top \in Q'] 
\approx \Pr [\text{query algorithm correctly computes } u^\top Mv].
\]

Third, we show that \( S \) can be used to design an efficient protocol for the following communication game: Alice’s input is \( M \) and Bob’s input is \( uv^\top \), and the goal is for Bob to correctly compute \( u^\top Mv \) on a sufficiently good fraction of the inputs after receiving a message from Alice.

We now describe the protocol (see Figure 1). Alice sends the locations and contents of \( S \). This ensures that Bob correctly computes \( u^\top Mv \) on a large fraction of queries in \( Q' \). Alice also communicates the majority value of \( u^\top Mv \) for \( uv^\top \notin Q' \) so that Bob is correct on half of his possible inputs that are not in \( Q' \). Overall, Bob’s output is correct on a sufficiently good fraction of all \( M, (u, v) \). Since we have assumed that the query time is small, we are able to show that Alice’s communication is small. This contradicts a lower bound on the communication complexity of this game. More precisely, we prove the following lower bound.

**Theorem 11.** Suppose that Alice gets a uniformly random matrix \( M \in \mathbb{F}_2^{\sqrt{n} \times \sqrt{n}} \) as input and Bob receives a uniform pair \( (u, v) \in \mathbb{F}_2^{\sqrt{n}} \times \mathbb{F}_2^{\sqrt{n}} \) as input. If Alice sends a deterministic message to Bob and Bob computes \( u^\top Mv \) such that

\[
\Pr_{M, u, v} [\text{Bob computes } u^\top Mv \text{ correctly}] \geq \frac{1}{2} + \frac{1}{2^{\sqrt{n}/8}},
\]

then Alice must communicate at least \( n/10 \) bits.

Previously, in the randomized two-way communication setting, Chattopadhyay, Koucký, Loff, and Mukhopadhyay [9] proved a lower bound for the game given in Theorem 11. Their lower bound implies the lower bound in Theorem 11 against randomized protocols. We need a lower bound against deterministic protocols under the uniform distribution on the inputs, and we cannot use their theorem as a black-box. We provide a straightforward proof of Theorem 11 in Section 4.1 by using the discrepancy method on a related communication game (resembling a direct sum, where Bob receives multiple inputs).

**Preliminaries**

Before presenting the proof of Theorem 3, we define some notation. For a real valued function \( f \) with a finite domain \( X \times Y, \mathbb{E}_{x,y} [f(x, y)] = \frac{1}{|X||Y|} \cdot \sum_{x \in X, y \in Y} f(x, y). \) Similarly, for \( X' \subseteq X, \mathbb{E}_{x,y} [f(x, y) \mid x \in X'] = \frac{1}{|X'||Y|} \cdot \sum_{x \in X', y \in Y} f(x, y). \) An argument in the proof of Theorem 3 requires an upper bound on the number of bits to encode the contents and locations of a subset of the cells, which is given by the following proposition.

**Proposition 12.** Let \( S \) be a subset of the cells of a data structure with word length \( w \) and size \( s \). Then, the contents and locations of \( S \) can be encoded in \(|S| \cdot w + |S| \cdot \log \frac{s}{|S|} \) bits.

**Proof.** Since each cell stores \( w \) bits, the number of bits to encode the contents is \(|S| \cdot w. \) Since the total number of cells is \( s \), the locations can be encoded in \( \log \left( \frac{s}{|S|} \right) \leq |S| \cdot \log \frac{s}{|S|} \) bits, where the inequality followed from Proposition 8.
4.1 Proof of Theorem 11

We start by discussing a slightly related problem, whose solution will lead to the proof strategy used here. Let $M \in \mathbb{F}_2^n \times \mathbb{F}_2^n$, $v \in \mathbb{F}_2^n$, and $e_1, \ldots, e_n$ be the standard basis vectors in $\mathbb{F}_2^n$. Consider the communication game in which Alice gets as input a uniform random $M$ and Bob gets as input a uniform random pair $(e_i, v)$. Bob’s goal is to compute $e_i^T M v$ after receiving a message from Alice. To understand how much Alice has to communicate, it is natural to look at the problem where Bob computes $\sum_{i=1}^n e_i^T M v_i$, where $v_1, \ldots, v_n \in \mathbb{F}_2^n$. Now observe that this sum is the same as the trace of $\left( \sum_{i=1}^n e_i v^T \right) M$, which in turn is the inner product between two $n$-bit vectors. The communication complexity of the inner product between two $n$-bit vectors is very well understood. Therefore, the lower bound on the amount of communication to compute the inner product between two $n$-bit vectors translates to a lower bound to the problem of computing $e_i^T M v$. This strategy applied to our setting gives us the following lower bound, which will be used to prove Theorem 11. Our presentation closely follows [32, Chapter 5].

Lemma 13. Let $0 < \epsilon \leq 1/2$ and let $k$ be an integer. Alice gets a uniformly random $M \in \mathbb{F}_2^n \times \mathbb{F}_2^n$ as input and Bob receives $k$ uniform pairs $(u_1, v_1), \ldots, (u_k, v_k) \in \mathbb{F}_2^n \times \mathbb{F}_2^n$ as input. Assume that Alice communicates a deterministic message to Bob, and Bob computes $\sum_{i=1}^k u_i^T M v_i$ with

$$\Pr_{M, u_1, v_1, \ldots, u_k, v_k} \left[ \text{Bob computes } \sum_{i=1}^k u_i^T M v_i \text{ correctly} \right] \geq \frac{1}{2} + \epsilon.$$ 

If $k \leq \sqrt{n}$, then Alice must communicate at least $9k \sqrt{n}/40 - \log(1/\epsilon)$ bits.

Proof. We use the discrepancy method to prove the communication lower bound. This requires upper bounding the discrepancy of the communication matrix under a given distribution. Let $R$ be a rectangle of the communication matrix, which is defined by indicator functions $A_R$ and $B_R$ such that $(M, ((u_1, v_1), \ldots, (u_k, v_k)))$ is in the rectangle $R$ if and only if $A_R(M) = 1$ and $B_R((u_1, v_1), \ldots, (u_k, v_k)) = 1$.

Consider the distribution in which $M, (u_1, v_1), \ldots, (u_k, v_k)$ are chosen at random uniformly and independently. We upper bound the discrepancy under this distribution. In other words, we claim that for every rectangle $R$,

$$\mathbb{E}_{M, (u_1, v_1), \ldots, (u_k, v_k)} \left[ A_R(M) B_R((u_1, v_1), \ldots, (u_k, v_k)) (-1)^{\sum_{i=1}^k u_i^T M v_i} \right] \leq 2 \cdot 2^{-9k \sqrt{n}/40}. \quad (6)$$

By a standard relation in communication complexity between the number of bits communicated and discrepancy of rectangles (see [32, Chapter 5, Theorem 5.2]), Eq. (6) implies that Alice must communicate at least $9k \sqrt{n}/40 - \log(1/\epsilon)$ bits. We are left with the proof of Eq. (6).

$$\left( \mathbb{E}_{(u_1, v_1), \ldots, (u_k, v_k)} \left[ B_R((u_1, v_1), \ldots, (u_k, v_k)) \mathbb{E}_M A_R(M)(-1)^{\sum_{i=1}^k u_i^T M v_i} \right] \right)^2 \leq \mathbb{E}_{(u_1, v_1), \ldots, (u_k, v_k)} \left[ B_R((u_1, v_1), \ldots, (u_k, v_k))^2 \left( \mathbb{E}_M A_R(M)(-1)^{\sum_{i=1}^k u_i^T M v_i} \right)^2 \right] \leq \mathbb{E}_{(u_1, v_1), \ldots, (u_k, v_k)} \left[ \left( \mathbb{E}_M A_R(M)(-1)^{\sum_{i=1}^k u_i^T M v_i} \right)^2 \right].$$
where the first inequality follows from convexity and the second one follows from the fact that $B_R ((u_1, v_1), \ldots, (u_k, v_k)) \leq 1$. Now

\[
\mathbb{E}_{(u_1, v_1), \ldots, (u_k, v_k)} \left( \mathbb{E}_M \left[ A_R(M)(-1)^{\sum_{i=1}^k u_i^\top M v_i} \right]^2 \right) \\
\leq \mathbb{E}_{(u_1, v_1), \ldots, (u_k, v_k), M, M'} \left[ A_R(M)A_R(M')(-1)^{\sum_{i=1}^k u_i^\top M v_i + \sum_{i=1}^k u_i^\top M' v_i} \right] \\
\leq \mathbb{E}_M \mathbb{E}_{M, M'} \left[ (-1)^{\sum_{i=1}^k u_i^\top (M + M') v_i} \right] \\
= \mathbb{E}_M \left[ \mathbb{E}_{(u, v)} \left[ (-1)^{u^\top M v} \right]^k \right],
\]

where the last equality follows from the fact that $(u_1, v_1), \ldots, (u_k, v_k)$ are chosen independent of each other and $M + M'$ is uniformly distributed as $M$ and $M'$ are chosen uniformly and independently at random. We are left with upper bounding $\mathbb{E}_M \left[ \mathbb{E}_{(u, v)} \left[ (-1)^{u^\top M v} \right]^k \right]$.

First note that if $M$ has rank $r$, then $\mathbb{E}_{u,v} [(-1)^{u^\top M v}] = 2^{-r}$. This is because,

\[
\mathbb{E}_{u,v} [(-1)^{u^\top M v}] = \frac{1}{2\sqrt{\pi}} \cdot \left( \sum_{v: Mv = 0} 1 \right) + \frac{1}{2\sqrt{\pi}} \cdot \left( \sum_{v: Mv \neq 0} \mathbb{E}_u [(-1)^{u^\top M v}] \right) \\\n= \frac{2\sqrt{\pi} - r}{2\sqrt{\pi}} + 0 = 2^{-r}.
\]

In addition, $\Pr_M [\text{rank of } M \leq 9\sqrt{n}/20] \leq 2^{-9n/10}$. Indeed, the number of matrices in $\mathbb{F}_2^{\sqrt{n}\times \sqrt{n}}$ of rank at most $k$ is at most

\[
\left( \frac{2\sqrt{n}}{k} \right) \cdot (2^k)^{\sqrt{n}} \leq 2^{2k\sqrt{n}}.
\]

Therefore, using the law of total expectation, we have that

\[
\mathbb{E}_M \left[ \mathbb{E}_{(u, v)} \left[ (-1)^{u^\top M v} \right]^k \right] \leq \Pr_M [\text{rank of } M \leq 9\sqrt{n}/20] + 2^{-9k\sqrt{n}/20} \leq 2 \cdot 2^{-9k\sqrt{n}/20},
\]

where the last inequality followed from the fact that $k \leq \sqrt{n}$.\hfill\blacktriangleleft

**Proof of Theorem 11.** Let $c$ be the number of bits communicated by Alice. We show that $c > n/10$. Define $Z_M(u, v) = 1$ if Bob correctly computes $u^\top M v$ and $Z_M(u, v) = -1$ otherwise. By the definition of $Z_M(u, v)$ and the lower bound on the probability of Bob’s computation being correct, we have that $\Pr_M [Z_M(u, v)] \geq 2 \cdot 2^{-\sqrt{n}/8}$.

We note that it is without loss of generality that $\mathbb{E}_{u,v} [Z_M(u, v)] \geq 0$ for every $M \in \mathbb{F}_2^{\sqrt{n}\times \sqrt{n}}$. This is because Alice on input $M$ can send an extra bit indicating whether $\mathbb{E}_{u,v} [Z_M(u, v)] < 0$ and Bob will flip his output accordingly.

We now use the given protocol to design a protocol for a new communication game: Suppose that Alice gets a uniformly random $M \in \mathbb{F}_2^{\sqrt{n}\times \sqrt{n}}$ as input and Bob receives $\sqrt{n}$ uniform pairs $(u_1, v_1), \ldots, (u_{\sqrt{n}}, v_{\sqrt{n}}) \in \mathbb{F}_2^{\sqrt{n}} \times \mathbb{F}_2^{\sqrt{n}}$ as input. We will use Lemma 13 with $k = \sqrt{n}$ to obtain the desired lower bound on $c$.\hfill\blacktriangleleft
We claim that there is a communication protocol in which Alice communicates $c$ bits and Bob computes $\sum_{i=1}^{\sqrt{\pi}} u_i^T M v_i$ such that

\[
\Pr_{M,u,v_1,\ldots,v_\sqrt{\pi}} \left[ \text{Bob computes } \sum_{i=1}^{\sqrt{\pi}} u_i^T M v_i \text{ correctly} \right] \geq \frac{1}{2} + \frac{2 \sqrt{\pi} - 1}{2c \pi}. \tag{7}
\]

Alice’s message is same as before, and Bob computes each of $\beta = \frac{2(\pi)}{n}$ where the first inequality follows from convexity of the function $g(x) = -\log x$. More convenient to work with the advantage than the probability of the query algorithm correctly computing $\beta$. Observe that $\Pr_{M,u,v} [\text{query algorithm computes } u^T M v \text{ correctly}] \geq \frac{1}{2} + 2^{-\sqrt{\pi}/16}$. By Yao’s minmax principle, this will imply a lower bound on randomized data structures.

We first modify the given data structure to ensure that for every $M \in \mathbb{F}_2^{n \times n}$, the probability that $u^T M v$ is correctly computed is at least $1/2$. Assume that we have a data structure with query time $t'$, space $s'$ and word size $w$. The modified data structure stores an extra bit indicating whether the $\Pr_{u,v} [\text{query algorithm computes } u^T M v \text{ correctly}]$ is less than $1/2$ or not for a given $M$. The query algorithm is the same as before, but accesses this extra bit to flip the output if it is set to 1. Clearly, the new data structure has query time $t = t' + 1$, space $s = s' + 1$ and word size $w$. Moreover, under this modification, we have

\[
\begin{align*}
\Pr_{M,u,v} & [\text{query algorithm computes } u^T M v \text{ correctly}] \geq 1/2 + 2^{-\sqrt{\pi}/16}. \\
\Pr_{M,u,v} & [\text{query algorithm computes } u^T M v \text{ correctly}] \geq 1/2 \text{ for every } M.
\end{align*}
\]

In the rest of the proof, we work with this modification and show that $t \geq \Omega \left( \min \left\{ \frac{n}{\beta \log \frac{2c}{\pi n}}, \frac{\sqrt{\pi}}{2^{256}} \right\} \right)$, where $\beta = 2(w \log sw/n)$. Observe that $\beta \leq n/256$; otherwise the lower bound is vacuous.

Assume by contradiction that $t \leq \min \left\{ \frac{n}{\beta \log \frac{2c}{\pi n}}, \frac{\sqrt{\pi}}{2^{256}} \right\}$. Define $Z_M(u,v) = 1$ if the query algorithm correctly computes $u^T M v$, and 0 otherwise. We have

\[
\mathbb{E}_{M,u,v} [Z_M(u,v)] = 2 \Pr_{M,u,v} [\text{query algorithm computes } u^T M v \text{ correctly}] - 1 \\
\geq 2 - 2^{-\sqrt{\pi}/16}. \tag{8}
\]

Note that $\mathbb{E}_{M,u,v} [Z_M(u,v)]$ captures the advantage or bias of the data structure - it is much more convenient to work with the advantage than the probability of the query algorithm being correct.
The following lemma, a variant of cell sampling, guarantees the existence of a small subset $S$ of cells such that a large number of queries $Q$ can be computed by only accessing $S$, and $E_{u,v} [Z_M (u, v) | wv \in Q] \approx E_{u,v} [Z_M (u, v)]$.

**Lemma 14.** Let $M \in \mathbb{F}^{|\mathbb{F}| \times |\mathbb{F}|}$, and define the sets $Q_1 = \{ uv^T \mid Z_M (u, v) = 1 \}$ and $Q_2 = \{ uv^T \mid Z_M (u, v) = -1 \}$. If $t \leq \min \left\{ \frac{n}{256\sqrt{\pi}}, \frac{\sqrt{n}}{256 \log \frac{n}{16t}} \right\}$, then there exists a subset of cells $S$, and subsets $Q'_1 \subseteq Q_1$ and $Q'_2 \subseteq Q_2$ such that

1. $|S| = \left\lceil \frac{n}{128t} \right\rceil$.
2. $Pr_{u,v} [uv^T \in Q'_1] - Pr_{u,v} [uv^T \in Q'_2] \geq E_{u,v} [Z_M (u, v)] \cdot 2^{-\sqrt{n}/16}$.
3. $Q'_1 \cup Q'_2$ is the set of all queries computed by accessing cells only in $S$.

We move on to the final step of the proof of Theorem 3. What is left is to design a one-way protocol using the sets guaranteed by Lemma 14. The protocol is described in Figure 1. We will show the validity of this protocol by showing that both Alice and Bob know the subset $Q'$ of queries. Since Alice’s input is $M$, she knows the contents of all the cells, which gives $S$. With regard to knowing $Q'$, the locations and contents of cells in $S$ suffice. This is because the query algorithm can be simulated on all queries to check if any cell outside of $S$ is being accessed. We are proving Theorem 3 by contradicting Theorem 11, which is achieved by the following.

**Lemma 15.** The protocol in Figure 1 has the following guarantees (a) Alice communicates fewer than $n/10$ bits, and (b) $Pr_{u,v} [\text{Bob computes } u^T M v \text{ correctly}] \geq 1/2 + 1/2\sqrt{n/8}$.

Now, we need to prove Lemmas 14 and 15 to complete the proof of Theorem 3.

**Proof of Lemma 14.** Let $S$ be a uniformly random subset of the cells of size $|S| = \left\lceil \frac{n}{128t} \right\rceil$. Define $D(u,v,S) = Z_M (u, v)$ if the query algorithm only accesses cells in $S$ to compute $u^T M v$; otherwise $D(u,v,S) = 0$. By linearity of expectation,

$$E_{u,v,S} [D(u, v, S)] = E_{u,v,\cdot} [Z_M (u, v)] \cdot \left( \frac{s-t}{s} \right)^{\left\lfloor \frac{t}{|S|} \right\rfloor} = E_{u,v,\cdot} [Z_M (u, v)] \cdot \frac{|S| \cdot (|S| - 1) \cdots (|S| - t + 1)}{s \cdot (s - 1) \cdots (s - t + 1)} \geq E_{u,v,\cdot} [Z_M (u, v)] \cdot \left( \frac{|S| - t}{s} \right)^t.$$
Recall that $|S| \geq \frac{n}{128\beta}$ and $t \leq \frac{n}{256\beta}$. Moreover, $\beta = 2(w + \log sw/n) \geq 2$. This implies that
\[
\left(\frac{|S| - t}{s}\right)^t \geq 2^{-t\log \frac{2sw}{n}} \geq 2^{-\frac{sw}{n}}.
\]
So we get $\mathbb{E}_{u,v,S}[D(u,v,S)] \geq \mathbb{E}_{u,v}[Z_M(u,v)] \cdot 2^{-\frac{sw}{n}}$. Therefore, there exists an $S$ such that
\[
\mathbb{E}_{u,v}[D(u,v,S)] \geq \mathbb{E}_{u,v}[Z_M(u,v)] \cdot 2^{-\frac{sw}{n}} \geq \mathbb{E}_{u,v}[Z_M(u,v)] \cdot 2^{-\sqrt{n/16}},
\]
where the last inequality follows from the fact that $16 \cdot t \cdot \log \frac{sw}{n} \leq \sqrt{n/16}$. Setting
\[
Q_1 = \{uv^T \in Q_1 \mid D(u,v,S) = 1\} \text{ and } Q_2 = \{uv^T \in Q_2 \mid D(u,v,S) = -1\}
\]
completes the proof of the lemma.

**Proof of Lemma 15.** We first prove part (a). Recall that $\beta = 2(w + \log \frac{sw}{n})$. Let $c$ be the number of bits communicated by Alice. By Proposition 12 and the definition of $\beta$,
\[
c \leq 1 + \left\lceil \frac{n}{128\beta}\right\rceil \cdot w + \left\lceil \frac{n}{128\beta}\right\rceil \cdot \log \frac{128\beta}{n}s\beta.
\]
Since $\beta \geq 2w$, $\beta \geq 2\log \frac{sw}{n}$ and $\beta \geq \log \beta$, we get that $w + \log \frac{sw}{n} \leq 2\beta$. Moreover, using the fact that $\left\lceil \frac{n}{128\beta}\right\rceil \leq \frac{n}{128\beta} + 1$, $\beta \geq 2$ and $\beta \leq n/256$, we can say that
\[
c \leq 1 + \frac{2n}{128} + 2\beta + \frac{n \log 128\beta}{128\beta} + \log 128e,
\]
where the last inequality follows from $n \geq 36$.

We now prove part (b) of the claim. Define $Z'_M(u,v) = 1$ if the Bob correctly computes $u^TMv$ and $Z'_M(u,v) = -1$ otherwise. The probability with which Bob correctly computes $u^TMv$ is given by $(1 + \mathbb{E}_{u,v}[Z'_M(u,v)])/2$. We will show that $\mathbb{E}_{u,v}[Z'_M(u,v)] \geq 2 \cdot 2^{-\sqrt{n/8}}$, which will imply that the probability of being correct is at least $1/2 + 2^{-\sqrt{n/8}}$.

Let $Q_1, Q_2, Q'_1, Q'_2$, and $Q'$ be as defined in the protocol in Figure 1. We first establish some properties about these sets. We know that $\Pr_{u,v}[uv^T \in Q_1] - \Pr_{u,v}[uv^T \in Q_2] = \mathbb{E}_{u,v}[Z_M(u,v)]$. Moreover, the application of Lemma 14 in the protocol is valid since $t \leq \frac{n}{256\beta}$, and hence
\[
\Pr_{u,v}[uv^T \in Q'_1] - \Pr_{u,v}[uv^T \in Q'_2] \geq \mathbb{E}_{u,v}[Z_M(u,v)] \cdot 2^{-\sqrt{n/16}}.
\]
(9)
Since Bob can simulate the query algorithm on $Q'$ by accessing only $S$, which is guaranteed by Lemma 14, we have
\[
\mathbb{E}_{u,v}[Z'_M(u,v)] = \Pr_{u,v}[uv^T \in Q'] \left(\Pr_{u,v}[uv^T \in Q'_1 \mid uv^T \in Q'] - \Pr_{u,v}[uv^T \in Q'_2 \mid uv^T \in Q']\right) + \\
\Pr_{u,v}[uv^T \notin Q'] \left(\Pr_{u,v}[u^TMv = b \mid uv^T \notin Q'] - \Pr_{u,v}[u^TMv = 1-b \mid uv^T \notin Q']\right) \geq \left(\Pr_{u,v}[uv^T \in Q'_1] - \Pr_{u,v}[uv^T \in Q'_2]\right) \geq \mathbb{E}_{u,v}[Z_M(u,v)] \cdot 2^{-\sqrt{n/16}},
\]
where the first inequality follows from the choice of $b$ and the second inequality used Eq. (9).
To conclude,

$$E_{M,u,v} [Z_M(u,v)] = E_{M} [ E_{u,v} [Z_M(u,v)]] \geq E_{M} [ E_{u,v} [Z_M(u,v)] \cdot 2^{-\sqrt{n/16}}]$$

$$\quad = E_{M,u,v} [Z_M(u,v)] \cdot 2^{-\sqrt{n/16}}$$

$$\quad = E_{M,u,v} [Z_M(u,v)] \cdot 2^{-\sqrt{n/16}} \geq 2 \cdot 2^{-\sqrt{n/8}},$$

where the last inequality follows from Eq. (8).
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Abstract

Memory hard functions (MHFs) are an important cryptographic primitive that are used to design egalitarian proofs of work and in the construction of moderately expensive key-derivation functions resistant to brute-force attacks. Broadly speaking, MHFs can be divided into two categories: data-dependent memory hard functions (dMHFs) and data-independent memory hard functions (iMHFs). iMHFs are resistant to certain side-channel attacks as the memory access pattern induced by the honest evaluation algorithm is independent of the potentially sensitive input e.g., password. While dMHFs are potentially vulnerable to side-channel attacks (the induced memory access pattern might leak useful information to a brute-force attacker), they can achieve higher cumulative memory complexity (CMC) in comparison than an iMHF. In particular, any iMHF that can be evaluated in \( N \) steps on a sequential machine has CMC at most \( O\left(\frac{N^2 \log \log N}{\log N}\right) \). By contrast, the dMHF scrypt achieves maximal CMC \( \Omega(N^2) \) – though the CMC of scrypt would be reduced to just \( O(N) \) after a side-channel attack.

In this paper, we introduce the notion of computationally data-independent memory hard functions (ciMHFs). Intuitively, we require that memory access pattern induced by the (randomized) ciMHF evaluation algorithm appears to be independent from the standpoint of a computationally bounded eavesdropping attacker – even if the attacker selects the initial input. We then ask whether it is possible to circumvent known upper bound for iMHFs and build a ciMHF with CMC \( \Omega(N^2) \).

Surprisingly, we answer the question in the affirmative when the ciMHF evaluation algorithm is executed on a two-tiered memory architecture (RAM/Cache).

We introduce the notion of a \( k \)-restricted dynamic graph to quantify the continuum between unrestricted dMHFs (\( k = n \)) and iMHFs (\( k = 1 \)). For any \( \epsilon > 0 \) we show how to construct a \( k \)-restricted dynamic graph with \( k = \Omega(\epsilon N^{1-\epsilon}) \) that provably achieves maximum cumulative pebbling cost \( \Omega(N^2) \). We can use \( k \)-restricted dynamic graphs to build a ciMHF provided that cache is large enough to hold \( k \) hash outputs and the dynamic graph satisfies a certain property that we call “amenable to shuffling”. In particular, we prove that the induced memory access pattern is indistinguishable to a polynomial time attacker who can monitor the locations of read/write requests to RAM, but not cache. We also show that when \( k = o\left(\frac{N^{1/\log \log N}}{\log N}\right) \), then any \( k \)-restricted graph with constant indegree has cumulative pebbling cost \( o(N^2) \). Our results almost completely characterize the spectrum of \( k \)-restricted dynamic graphs.
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1 Introduction

Memory hard functions (MHFs) [1, 27] are a central component in the design of password hashing functions [9], egalitarian proofs of work [21], and moderately hard key-derivation functions [27]. In the setting of password hashing, the objective is to design a function that can be computed relatively quickly on standard hardware for honest users, but is prohibitively expensive for an offline attacker to compute millions or billions of times while checking each password in a large cracking dictionary. The first property allows legitimate users to authenticate in a reasonable amount of time, while the latter goal discourages brute-force offline guessing attacks, even on low-entropy secrets such as passwords, PINs, and biometrics. The objective is complicated by attackers that use specialized hardware such as Field Programmable Gate Arrays (FPGAs) or Application Specific Integrated Circuits (ASICs) to significantly decrease computation costs by several orders of magnitude, compared to an honest user using standard hardware. For example, the Antminer S17, an ASIC Bitcoin miner exclusively configured for SHA256 hashes, can compute up to 56 trillion hashes per second, while the rate of many standard CPUs and GPUs are limited to 200 million hashes per second and 1 billion hashes per second, respectively.

Memory hard functions were developed on the observation that memory costs such as chip area tend to be equitable across different architectures. Therefore, the cost of evaluating an ideal “egalitarian” function would be dominated by memory costs. Blocki et al. [12] argued that key derivation functions without some form of memory hardness provide insufficient defense against a economically motivated offline attacker under the constraint of reasonable authentication times for honest users. In fact, most finalists in the 2015 Password Hashing Competition claimed some form of memory hardness [22, 9, 24]. To quantify these memory costs, memory hardness [27] considers the cost to build, obtain, and empower the necessary hardware to compute the function. One particular metric heavily considered by recent cryptanalysis [2, 5, 4, 3, 15] is cumulative memory complexity (CMC) [7], which measures the amortized cost of any parallel algorithm evaluating the function on several distinct inputs. Despite known hardness results for quantifying [16] or even approximating [13] a function’s CMC, even acquiring asymptotic bounds provide automatic bounds for other attractive metrics such as space-time complexity [26] or energy complexity [29, 14].

Data-Dependent vs. Data-Independent Memory Hard Functions

At a high level, memory hard functions can be categorized into two design paradigms: data-dependent memory hard functions (dMHFs) and data-independent memory hard functions (iMHFs). dMHFs induce memory access patterns that depend on the input, but can achieve
high memory hardness with potentially relatively easy constructions [6]. However, dMHFs are also vulnerable to side-channel attacks due to their inherent data dependent memory access patterns [8]. Examples of dMHFs include scrypt [27], Argon2d [10] and Boyen’s halting puzzles [19]. On the other hand, iMHFs have memory access patterns that are independent of the input, and therefore resist certain side-channel attacks such as cache timing [8]. Examples of iMHFs include 2015 Password Hashing Competition (PHC) winner Argon2i [9], Balloon Hashing [17] and DRSample [4]. iMHFs with high memory hardness can be more technically challenging to design, but even more concerning is the inability of iMHFs to be maximally memory hard.

Alwen and Blocki [2] proved that the CMC of any iMHF running in time $N$ is at most $O\left(\frac{N^2 \log \log N}{\log N}\right)$, while the dMHF scrypt has cumulative memory complexity $\Omega(N^2)$ [6], which matches the maximal amount and cannot be obtained by any iMHF. However, the cumulative memory complexity of a dMHF can be greatly decreased through a side-channel attack, if an attacker has learned the memory access pattern induced by the true input. Namely, a brute-force attacker can preemptively quit evaluation on a guess $y$ once it is clear that the induced memory access pattern on input $y$ differs from that on the true input $x$. For example, the cumulative memory complexity of scrypt after a side-channel attack is just $O(N)$.

Ideally, we would like to obtain a family of memory hard functions with cumulative memory complexity $\Omega(N^2)$ without any vulnerability to side-channel attacks. A natural approach would be some sort of hybrid between data-dependent and data-independent modes, such as Argon2id, which runs the MHF in data-independent mode for $\frac{N^2}{2}$ steps before switching to data-dependent mode for the final $\frac{N^2}{2}$ steps. Although the cumulative memory complexity is the maximal $\Omega(N^2)$ if there is no side-channel attack, the security still reduces to that of the underlying iMHF (e.g., Argon2i) if there is a side-channel attack. Hence even for a hybrid mode, the cumulative memory complexity is just $O\left(\frac{N^2 \log \log N}{\log N}\right)$ (or lower) in the face of a side-channel attack. Thus in this paper we ask:

In the presence of side-channel attacks, does there exist a family of functions with $\Omega(N^2)$ cumulative memory complexity?

### 1.1 Our Contributions

Surprisingly, we answer the above question in the affirmative for a natural class of side-channel attacks that observe the read/write memory locations. We introduce the concept of computationally data-independent memory hard functions to overcome the inability of data-independent memory hard functions to be maximally memory hard [2] without the common side-channel vulnerabilities of data-dependent memory hard functions [8]. Our constructions work by randomly “shuffling” memory blocks in cache before they are stored in RAM (where the attacker can observe the locations of read/write requests). Intuitively, each time $\text{MHF.Eval}(x)$ is executed the induced memory access pattern will appear different due to this scrambling step. The goal is to ensure that an attacker can not even distinguish between the observed memory access pattern on two known inputs $x \neq y$.

Towards this goal we define $k$-restricted dynamic graphs as a tool to quantify the continuum between dMHFs and iMHFs. Intuitively, in a $k$-restricted dynamic graph $G = (V = [N], E)$ we have $\text{parents}(v) = \{v-1, r(v)\}$ where the second (data-dependent) parent $r(v) \in R_v$ must be selected from a fixed (data-independent) restricted set $R_v \subseteq V$ of size $|R_v| \leq k$. When $k = 1$ the function is an iMHF (the parent $r(v) \in R_v$ of each node $v$ is fixed in a data-independent manner) and when $k = N$ the function is an unrestricted dMHF – scrypt
and Argon2d are both examples of unrestricted dMHFs. Intuitively, when \( k \) is small it becomes easier to scramble the labels \( R_v \) in memory so that the observed memory access patterns on two known inputs \( x \neq y \) are computationally indistinguishable.

We then develop a graph gadget that generates a family of ciMHFs using \( k \)-restricted graphs. Using this family of ciMHFs, we characterize the tradeoffs between the value of \( k \) and the overall cumulative memory cost of \( k \)-restricted graphs.

### Impossibility Results for Small \( k \)

Since \( k \)-restricted graphs correspond to iMHFs for \( k = 1 \), and it is known that \( \text{cc}(G) = \mathcal{O}\left( \frac{N^2 \log \log N}{\log N} \right) \) for any family \( G \) of iMHFs [2], then one might expect that it is impossible to obtain maximally memory hard ciMHFs for small \( k \). Indeed, our first result shows that this intuition is correct; we show that for any \( k = o\left( \frac{N^1 \log \log N}{\log N} \right) \), then any family of \( k \)-restricted graphs \( G \) with constant indegree has \( \text{cc}(G) = o(N^2) \).

**Theorem 1.** Let \( G \) be any family of \( k \)-restricted dynamic graphs with constant indeg\( G \). Then

\[
\text{cc}(G) = \mathcal{O}\left( \frac{N^2}{\log \log N} + N^{2-1/2 \log \log N} \sqrt{k^{1-1/\log \log N}} \right).
\]

Thus for \( k = o\left( \frac{N^1 \log \log N}{\log N} \right) \), we have \( \text{cc}(G) = o(N^2) \).

We prove this result in Theorem 10 and Corollary 11 in Section 3 by generalizing ideas from the pebbling attack of Alwen and Blocki [2] against any iMHF to \( k \)-restricted dynamic graphs graphs. The pebbling attack of Alwen and Blocki [2] exploited the fact that any constant indegree DAG \( G \) is somewhat depth-reducible e.g., we can always find a set \( \mathcal{S} \subseteq V(G) \) of size \( e = \mathcal{O}\left( \frac{N \log \log N}{\log N} \right) \) such that any path in \( G - \mathcal{S} \) has length at most \( d = \frac{N}{\log^2 N} \). The attack then proceeds in a number of light phases and balloon phases, where the goal of light phase \( i \) is to place pebbles on the interval \([ig + 1, (i + 1)g]\), for some parameter \( g \) to be optimized. At the same time, the attacker discards pebbles on all nodes \( v \) unless \( v \in \mathcal{S} \) or unless \( v \) is a parent of one of the next \( g \) nodes \([ig + 1, (i + 1)g]\) that we want to pebble. Once light phase \( i \) is completed, balloon phase \( i \) uses the pebbles on \( \mathcal{S} \) to recover all previously discarded pebbles. Note that balloon phase \( i \) thus promises that pebbles are placed on the parents of the nodes \([i+1)g + 1, (i + 2)g]\), so that light phase \( i + 1 \) can then be initiated and so forth.

One key difference is that we must maintain pebbles on all \( kg \) nodes \( u \in \bigcup_{v \in [ig + 1, (i + 1)g]} R_v \) that are “potential parents” of the next \( g \) nodes \([ig + 1, (i + 1)g]\). The total cost of the pebbling attack is \( \mathcal{O}\left( eN + gkN + \frac{N^2}{g} \right) \), which is identical to [2] when \( k = 1 \) for \((e, d)\)-reducible DAGs. In general for small values of \( k \), the dynamic pebbling strategy can still achieve cumulative memory cost \( o(N^2) \) after optimizing for \( g \).

### Maximally Hard \( k \)-restricted dMHF

In Section 4, we show how to construct a \( k \)-restricted dynamic graph for \( k = \mathcal{O}\left( \frac{N^{1-\epsilon}}{\epsilon} \right) \), which has cumulative pebbling cost \( \Omega(N^2) \) for any constant \( \epsilon > 0 \). Intuitively, our goal is to force the pebbling strategy to maintain \( \Omega(N) \) pebbles on the graph for \( \Omega(N) \) steps or pay a steep penalty. In particular, we want to ensure that if there are \( o(N) \) pebbles on the graph at time \( i \) then the cumulative pebbling cost to advance a pebble just \( 2k = \mathcal{O}(N) \) steps is at least \( \Omega(N^{2-\epsilon}) \) with high probability. This would imply that the pebbling strategy either keeps \( \Omega(N) \) pebbles on the graph for \( \Omega(N) \) steps or that the pebbling strategy pays a penalty of \( \Omega(N^{2-\epsilon}) \) at least \( \Omega\left( \frac{N}{k^2} \right) = \Omega(N^{\epsilon}) \) times. In either case the cumulative pebbling cost will be \( \Omega(N^2) \).
One of our building blocks is the “grates” construction of Schnitger [30] who, for any $\epsilon > 0$, showed how to construct a constant indegree DAG $G_{\epsilon}$ that is $(e,d)$-depth robust graph with $e = \Omega(N)$ and $d = \Omega(N^{1-\epsilon})$. Our second building block is the superconcentrator [28, 26] graph. By overlaying the DAG $G_{\epsilon}$ with a superconcentrator, we can spread out the data-dependent edges on the top layer of our graph to ensure that (with high probability) advancing a pebble $2k = \mathcal{O}(N^{\epsilon})$ steps on the top layer starting from a pebbling configuration with $o(N)$ pebbles on the graph requires us to repbble an $(e,d)$-depth robust graph with $e = \Omega(N)$ and $d = \Omega(N^{1-\epsilon})$. This is sufficient since Alwen et al. [5] showed that the cumulative pebbling cost of any $(e,d)$-depth robust graph is at least $ed$.

Open Question

We emphasize that we only show that any dynamic pebbling strategy for our $k$-restricted dynamic graph has cumulative cost $\Omega(N^2)$. This is not quite the same as showing that our dMHF has CMC $\Omega(N^2)$ in the parallel random oracle model. For static graphs, we know that the CMC of an iMHF is captured by the cumulative pebbling cost of the underlying DAG [7]. We take the dynamic pebbling lower bound as compelling evidence that the corresponding MHF has maximum cumulative memory cost. Nevertheless, proving (or disproving) that the CMC of a dMHF is captured by the cumulative cost of the optimal dynamic pebbling strategy for the underlying dynamic graph is still an open question that is outside the scope of the current work.

ciMHF Implementation Through Shuffling

The only problem is that the above $k$-restricted dynamic graph is actually a data-dependent construction; once the input $x$ is fixed, the memory access patterns of the above construction is completely deterministic! Thus a side-channel attacker that obtains a memory access pattern will possibly be able to distinguish between future inputs. Our solution is to have a hidden random key $K$ for each separate evaluation of the password hash. The hidden random key $K$ does not alter the hash value of $x$ in any manner, so we emphasize that there is no need to know the value of the hidden key $K$ to perform computation. However, each computation using a separate value of $K$ induces a different memory access pattern, so that no information is revealed to side-channel attackers looking at locations of read/write instructions.

Let $L$ be a set of the last $N$ consecutive nodes from our previous graph construction, which we suppose is called $G_0$. We form $G$ by appending a path of length $N$ to the end of $G_0$. We introduce a gadget that partitions the nodes in $L$ into blocks $B_1, B_2, \ldots, B_{N/k}$ of size $k$ each. We then enforce that for $i \in [N]$ and $j = i \mod k$, the $i^{\text{th}}$ node in the final $N$ nodes of $G$ has a parent selected uniformly at random from $B_{j+1}$, depending on the input $x$. Thus to compute the label of $i$, the evaluation algorithm should know the labels of all nodes in $B_{j+1}$.

We allow the evaluation algorithm to manipulate the locations of these labels so that the output of the algorithm remains the same, but each computation induces a different memory access pattern. Specifically, the random key $K$ induces a shuffling of the locations of the information within each block of the block partition gadget. Thus if the size of each block is sufficiently large, then with high probability, two separate computations of the hash for the same password will yield distinct memory access patterns, effectively computationally data-independent. Then informally, a side-channel attacker will not be able to use the memory access patterns to distinguish between future inputs.
In fact, this approach works for a general class of graphs satisfying a property that we call “amenable to shuffling”. We characterize the properties of the dynamic graphs that are amenable to shuffling in Section 5 and show that k-restricted dynamic graphs that are amenable to shuffling can be used in the design of MHFs to yield computationally data-independent sequential evaluation algorithms.

> **Theorem 2.** For each DAG $G$ that is amenable to shuffling, there exists a computationally data-independent sequential evaluation algorithm computing a MHF based on the graph $G$ that runs in time $O(N)$. (Informal, see Theorem 24.)

We believe that our techniques for converting graphs that are amenable to shuffling to ciMHFs may be of independent interest.

Finally, we provide a version of our dMHF with $\Omega(N^2)$ cumulative memory complexity that is amenable to shuffling. Combining this maximally hard k-restricted dMHF using a DAG that is amenable to shuffling with Theorem 2, we obtain a maximally hard ciMHF.

> **Theorem 3.** Let $0 < \epsilon < 1$ be a constant and $k = \Omega(N^\epsilon)$. Then there exists a family $G$ of $k$-restricted graphs with $\text{cc}(G) = \Omega(N^2)$ that is amenable to shuffling.

We prove Theorem 3 in Section 6, introducing the necessary formalities for computationally data-independent memory hard functions and the underlying systems model. Our results in Theorem 1 and Theorem 3 almost completely characterize the spectrum of $k$-restricted graphs. In fact, for a graph $G$ drawn uniformly at random from our distribution $G$ in Theorem 3 and any pebbling strategy $S$, not only do we have $\mathbb{E}_{G \sim G}[\text{cc}(S,G)] = \Omega(N^2)$, but we also have $\text{cc}(S,G) = \Omega(N^2)$ with high probability.

### 2 Preliminaries

We use the notation $[N]$ to denote the set $\{0, 1, \ldots, N-1\}$. For two numbers $x$ and $y$, we use $x \circ y$ to denote their concatenation.

Given a directed acyclic graph (DAG) $G = (V, E)$ and a node $v \in V$, we use $\text{parents}_G(v) = \{u : (u, v) \in E\}$ to denote the parents of node $v$. We use $\text{ancestors}_G(v) = \bigcup_{i \geq 1} \text{parents}_G^i(v)$ to denote the set of all ancestors of $v$ — here, $\text{parents}_G^0(v) = \text{parents}_G(\text{parents}_G(v))$ and $\text{parents}_G^{i+1}(v) = \text{parents}_G(\text{parents}_G^i(v))$. We use $\text{indeg}(v) = |\text{parents}(v)|$ to denote the number of incoming edges into $v$ and define $\text{ind}(G) = \max_{v \in V} \text{indeg}(v)$. Given a set $S \subseteq V$, we use $G - S$ to refer to the graph obtained by deleting all nodes in $S$ and all edges incident to $S$. We use $\text{depth}(G)$ to denote the number of nodes in the longest directed path in $G$.

> **Definition 4.** A DAG $G = (V, E)$ is $(e, d)$-reducible if there exists a subset $S \subseteq V$ of size $|S| \leq e$ such that any directed path $P$ in $G$ of length $d$ contains at least one node in $S$. We call such a set $S$ a depth-reducing set. If $G$ is not $(e, d)$-reducible, then we say that $G$ is $(e, d)$-depth robust.

For a DAG $G = (V = [N], E)$, we use $G_{\leq i}$ to denote the subgraph of $G$ induced by $[i]$. In other words, $G_{\leq i} = (V', E')$ for $V' = [i]$ and $E' = \{(a, b) : (a, b) \in E \mid a, b \leq i\}$.

### The Parallel Random Oracle Model

We review the parallel random oracle model (pROM), as introduced by Alwen and Serbinenko [7]. There exists a probabilistic algorithm $A^\mathcal{H}$ that serves as the main computational unit, where $A^\mathcal{H}$ has access to an arbitrary number of parallel copies of an oracle $\mathcal{H}$ sampled uniformly at random from an oracle set $\mathcal{H}$ and proceeds to do computation in a number of
We say that the graph is cumulative pebbling cost (parallel) order. We define over an alphabet a dynamic graph an edge distribution \( v \). We now define a labeling of a graph \( H \) sorted lexicographically by node index. If there is a single sink node \( x \), then \( f_{G,H}(x) = L_{G,H,x}(s_G) \). We omit the subscripts \( G,H \) when the dependency on the graph \( G \) and hash function \( H \) is clear. For a distribution of dynamic graphs \( G \), we say \( f_{G,H}(x) = f_{G,H}(x) \) once a dynamic graph \( G \) has been determined from the choice of \( H \) and \( x \).

The Ideal Cipher Model

In the ideal cipher model (ICM), there is a publicly available random block cipher, which has a \( k \)-bit key \( K \) and an \( N \) bit input and output. Equivalently, all parties, including any honest parties and adversaries, have access to a family of \( 2^k \) independent random permutations of \([N]\). Moreover for any given key \( K \) and \( x \in [N] \), both encryption \( \text{Enc}(K,x) \) and decryption \( \text{Dec}(K,x) \) queries can be made to the random block cipher.

Graph Pebbling

The goal of the (black) pebbling game is to place pebbles on all sink nodes of some input directed acyclic graph (DAG) \( G = (V,E) \). The game proceeds in rounds, and each round \( i \) consists of a number of pebbles \( P_i \subseteq V \) placed on a subset of the vertices. Initially, the graph is unpebbled, \( P_0 = \emptyset \), and in each round \( i \geq 1 \), we may place a pebble on \( v \in P_i \) if either all parents of \( v \) contained pebbles in the previous round (\( \text{parents}(v) \subseteq P_{i-1} \)) or if \( v \) already contained a pebble in the previous round (\( v \in P_{i-1} \)). In the sequential pebbling game, at most one new pebble can be placed on the graph in any round (i.e., \( |P_i \setminus P_{i-1}| \leq 1 \)), but this restriction does not apply in the parallel pebbling game.

We use \( P_G^{\parallel} \) to denote the set of all valid parallel pebblings of a fixed graph \( G \). The cumulative cost of a pebbling \( P = (P_1,\ldots,P_t) \in P_G^{\parallel} \) is the quantity \( \text{cc}(P) := |P_1| + \ldots + |P_t| \) that represents the sum of the number of pebbles on the graph during every round. The (parallel) cumulative pebbling cost of the fixed graph \( G \), denoted \( \text{cc}(G) := \min_{P \in P_G^{\parallel}} \text{cc}(P) \), is the cumulative cost of the best legal pebbling of \( G \).

Definition 5 (Dynamic/Static Pebbling Graph). We define a dynamic pebbling graph as a distribution \( \mathcal{G} \) over directed acyclic graphs \( G = (V = [N],E) \) with edges \( E = \{(i-1,i) : i \leq N\} \cup \{r(i),i) : i \leq N \} \), where \( r(i) < i-1 \) is a randomly chosen directed edge. We say that an edge \( r(i),i) \) is dynamic if \( r(i) \) is not chosen until a black pebbled is placed on node \( i-1 \). We say that the graph is static if none of the edges are dynamic.

We now define a labeling of a graph \( G \).

Definition 6. Given a DAG \( G = (V = [N],E) \) and a random oracle function \( H : \Sigma^* \rightarrow \Sigma^w \) over an alphabet \( \Sigma \), we define the labeling of graph \( G \) as \( L_{G,H} : \Sigma^* \rightarrow \Sigma^* \). In particular, given an input \( x \) the \((H,x)\) labeling of \( G \) is defined recursively by

\[
L_{G,H,x}(v) = \begin{cases} H(v \circ x), & \text{indeg}(v) = 0 \\
H(v \circ L_{G,H,x}(v_1) \circ \cdots \circ L_{G,H,x}(v_d)), & \text{indeg}(v) > 0,
\end{cases}
\]

where \( v_1,\ldots,v_d \) are the parents of \( v \) in \( G \), according to some predetermined lexicographical order. We define \( f_{G,H}(x) = L_{G,H,x}(s_1) \circ \cdots \circ L_{G,H,x}(s_k) \), where \( s_1,\ldots,s_k \) are the sinks of \( G \) sorted lexicographically by node index. If there is a single sink node \( s_G \) then \( f_{G,H}(x) = L_{G,H,x}(s_G) \). We omit the subscripts \( G,H \) when the dependency on the graph \( G \) and hash function \( H \) is clear. For a distribution of dynamic graphs \( \mathcal{G} \), we say \( f_{G,H}(x) = f_{G,H}(x) \) once a dynamic graph \( G \) has been determined from the choice of \( H \) and \( x \).
For a node $i$, we define $\text{PotentialParents}(i)$ to be set $Y_i$ of minimal size such that $\Pr[y(i) \in Y_i] = 1$. We now define $k$-restricted dynamic graphs, which can characterize both dMHFs and iMHFs.

**Definition 7** ($k$-Restricted Dynamic Graph). We say that a dynamic pebbling graph $G$ is $k$-restricted if for all $i$, $\text{PotentialParents}(i) \leq k$.

Observe that $k = 1$ corresponds to an iMHF while $k = N$ corresponds to a dMHF. Hence, $k$-restricted dynamic graphs can be viewed as spectrum between dMHFs and iMHFs.

We define the cumulative cost of pebbling a dynamic graph similar to the definition of cumulative cost of pebblings on static graphs. We first require the following definition of a dynamic pebbling strategy:

**Definition 8** (Dynamic Pebbling Strategy). A dynamic pebbling strategy $S$ is a function that takes as input

1. an integer $i \leq N$  
2. an initial pebbling configuration $P_0^i \subseteq [i]$ with $i \in P_0^i$  
3. a partial graph $G_{\leq i+1}$

The output of $S(i, P_0^i, G_{\leq i+1})$ is a legal sequence of pebbling moves $P^i_1, \ldots, P^i_r$ that will be used in the next phase, to place a pebble on node $i + 1$, so that $i + 1 \in P^i_r \subseteq [i + 1]$. Given $G \sim \mathcal{G}$ we can abuse notation and write $S(G)$ for the valid pebbling produced by $S$ on the graph $G$ i.e., $P_0^i, \ldots, P_0^i, P_1^{r_1}, \ldots, P_1^{r_1}, \ldots, P_{r_{N−1}}^{N−1}, \ldots, P_{r_{N−1}}^{N−1}$. Here, $P_i^{r_i} = S(i, P_0^i, G_{\leq i+1})$ where $P_0^i = P_{r_{i−1}}^{r_{i−1}}$ and for $i = 1$ we set $P_0^0 = \emptyset$.

We thus define $\text{cc}(S, G)$ to the pebbling cost of strategy $S$ when we sample a dynamic graph $G$ and $\text{cc}(S, G) = \mathbb{E}_{G \sim \mathcal{G}}[\text{cc}(S, G)]$. Finally, we define $\text{cc}(G) = \min_S \text{cc}(S, G)$, where the minimum is taken over all dynamic pebbling strategies $S$. More generally, we define $\text{cc}(S, G, \delta) = \max\{k : \Pr_{G \sim \mathcal{G}}[\text{cc}(S, G) \geq k] \geq 1 - \delta\}$. Fixing $\delta$ to be some negligible function of $N$, we can define $\text{cc}_\delta(G) = \min_S \text{cc}(S, G, \delta)$.

### 3 General Attack Against $k$-Restricted Graphs

In this section, we describe a general attack against $k$-restricted graphs. We show that the attack incurs cost $o(N^2)$ for $k = o\left(N^{1/\log \log N}\right)$, proving that there is no maximally memory hard $k$-restricted graph for small $k$.

We first require the following formulation of Valiant’s Lemma, which shows the existence of a subroutine $\text{Valiant}(G, e, d)$ to find a depth-reducing set $S$ of size at most $e$ within a graph $G$, for $e = \frac{\eta d N}{\log(N)−\eta}$ and $d = \frac{N}{2\eta}$, where $\eta > 0$.

**Lemma 9** (Valiant’s Lemma). [32] For any DAG $G = (V, E)$ with $N$ nodes, indegree $\delta$, and $\eta > 0$, there exists an efficient algorithm $\text{Valiant}(G, e, d)$ to compute a set $S$ of size $|S| \leq e = \frac{\eta d N}{\log(N)−\eta}$ such that $\text{depth}(G - S) \leq d := \frac{N}{2\eta}$.

The high level intuition of the generic attack is as follows. By Valiant’s Lemma (Lemma 9), $G \sim \mathcal{G}$ is $(e, d)$-reducible for $e = \frac{\eta d N}{\log(N)−\eta}$ and $d = \frac{N}{2\eta}$. We will construct a dynamic pebbling strategy $A$ that for all times $t$, maintains a depth-reducing set $S_t$ such that $\text{depth}(G_t - S_t) \leq d$, where $G_t$ is the portion of $G$ revealed after running $A$ for time $t$, $G_t = G_{\leq t}$ for $i = 1 + \max \bigcup_{j=1}^t P_j$, where each $P_j \subseteq [N]$ represents the set of pebbled nodes during round $j$. Observe that for any $i$, $G_{\leq i}$ is $(e, d)$-reducible and hence $G_t$ is also $(e, d)$-reducible for all times $t$. Thus, the depth reducing set $S_t$ has size at most $e$ for all times $t$ and can be computed by a subroutine $\text{Valiant}$, by Lemma 9. We now describe how $A$ maintains this depth-reducing set through a series of light phases and balloon phases.
We first set a parameter \( g \) that we will eventually optimize. The goal of each light phase \( i \) is to pebble the next \( g \) nodes that have yet to be revealed. That is, if \( x_i \) is the largest node for which \( A \) has placed a pebble at some point prior to light phase \( i \), then the goal of light phase \( i \) is to pebble the interval \([x_i + 1, x_i + g)\]. To begin light phase \( i \) at some time \( t_i \), we require that \( \{\text{PotentialParents}([x_i + 1, x_i + g]) \cup S_{t_i} \} \subseteq P_i \) for some depth-reducing set \( S_{t_i} \) of size at most \( e \), such that \( \text{depth}(G_{t_i} - S_{t_i}) \leq d \). Once this pre-condition is met, then light phase \( i \) simply takes \( g \) steps to pebble \([x_i + 1, x_i + g]\), since pebbles are already placed on \( \text{PotentialParents}([x_i + 1, x_i + g]) \). Hence, the post-condition of light phase \( i \) at some time \( u_i \) is pebbles on the node \( x_i + g \) and some depth-reducing set \( S_{u_i} \) of size at most \( e \), such that \( \text{depth}(G_{u_i} - S_{u_i}) \leq d \).

The goal of each balloon phase \( i \) is to place pebbles on all revealed nodes of the graph, to meet the pre-condition of light phase \( i + 1 \). To begin balloon phase \( i \) at some time \( r_i \), we first have a necessary pre-condition that pebbles are placed on some depth-reducing set \( S_{r_i} \) of size at most \( e \) such that \( \text{depth}(G_{r_i} - S_{r_i}) \leq d \). Once this pre-condition is met, then balloon phase \( i \) simply takes \( d \) steps to pebble the entire graph \( G_{r_i} \), meeting the post-condition of balloon phase \( i \).

We now formally prove the cumulative memory complexity of the attack in Algorithm 1.

\[ \text{cc}(G) = O\left(\frac{N^2}{\log \log N} + N^{2-1/2 \log \log N} \sqrt{k^{1-1/\log \log N}}\right). \]

**Proof.** We analyze the cost of the pebbling strategy of Algorithm 1. Since \( G \) is drawn from a distribution of \( k \)-restricted dynamic graphs, then for any node \( x_i \), \( \tau(x_i) \) must be one of at most \( k \) labels. Thus for any consecutive \( g \) nodes, \( |\text{PotentialParents}([x_i + 1, x_i + g])| \leq gk \). Hence it suffices to keep \( gk \) pebbles on the set of potential parents \( \text{PotentialParents}([x_i + 1, x_i + g]) \) to pebble the interval \([x_i + 1, x_i + g]\), as well as a depth-reducing set of size at most \( e \), for each of the \( g \) steps during light phase \( i \). On the other hand, balloon phase \( i \) takes \( d \) steps, each of which trivially contains at most \( N \) pebbles.

\( A \) proceeds using \( \frac{N}{g} \) total rounds of light and balloon phases, by pebbling \( g \) consecutive nodes at a time. Therefore, the total cost of the attack is \( O\left(Ngk + Ne + \frac{N}{g} \cdot dN\right) \), where the first and second terms originate from the cost of the light phases and the third term results from the cost of the balloon phases. Since we set \( e = \frac{N^2}{\log(N)^{1-\eta}} \) and \( d = \frac{N^2}{\log N} \) from Valiant’s Lemma (Lemma 9) so that the total cost is \( O\left(\frac{N^2 g^2}{\log(N)^{1-\eta}} + Ngk + \frac{N^3}{2^\eta}\right) \).

By setting \( g = \frac{N}{\sqrt{k^{2^\eta}}} \), the total cost is \( O\left(\frac{N^2 g^2}{\log(N)^{1-\eta}} + N^2 \sqrt{k^{2^\eta}}\right) \). Finally, by setting \( \eta = \frac{\log k + \log N - \log g}{\log \log N} \), the total cost is \( O\left(\frac{N^2}{\log N} + N^{2-1/2 \log \log N} \sqrt{k^{1-1/\log \log N}}\right). \)

Note that if \( k = o(N^{1/\log \log N}) \), then \( \text{cc}(G) = o(N^2) \).

**Corollary 11.** Let \( G \) be any \( k \)-restricted dynamic graph with \( k = o(N^{1/\log \log N}) \) and constant indegree. Then \( \text{cc}(G) = o(N^2) \).
Algorithm 1: Generic pebbling strategy against dynamic DAG $G$.

Input: An integer $i$, an initial pebbling configuration $P_0^i \subseteq [i]$ with $i \in P_0^i$, a partial graph $G_{\leq i+1}$, and parameters $d, e, g$.

Output: A legal pebbling of $G_{\leq i+1}$.

1. invariant $\leftarrow$ True
2. if $i \mod g \equiv 0$ and depth($G_{\leq i+1} - P_0^i$) $> d$ then
3. invariant $\leftarrow$ False
4. else if depth($G_{\leq i+1} - P_0^i$) $> d$ or $\{i\} \cup$ PotentialParents($[i+1,i+g]$) $\subseteq P_0^i$ then
5. invariant $\leftarrow$ False
6. if invariant then $\triangleright$ If pre-conditions met.
7. if $i \mod g \equiv 0$ then $\triangleright$ Balloon phase
8. for $j = 1$ to $j = d$ do
9. $P_j^i = P_{j-1}^i \cup D_j$, where $D_j$ are the nodes at depth $d$ from $P_0^i$.
10. $P_{j+1}^i = \text{Valiant}(G_{\leq i}, e, d) \cup \text{PotentialParents}([i+1,i+g])$. $\triangleright$ See Lemma 9
11. else $\triangleright$ Light phase
12. $P_j^i = P_0^i \cup \{i+1\}$.
13. else $\triangleright$ If pre-conditions not met.
14. for $j = 1$ to $j = i + 1$ do
15. $P_j^i = P_{j-1}^i \cup \{j\}$.

4 $k$-Restricted Graphs with high CMC

In this section, we describe a construction of $k$-restricted graphs with high cumulatively memory complexity that builds into our ultimate ciMHF implementation. We first describe the block partition extension gadget, which requires an input graph $G$ and outputs a family of $k$-restricted dynamic graphs. However, naively choosing the input graph $G$ does not yield a construction with high CMC.

Intuitively, the block partition extension gadget takes the last $N$ nodes of $G$ and partitions them into $\frac{N}{k}$ blocks of $k$ nodes each. The gadget then creates $N$ more nodes in a path, such that a parent $r(j)$ of node $j$ in this path is drawn uniformly at random from block $i$, where $i = j \mod \frac{N}{k}$. The intuition is that by drawing parents uniformly at random from each block in round robin fashion, we encourage an algorithm to keep $\Omega(N)$ nodes on the graph for $\Omega(N)$ steps. Of course, the graph could always maintain $o(n)$ pebbles on the graph and repobble when necessary, but we can discourage this strategy by making the repobbling procedure as expensive as possible.

A first attempt would be to choose a highly depth-robust graph $G$, such as a grates graph, which informally has long paths of length $\Omega(N^{1-\epsilon})$ for any constant $0 < \epsilon < 1$, even when $\Omega(N)$ nodes are removed from $G$. Thus if an algorithm does not maintain $\Omega(N)$ pebbles on the graph, the repobbling strategy costs at least $\Omega(N^{2-\epsilon})$. Although this is a good start, this does not quite match the $\Omega(N^2)$ CMC of various dMHFs. We defer full discussion of how to increase the CMC to $\Omega(N^2)$ to later in this section.

Instead, we first define a specific way to obtain a $k$-restricted dynamic graph given a graph $G$ with $N$ nodes and a parameter $k$.

Definition 12 (Block Partition Extension). Given a DAG $G = (V = [\alpha N], E)$ with $\alpha N$ nodes containing a set of $O = [(\alpha - 1)N + 1, \alpha N]$ output nodes of size $N$ and a parameter $k$, let $O_i = [(\alpha - 1)N + 1 + ik, (\alpha - 1)N + (i+1)k]$ for $i \in \left[\frac{N}{k}\right]$ so that $\{O_i\}$ forms a partition of $O$. We define the block partition extension of $G$, denoted $\text{BlockPartitions}_k(G)$, as
a distribution of graphs $G_{G,k}$. Each graph $G'$ sampled from $G$ has vertices $V' = [(\alpha + 1)N]$ and edges $E' = E \cup F$, where $F$ is defined as the edges $(i-1,i)$ and $(r(i),i)$ for each $i \in [(\alpha+1)N, (\alpha+1)N]$, where $r(i)$ is drawn uniformly at random from $O_{i \mod \frac{N}{k}}$.

An example of the block partition extension is given in Figure 1.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{example.png}
\caption{Figure 1 Parent $r(i)$ is drawn uniformly at random from the nodes partitioned to each block.}
\end{figure}

Our ultimate construction also requires the use of superconcentrator graphs, defined as follows:

► **Definition 13.** A graph $G$ with $O(N)$ vertices is a superconcentrator if there exists an input set $I$ and an output set $O$ with $|I| = |O| = N$ such that for all $S_1 \subseteq I, S_2 \subseteq O$ with $|S_1| = |S_2| = k$, there are $k$ node disjoint paths from $S_1$ to $S_2$.

It is known that there exists superconcentrators with $|I| = |O| = N$, constant indegree and $O(N)$ total nodes [28, 26]. We now show that a set $Y$, which contains more nodes than a set of removed nodes, has at least $N - |S|$ ancestors in $G - S$.

► **Lemma 14.** Given a superconcentrator $G$ with $N$ input nodes $I$ and $N$ output nodes $O$, let $S$ and $Y \subseteq O$ be sets of nodes with $|S| < |Y|$. Then $|I \cap \text{ancestors}_{G-S}(Y)| \geq N - |S|$.

**Proof.** Let $X \subseteq I$ be the last $|Y|$ nodes of $I$. Since $G$ is a superconcentrator, then $G$ contains at least $|Y|$ node disjoint paths between $X$ and $Y$. Since $|S| < |Y|$, then one of these paths from $X$ to $Y$ that does not intersect $S$. Thus, $X$ contains some ancestor of $Y$ in $G - S$ and in fact by considering the paths associated with decreasing order of nodes in $X$, it follows that $|I \cap \text{ancestors}_{G-S}(Y)| \geq N - |S|$.

We require the use of superconcentrators with $|I| = |O| = N$, constant indegree and $O(N)$ total nodes [28, 26]. We now show that a set $Y$, which contains more nodes than a set of removed nodes, has at least $N - |S|$ ancestors in $G - S$.

We require the use of graph overlays, defined as follows:
Definition 16 (Graph overlays). Given a DAG $H = (V = [N], E)$ with sources $I = \{1, \ldots, n_1\}$ and sinks $O = \{N - n_2 + 1, \ldots, N\}$, a DAG $G_1 = (V_1 = [n_1], E_1)$, and a DAG $G_2 = (V_2 = [n_2], E_2)$, we define:

1. the graph overlay $G' = \text{overlay}(G_1, H, G_2)$ by $G' = ([N], E')$, where $(i, j) \in E'$ if and only if $(i, j) \in E$ or $(i, j) \in E_1$ or $(i + N - n_2, j + N - n_2) \in E_2$

2. the superconcentrator overlay of an $N$ node DAG $G$ by $\text{superconc}(G) = \text{overlay}(G, \text{SC}_N, L_N)$, where $\text{SC}_N$ is a superconcentrator with $N$ input (sources) and output (sinks) nodes and $L_N$ is the line graph of $N$ nodes

3. the grates overlay of an $N$ node DAG $G$ by $\text{grates}_\epsilon(G) = \text{overlay}(G, \text{grates}_{N, \epsilon}, L_N)$.

An example of a graph overlay is displayed in Figure 2.

We describe a preliminary attempt at a ciMHF construction in Figure 3. At a high level, the construction consists of four components. The first component is a grates graph $G_1$ with $N$ nodes. The second component is a superconcentrator overlay with $O(N)$ nodes, including $N$ input nodes and $N$ output nodes, so that $G_2 = \text{superconc}(G_1)$. The third component consists of a grates overlay with $O(N)$ nodes including $N$ output nodes, so that $G_3 = \text{grates}_\epsilon(G_2)$. The $N$ output nodes of $G_3$ are partitioned into $\frac{N}{k}$ blocks, each with $k$ nodes, in preparation for a block partition extension in the final component. Namely, the fourth component consists of a $k$-restricted graph with $N$ nodes, so that $G_4 = \text{BlockPartition}_k(G_3)$.

Sampling Algorithm, for $k = \Omega(N^\epsilon)$:

1. $G_1 = \text{grates}_{N, \epsilon}$
2. $G_2 = \text{superconc}(G_1)$
3. $G_3 = \text{grates}_\epsilon(G_2)$
4. $G_4 \sim \text{BlockPartition}_k(G_3)$

Figure 3 First attempt at ciMHF. Each parent $r(i)$ is randomly chosen from the labels in specific block corresponding to $i$.

The intuition for the $\Omega(N^2)$ cumulative pebbling complexity is as follows. Suppose there exists a time $t_{bad}$ with a “small” number of pebbles on the graph. Then with high probability, walking a pebble $s = N^\epsilon$ steps on the final layer of the graph will require some number of output nodes of the grates graph to be repebbled. Again with high probability, repebbling one of these output nodes requires a large number of input nodes of the grates graph to be repebbled. These input nodes are the output nodes of the superconcentrator at the second layer. The superconcentrator property then implies that $\Omega(N)$ nodes of the grates graph
on the first layer will need to be repelled. For a grates graph that is \((\Omega(N), \Omega(N^{1-\varepsilon}))\)-depth robust, this cost is at least \(\Omega(N^{2-\varepsilon})\) every \(s\) steps. Thus, the total cost is at least \(\min(\Omega(N^2), k\Omega(N^{2-\varepsilon}))\), which is just \(\Omega(N^2)\) for \(k = \Omega(N^\varepsilon)\).

We now show that our construction in Figure 3 has cumulative memory complexity \(\Omega(N^2)\).

**Theorem 17.** Let \(G\) be drawn from the distribution of \(k\)-restricted graphs in Figure 3, for \(k = \Omega(N^\varepsilon)\). There exist constants \(c_1 > 0\) and \(c_2 \in (0, 1)\) such that for any dynamic pebbling strategy \(S\),

\[
\Pr_G[\text{cc}(S, G) > c_1 N^2] \geq 1 - c_2^N/k.
\]

**Proof.** Let \(\alpha N\) be the total number of nodes in \(G_3\) so that the total number of nodes in \(G\) is \((\alpha + 1)N\). Let \(x, y \in (0, 1)\) be constants such that the grates graph \(G_1\) is \((xN, yN^{1-\varepsilon})\)-depth robust. By Theorem 15, there exist constants \(0 < c < \frac{x}{2}\) and \(0 < \gamma < c\) such that for any set \(S\) with \(|S| \leq \gamma N\), at least \(cN\) nodes in the output nodes of \(G_3\) are \(c\)-good with respect to \(S\). For each node \(i\), let \(t_i\) be the first time that node \(i\) is pebbled. Suppose there exists a time \(t_{\text{bad}}\) with \(t_i \leq t_{\text{bad}} < t_{i+1}\) such that there are \(|P_{\text{bad}}| < \frac{2N}{3}\) pebbles on the graph.

For a node \(j\) in the output set \([\alpha - 1]N, \alpha N\] of \(G_3\), we call an index \(j\) a costly index if \(j\) is \(c\)-good with respect to \(P_{\text{bad}}\) and let \(\text{COSTLY}\) be the set of costly indices. Note that if a node \(i\) is \(\text{COSTLY}\), then by definition \(i \notin P_{\text{bad}}\). By Theorem 15 and the observation that \(|P_{\text{bad}}| < \frac{2N}{3}\), there are at least \(cN\) nodes in the output set of \(G_3\) are \(c\)-good with respect to \(P_{\text{bad}}\), i.e., \(|\text{COSTLY}| > cN\). Then for \(s := \frac{N}{k}\), we call \(j \in [i, i+s]\) a missed costly index if \(r(j) \notin P_{\text{bad}}\) and let \(r(j) \in \text{COSTLY}\).

For each \(j \in \left[\frac{N}{k}\right]\), let \(c_j\) be the number of costly indices in block \(j\) of the output set of \(G_3\), i.e., \(c_j := |\text{COSTLY} \cap ([\alpha - 1]N + (j - 1)k + 1, \alpha - 1]N + jk|\). Since the parents of \([i, i+s]\) are exactly one random node from each of the \(\frac{N}{k}\) blocks, then the probability \(p\) that no parent of \([i, i+s]\) is a missed costly index is

\[
p := \prod_{j=1}^{N/k} \left(1 - \frac{c_j}{k}\right) \leq \left(1 - \frac{N/k}{k} \sum_{j=1}^{N/k} \left(1 - \frac{c_j}{k}\right)\right)^{N/k},
\]

where the inequality holds by the Arithmetic Mean-Geometric Mean Inequality. Since \(\sum c_j = cN\), then

\[
p \leq \left(1 - \frac{N/k}{k} \sum_{j=1}^{N/k} \frac{c_j}{k}\right)^{N/k} \leq (1 - c)^{N/k}.
\]

Thus with high probability, there will be some missed costly index.

By Lemma 14 and the definition of \(c\)-good, any missed costly index requires \(cN\) nodes in the input set of \(G_3\) to be repelled. Since the input set of \(G_3\) is connected by a superconnector to the output set of \(G_1\), the \(cN\) nodes in the input set of \(G_3\) that need to be repelled have at least \(N - cN\) ancestors in the output set of \(G_1\). Thus, at least \(N - cN - |P_{\text{bad}}|\) nodes in \(G_1\) must be repelled.

Because \(G_1\) is \((xN, yN^{1-\varepsilon})\)-depth robust, then \(G_1 - S\) is \((xN - |S|, yN^{1-\varepsilon})\)-depth robust for any set \(S\). Moreover, the cost to pebble \(G_1 - S\) is at least \((xN - |S|)(yN^{1-\varepsilon})\). In particular, if \(G_1 - S\) is the set of nodes in \(G_1\) must be repelled, then it costs at least \((xN - cN - |P_{\text{bad}}|)(yN^{1-\varepsilon})\) to repel \(G_1 - S\). Since \(c < \frac{x}{2}\) and \(|P_{\text{bad}}| < \frac{2N}{3}\), then the cost is at least \(\frac{2\alpha}{3} N^2\).
Hence to pebble an interval $[i, i + s]$ with $s = \frac{N}{k}$, either $\frac{2N}{k}$ pebbles are kept on the graph for all $s = \frac{N}{k}$. Then we call $\frac{2N}{k}$ pebbles are kept on the graph for all $s = \frac{N}{k}$. Then we call $\frac{2N}{k}$ pebbles are kept on the graph for all $s = \frac{N}{k}$.

Different Potential Parents for Different Groups: For all $i, j \in [N]$ with $i \neq j$.

Same Potential Parents for Each Group: For all $i \in [N]$ and $j \in [N]$, let $u \in G_i$ and $v \in G_j$. Then $\text{PotentialParents}(u) \cap \text{PotentialParents}(v) = \emptyset$.

No Collision for Parents: For each $i \in [N]$, define the event $\text{UNIQUE}_i$ to be the event that $r(u) \neq r(v)$ for all $u, v \in G_i$. Then $\Pr[\text{UNIQUE}_i] = 1$ for all $i \in [N]$.

Data-Independency: The subgraph induced by the first $(\alpha - 1)N$ nodes is a static graph. Then we call $G$ amenable to shuffling.

We shall show in Theorem 24 in Section 6 that dynamic graphs that are amenable to shuffling can be used for memory hard functions with computationally data-independent evaluation algorithms. We now describe a version of Figure 3 that is amenable to shuffling.

5.2 Version of Construction Amenable to Shuffling

To ensure that there does not exist $i \neq j$ such that $r(i) = r(j)$, we slightly modify the construction of block partition extensions to the concept of a collision-resistant block partition extension. For the sake of presentation, note that we use $2N$ output nodes in $G$ in the following definition.
Definition 20 (Collision-Resistant Block Partition Extension). Given a DAG $G = (V = [\alpha N], E)$ with $\alpha N$ nodes containing a set of $O = [(\alpha - 2)N + 1, \alpha N]$ output nodes of size $2N$ and a parameter $k$, let $O_i = [(\alpha - 2)N + 1 + 2ik, (\alpha - 2)N + 2(i + 1)k]$ for $i \in \left[\frac{N}{k} - 1\right]$ so that $\{O_i\}$ forms a partition of $O$. We define the collision-resistant block partition extension of $G$, denoted $CR - BlockPartition\{G\}$, as a distribution of graphs $G_{G,k}$. Each graph $G'$ sampled from $G$ has vertices $V' = [(\alpha + 1)N]$ and edges $E' = E \cup F$, where $F$ is defined as the edges $(i - 1, i)$ and $(r(i), i)$ for each $i \in [\alpha N + 1, (\alpha + 1)N]$, where $r(i)$ is defined as follows:

1. Let $Enc$ be the family of all permutations of $[2k]$, so that for each fixed $j$,
   \[
   \{Enc(j, \ell)\}_{\ell \in [2k]} = [2k].
   \]
2. For each $i \in [\alpha N + 1, (\alpha + 1)N]$, let $j = i \mod \frac{N}{k}$ and define $1 \leq p \leq k$ to be the unique integer such that $i = \frac{N}{k}(p - 1) + \alpha Ni + j$. Then we define $r(i) = (\alpha - 2)N + 1 + 2jk + Enc(x \circ j, p)$, so that $r(i) \in O_j$.

Observe that the collision-resistant block partition extension is a gadget that yields a dMHF, since the parent function $r(i)$ has the key $x \circ j$ to its permutation function $Enc$. Hence, the underlying dynamic graph differs across different input values $x$.

Then our construction of the $\text{ciMHF}$ appears in Figure 4 and Figure 5. As before, the construction consists of four layers. The first layer consists of a $\text{grates}$ graph with $2N$ nodes, $G_1 = \text{grates}_{2N,x}$. The second layer consists of a superconcentrator overlay with $\mathcal{O}(N)$ nodes with $2N$ input nodes and $2N$ output nodes, so that $G_2 = \text{superconc}(G_1)$. The third layer consists of a $\text{grates}$ overlay with $\mathcal{O}(N)$ nodes including $2N$ output nodes, so that $G_3 = \text{grates}_{x}(G_2)$. The $2N$ output nodes of $G_3$ are partitioned into $\frac{N}{k}$ blocks, each with $2k$ nodes, which allows the final layer to be a $2k$-restricted graph. In particular, the fourth layer uses a collision-free block partition extension rather than the block partition extension of Figure 3.

<table>
<thead>
<tr>
<th>Sampling algorithm, for $k = \Omega(N^\epsilon)$:</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) $G_1 = \text{grates}_{2N,x}$</td>
</tr>
<tr>
<td>(2) $G_2 = \text{superconc}(G_1)$</td>
</tr>
<tr>
<td>(3) $G_3 = \text{grates}_{x}(G_2)$</td>
</tr>
<tr>
<td>(4) $G_4 \sim CR - BlockPartition_4(G_3)$</td>
</tr>
</tbody>
</table>

Figure 4 Second attempt at $\text{ciMHF}$. Each parent $r(i)$ is chosen by a permutation of the labels in specific block corresponding to $i$. The underlying graph is visualized in Figure 5.

We now show that the construction of Figure 4 has cumulative cost $\Omega(N^2)$ with high probability. The proof is almost verbatim to Theorem 17 except that the graph overlays now have $2N$ input and output nodes.

Theorem 21. Let $0 < \epsilon < 1$ be a constant and $k = \Omega(N^\epsilon)$. Let $G$ be drawn from the distribution of $2k$-restricted graphs in Figure 4. There exist constants $c_1 > 0$ and $c_2 \in (0, 1)$ such that for any dynamic pebbling strategy $S$,
\[
\Pr_{G \in \mathcal{G}}[cc(S, G) > c_1 N^2] \geq 1 - c_2^{N/k}.
\]

Corollary 22. Let $G$ be drawn from the distribution of $2k$-restricted graphs in Figure 4, for $k = \Omega(N^\epsilon)$. Then $\text{cc}(G) = \Omega(N^2)$.

Finally, we observe that the construction of Figure 4 is amenable to shuffling since it satisfies the properties of Definition 19.
6 Implementation of ciMHF

In this section, we describe how to implement our construction in a way that is computationally data-independent. We first formalize the notion of computationally data-independent and then describe the system model we utilize.

6.1 Computationally Data-Independent MHF (ciMHF) and System Model

We define the security of a computationally data-independent memory hard function in terms of the following game: a side-channel attacker \( A \) selects two inputs \( x_0, x_1 \) and sends these inputs to an honest party \( H \). We first require the following definition of leakage patterns.

**Leakage Pattern**

We define the leakage pattern of an evaluation algorithm \( \text{MHF} \).\( ^{\text{Eval}} \) by the sequence of request and store instructions made in each round. Specifically, in each round \( r \), an attacker can observe from the leakage pattern the blocks of memory to be loaded into cache, as requested by \( \text{MHF}.^{\text{Eval}} \). Let \( i = (i_1, \ldots, i_m) \) be the sequence of locations of all blocks requested by \( \text{MHF}.^{\text{Eval}} \) in a particular round \( r \) through some command \( \text{load}(i) \). If \( i \) is completely contained in cache, then no events will be observed by the attacker. Otherwise, if \( i \) is not completely contained in cache, we use \( \text{request}_r \) to denote the locations of the blocks in memory, as well as their sizes, requested by \( \text{MHF}.^{\text{Eval}} \) in round \( r \). Similarly, we use \( \text{store}_r \) to denote the locations of the blocks, as well as their sizes, stored into memory by \( \text{MHF}.^{\text{Eval}} \) in round \( r \). We do not allow the attacker to observe the contents of the requested or stored blocks. Formally, the leakage pattern \( \text{LP} \) is the information \( \{(\text{request}_r, \text{store}_r)\}_{r=1}^t \) and is dependent on the algorithm \( \text{MHF}.^{\text{Eval}} \), random oracle \( H \), internal randomness \( R \), and input value \( x \).
**Computationally Data-Independency Game**

\( \mathcal{H} \) runs a (randomized) evaluation algorithm \( \text{MHF.Eval} \) on both inputs \( x_0 \) and \( x_1 \), yielding two leakage patterns \( \text{LP}_0 \) and \( \text{LP}_1 \), where \( \text{LP}_i \) for \( i \in \{0, 1\} \) depends on both the input \( x_i \) and the random coins selected during the execution of \( \text{MHF.Eval} \). \( \mathcal{H} \) then picks a random challenge bit \( b \in \{0, 1\} \) and sends \( \text{LP}_b, \text{LP}_{1-b} \) to \( \mathcal{A} \) to simulate a side-channel. The goal of \( \mathcal{A} \) is to predict \( b \) i.e., match each input with the corresponding leakage pattern. For a secure ciMHF we guarantee that any PPT side-channel attacker \( \mathcal{A} \) wins the game with only negligible advantage over random guessing.

Formally, the game consists of three phases setup, challenge, and guess, which are described as follows.

<table>
<thead>
<tr>
<th>Data independence game for ciMHF:</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>setup</strong> In this phase, ( \mathcal{A} ) selects the security parameter ( \lambda ) and two challenge messages ( x_0 ) and ( x_1 ) and sends them to ( \mathcal{H} ). Here we assume without loss of generality that the runtime of the evaluation algorithm ( \text{MHF.Eval} ) on ( x_0 ) and ( x_1 ) are the same.</td>
</tr>
<tr>
<td><strong>challenge</strong> In this phase, ( \mathcal{H} ) selects a random bit ( b \in {0, 1} ) and random coins ( R_0, R_1 \in {0, 1}^\lambda ) uniformly at random and then samples ( \text{lp}_0 \leftarrow \text{LP}(\text{MHF.Eval}(x_0; R_0)) ) and ( \text{lp}_1 \leftarrow \text{LP}(\text{MHF.Eval}(x_1; R_1)) ). ( \mathcal{H} ) sends the ordered pair ( (\text{lp}<em>b, \text{lp}</em>{1-b}) ) to ( \mathcal{A} ).</td>
</tr>
<tr>
<td><strong>guess</strong> After receiving ( (\text{lp}<em>b, \text{lp}</em>{1-b}) ), the adversary ( \mathcal{A} ) outputs ( b' ) as a guess for ( b ). The adversary wins the game if ( b = b' ).</td>
</tr>
</tbody>
</table>

The advantage of the adversary to win the game of computationally data independency of the given MHF is defined as

\[
\text{Adv}^{\text{ind-} LP- \text{MHF}}_\mathcal{A} = \left| \frac{1}{2} - \Pr[A(x_0, x_1, \text{lp}_b, \text{lp}_{1-b}) = b' : b = b'] \right|,
\]

where \( \text{lp}_i \) is \( \text{LP}(x_i; \text{MHF.Eval}(x_i; R_i)) \).

**Definition 23** (Computational data independency). An evaluation algorithm \( \text{MHF.Eval} \) is computationally data independent if for all non-uniform circuits \( \mathcal{A} = \{A_\lambda\}_{\lambda \in \mathbb{N}} \), there is a negligible function \( \text{negl}(\cdot) \) such that \( \text{Adv}^{\text{ind-} LP- \text{MHF}}_\mathcal{A} < \text{negl}(\lambda) \).

With the proper random coins, a memory-hard function with an evaluation algorithm that satisfies the above definition reveals only a negligible amount of information through its leakage patterns, and we thus call such a function a computationally data-independent memory hard function.

**On the Definition of Computational Data Independency**

In section Section 6.2.2 we show that the definition is equivalent to a multi round version of the game in which the attacker can adaptively select the challenge \( x_{i, 0}, x_{i, 1} \) in each round \( i \leq r \) after observing \( \text{lp}_{i-1, b}, \text{lp}_{i-1, 1-b} \) – the memory access patterns from the last round. We also prove that the two security notions are asymptotically equivalent when the attacker runs in polynomial time – in terms of concrete security parameters we lose a factor of \( r \) (number of challenge rounds) in the reduction.

We are primarily motivated by the password hashing application where the inputs \( x_0 \) and \( x_1 \) come from a small domain, as user selected passwords tend to have low entropy [18]. In practice it is reasonable to assume that \( r \) is polynomial i.e., if the user only authenticates
poly(\(\lambda\)) times then there are at most \(r = \text{poly}(\lambda)\) memory access patterns for the attacker to observe. Assuming that the input domain has size \(\text{poly}(\lambda)\) a brute-force attacker cannot use the leaked memory access pattern on input \(x\) to eliminate any candidate password \(x'\) with high probability, otherwise the attacker could have used the pair \((x, x')\) to win the data independency game.

However, in settings where the input domain is very large and \(r\) is super-polynomial it will be better to adopt a concrete security definition (see Section 6.2.2). The asymptotic definition in Definition 23 does not definitively rule out the possibility that an attacker can substantially narrow the search space after many (super-polynomial) side channel attacks. For example, suppose that the attacker gets to observe \(\ell_p \leftarrow \text{LP}(\text{MHF.Eval}(x; R_i))\) for \(i = 1, \ldots, 2^\lambda\), i.e., \(2^\lambda\) independent evaluations of MHF on secret input \(x\). Supposing that \(\text{Adv}_{\text{ind}}^{\ell_p \leftarrow \text{LP}}(\text{MHF}) = 2^{-\lambda}\) and that the input domain for MHF has size \(2^{2\lambda}\), it is possible that each \(\ell_p\) allows the attacker to eliminate a random subset of \(\text{Adv}_{\text{ind}}^{\ell_p \leftarrow \text{LP}}(\text{MHF}) \times 2^{2\lambda} = 2^\lambda\) candidate inputs, allowing the attacker to find \(x\) after just \(O(\lambda 2^\lambda)\) examples. However, in practice it will usually be reasonable to assume that the attacker gets to observe \(\ell_p\) a polynomial number of times i.e., the honest party will execute \(\text{LP}(\text{MHF.Eval}(x; R_i))\) at most \(\text{poly}(\lambda)\) times.

Memory Architecture Assumptions

We consider a tiered random access memory architecture with main memory (RAM) and working memory (cache). We assume that main memory (RAM) is a shared resource with other untrusted processes, each of which have their own cache. Although the operating system kernel will enforce memory separation, i.e., only our program has some region of memory and that other processes cannot read/write to this block, it is also possible that an untrusted process will be able to infer the memory address of read/write operations in RAM (due to side-channel effects).

Formally, the system allows programs access to two operations \(\text{Write}(i, x)\), which takes an address \(i\) within the memory allocated to the program and writes the value \(x\) at address \(i\), and \(\text{Read}(i)\) which loads the data at location \(i\). When an operation requests memory at location \(i\), there are two possible outcomes. Either the data item is already in cache or the data item is not in cache. In the second case, the location of the item in memory is revealed through the leakage pattern. Hence, the leakage pattern is either \(\bot\), if the data item is already in cache, or \(i\), if the data item is not in cache.

Cache Replacement Policy

We now show that our implementation of the dynamic pebbling construction with cumulative memory cost \(\Omega(\lambda^2)\) is computationally data-independent. In particular, we provide an evaluation algorithm whose leakage pattern is computationally indistinguishable under each of the following cache replacement policies:

**Least recently used (LRU)** This policy tracks the most recent time each item in cache was used and discards the least recently used items first when cache is full and items need to be replaced.

**First in first out (FIFO)** This policy evicts the first item that was loaded into cache, ignoring how recent or how often it has been accessed.
6.2 ciMHF Implementation

Recall from the definition of a graph labeling in Definition 6 that given a function $H$ and a distribution of dynamic graphs $G$, the goal is to compute $f_{G,H}(x)$ for some input $x$, which is equivalent to $f_{G,H}(x)$ once the graph $G$ has been determined by the choice of $H$ and $x$. In this section, we describe a computationally data-independent implementation of the construction of Section 5.2.

We implement the first three layers as data-independent components. Namely, the grates graph $G_1$, its superconcentrator overlay $G_2$ and the subsequent grates overlay $G_3$ can be implemented deterministically. Observe that $G_3$ has $\alpha N$ nodes, including $2N$ output nodes $O$ that are partitioned into $\frac{N}{k}$ blocks of size $2k$ each. Specifically $O = O_1 \cup \ldots \cup O_{\frac{N}{k}}$, where $O_j = [(\alpha - 2)N + 1 + 2jk, (\alpha - 2)N + 2(j + 1)k]$ for $j \in \left[\frac{N}{k}\right]$.

As stated in Figure 4, the collision-resistant block partition extension $G_4$ is actually data-independent, since for each $i \in [(\alpha - 1)N, \alpha N]$, each parent $r(i)$ of $i$ is chosen uniformly at random from $k$ possible nodes, but the random procedure is independent of the input $x$. Hence, the challenge is to implement a computationally data-independent version of the collision-resistant block partition extension. We demand the input of a key $K$ for each computation of $f_{G,H}(x)$. The value of $f_{G,H}(x)$ remains the same across all keys $K$ but the leakage pattern is different for each $K$.

Data-Dependent Dynamic Graph

For each $i \in [\alpha N + 1, (\alpha + 1)N]$, let $j = i \mod \frac{N}{k}$. To implement a computationally data-independent version of $G_4$ from Figure 4, we use the value of $L_{G,H,x}(i - 1)$ to select a previously “unused” node of $O_j$ as the parent $r(i)$ for $i$ that is not $i - 1$. Here, we say a node $v \in O_j$ is unused if it is not the parent of any node besides $v$ and $i$.

Since $L_{G,H,x}(i - 1)$ can be viewed as a random integer modulo $2k$, we can use $L_{G,H,x}(i - 1) \mod 2k$ as an input to a permutation with key $K$ to randomly choose the parent of $i$ from $O_j$. Observe that $i = \alpha N + j$ is the first time a parent will be selected from $O_j$. Moreover, observe that $m = L_{G,H,x}(i - 1) \mod 2k + 1$ can be viewed as a random number from $[2k]$ so we set $r(i) = m + (\alpha - 2)N + 1 + 2jk$ as the $m^{th}$ entry of $O_j$.

Now if $L_{G,H,x}(i - 1) \mod 2k$ were all unique across the values of $\{i \mid i \mod \frac{N}{k} \equiv j\}$, then there would be no collisions among selections of parents in $O_j$ and we would be done. However, since these values are not unique, we must do a little more work to avoid collisions, which would reveal information through leakage patterns about the parents of two nodes being the same. To ensure there are no collisions in $O_j$ among parents, we store an array $U_j$ of size $2k$ for each block $O_j$. For each $1 \leq \ell \leq 2k$, we initialize $U_j[\ell] = \ell$. The purpose of the $U_j$ array is to ensure that the nodes of $O_j$ that have already appeared as parents are at the end of $U_j$. In the above example when $r(i) = m + (\alpha - 2)N + 1 + 2jk$, we then set $U_j[m] = 2k$ and $U_j[2k] = m$. Then in the next round of selecting a parent from $O_j$, we choose uniformly at random from the first $2k - 1$ entries of $U_j$ and in general, for the $s^{th}$ round of selecting a parent from $O_j$, we choose uniformly at random from the first $2k - s + 1$ entries of $U_j$.

Specifically for some $2 \leq s \leq k$, consider the $s^{th}$ iteration in which a parent is selected from $O_j$. That is, for $i = \alpha N + j + (s - 1)\frac{N}{k}$, the parent $r(i)$ is the $s^{th}$ parent among the nodes of $O_j$. Observe that $m = L_{G,H,x}(i - 1) \mod 2k - s + 1$ can be viewed as a random number from $[2k - s + 1]$, and so $U_j[m]$ is a random entry among the unselected $2k - s + 1$ nodes of $O_j$. We then swap the values of $U_j[m]$ and $U_j[2k - s + 1]$ so that if $U_j[m] = a$ and $U_j[2k - s + 1] = b$ previously then we set $U_j[m] = b$ and $U_j[2k - s + 1] = a$. Hence, the invariant remains that the first $2k - s$ locations of $U_j$ have been unused.
Shuffling Leakage Patterns

Finally, we point out that the leakage pattern across all computations of $f_{G,H}(x)$ is still the same, since we have not actually incorporated the key $K$ in any of the above details. In summary, the above the description ensures a collision-resistant block partition extension that is data-dependent, but is still vulnerable to side-channel attacks. Hence, we add a final element to our implementation that shuffles the locations of each node $p \in O_j$ inside $O_j$. That is, for each $1 \leq j \leq \frac{N}{k}$, we use the keyed permutation $\text{Enc}$ to store the label of $p \in O_j$ in the location that corresponds to $\text{Enc}(j \circ K, p)$ instead. Thus if $r(i) = p \in O_j$ for some node $i$, the algorithm must look at the location associated with $\text{Enc}(j \circ K, p)$ to learn the value of $L_{G,H,y}(p)$. Therefore, the underlying graph $G$ is a dynamic graph that is data-dependent but the leakage pattern across each computation of $f_{G,H}(x)$ is different due to the choice of $K$ that shuffles the locations of all labels in each block $O_j$. A high level example of this shuffling is shown in Figure 6.

Observe that this shuffling must be done completely in the cache to avoid leaking locations of labels during the shuffling. Hence, we require cache eviction policies such as the least recently used (LRU) or first in first out (FIFO) cache eviction policies to ensure that the entire block $O_j$ will remain in cache as the shuffling is performed. We describe the implementation in full in Figure 7.

A Note on Oblivious RAM

The complications with the cache eviction policies and shuffling leakage patterns originate from the necessity of not divulging information in the data-independency game. One reasonable question is whether these complications can be avoided with other implementations that conceal the leakage patterns. For example, an algorithm using oblivious RAM (ORAM), introduced by Goldreich and Ostrovsky [23], reveals no information through the memory access patterns about the underlying operations performed. Thus, an algorithm using an ORAM data structure to evaluate a memory hard function would induce a computationally independent memory hard function, regardless of whether the underlying function is data-
Computationally data-independent sequential evaluation algorithm \( \text{MHF.Eval}(x; R) \) to compute \( f_{G,H}(x) \) for any \( k \)-restricted dynamic graph \( G \) that is amenable to shuffling.

(1) Data-independent phase:

\[ \text{a. Let } G \text{ be a } k \text{-restricted dynamic graph with } \alpha N \text{ nodes for some constant } \alpha > 1 \text{ that is amenable to shuffling, } L \text{ be the last } N \text{ nodes of } G, \text{ and } H \text{ be an arbitrary hash function.} \]

\[ \text{b. Let } K = \text{Setup}(\lambda; R) \text{ be a hidden random permutation key for each computation of } f_{G,H}(x), \text{ given the security parameter } \lambda \text{ and random bits } R. \]

\[ \text{c. Recall that the subgraph induced by the first } (\alpha - 1)N \text{ nodes is a static graph. Compute the label } L_{G,H,x}(v) \text{ for each node } v \in (G - L). \]

(2) Shuffling phase:

\[ \text{a. Since } G \text{ is amenable to shuffling, } L \text{ can be partitioned into groups } G_1, \ldots, G_{\frac{N}{k}} \text{ that satisfy the definition of Definition 19. For each } j \in \left[ \frac{N}{k} \right], \text{ let } O_j = \text{PotentialParents}(G_j). \]

\[ \text{b. For each } j \in \left[ \frac{N}{k} \right], \text{ shuffle the contents of } O_j: \]

\[ \text{i. Let } v_1, \ldots, v_k \text{ be the vertices in } O_j. \]

\[ \text{ii. Load the labels } L_{G,H,x}(v_1), \ldots, L_{G,H,x}(v_k) \text{ into cache.} \]

\[ \text{iii. Shuffle the positions of } L_{G,H,x}(v_1), \ldots, L_{G,H,x}(v_k) \text{ so that for each } p \in [k], L_{G,H,x}(v_p) \text{ is in the location that previously corresponded to } L_{G,H,x}(v_q), \text{ where } q = \text{Enc}(j \circ K, p), \text{ where } \text{Enc} \text{ is a keyed pseudorandom permutation of } k. \]

(3) Data-dependent phase:

\[ \text{a. For each } j \in \left[ \frac{N}{k} \right], \text{ initialize an array } U_j \text{ such that for all } 1 \leq \ell \leq k, U_j[\ell] = \ell. \]

\[ \text{b. For each } i = \alpha N + 1 \text{ to } (\alpha + 1)N: \]

\[ \text{i. Let } j \text{ and } s \text{ be defined so that } 1 \leq s \leq k \text{ and } 1 \leq j \leq \frac{N}{k} \text{ given } i = \alpha N + j + (s - 1) \frac{N}{k} \text{ and let } m = L_{G,H,x}(i - 1) \text{ (mod } k - s + 1) + 1. \]

\[ \text{ii. Set } r(i) = U_j[m] + (\alpha - 1)N + 1 + jk \text{ so that } r(i) \in O_j \text{ and load } L_{G,H,x}(r(i)). \]

\[ \text{(Recall that the label of } r(i) \text{ is actually located at the position where the label of node } \text{Enc}(j \circ K, U[m]) \text{ was previously located prior to the shuffling.)} \]

\[ \text{iii. Load } L_{G,H,x}(r(i)) \text{ and } L_{G,H,x}(r(i) - 1) \text{ and compute } L_{G,H,x}(i) = H(i \circ L_{G,H,x}(r(i)) \circ L_{G,H,x}(i - 1)). \]

\[ \text{iv. Let } U_j[U_j[m]] = a \text{ and } U_j[k - s + 1] = b. \text{ Then swap the values of } U_j \text{ at } U_j[m] \text{ and } k - s + 1 \text{ so that } U_j[U_j[m]] = b \text{ and } U_j[k - s + 1] = a. \]

\[ \text{Figure 7} \text{ Description of evaluation algorithm for } k \text{-restricted graphs that are amenable to shuffling.} \]

Note that each computation of \( f_{G,H}(x) \) requires as input random bits \( R \) to generate the leakage patterns.

dependent or data-independent. [23] describe an oblivious RAM simulator that transforms any program in the standard RAM model into a program in the oblivious RAM model, where the leakage pattern is information theoretically hidden, which is ideal for the data-independency game.

Existing constructions of ORAM protocols such as Path ORAM [31] require amortized \( \Omega(\log N) \) bandwidth overhead. Hence given any dMHF and evaluation algorithm running in sequential time \( M \), we can use ORAM to develop a new evaluation algorithm with a concealed leakage pattern, running in sequential time \( N = M \log M \). However, this is not ideal because the cumulative memory complexity of the dMHF is \( O(M^2) = O\left(\frac{N^2}{\log^2 N}\right) \). Viewed in this way, the cIMHF construction is worse than known iMHF constructions that achieve \( \text{CMC } \Omega\left(\frac{N^2}{\log N}\right) \) such as DRSample [4, 11]. In fact, even for \( k \)-restricted graphs,
we still obtain a blow-up of $\Omega(\log^2 K)$, which is $\Omega\left(\frac{\log^2 N}{\log \log N}\right)$ when $k = \Omega(N^{1/\log \log N})$. Otherwise for $k = o(N^{1/\log \log N})$, our dynamic pebbling attack in Corollary 11 shows that the CMC is at most $o(N^2)$.

Although Boyle and Naor [20] proposed the notion of online ORAM, where the operations to be performed arrive in an online manner, and observe that the lower bounds of [23] do not hold for online ORAM, Larsen and Nielsen [25] answer this open question by proving an amortized $\Omega(\log N)$ bandwidth overhead lower bound on the bandwidth of any online ORAM. Therefore, it does not seem obvious how to use ORAM in the implementations of maximally hard ciMHF.

### 6.2.1 Implementation and Analysis

<table>
<thead>
<tr>
<th>Hybrid:</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Data-independent phase:</td>
</tr>
<tr>
<td>a. Let $G$ be a $k$-restricted dynamic graph with $\alpha N$ nodes for some constant $\alpha &gt; 1$ that is amenable to shuffling, $L$ be the last $N$ nodes of $G$, and $H$ be an arbitrary hash function.</td>
</tr>
<tr>
<td>b. Let $K = \text{Setup}(1^\lambda; R)$ be a hidden random permutation key for each computation of $f_{G,H}(x)$, given the security parameter $\lambda$ and random bits $R$.</td>
</tr>
<tr>
<td>c. Recall that the subgraph induced by the first $(\alpha - 1)N$ nodes is a static graph.</td>
</tr>
</tbody>
</table>

**Shuffling phase:**

a. Since $G$ is amenable to shuffling, $L$ can be partitioned into groups $G_1, \ldots, G_N$ that satisfy the definition of Definition 19. For each $j \in \left[\frac{N}{\alpha}\right]$, let $O_j = \text{PotentialParents}(G_j)$. 

b. For each $j \in \left[\frac{N}{\alpha}\right]$, shuffle the contents of $O_j$:
   i. Let $v_1, \ldots, v_k$ be the vertices in $O_j$. 
   ii. Load the labels $L_{G,H,x}(v_1), \ldots, L_{G,H,x}(v_k)$ into cache. 
   iii. Shuffle the positions of $L_{G,H,x}(v_1), \ldots, L_{G,H,x}(v_k)$ so that for each $p \in [k]$, $L_{G,H,x}(v_p)$ is in the location that previously corresponded to $L_{G,H,x}(v_q)$, where $q = \text{Enc}(j \circ K, p)$, where $\text{Enc}$ is a keyed truly random permutation of $k$. 

(2) Data-dependent phase:

a. For each $j \in \left[\frac{N}{\alpha}\right]$, initialize an array $U_j$ such that for all $1 \leq \ell \leq k$, $U_j[\ell] = \ell$. 

b. For each $i = \alpha N + 1$ to $(\alpha + 1)N$:
   i. Let $j$ and $s$ be defined so that $1 \leq s \leq k$ and $1 \leq j \leq \frac{N}{\alpha}$ given $i = \alpha N + j + (s - 1)\frac{N}{\alpha}$ and let $m = L_{G,H,x}(i - 1) \pmod {k - s + 1} + 1$. 
   ii. Set $r(i) = U_j[m] + (\alpha - 1)N + 1 + jk$ so that $r(i) \in O_j$ and load $L_{G,H,x}(r(i))$. (Recall that the label of $r(i)$ is actually located at the position where the label of node $\text{Enc}(j \circ K, U[m])$ was previously located prior to the shuffling.)
   iii. Load $L_{G,H,x}(r(i))$ and $L_{G,H,x}(i - 1)$ and compute $L_{G,H,x}(i) = H(i \circ L_{G,H,x}(r(i)) \circ L_{G,H,x}(i - 1))$.
   iv. Let $U_j[U_j[m]] = a$ and $U_j[k - s + 1] = b$. Then swap the values of $U_j$ at $U_j[m]$ and $k - s + 1$ so that $U_j[U_j[m]] = b$ and $U_j[k - s + 1] = a$.

Figure 8 Description of hybrid. Differs from Figure 7 in that the hidden input key is used to index into the entire family of random permutations, rather than a pseudorandom permutation.
We require the hybrid in Figure 8 to argue that our implementation of Figure 4 is a ciMHF. The hybrid in Figure 8 differs from the implementation of Figure 4 in Figure 7 in that the hidden input key is used to index from the entire family of random permutations, rather than a pseudorandom permutation. Thus the only way an adversary can distinguish between the hybrid and the real world sampler is by distinguishing between a random permutation and a pseudorandom permutation. On the other hand, if an adversary fails to distinguish between the hybrid and the real world sampler, then the cumulative memory complexity of the implementation requires $\Omega(N^2)$ since the leakage pattern of the hybrid is statistically equivalent to the dMHF construction in Figure 4, where each parent is chosen a priori using a permutation drawn uniformly at random.

**Theorem 24.** For each DAG $G$ that is amenable to shuffling, there exists a computationally data-independent sequential evaluation algorithm $\text{MHF.Eval}(x;R)$ computing the function $f_{G,H}$ in time $O(N)$.

**Proof.** Consider the evaluation function in Figure 7. Observe that the hybrid in Figure 8 has the same distribution of leakage patterns as the dMHF of Figure 4. Moreover, under the least recently used (LRU) or first in first out (FIFO) cache eviction policies, if $k$ is less than the size of the cache, then all the shuffling can be performed so an attacker observing the leakage patterns of the hybrid has no advantage in the data-independency game. Furthermore, the ciMHF implementation in Figure 7 only differs from the hybrid in Figure 8 in the implementation of $\text{Enc}$ as a pseudorandom permutation compared to a truly random permutation. Therefore, an attacker observing leakage patterns from the implementation in Figure 7 only obtains a negligible advantage $\text{negl}(\lambda)$ in the security parameter $\lambda$, in the data-independency game. Hence, the implementation of Figure 7 is a ciMHF.

We now show that the evaluation function in Figure 7 of the dMHF in Figure 4 is a maximally hard ciMHF.

**Theorem 25.** Let $0 < \epsilon < 1$ be a constant and $k = \Omega(N^\epsilon)$. Then there exists a family $\mathcal{G}$ of $k$-restricted graphs with $\text{cc}(\mathcal{G}) = \Omega(N^2)$ that is amenable to shuffling. Moreover, there exists a negligible value $\delta = \text{negl}(N)$ such that $\text{cc}_\delta(\mathcal{G}) = \Omega(N^2)$.

**Proof.** Consider the evaluation function in Figure 7 of the dMHF in Figure 4. For the sake of completeness, the full implementation is also shown in Figure 9. Since the construction of Figure 4 is amenable to shuffling, then the evaluation algorithm is a ciMHF by Theorem 24. Finally by Theorem 21, $\text{cc}(\mathcal{G}) = \Omega(N^2)$.

In fact, Theorem 21 implies that for $G \in \mathcal{G}$ drawn uniformly at random and any pebbling strategy $S$, not only is $\mathbb{E}_{G \in \mathcal{G}} [\text{cc}(S,G)] = \Omega(N^2)$, but also $\text{cc}(S,G) = \Omega(N^2)$ with probability at least $1 - e^{N/k}$ for some constant $0 < c < 1$. Thus for $\delta = 1 - e^{N/k}$, we have $\text{cc}(S,\mathcal{G},\delta) = \Omega(N^2)$ for any pebbling strategy $S$ and so $\text{cc}_\delta(\mathcal{G}) = \Omega(N^2)$.

For the sake of completeness, we give the evaluation algorithm for the maximally hard ciMHF in Figure 9.
Computationally data-independent sequential evaluation algorithm \( \text{MHF.Eval}(x; R) \)

1. Let \( H \) be an arbitrary hash function and \( K = \text{Setup}(1^\lambda; R) \) be a hidden random permutation key for each computation of \( f_{G,H}(x) \), given the security parameter \( \lambda \) and random bits \( R \). Let \( k = \Omega(N^\epsilon) \).

2. Data-independent phase:
   a. \( G_1 = \text{grates}_{2N,\epsilon} \)
   b. \( G_2 = \text{superconc}(G_1) \)
   c. \( G_3 = \text{grates}_s(G_2) \), which has \( \alpha N \) total nodes, including \( 2N \) output nodes \( O = O_1 \cup \ldots \cup O_N \), where \( O_j = \left[ (\alpha - 2)N + 1 + 2ik, (\alpha - 2)N + 2(j + 1)k \right] \) for \( j \in \left[ \frac{N}{k} \right] \).
   d. Compute the label \( L_{G_3,H,x}(v) \) for each node \( v \in G_3 \).

3. Shuffling phase:
   a. Let \( G \) be the graph \( G_3 \) appended with \( N \) additional nodes, so that \( V = [(\alpha + 1)N] \), and edges \((i - 1, i)\) for each \( \alpha N + 1 \leq i \leq (\alpha + 1)N \).
   b. For each \( j \in \left[ \frac{N}{k} \right] \), shuffle the contents of \( O_j \):
      i. Let \( v_1, \ldots, v_{2k} \) be the vertices in \( O_j \).
      ii. Load the labels \( L_{G,H,x}(v_1), \ldots, L_{G,H,x}(v_{2k}) \) into cache.
      iii. Shuffle the positions of \( L_{G,H,x}(v_1), \ldots, L_{G,H,x}(v_{2k}) \) so that for each \( p \in [2k] \), \( L_{G,H,x}(v_p) \) is in the location that previously corresponded to \( L_{G,H,x}(v_q) \), where \( q = \text{Enc}(j \circ K, p) \), where \( \text{Enc} \) is a keyed pseudorandom permutation of \( 2k \).

4. Data-dependent phase:
   a. For each \( j \in \left[ \frac{N}{k} \right] \), initialize an array \( U_j \) such that for all \( 1 \leq \ell \leq 2k \), \( U_j[\ell] = \ell \).
   b. For each \( i = \alpha N + 1 \) to \( (\alpha + 1)N \):
      i. Let \( j \) and \( s \) be defined so that \( 1 \leq s \leq k \) and \( 1 \leq j \leq \frac{N}{k} \) given \( i = \alpha N + j + (s - 1) \frac{N}{k} \) and let \( m = L_{G,H,x}(i - 1) \mod 2k - s + 1 \).
      ii. Set \( r(i) = U_j[m] + (\alpha - 2)N + 1 + 2jk \) so that \( r(i) \in O_j \) and load \( L_{G,H,x}(r(i)) \).
         (Recall that the label of \( r(i) \) is actually located at the position where the label of node \( \text{Enc}(j \circ K, U[m]) \) was previously located prior to the shuffling.)
      iii. Load \( L_{G,H,x}(r(i)) \) and \( L_{G,H,x}(i - 1) \) and compute \( L_{G,H,x}(i) = H(i \circ L_{G,H,x}(r(i)) \circ L_{G,H,x}(i - 1)) \).
      iv. Let \( U_j[U_j[m]] = a \) and \( U_j[2k - s + 1] = b \). Then swap the values of \( U_j \) at \( U_j[m] \) and \( 2k - s + 1 \) so that \( U_j[U_j[m]] = b \) and \( U_j[2k - s + 1] = a \).

\( \textbf{Figure 9} \) Description of implementation of maximally hard ciMHF. Again note that each computation of \( f_{G,H}(x) \) requires as input random bits \( R \) to generate the leakage pattern.

### 6.2.2 Extension to Multiple Rounds

Finally, we show that our ciMHF implementation is robust to multiple rounds of leakage by considering a data independency game where an adversary is allowed to submit and observe multiple adaptive queries before outputting a guess for the hidden challenge bit \( b \). The game again consists of the phases \text{setup}, \text{challenge}, and \text{guess}, which are described as follows.
Adaptive data independency game for ciMHF:

setup In this phase, $A$ selects the security parameter $\lambda$ and sends it to $H$. $H$ then selects a random bit $b \in \{0, 1\}$.

challenge For each round $i = 1, 2, \ldots$, $A$ chooses two adaptive query messages $x_{i,0}$ and $x_{i,1}$ and sends the query messages to $H$. $H$ selects random coins $R_{i,0}, R_{i,1} \in \{0, 1\}^\lambda$ uniformly at random, and $H$ samples $\text{lp}_{i,0} \leftarrow \text{LP}(\text{MHF.Eval}(x_{i,0}; R_{i,0}))$ and $\text{lp}_{i,1} \leftarrow \text{LP}(\text{MHF.Eval}(x_{i,1}; R_{i,1}))$, and sends the ordered pair $(\text{lp}_{i,b}, \text{lp}_{i,1-b})$ to $A$. Note: $A$ can pick $x_{i+1,0}$ and $x_{i+1,1}$ adaptively after observing the response $(\text{lp}_{i,b}, \text{lp}_{i,1-b})$.

guess The game ends when the adversary $A$ outputs $b'$ as a guess for $b$. $A$ wins the game if $b = b'$.

As before, the advantage of the adversary to win the adaptive data independency game for ciMHF is:

$$Adv_{A,\text{MHF}} = \frac{1}{2} - \Pr[A(T) = b' : b = b']$$

where $T$ is the transcript $\{x_{i,0}, x_{i,1}, \text{lp}_{i,b}, \text{lp}_{i,1-b}\}$ and $\text{lp}_{i,j} = \text{LP}(x_{i,j}; \text{MHF.Eval}(x_{i,j}; R_{i,j}))$.

Definition 26. We say an evaluation algorithm MHF.Eval has $(t, \epsilon)$-single security if any attacker running in time $t$ has at most advantage $\epsilon$ in the data independency game. Similarly, we say an evaluation algorithm MHF.Eval has $(t, r, \epsilon)$-adaptive security if any attacker running in time $t$ and making $r$ queries has at most advantage $\epsilon$ in the adaptive data independency game.

We conclude by noting the following relationship between single security and adaptive security, thus implying the security of our evaluation function in Figure 7 of the dMHF in Figure 4 with respect to the adaptive data independency game.

Theorem 27. $(t, \epsilon)$-single security implies $(t - O(t \cdot \text{time(MHF.Eval)}), r, re)$-adaptive security.

Proof. Suppose that $A_{\text{adaptive}}$ violates $(t - O(t \cdot \text{time(MHF.Eval)}), r, re)$-adaptive security for the sake of contradiction. Without loss of generality we will assume that $A_{\text{adaptive}}$ outputs $b' \equiv b$ with probability greater than $\frac{1}{2} + r \epsilon$. We will use $A_{\text{adaptive}}$ to construct an attacker $A_{\text{single}}$ that violates $(t, \epsilon)$-single security.

We first define a sequence of $r$ hybrids in the adaptive data-independency game. In Hybrid $i$, the challenger $H$ picks bits $b, b_1, \ldots, b_{r-1}$ uniformly at random and sets $b_i = b, b_{i+1} = b, \ldots, b_r = b$. In round $j$ when the attacker $A_{\text{adaptive}}$ submits two strings $x_{i,0}$ and $x_{i,1}$, the challenger $H$ samples $\text{lp}_{j,0} \leftarrow \text{LP}(\text{MHF.Eval}(x_{j,0}; R_{j,0}))$ and $\text{lp}_{j,1} \leftarrow \text{LP}(\text{MHF.Eval}(x_{j,1}; R_{j,1}))$ and then responds with $(\text{lp}_{j,b}, \text{lp}_{j,1-b})$ instead of $(\text{lp}_{j,b}, \text{lp}_{j,1-b})$ i.e., the bit $b_i$ is used to permute the order of the responses in round $i$ instead of $b$.

Observe that in Hybrid 1, $b_1 = \ldots = b_r = b$, so that Hybrid 1 is equivalent to the actual adaptive independency game. Similarly, in Hybrid $r$, the bits $b_1, \ldots, b_r$ are all picked independently so that $A_{\text{adaptive}}$ working in Hybrid $r$ has no advantage i.e., the attacker guesses $b' = b$ correctly with probability at most $\Pr[b' = b \mid \text{Hybrid } r] = \frac{1}{2}$. We observe that the advantage of the attacker is

$$\Pr[b' = b \mid \text{Hybrid } 1] - \frac{1}{2} = \Pr[b' = b \mid \text{Hybrid } 1] - \Pr[b' = b \mid \text{Hybrid } r] = \Delta_2 + \ldots + \Delta_r$$

where $\Delta_i = \Pr[b' = b \mid \text{Hybrid } i - 1] - \Pr[b' = b \mid \text{Hybrid } i]$. By an averaging argument, we must have $\Delta_{i+1} > \epsilon$ for some $i < r$. The following observation will also be useful:

$$\Delta_{i+1} = \frac{1}{2} \Pr[b' = b \mid \text{Hybrid } i] - \frac{1}{2} \Pr[b = b' \mid \text{Hybrid } i + 1, b_i \neq b].$$
Reduction

We now define $A_{\text{single}}$ as follows: (1) $A_{\text{single}}$ simulates $A_{\text{adaptive}}$ along with the adaptive challenger $\mathcal{H}_{\text{adaptive}}$. $A_{\text{single}}$ generates random bits $b_1, \ldots, b_{t-1}$ and sets $b_{t+1} = \ldots = b_r = b''$ for another random bit $b''$. In each round $j \neq i$, when $A_{\text{adaptive}}$ outputs a query $x_{j,0}, x_{j,1}$, our attacker $A_{\text{single}}$ simply computes $l_{p_i,0} \leftleftarrows \text{LP}(\text{MHF.Eval}(x_{i,0}; R_{i,0}))$ and $l_{p_i,1} \leftleftarrows \text{LP}(\text{MHF.Eval}(x_{i,1}; R_{i,1}))$ and responds with $l_{p_i,b,i}, l_{p_i,1-b,i}$. When $A_{\text{adaptive}}$ outputs the query $x_{i,0}, x_{i,1}$ in round $i$, $A_{\text{single}}$ forwards this query to the challenger for the single stage challenger $\mathcal{H}_{\text{single}}$ and receives back $l_{p_i,b,i}, l_{p_i,1-b,i}$ for an unknown bit $b$ selected by $\mathcal{H}_{\text{single}}$. Finally, when $A_{\text{adaptive}}$ outputs a guess $b'$ (for $b''$) $A_{\text{single}}$ outputs the same guess $b'$ (for $b$).

Analysis

Notice that since $b''$ is just a bit selected uniformly at random and independent from $b$, then $\Pr[b' = b'' \mid b'' = b] = \Pr[b' = b'' \mid \text{Hybrid } \hat{i}]$. Then from the above observation, we have $\Pr[b' = b'' \mid b'' \neq b] = \Pr[b' = b'' \mid \text{Hybrid } i + 1, b_i \neq b''] = \Pr[b' = b'' \mid \text{Hybrid } \hat{i}] - 2\Delta_{i+1}$. It follows that $\Pr[b' = b'' \mid b'' = b] = \Pr[b' = b'' \mid b'' \neq b] = 2\Delta_{i+1}$. Thus, the probability that $A_{\text{single}}$ wins is

$$\Pr[b' = b] = \Pr[b' = b] \Pr[b' = b'' \mid b'' = b] + \Pr[b' = b'' \mid b'' \neq b] (1 - \Pr[b' = b'' \mid b'' \neq b])$$

$$= \frac{1}{2} + \Delta_{i+1} > \epsilon.$$

Furthermore, the running time of $A_{\text{single}}$ is at most $t$. This contradicts the assumption that the evaluation algorithm $\text{MHF.Eval}$ has $(t, \epsilon)$-single security. Therefore, $(t, \epsilon)$-single security implies $(t - O(r \cdot \text{time}(\text{MHF.Eval})), r, re)$-adaptive security.
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Abstract
Let $F$ be a multivariate function from a product set $\Sigma^n$ to an Abelian group $G$. A $k$-partition of $F$ with cost $\delta$ is a partition of the set of variables $V$ into $k$ non-empty subsets $(X_1, \ldots, X_k)$ such that $F(V)$ is $\delta$-close to $F_1(X_1) + \cdots + F_k(X_k)$ for some $F_1, \ldots, F_k$ with respect to a given error metric.

We study algorithms for agnostically learning $k$ partitions and testing $k$-partitionability over various groups and error metrics given query access to $F$. In particular we show that

1. Given a function that has a $k$-partition of cost $\delta$, a partition of cost $O(kn^2(\delta + \epsilon))$ can be learned in time $\tilde{O}(n^2 \text{poly} 1/\epsilon)$ for any $\epsilon > 0$. In contrast, for $k = 2$ and $n = 3$ learning a partition of cost $\delta + \epsilon$ is NP-hard.

2. When $F$ is real-valued and the error metric is the 2-norm, a 2-partition of cost $\sqrt{\delta^2 + \epsilon}$ can be learned in time $\tilde{O}(n^5/\epsilon^2)$.

3. When $F$ is $\mathbb{Z}_q$-valued and the error metric is Hamming weight, $k$-partitionability is testable with one-sided error and $O(kn^3/\epsilon)$ non-adaptive queries. We also show that even two-sided testers require $\Omega(n)$ queries when $k = 2$.

This work was motivated by reinforcement learning control tasks in which the set of control variables can be partitioned. The partitioning reduces the task into multiple lower-dimensional ones that are relatively easier to learn. Our second algorithm empirically increases the scores attained over previous heuristic partitioning methods applied in this context.
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1 Introduction

Divide-and-conquer methods rely on the ability to identify independent sub-instances of a given instance, such as connected components of graphs and hypergraphs. When these are not available one looks for partitions into loosely related parts like small or sparse cuts. These classic problems and their variants remain at the forefront of algorithmic research [6, 7, 16, 20, 24, 29].

We study the related problem of function decomposition: Given a multivariate function \( F(V) \) over \( n \) variables \( V = \{ x_1, \ldots, x_n \} \), we seek to partition the variables into \( k \) groups \( X_1, \ldots, X_k \) so that \( F \) decomposes into a sum \( F_1(X_1) + \cdots + F_k(X_k) \). In case an exact decomposition of this type is unavailable, we seek an approximate one under a suitable error metric. This algebraic partitioning question can be sensibly asked for any Abelian group. While some of our results are quite general, two particular cases of interest are addition over \( \mathbb{Z}_2 \) with respect to the Hamming metric and addition over reals with respect to the 2-norm.

As a multivariate function is an exponentially large object, it is sensible to model the input \( F \) to the partitioning problem as an oracle and allow query access to it. This departs from the common setup in (hyper)graph partitioning problems, where an explicit representation of the input is assumed to be available. While variable partitioning of real-valued functions under the 2-norm turns out to be closely related to hypergraph partitioning, the difference in input access models renders certain techniques developed for the latter (e.g., random contractions) inapplicable to our setting.

Our work is motivated by learning control variables in high-dimensional reinforcement learning control [25, 33, 34]. If the advantage function of the control variables can be partitioned into multiple lower-dimensional subsets, then these subsets of variables can be learned independently with a relatively easier Monte-Carlo sampling. This advantage function involves the estimates of a dynamic system, which is complex enough to not have an explicit representation available. The function is thus treated as an oracle as is in our access model. Sometimes it is natural to assume that the function should be almost decomposable; for example, if we seek to control two robots jointly performing a task, the variables controlling the respective robots are almost independent. (The robots may be collaborating so the decomposition might not be perfect.) In general, the dependencies are not known in advance but need to be learned from observed behavior. Some heuristic methods have been applied to control variable partitioning [23, 36] but not rigorously analyzed.

Our contributions

Our main results are algorithmic: We show that variable partitions can be learned agnostically. Let \( F(V) \) be a function from some product set to an Abelian group \( G \). A direct sum decomposition of \( F \) is a partition \( (X_1, \ldots, X_k) \) of the set of variables \( V \) such that \( F(V) = F_1(X_1) + \cdots + F_k(X_k) \) for some functions \( F_1, \ldots, F_k \). When the decomposition is imperfect, the decomposition error is measured by

\[
\delta(X_1, \ldots, X_k) = \min_{F_1, \ldots, F_k} \| F(X_1, \ldots, X_k) - F_1(X_1) - \cdots - F_k(X_k) \|,
\]

where \( \| \cdot \| : G \to \mathbb{R}^+ \) is a partial norm. The definition is given in Section 2; the main examples of interest are \( G = \mathbb{Z}_q \) under the Hamming metric \( \| F \| = \Pr[F(V) = 0] \) and \( G = \mathbb{R} \) under the \( p \)-norm \( \| F \|_p = \mathbb{E}[|F(V)|^p]^{1/p} \) for any \( p \geq 1 \) under some product measure. We seek an approximation of the best-possible partition, which minimizes the objective

\[
\delta_2(F) = \min_X \delta(X, X),
\]
for bipartition and
\[ \delta_k(F) = \min_{X_1, \ldots, X_k} \delta(X_1, \ldots, X_k). \] (3)
for k-partition. (For p-norms over \(\mathbb{R}\) we use the notations \(\|\cdot\|_{\mathbb{R},p}\), \(\delta_{\mathbb{R},2}(F)\), and \(\delta_{\mathbb{R},k}(F)\).)

**Theorem 1.** Let \(\|\cdot\|\) be either 1) \(\|\cdot\|_{\mathbb{R},p}\) assuming \(\|F\|_{\mathbb{R},2p} = O(1)\), or 2) the Hamming metric over \(\mathbb{Z}_q\). There is an algorithm that given parameters \(n, k, \varepsilon, \gamma\), and oracle access to \(F : \Sigma^n \to \mathbb{R}\) outputs a k-partition \(\mathcal{P}\) such that \(\delta(\mathcal{P}) \leq O(kn^2)(\delta_k(F) + \varepsilon)\) with probability at least \(1 - \gamma\). The algorithm makes \(O(K^p n^2 \log(n/\gamma)/\varepsilon^{3p})\) queries to \(F\) and runs in time linear in the number of queries, for an absolute constant \(K\).

This algorithm is closely related to the heuristic ones used in the aforementioned empirical studies. However, it only guarantees optimality up to an \(O(kn^2)\) approximation factor. While we do not know if an approximation factor of this magnitude is inevitable, in Proposition 17 we show that obtaining a solution with additive error is NP-hard. The proofs are given in Section 4.

In contrast, our second algorithm obtains an additive error for bipartitions of real-valued functions under the 2-norm:

**Theorem 2.** Let \(F : \Sigma^n \to \mathbb{R}\) be a function with \(\|F\|_{\mathbb{R},4} \leq 1\). There is an algorithm that given inputs \(n, \varepsilon, \gamma\), and oracle access to \(F\), runs in time \(O(n^3 \log(n/\gamma)/\varepsilon^2)\) and outputs a bipartition \((X, \overline{X})\) such that \(\delta_{\mathbb{R},2}(X, \overline{X})^2 \leq \delta_{\mathbb{R},2}(F)^2 + \varepsilon\) with probability at least \(1 - \gamma\).

More generally, we give evidence that it may be possible to output a \(\sqrt{2 - 2/k}\)-approximate k-partition in time \(\text{poly}(n^k, k, 1/\varepsilon)\) (Corollary 21). For unbounded \(k\) finding a good approximation is ETH hard (Corollary 19).

Theorem 2 and Corollary 19 are based on an equivalence between variable partitioning under the 2-norm and hypergraph partitioning given in Proposition 18. The results are described and proved in Section 5.

As a consequence of Theorem 1, the property of being close to a k-partition is testable with \(O(k^{2p} n^{2p+2}/\varepsilon^{2p})\) queries. The query complexity of the tester can be somewhat improved:

**Theorem 3.** k-partitionability is testable with one-sided error and \(O(kn^3/\varepsilon)\) non-adaptive queries with respect to Hamming weight over \(\mathbb{Z}_q\), and with \(O(k^{2p} n^3/\varepsilon^{2p})\) non-adaptive queries with respect to the p-norm over \(\mathbb{R}\) assuming \(\|F\|_{2p} \leq 1\).

In Section 6 we prove Theorem 3 and show that \(\Omega(n - k)\) queries are necessary even for two-sided error testers.

**Ideas and techniques.**

Our Theorem 1 is inspired by algebraic property testing techniques. The starting point is the dual characterization of partitionability into sets \((X, \overline{X})\) by the constraints \(D_F(X, Y) = 0\), where \(D_F = F(X, Y) - F(X', Y) - F(X, Y') + F(X', Y')\), for all assignments \(X, X'\) to \(X\) and
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Y, Y' to Y. David et al. [10] apply this relation to random inputs towards testing whether a \( \mathbb{Z}_2 \)-valued function \( F \) tensors decomposes into a direct sum. The acceptance probability of this test approximates the best decomposition to within a factor of 4 (Proposition 4).

Our partitioning algorithm estimates the dependence score \( \| D_F(x, y) \| \) on every pair of variables \( x, y \) (keeping the rest fixed) to decide whether they should be partitioned or not. Here, \( \| D_F \| \) is the probability that the test \( D_F = 0 \) fails for discrete groups like \( \mathbb{Z}_2 \). In general, it can represent any error metric satisfying the axioms in Section 2. The proof of Theorem 1 amounts to showing that a collection of single variable partitions \( (x, y) \in P \) for which the local scores \( \| D_F(x, y) \| \) are small can be glued together into a single \( k \)-partition \( P \) with a small global score.

When \( F \) is real-valued and error is measured under the 2-norm, variable partitioning has a natural geometric interpretation. Functions that depend on different coordinates are orthogonal modulo their constant term, so the optimal decomposition with respect to a fixed partition \( (X_1, \ldots, X_k) \) is given by the projection of \( F \) onto the respective subspaces of functions. This yields an equality between the distance and the dependence score (6) for bipartitions and a generalization to \( k \)-partitions (Proposition 8). Variable partitioning for functions is then equivalent to hypergraph partitioning of their orthogonal decompositions (Proposition 18), with the cost of cut \( (X, X) \) given by \( \frac{1}{4} \| D_F(x, y) \|^2 \).

This connection suggests the application of hypergraph partitioning algorithms that can be implemented with access to an approximate cut oracle\(^2\), leading to Theorem 2. On the negative side it reveals that approximately optimal partitions into a large number of components are hard to find (Corollary 19).

Application to reinforcement learning control

We plug our partitioning algorithm back to reinforcement learning control. In this setting, the oracle is real-valued and as we adapt the 2-norm we use the submodularity cut algorithm described in Theorem 2.

We compare empirically with three previous approaches: The baseline that does not involve partitioning [25, 35]; the baseline that trivially partitions \( n \) variables into \( n \) subsets [22, 36]; the work that partitions the variables heuristically [23]. The way [23] partitions the variables is to calculate the discrete estimate of the Hessian of the oracle. Then they remove from Hessian the elements with lowest absolute values, until it forms at least \( k \) connected components if the Hessian matrix is treated as the adjacency matrix.

The scores we attained on the tasks in the physics simulator are improved over these approaches, which is demonstrated in Section 7.

Relation to other learning and testing problems

A \( j \)-junta is a function that depends on at most \( j \) of its \( n \) variables. The problems of learning and testing juntas have been extensively studied [2, 4, 8, 9, 13, 26, 30]. While a \( j \)-junta is always \( (n - j + 1) \)-partitionable, the two problems are technically incomparable. Moreover, juntas are usually studied in the regime where the junta size \( j \) is significantly smaller than the number of variables \( n \) and are therefore partitionable into many (mostly trivial) components.

\(^2\)Several state-of-the-art algorithms for cuts in graphs and hypergraphs rely on random contractions [6, 17, 18]. In particular, Rubinstein et al. [29] showed that \( O(n) \) queries to an exact cut oracle and similar running time are sufficient to find the minimum cut. We do not know if comparable efficiency can be obtained with an approximate oracle.
In this work we are mostly interested in partitions into two or a small number of components. Nevertheless, this connection between juntas and partitionable functions is used to prove the testing lower bound in Section 6.

Dinur and Golubev [12] showed that the existence of decomposition with respect to a fixed $k$-partition (given as input) is testable with four queries and soundness error $\Omega(\delta)$. The case $k = 2$ was already analyzed by David et al. [10] (see Section 3).

2 Some additional definitions

Let $F(V)$ be a function from some product set to an Abelian group $G$. In general we will assume that the variables $V$ take values in some set $\Sigma$ endowed with a product measure which is efficiently sampleable. The quality of the partition $(X_1, \ldots, X_k)$ of $V$ is measured by $\delta(X_1, \ldots, X_k)$ given in (1), where $\| \cdot \| : G \to \mathbb{R}^+$ can be any functional satisfying the following three axioms:

1. $\|0\| = 0$;
2. $\|F_1 + F_2\| \leq \|F_1\| + \|F_2\|$;
3. $\mathbb{E}[\|F(X, \cdot)\| | X] \leq \|F\|$ for any set of variables $X$ of $F$.

Our goal is to approximately optimize $\delta_2(F)$ in (2) and $\delta_k(F)$ in (3).

Our algorithms are based on the following dependence estimator inspired by the rank-1 test of [10]. Let $X$ and $Y$ be two disjoint sets of variables. The dependence estimator $D_F(X, Y)$ is the random variable

$$D_F = F(X, Y, Z) + F(X', Y', Z) - F(X', Y, Z) - F(X, Y', Z)$$

where $X, X'$ are independent samples of the $X$ variable, $Y, Y'$ are independent samples of the $Y$ variable, and $Z$ is a random sample of the remaining variables. If $F$ decomposes into a direct sum that partitions the $X$ and $Y$ variables then $D_F$ equals zero. Conversely, $\|D_F\|$ measures the quality of the approximation.

In the analysis it will be convenient to use the notation $F \approx_\delta G$ for $\|F - G\|_p \leq \delta$. The following two facts are immediate consequences of axioms 2 and 3:

**Triangle inequality:** If $F \approx_\delta G$ and $G \approx_\delta H$ then $F \approx_\delta + \delta H$.

**Fixing:** If $F(X, Z) \approx_\delta G(X, Z)$ then $F(X, Z) \approx_\delta G(X, Z)$ for some fixed value $X$.

3 Estimating the quality of a partition

In this section we show that $\|D_F(X, Y)\|$ is an approximate estimator for the quality $\delta(X, Y)$ of a decomposition, namely

$$\delta(X, Y) \leq \|D_F(X, Y)\| \leq 4 \cdot \delta(X, Y). \quad (4)$$

The proof is given in Claims 5 and 6 below. As $\|D_F(X, Y)\|$ can be estimated efficiently from oracle access to $F$ (Claim 7), we obtain an algorithm for estimating the quality of a partition to within a factor of 4 in general, and exactly for the 2-norm over $\mathbb{R}$.

▷ Proposition 4. Let $\| \cdot \|$ be either 1) $\| \cdot \|_{\mathbb{R}, p}$ assuming $\|F\|_{\mathbb{R}, 2p} = O(1)$, or 2) the Hamming metric over $\mathbb{Z}_q$. There is an algorithm that given a bipartition $X, Y$ of the variables and parameters $\varepsilon, \gamma > 0$, outputs a value $\hat{\delta}$ such that

$$\delta(X, Y) \leq \hat{\delta} \leq 4 \cdot \delta(X, Y) + \varepsilon,$$

with probability at least $1 - \gamma$ from $Kp\log(1/\gamma)/e^{2p}$ queries to $F$ in time linear in the number of queries, for an absolute constant $K$. 
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The value of $\delta(X,Y)$ is known to be NP-hard to calculate exactly over $\mathbb{Z}_2$ under the Hamming metric given explicit access to the truth-table of $f$ [28]. Therefore some approximation factor is unavoidable for algorithms running in time polynomial in $n$ and $1/\varepsilon$ unless BPP is in NP. On the positive side Karpinski and Schudy [19] give a fully polynomial-time randomized approximation scheme for this special case. Their algorithm requires at least linear time but it is plausible that a sublinear-time variant can be obtained. However, it appears unrelated to the dependence score $D_F$ which plays an essential role in the results to follow.

The analysis of $D_F$ applies to any pair of disjoint subsets $X$, $Y$ that do not necessarily partition all the variables. In this more general setting distance is measured by the formula

$$\delta(X,Y) = \min_{A,B} \|F(X,Y,Z) - A(X,Z) - B(Y,Z)\|.$$  \hfill (5)

Claim 5 (Completeness of $D_F$). For all disjoint $X$, $Y$, $\|D_F(X,Y)\| \leq 4 \cdot \delta(X,Y)$.

Proof. By definition of $\delta(X,Y)$ there exists a decomposition of the form

$$F(X,Y,Z) = A(X,Z) + B(Y,Z) + D(X,Y,Z),$$

where $\|D(X,Y,Z)\| = \delta(X,Y)$. In the expansion of $D_F$ all the $A$ and $B$ terms cancel out, leaving

$$\|D_F(X,Y)\| = \|D(X,Y,Z) + D(X',Y',Z) - D(X,Y',Z) - D(X',Y,Z)\|$$

$$\leq \|D(X,Y,Z)\| + \|D(X',Y',Z)\| + \|D(X',Y,Z)\| + \|D(X',Y,Z)\|$$

$$= 4\delta(X,Y).$$

Soundness for Boolean functions under the uniform measure was proved by David et al. [10]. We reproduce their proof under a more general setting.

Claim 6 (Soundness of $D_F$). For all disjoint $X$, $Y$, $\delta(X,Y) \leq \|D_F(X,Y)\|$.

Proof. Let $\varepsilon = \|D_F(X,Y)\|$. Then

$$F(X,Y,Z) \approx_{\varepsilon} F(X,Y',Z) - F(X',Y,Z) - F(X',Y',Z).$$

We can fix values $X'$ and $Y'$ for which

$$F(X,Y,Z) \approx_{\varepsilon} F(X',Y',Z) - F(X,Y',Z) - F(X',Y',Z) = A(X,Z) + B(Y,Z),$$

where $A(X,Z) = F(X',Y',Z) - F(X,Y',Z)$ and $B(Y,Z) = F(X',Y,Z)$.

Proposition 4 now follows from inequality (4) and the following claim, which states that $\|D_F\|$ can be estimated by sampling in the cases of interest. See Appendix A for the proof.

Claim 7. Assuming $\|F\|_{\mathbb{R},2p} \leq 1$, the value $\|F\|_{\mathbb{R},p}$ can be estimated within $\varepsilon$ from $K^p \log(1/\gamma)/\varepsilon^{2p}$ (random) queries to $F$ in linear time with probability $1 - \gamma$ for some absolute constant $K$.

3.1 Exact partitioning under the 2-norm

Since computing the optimal partition is in general NP-complete, we do not expect to replace the inequalities in (4) with an equality. However, in the special case of real-valued functions with $\ell^2$-norm, the estimate becomes exact:

$$\|D_F(X,Y)\|_{\mathbb{R},2} = 2 \cdot \delta_{\mathbb{R},2}(X,Y).$$  \hfill (6)

This equality is a consequence of the following characterization of $\delta_{\mathbb{R},2}$, which applies more generally to $k$-partitions:
\textbf{Proposition 8.} Assuming $E[F] = 0$, the $k$-partition $F_i(X_i) = E[F|X_i]$ achieves the minimum for $\delta_{\mathbb{R},2}(X_1, \ldots, X_k)$.

In particular it follows that $\delta_{\mathbb{R},2}$ takes the value

$$\delta_{\mathbb{R},2}(X_1, \ldots, X_k) = E[(F - E[F|X_1] - \cdots - E[F|X_k])^2],$$

where $F = F - E[F]$. To derive identity (6) it remains to verify that when $k = 2$, the right-hand side of (7) is a quarter of $\|D_F\|^2$:

\textbf{Fact 9.} $\|D_F(X, Y)\|^2 = 4 \cdot E[(F - E[F|X] - E[F|Y])^2]$.

Armed with this fact we prove the proposition.

\textbf{Proof of Proposition 8.} First assume $F(X, Y)$ is bivariate. Let $A(X)$ be any function. The inequality $E[(E[F|X] - A(X))^2] \geq 0$ can be rewritten as

$$E[(F - E[F|X])^2] \leq E[(F - A(X))^2],$$

stating that the orthogonal projection of $F$ onto the subspace of functions that depend only on $X$ in 2-norm is $E[F|X]$.

Now let $F(X_1, \ldots, X_k)$ be $k$-variate. Assume $E[F] = 0$ and $E[F_i(X_i)] = 0$ for all $i$. Then $E[F_i(X_i)|X_j] = 0$ for all $i \neq j$. Applying inequality (8) for $k$ times in succession together with this fact, we obtain

$$E[(F - F_1(X_1) - \cdots - F_{k-1}(X_{k-1}) - F_k(X_k))^2]$$

$$\geq E[(F - F_1(X_1) - \cdots - F_{k-1}(X_{k-1}) - E[F - F_1(X_1) - \cdots - F_{k-1}(X_{k-1})|X_k])^2]$$

$$= E[(F - F_1(X_1) - \cdots - F_{k-1}(X_{k-1}) - E[F|X_k])^2]$$

$$\vdots$$

$$\geq E[(F - E[F|X_1] - \cdots - E[F|X_k])^2]$$

as desired. Finally, by orthogonality the optimal decomposition must satisfy $\sum E[F_i(X_i)] = 0$ so the assumption $E[F_i(X_i)] = 0$ can be made without loss of generality.

By orthogonality, equation (7) can also be written in the following forms:

$$\delta_{\mathbb{R},2}(X_1, \ldots, X_k) = E[F^2] - \sum_{i=1}^{k} E[F|X_i]^2$$

$$= E_X[F(X)^2] - \sum_{i=1}^{k} E_{X_i,X'}[F(X_{-i},X_i)F(X'_{-i},X_i)],$$

where $(X_{-i}, X_i)$ is the input whose $i$-th variable takes value $X_i$ and $j$-th variable takes value $X'_j$ for $j \neq i$. As all these terms can be efficiently estimated, we obtain the following algorithm for estimating the quality of a given $k$-partition:

\textbf{Proposition 10.} There is an algorithm that given a $k$-partition $X_1, \ldots, X_k$ of the variables and parameters $\epsilon, \gamma > 0$, outputs a value $\delta$ such that

$$|\delta^2 - \delta_{\mathbb{R},2}(X_1, \ldots, X_k)| \leq \epsilon,$$

with probability at least $1 - \gamma$ from $O(k \log(k/\gamma)/\epsilon^4)$ queries to $F$ in time linear in the number of queries.
4 Variable partitioning over general groups

In this section we present our first partitioning algorithm, which is general enough to work on any normed group $G$ assuming it is possible to efficiently estimate the quantity $\|D_F(\{x\}, \{y\})\|$.

The algorithm is based on the pairwise estimates of dependency over sets of single variables. The intuition behind the algorithm is that if the dependency between $x$ and $y$ is low, then these two variables should be assigned to different partitions. Therefore the algorithm keeps asserting such “in different partitions” for the pairs with lowest dependency estimates, until the $k$-partitioning can be clearly observed from the assertions.

This idea of the algorithm has been used in previous works in reinforcement learning control [23,36] in a heuristic way. Theorem 1 below shows that the algorithm outputs an $O(kn^2)$ approximation to the optimal partition in time polynomial in $n$, $k$, and $1/\varepsilon$.

Algorithm 1 Approximate partitioning via pairwise estimates.

1: Input: number of partitions $k$
2: Output: partition $P$
3: For every pair of variables $x, y \in V$, find estimate $\hat{e}(x, y)$ for $e(x, y) = \|D_F(\{x\}, \{y\})\|$;
4: Create a weighted graph with vertices $V$ and weights $\hat{e}(x, y)$;
5: Order the edges in increasing weight;
6: repeat
7: Remove the edge with the smallest weight;
8: until The graph has exactly $k$ connected components

Proposition 11. Assuming $e(x, y) \leq \hat{e}(x, y) \leq e(x, y) + \varepsilon$ for all $x$ and $y$,

$$\delta(P) \leq (8k - 10)n^2(4\delta_k(F) + \varepsilon).$$

If the estimates $\hat{e}(x, y)$ are obtained by empirical averaging, we obtain Theorem 1.

4.1 Proof of Proposition 11

For a partition $P$ of the variables, let $\Delta(P) = \sum \delta(\{x\}, \{y\})$, where the sum is taken over all pairs that cross the partition. We will deduce Theorem 1 from the following bound on $\delta(P)$.

Claim 12. For every $k$-partition $P$, $\delta(P) \leq (16k - 20)\Delta(P)$.

The following fact is immediate from the definitions of $\delta$. The proof of this claim is delayed to the end of this section.

Fact 13. For any partition $(U, \overline{U})$ such that $X \subseteq U$ and $Y \subseteq \overline{U}$, $\delta(X, Y) \leq \delta(U, \overline{U})$.

Now we prove the theorem, assuming the correctness of Claim 12.

Theorem 1. Let $\|\cdot\|$ be either 1) $\|\cdot\|_{\mathbb{R},p}$ assuming $\|F\|_{\mathbb{R},2p} = O(1)$, or 2) the Hamming metric over $\mathbb{Z}_q$. There is an algorithm that given parameters $n$, $k$, $\varepsilon$, $\gamma$, and oracle access to $F: \Sigma^n \rightarrow \mathbb{R}$ outputs a $k$-partition $P$ such that $\delta(P) \leq O(kn^2)(\delta_k(F) + \varepsilon)$ with probability at least $1 - \gamma$. The algorithm makes $O(Kp^2n^2 \log(n/\gamma)/\varepsilon^{2p})$ queries to $F$ and runs in time linear in the number of queries, for an absolute constant $K$. 
Proof of Theorem 1. By Claim 5 and Fact 13, all edges \((x, y)\) in the optimal partition must satisfy \(e(x, y) \leq 4\delta_2(F)\). By our assumption on the quality of the approximations,

\[
\hat{e}(x, y) \leq 4\delta_2(F) + \varepsilon. 
\]  

(11)

Since the algorithm removes edges in increasing order of weight, all the edges that cross the output partition \(P\) must also satisfy this inequality. Then

\[
\begin{align*}
\delta(P) &\leq (16k - 20) \Delta(P) \\
&\leq (16k - 20) \sum_{x, y \text{ cross } P} e(x, y) \\
&\leq (16k - 20) \sum_{x, y \text{ cross } P} \hat{e}(x, y) \\
&\leq (16k - 20) \sum_{x, y \text{ cross } P} 4\delta_2(F) + \varepsilon \\
&\leq (8k - 10)n^2 \cdot (4\delta_2(F) + \varepsilon).
\end{align*}
\]

The last inequality holds because there are at most \(n^2/2\) pairs of variables crossing the partition.

We first prove Claim 12 in the case \(k = 2\) of bipartitions. This is Claim 15 below. We use \(XX'\) to denote the union of the variable sets \(X\) and \(X'\).

\> Claim 14. For disjoint sets of variables \(X, X', Y\), \(\delta(XX', Y) \leq \delta(X, Y) + 2\delta(X', Y)\).

Proof. Assume that

\[
\begin{align*}
F(X, X', Y) &\approx_{\delta} A(X, X') + B(X', Y) \\
F(X, X', Y) &\approx_{\delta'} A'(X, X') + B'(X, Y).
\end{align*}
\]

By the triangle inequality,

\[
A(X, X') + B(X', Y) \approx_{\delta + \delta'} A'(X, X') + B'(X, Y).
\]

Fix \(X'(Z) = X'(Z)\). Writing \(C(X) = A(X, X') - A'(X, X')\) and \(D(Y') = B(X', Y')\) we get that

\[
B'(X, Y) \approx_{\delta + \delta'} C(X) + D(Y).
\]

By the triangle inequality (with the second equation), we get that

\[
F(X, X', Y) \approx_{\delta + 2\delta'} A'(X, X') + C(X) + D(Y). 
\]

\> Claim 15. For every bipartition \(X, \overline{X}\) of the variables, \(\delta(X, \overline{X}) \leq 4 \cdot \Delta(X, \overline{X})\).

Proof. By Claim 14,

\[
\delta(X \setminus \{x\}, \{y\}) \leq \delta(X \setminus \{x\}, \{y\}) + 2\delta(\{x\}, \{y\})
\]

for all \(X' \subseteq X \setminus \{x\}\) and \(y\). Applying this inequality iteratively we conclude that \(
\delta(X, \{y\}) \leq 2 \sum_{x \in X} \delta(\{x\}, \{y\})\). Also by Claim 14

\[
\delta(X, Y'(y)) \leq \delta(X, Y') + 2\delta(X, Y'(y)),
\]

so \(\delta(X, Y) \leq 2 \sum_{y \in Y} \delta(X, \{y\})\). Combining the two inequalities we obtain the desired conclusion.
4.2 Hardness of exact variable bipartitioning

In contrast to Theorem 1, finding the exact bipartition is NP-hard even when there are only three variables.

\[ \text{Proposition 17. For any } n \geq 3 \text{ there is no algorithm that outputs a bipartition of cost } \delta(F) + \varepsilon \text{ over } \mathbb{Z}_2 \text{ under Hamming distance in time polynomial in } |\Sigma|/\varepsilon \text{ with constant probability unless } \text{BPP is in NP}. \]

\[ \text{Proof. Assume such an algorithm } \text{BIPARTITION} \text{ exists. We show it can be used to solve the following problem: Given explicit functions } \{F_1, \ldots, F_{n-1}: \Sigma^2 \rightarrow G\}, \text{ find } i^* \text{ that minimizes } \delta(F_{i^*}) \text{ assuming this } i^* \text{ is unique, i.e. a function that has the smallest bipartition cost among the candidates.} \]
Let $F(x_1, \ldots, x_{n-1}, y) = F_1(x_1, y) + \cdots + F_{n-1}(x_{n-1}, y)$. The cost of the bipartition that splits $x_i$ from all other variables in $F$ is at most the cost of $F_i$, so $F$ has a bipartition of cost at least $\delta_2(F_i)$. We now argue that the cost of all other bipartitions is greater. In fact, any other bipartition must split $y$ from $x_i$ for some $i \neq i^*$. Assuming the cost of this partition is $\delta$, we must have

$$F(X, Y) \approx_\delta A(X) + B(Y),$$

where $x_i \in X$ and $y \in Y$. After fixing all variables except for $x_i$ and $y$ we obtain

$$F_i(x_i, y) \approx_\delta A(x_i, X_{-i}) + B(y, Y_{-i}) - \sum_{j \neq i} F_j(x_i, y).$$

This is a bipartition for $F_i$ so its cost is strictly greater than $\delta_2(F_i)$. Therefore the output of $\text{BIPARTITION}$ with oracle access to $F$ and $\epsilon = 1/|\Sigma|^2$ has the desired property.

Roth and Viswanathan [28] give an efficient reduction $R$ that maps a graph $G$ into a function $F$ such that if $G$ has a larger max-cut than $G'$ then $\delta_2(R(G)) < \delta_2(R(G'))$. By composing the two reductions we obtain an efficient algorithm for deciding which of two graphs has a larger maximum cut, which is an NP-hard problem. ▶

## 5 Partitioning real-valued functions under the 2-norm

The problem of partitioning real-valued functions under the 2-norm is closely related to the well-studied problem of hypergraph partitioning. To explain this connection we recall the Efron-Stein decomposition of real-valued functions over product sets. The Efron-Stein decomposition of a function $F: \Sigma^n \to \mathbb{R}$ (under some product measure) is the unique decomposition of the form

$$F(x) = \sum_{S \subseteq [n]} \hat{F}_S \cdot F_S(x),$$

where $\hat{F}_S$ are real coefficients and $F_S$ are functions satisfying the following properties:

1. $F_S$ depends on the variables in $S$ only;
2. $\mathbb{E}[F_S|x_{-i}] = 0$, where $x_{-i}$ is a fixing of all variables except the $i$-th one;

In particular, properties 1 and 2 imply that $\mathbb{E}[F_S F_T] = 0$ when $S \neq T$, and so $\mathbb{E}[F^2] = \sum_S \hat{F}_S^2$ by property 3.

\begin{proposition}
Given $F: \Sigma^n \to \mathbb{R}$, let $H$ be the hypergraph whose vertices are the variables of $F$ and whose hyperedges $S$ have weight $\hat{F}_S^2$ for every subset $S$. The cost of the $k$-cut $(X_1, \ldots, X_k)$ in $H$ equals $\delta_{\mathbb{R}, 2}(X_1, \ldots, X_k)^2$.
\end{proposition}

\begin{proof}
We may assume $\mathbb{E}[F] = 0$ and use expression (9) to evaluate $\delta_{\mathbb{R}, 2}$. The first term equals $\mathbb{E}[F^2] = \sum_S \hat{F}_S^2$. The rest of the terms have the form $\mathbb{E}[\mathbb{E}[F|X]]^2 = \mathbb{E}[F(X_{-I}, X_I)F(X_{-I}', X_I')]$ for subsets $I$ of variables. Plugging in the Efron-Stein decomposition of $F$ we have

$$\mathbb{E}[\mathbb{E}[F|X]]^2 = \sum_{S,T} \hat{F}_S \hat{F}_T \mathbb{E}[F_S(X_{-I}, X_I)F_T(X_{-I}', X_I)].$$

By property 2, the terms in the summation in which $S \neq T$ evaluate to zero. Among the rest, if the set $S$ contains any variable $i$ outside $I$ then

$$\mathbb{E}[F_S(X_{-I}, X_I)F_T(X_{-I}', X_I)] = \mathbb{E}[F_S(X_{-I}, X_I)\mathbb{E}[F_T(X_{-I}', X_I)|X, X_{-I}]]$$

ITCS 2020
and the inside expectation evaluates to zero by property 2. Therefore the only surviving terms are those where $S = T$ and $S \subseteq I$, from where
\[
\mathbb{E}[\mathbb{E}[F[X]]^2] = \sum_{S \subseteq I} \hat{F}_S^2.
\]

By (9),
\[
\delta_{R,2}(X_1, \ldots, X_k) = \sum_S \hat{F}_S^2 - \sum_{i=1}^k \sum_{S \subseteq X_i} \hat{F}_S^2 = \sum_S \hat{F}_S^2 - \sum_{S \not\subseteq X_i} \hat{F}_S^2.
\]

The last quantity is the desired value of the cost of $k$-cut in $H$.

When $\Sigma = \{-1, 1\}$ under uniform measure, the functions $F_S$ do not depend on $F$ and equal the Fourier characters $\chi_S(x) = \prod_{i \in S} x_i$, allowing us to embed instances of hypergraph partitioning into variable partitioning.

> **Corollary 19.** Assume there is an algorithm $A$ that given oracle access to $F : \{-1, 1\}^n \to \mathbb{R}$ under uniform measure outputs a $k$-variable partition of cost at most $C \cdot \delta_2(F) + \varepsilon$ in time $t(n, k, \varepsilon)$. Then given a hypergraph with $n$ vertices and $m$ hyperedges with a $k$-cut of value $\text{opt}$, it is possible to output a $k$-cut of value $C \cdot \text{opt}$ in time $\Omega(n^m)$.

Chekuri and Li [7] give a reduction from hypergraph $k$-cut to densest-$k$-subgraph. Manurangsi [24] shows that the latter is hard to approximate to within $O(n^{1/(\log \log n)^c})$ assuming the exponential-time hypothesis, implying inapproximability of the same order for $\delta_{R,2}(F)$.

On the positive side, Proposition 18 can be used to obtain variable partitioning algorithms from hypergraph partitioning ones. The conversion is not direct as hypergraph partitioning assumes explicit access to the hypergraph. Klimmek and Wagner [21] observed that submodularity of the hypergraph cut function $f(X) = \delta_{R,2}(X, \overline{X})^2$ allows for efficient minimization from exact oracle access. To derive Theorem 2 we extend the analysis to approximate oracle access.

The following proposition is an analysis of Queyranne’s symmetric submodular minimization algorithm [27] for an approximate input oracle. We say $g$ is $\varepsilon$-submodular if $g(XYZ) - g(XZ) - g(YZ) + g(Z) \leq \varepsilon$ for all disjoint subsets $X, Y, Z$.

> **Proposition 20 (Queyranne’s algorithm with an approximate oracle).** There is an algorithm that given oracle access to a symmetric $\varepsilon$-submodular $g$, makes $O(n^3)$ oracle queries and outputs a nontrivial subset $X$ such that $g(X)$ is within $\varepsilon/2$ of the minimum of $g$.

> **Theorem 2.** Let $F : \Sigma^n \to \mathbb{R}$ be a function with $\|F\|_{\mathbb{R}, 4} \leq 1$. There is an algorithm that given inputs $n$, $\varepsilon$, $\gamma$, and oracle access to $F$, runs in time $O(n^3 \log(n^3) / \varepsilon^2)$ and outputs a bipartition $(X, \overline{X})$ such that $\delta_{R,2}(X, \overline{X})^2 \leq \delta_{R,2}(F)^2 + \varepsilon$ with probability at least $1 - \gamma$.

**Proof of Theorem 2.** By Proposition 10, $\delta_{R,2}(X, \overline{X})^2$ can be estimated to within error $\varepsilon/Kn$ with $O(\log(n^3)/n^3/\varepsilon^2)$ queries to $F$ with probability $1 - K\gamma/n^3$ for any constant $K$. This estimator implements an $\varepsilon/2n$-approximate oracle to $\delta_{R,2}(X, \overline{X})^2$ with probability $1 - \gamma$ with respect to an algorithm that makes at most $Kn^3$ queries. In particular, with probability $1 - \gamma$, the output of the oracle is $\varepsilon/2n$-close to the value of the submodular function $\delta_{R,2}$ at all points queried by Queyranne’s algorithm and also at the minimum of $\delta_{R,2}^2$. Since from the algorithm’s perspective it is interacting with a symmetric $\varepsilon/n$-submodular function $g$, it outputs a partition such that $g(X, \overline{X})$ is within $\varepsilon/2$ of the minimum of $g$. By the triangle inequality, $\delta_{R,2}(X, \overline{X})^2$ is within $\varepsilon/2 + 2\varepsilon/4n \leq \varepsilon$ close to the minimum of $\delta_{R,2}^2$. ▶
Saran and Vazirani’s approximation algorithm for multiway k-cut (with fixed terminals) can be viewed as a reduction from multiway k-cut to multiway 2-cut. The reduction works given access to approximate s-t-cut oracles, where s and t are designated terminals that must be split by the cut. The corresponding cut function \( \delta_{R,2}(sX, tX) \), where \((X, \overline{X})\) is now a partition of \( V - s, t \), is still submodular but no longer symmetric. We believe that an analogue of Proposition 20 for general (non-symmetric) submodular minimization \([14, 15]\) should hold, but were unable to verify the claim. We state the extension of Theorem 2 to \( k \)-partitions as a conditional result.

**Corollary 21.** Assume that a \( \epsilon \)-approximate minimum of an \( n \)-variate function \( f \) that is \( \text{poly}(\epsilon/n) \)-close to submodular on every input can be found in time \( \text{poly}(n/\epsilon) \) given oracle access to it. Then there is an algorithm that given inputs \( k, \epsilon \) and oracle access to a function \( F \) such that \( ||F||_{R,4} \leq 1 \) runs in time \( k^2 n^4 \text{poly}(n/\epsilon) \log(1/\gamma) \) and outputs a \( k \)-partition \( P \) such that \( \delta_{R,2}(P)^2 \leq (2 - 2/k) \delta_{R,2}(F)^2 + \epsilon \) with probability \( 1 - \gamma \).

It remains to prove Proposition 20.

**Claim 22.** Let \( g \) be \( \epsilon \)-submodular. Assume there exists \( x \in W \) such that for all \( Y \subseteq W \setminus x \) and \( u \not\in W \),

\[
g(W) + g(u) \leq g(W \setminus Y) + g(Y \cup) + \delta.
\]

If \( x' \) maximizes \( g(Wu) - g(u) \) among all \( u \not\in W \) then

\[
g(Wx') + g(u) \leq g(W \setminus Y) + g(Yu) + (\delta + \epsilon).
\]

**Proof.** Let \( x \not\in Y \) then

\[
g(Wx') + g(u) \leq (g(W) - g(W \setminus Y) + g(Wx' \setminus Y)) + g(u) + \epsilon \quad \text{by } \epsilon\text{-submodularity}
\]

\[
= g(Wx' \setminus Y) + (g(W) - g(W \setminus Y) + f(u)) + \epsilon
\]

\[
\leq g(Wx' \setminus Y) + g(Yu) + (\delta + \epsilon) \quad \text{by inductive hypothesis.}
\]

Otherwise, \( x \not\in W \setminus Y \) and

\[
g(Wx') + g(u) \leq g(Wu) + g(x') \quad \text{by optimality of } x'
\]

\[
\leq (g(W) - g(Y) + g(Yu)) + g(x') + \epsilon \quad \text{by } \epsilon\text{-submodularity}
\]

\[
= (g(W) + g(x') - g(Y)) + g(Yu) + \epsilon
\]

\[
\leq g(Wx' \setminus Y) + g(Yu) + (\delta + \epsilon) \quad \text{by inductive hypothesis.} \quad \Box
\]

**Proof of Proposition 20.** Queyranne’s algorithm \( Q^0 \) is recursive. If \( n = 2 \) the unique partition is output. Otherwise, starting from an arbitrary singleton set \( W_1 \), the algorithm sets \( W_{i+1} = W_i x_i \), where \( x_i \) maximizes \( g(W_i u) - g(u) \) among all \( u \not\in W_i \). The algorithm then contracts the elements \( x_i-1 \) and \( x_n \) into \( x_{n-1} x_n \) and outputs the smaller value of \( Q^0(x_1, \ldots, x_{n-2}, x_{n-1} x_n) \) and \( g(x_n) \).

We prove by induction on \( n \) that the output of \( Q^0 \) is \((n-1)\epsilon/2\)-close to the minimum of \( g \). The base case \( n = 2 \) is clear. Now assume this is true for inputs of size \( n - 1 \). If the minimum partition of \( g \) doesn’t split \( x_{n-1} \) and \( x_n \) then the claim follows by inductive assumption.

Otherwise, we show that \( g(x_n) \) is within \((n-1)\epsilon/2\)-close to the minimum of \( g \). Applying Claim 22 iteratively to the sets \( W_1, \ldots, W_{n-1} \), we conclude that

\[
g(W_{n-1}) + g(x_n) \leq g(W_{n-1} \setminus Y) + g(Yx_n) + (n-1)\epsilon
\]
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for all $Y$ that do not contain $x_n$ and $x_{n-1}$. Applying symmetry this inequality can be rewritten as $g(x_n) \leq g(x_n Y) + (n-1)\varepsilon/2$. As $x_{n-1}$ and $x_n$ are split in the optimal solution it must be of type $x_n Y$ for some $Y$ excluding $x_{n-1}$, so $g(x_n)$ is $(n-1)/2\varepsilon$ close to the minimum as desired.

6 Testing partitionability

As a consequence of Theorem 1, $k$-partitionability is testable with $\tilde{O}(k^{2p} n^{4p+2}/\varepsilon^{2p})$ queries. The yes instances are inputs with $\delta_k(F) = 0$; the no instances are inputs with $\delta_k(F) > \varepsilon$. The query complexity of Theorem 3 can be obtained by the improved analysis that follows. To simplify notation we only prove the theorem for the Hamming weight over $\mathbb{Z}_q$ and describe the change necessary for $p$-norms over $\mathbb{R}$.

Algorithm 2 Tester for $k$-partitionability.

1: Create an empty undirected graph $G$ with vertex set $V$.
2: for $O(kn/\varepsilon)$ times do
3:   for For every pair of distinct variables $x, y \in V$ do
4:     Choose random $x, y, x', y', Z$
5:     If $F(x, y, Z) + F(x', y', Z) \neq F(x, y', Z) + F(x', y, Z)$ create the edge $\{x, y\}$ in $G$.
6:   end for
7: end for
8: Accept if the graph has at least $k$ connected components.

We will need the following fact:

Fact 23. If $p_1, \ldots, p_n$ are probabilities such that $\sum p_i \geq \varepsilon$ then $1 - \prod (1 - p_i) \geq \varepsilon - O(\varepsilon^2)$.

Proof. Using the inequality $1 - p \leq e^{-p}$ and the second-order estimate $e^{-x} = 1 - x + O(x^2)$, we have

$$\prod (1 - p_i) \leq \prod e^{-p_i} = e^{-\sum p_i} \geq e^{-\varepsilon} = \varepsilon - O(\varepsilon^2).$$

Theorem 3. $k$-partitionability is testable with one-sided error and $O(kn^3/\varepsilon)$ non-adaptive queries with respect to Hamming weight over $\mathbb{Z}_q$, and with $O(k^{2p} n^{3}/\varepsilon^{2p})$ non-adaptive queries with respect to the $p$-norm over $\mathbb{R}$, assuming $\|F\|_{2p} \leq 1$.

While in this work we are mainly interested in small values of $k$, in the extreme case when $k = n$ the partition is unique and the property is testable with $O(1/\varepsilon)$ queries by the result of Dinur and Golubev [12].

Proof of Theorem 3. The connected components of $G$ are always contained in the partition components of $F$, so if $F$ is $k$-partitionable the tester always accepts. We argue that with constant probability, all bipartition of $F$ satisfying $\delta(X, \overline{X}) \geq \varepsilon$ cross an edge in $G$.

If $F$ is $\varepsilon$-far from $k$-partitionable, by Claim 12 $\Delta(P) = \Omega(\varepsilon/k)$ for all $k$-partitions $P$. As every $k$-cut can be coarsened into a 2-cut of at least half the weight, every $k$-partition can be coarsened into a bipartition such that $\Delta(X, \overline{X}) = \Omega(\varepsilon/k)$. We now argue that with constant probability, all such heavy bipartitions $(X, \overline{X})$ are crossed by an edge in $G$, so no $k$-partition is likely to survive in $G$.

Assume $\Delta(X, \overline{X}) = \sum_{x \in X, y \in X} \|D_F(x, y)\| = \Omega(\varepsilon/k)$. As $\|D_F(x, y)\|$ is the acceptance probability of the test in line 5, by Fact 23 in any given iteration of the outer loop 3 at least one of these edges will appear in $G$ with probability $\Omega(\varepsilon/k)$. (For $p$-norms over $\mathbb{R}$,}
\[ \|D_F(x, y)\| \] is an expectation that takes \( O((\varepsilon/k)^{2^p}) \) queries to estimate.) After \( O(kn/\varepsilon) \) iterations the probability that the cut survives is less than \( 2^{-n} \). By a union bound the probability that any heavy cut survives is at most half. \hfill ▪

It is not difficult to see that \( n \) queries are required for one-sided error testers when \( k \) equals 2 as the relevant constraints span an \( n \)-dimensional space. We show that a linear dependence on \( n \) is necessary for two-sided error testers as well. Proposition 24 shows a general \( \Omega(n) \) lower bound for functions over finite domains (with uniform measure) valued over finite groups under the Hamming metric. Proposition 25 shows that \( \Omega(n) \) non-adaptive queries are necessary for functions from \( \mathbb{R}^n \) to \( \mathbb{R} \) under the 2-norm.

**Proposition 24.** Testing 2-partitionability for functions \( F: \mathbb{Z}_q^n \rightarrow G \) for a finite group \( G \) under uniform measure and Hamming metric requires \( \Omega(n-k) \) queries even for constant \( \varepsilon \).

For simplicity of notation we present the proof in the case \( q = 2 \) and \( G = \mathbb{Z}_2 \). The proof is closely related to Chockler and Gutfreund’s lower bound for testing juntas [9].

**Proof.** Let \( R: \mathbb{Z}_2^n \rightarrow \mathbb{Z}_2 \) be a random function and \( P: \mathbb{Z}_2^{n-1} \rightarrow \mathbb{Z}_2 \) be a function that depends on all but a random hidden input coordinate \( I \). First we argue that \( \delta_2(R) = \Omega(1) \) with high probability. For this it is sufficient to argue that \( \|D_R(X, Y)\| = \Omega(1) \) for every partition \((X, Y)\). By definition \( \|D_R(X, Y)\| \) is the average value of \( \Omega(2^n) \) indicator values for events of the type \( R(x, y) + R(x', y') - R(x', y) - R(x, y') = 0 \). These events have probability half each and are pairwise independent, so by Chebyshev’s inequality the probability that the \( \|D_R(X, Y)\| \) is sub-constant is \( \Omega(2^{-2n}) \). Taking a union bound over all \( 2^n \) bipartitions it follows that \( \|D_R(X, Y)\| = \Omega(1) \) with probability at least \( 1 - \Omega(2^{-2n}) \).

To complete the proof, it is sufficient to argue that with high probability any \( Q \) queries to \( P \) reveal independent random bits. Consider the subspace of \( \mathbb{Z}_2^Q \) spanned by the \( Q \) queries (or the submodule of \( \mathbb{Z}_2^Q \) if \( q \) is not a prime). This vector space has dimension at most \( Q \), so it can contain at most \( Q \) of the elementary basis vectors \( e_1, \ldots, e_n \). However, unless it contains \( e_I \) for the hidden coordinate \( I \), no two queries differ in a single coordinate and all answers are independent random bits. Since \( I \) is uniformly random the probability that \( P \) and \( R \) can be distinguished is at most \( Q/n \). By a union bound the distinguishing advantage of the tester is at most \( \Omega(2^{-n}) + Q/n \), which is subconstant unless \( Q = \Omega(n) \). \hfill ▪

It was pointed out to us by Guy Kindler that the proof of Proposition 24 to functions from \( \mathbb{R}^n \) to \( \mathbb{R} \) say under Gaussian measure by considering the functions \( R_g \) and \( P_g \) given by \( F_g(x_1, \ldots, x_n) = f(\text{sign } x_1, \ldots, \text{sign } x_n) \) where the sign is interpreted as a Boolean value. This example is somewhat unnatural because the functions are discontinuous. The following proposition shows that testing still requires \( \Omega(n) \) non-adaptive queries even for highly smooth functions.

**Proposition 25.** Testing 2-partitionability non-adaptively for quadratic functions from \( \mathbb{R}^n \) to \( \mathbb{R} \) under the 2-norm requires \( \Omega(n) \) queries under any measure with zero mean and unit variance and bounded third and fourth moments.

We need the following claim about distinguishing linear functions of normal random variables.

**Claim 26.** Let \( Z_1, \ldots, Z_n \) be independent standard normal random variables, \( F(x) = \sum_{i=1}^n Z_i x_i \) and \( F'(x) = \sum_{i \in S} Z_i x_i \) where \( S \subseteq [n] \) is a random subset of size \( s \). For any \( q \) queries \( x^1, \ldots, x^q \in \mathbb{R}^n \), \((F(x^1),\ldots,F(x^q))\) and \((F'(x^1),\ldots,F'(x^q))\) are \( O(qs/(n-s+1)) \)-statistically close.
Proof. It is sufficient to prove the claim for $|S| = n - 1$ and apply the triangle inequality. By convexity it is sufficient to upper bound the expected statistical distance averaged over the choice of the index $i$ that is omitted from $S$. For fixed $i$, since the queried functions are linear, without loss of generality we may assume that the queries $x^1, \ldots, x^n$ are orthonormal. Let $X$ be the $q \times n$ matrix whose rows are the queries $x^1, \ldots, x^n$, and $X_{-i}$ be the submatrix obtained by removing the $i$-th column. The desired statistical distance is then within a constant factor of $\| (X^T X)^{-1} (X^T X_{-i}) - I \|_F$, where $\| \cdot \|_F$ is the Frobenius norm [1]. By orthonormality we obtain that $\| (X^T X)^{-1} (X^T X_{-i}) - I \|_F = \| x^i \|_2^2$. Averaging over $i$, the desired statistical distance is at most $O(E_q \| x^i \|_2^2) = O(q/n)$. ▷

Proof of Proposition 25. Let $F(x) = n^{-1} \sum_{j \neq k} Z_{jk} x_j x_k$, where $Z_{jk}$ are independent standard normal random variables. Let $F'(x) = n^{-1} \sum_{j,k,i} Z_{jk} x_j x_k$, where $i$ is chosen at random from $[n]$. By standard concentration inequalities both $\| F \|_4$ and $\| F' \|_4$ are constant with high probability. By Claim 26, the answers to any $q$ non-adaptive queries to $F$ and $F'$ are $O(q/n)$-statistically close.

It remains to argue that $F$ is $\Omega(1)$-far from 2-partitionable. For a fixed bipartition $(S, T)$ of $[n]$, by Claim 26 the cost of $F$ is $n^{-1} \sum_{j,k \in S, k \in T} Z_{jk}^2$. Therefore the average cost (over the randomness of $F$) is $|S| |T|/n$. By Chernoff bound the cost is at least $\Omega(|S| |T|/n) = \Omega(1)$ with probability $1 - \exp(-\Omega(|S| |T|))$. Taking a union bound over all $2^{n-1}$ possible bipartitions we conclude that $F$ is $\Omega(1)$-far from 2-partitionable with probability $1 - \exp(-\Omega(n))$. ▶

If Claim 26 extends to adaptive queries, so would Proposition 25.

### 7 Applications to reinforcement learning control

In this section we discuss the application of variable partitioning algorithms given real-valued oracle and the 2-norm measure. The set $X$ of variables to be partitioned corresponds to the set $a$ of control variables (the action), while the oracle $F$ corresponds to the advantage function $A$. While the control task is achieved by a series of actions, the advantage function describes how much one single action in the series can affect the final objective. In general, this function is complex enough so explicit representation is not available. Instead, it is usually estimated by Monte-Carlo sampling of the action series or by function approximation, where in either case it is sensible to treat the function as an oracle.

In a reinforcement learning control task, the objective is to control the action $a$ so as to maximize the expected cumulative reward over time $t$. The advantage function $A'(\cdot, a)$ describes the marginal gain of such an objective of an action $a = a_t$ at time $t$. This function can be estimated by Monte-Carlo sampling of the actions $a_t, a_{t+1}, \ldots$, or by function approximation. In either of the cases it is sensible to treat the function as an oracle when using it to partition the variables.

We compare empirically with three previous approaches. The first approach is a standard approach proposed by Williams [33,35] and later improved by Mnih et al. [25] and Schulman et al. [32]. These approaches learn reinforcement learning control without considering the possible partitioning of the advantage function. The second approach is to trivially partition $n$ variables into $n$ subsets [22,36]. This causes a large partition error which induces bias in the learning update. The third baseline partitions the variables heuristically [23]. In their method the Hessian matrix of the advantage function is first calculated using a discrete gradient method. Then this Hessian matrix is treated as an adjacency matrix of a graph, by the heuristic that two independent variables have a zero element in Hessian. Then elements are removed from Hessian, from those with the lowest absolute values, until the graph has at least $k$ connected components. This algorithm shares some similar intuition with our first algorithm.
The rest of this section will introduce the preliminaries of how this partition may be used in reinforcement learning, and then demonstrate the comparison of scores attained in the experiments.

7.1 Reinforcement learning control and policy gradient

We consider a reinforcement learning task described by a discrete-time Markov decision process (MDP), denoted as the tuple $(S, A, T, r, \rho_0, \beta)$. That includes $S \in \mathbb{R}^m$ the $m$ dimensional state space, $A \in \mathbb{R}^n$ the $n$ dimensional action space, $T : S \times A \times S \rightarrow \mathbb{R}^+$ the environment transition probability function, $r : S \times A \rightarrow \mathbb{R}$ the reward function, $\rho_0$ the initial state distribution and $\beta \in [0, 1]$ the unnormalized discount factor. Here $n$ is the number of the control variables, which is consistent with the dimension of the input oracle. A (stochastic) policy is a function $\pi : S \times A \rightarrow \mathbb{R}_+$ that outputs a distribution over $A$ on any given state $s \in S$. The objective of reinforcement learning is to learn a policy $\pi$ such that the expected cumulative reward $J(\theta) = \mathbb{E}_{s_0 \sim \rho_0, a_0 \sim \pi(s_0)}[\sum_{t=0}^{\infty} \beta^t r(s_t, a_t)]$, is maximized, where $\rho_\pi(s) = \sum_{t=0}^{\infty} \beta^t \mathbb{P}(s_t = s)$. Since $\pi$ is in a functional space, the problem is commonly relaxed to find over the space of parameterized functions the policy, such as the space of neural networks. When the policy is parameterized we denote it as $\pi_\theta$.

Advantage actor-critic (A2C), a standard approach in policy optimization [25, 32], estimates the gradient of the policy $\nabla_\theta J(\theta)$. According to the policy gradient theorem [35], this gradient can be estimated by $\nabla_\theta J(\theta) = \mathbb{E}_{s \sim \rho_0, a \sim \pi(s)}[\nabla_\theta \log \pi(a|s)A^\pi(s, a)]$, where $A^\pi(s, a)$ is the advantage function of $s, a$, and policy $\pi$. Here $A^\pi(s, a)$ is defined as $A^\pi(s, a) = Q^\pi(s, a) - V^\pi(s)$, where $Q^\pi(s, a) = \mathbb{E}_\pi[\sum_{t=1}^{\infty} \beta^{t-1} r(s_t', a_t')|s = s_t, a = a_t, \pi]$ is the action-state value function and $V^\pi(s) = \mathbb{E}_{a \sim \pi(a|s)}[Q^\pi(s, a)]$ the state-value function.

It is shown later in [36] and [23], that an alternative estimator

$$\nabla_\theta J(\theta) = \sum_{j=1}^{k} \mathbb{E}_{\pi(a_{(j)}|s)}[\nabla_\theta \log \pi(a_{(j)}|s)[A^\pi(s, a_{(j)})]],$$

may induces a lower variance. The condition that this estimator holds is that the advantage function can be approximately partitioned into $k$ parts correspondingly:

$$A^\pi(s, a) = A^\pi_1(s, a_{(1)}) + \cdots + A^\pi_k(s, a_{(k)}) + U(s, a)$$

for some state $s$ the estimation takes place, where $U(s, a)$ the partition error is expected to be small for the estimator to be accurate.

The learning is an iterative process that takes $N$ updates by the gradient $\nabla_\theta J(\theta)$ while the $k$-partition is computed every $N/N_1$ iterations. Every run of the partitioning algorithm outputs the disjoint subsets $a_{(1)}, \ldots, a_{(k)}$, which is then used by (12) for $N_1$ iterations. It is worth note that our algorithm has a complexity of $O(N_1 n^2)$, which is negligible in reinforcement learning. As the Monte-Carlo estimation of $\nabla_\theta J(\theta)$ requires a complete trial of the task (for example, play a game for an entire episode), which involves the interaction of a complex system.

7.2 Experiments

We compare our first algorithm (called pairwise estimates - PE) and our second algorithm (called submodular minimization - SM) with the aforementioned existing approaches. A2C [25] is the baseline approach in reinforcement learning who does not leverage variable partition. It uses control variates (CV) as the primary variance reduction technique. Other methods [23,36]
partition the control variable so as to reduce the variance in the Monte-Carlo estimation by Rao-Blackwellization (RB) [5]. For the discussion on variance reduction we refer the readers to the paper cited above. The comparisons are summarized below

Table 1 Comparisons of our algorithms with previous ones.

<table>
<thead>
<tr>
<th>PG estimator</th>
<th>Variance reduction</th>
<th>Heuristics</th>
<th>Partitioning</th>
<th>Guarantees</th>
<th>Limits</th>
</tr>
</thead>
<tbody>
<tr>
<td>A2C [25]</td>
<td>CV</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
| Wu et al. [36]        | CV & RB            | yes        | greedy       | no         | $k = n$
| Li and Wang [23]      | CV & RB            | yes        | greedy       | no         | no     |
| PE (our first)        | CV & RB            | no         | greedy       | $\mathcal{O}(kn^2)$ | no     |
| SM (our second)       | CV & RB            | no         | optimal      | almost opt | no     |

Now we study the performance in terms of both the correctness and the optimality on graph cuts on weighted graphs. Correctness notes the number of times the algorithm outputs exactly the optimal partition, while optimality describes the average of the ratio of the partition error and the optimal partition error, over all the independent runs. This will illustrate the difference between greedy-based algorithms like [23] and our first algorithm, and submodular minimization based algorithms like our second algorithm. Note that submodular minimization always finds the optimal partition.

Table 2 Performance of the greedy algorithm on variable partition.

<table>
<thead>
<tr>
<th>#Nodes n</th>
<th>n = 5</th>
<th>n = 10</th>
<th>n = 20</th>
<th>n = 40</th>
<th>n = 100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Submodular</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Greedy (correctness)</td>
<td>7753</td>
<td>5651</td>
<td>2929</td>
<td>1251</td>
<td>400</td>
</tr>
<tr>
<td>Greedy (optimality)</td>
<td>1.060</td>
<td>1.203</td>
<td>1.408</td>
<td>1.352</td>
<td>1.250</td>
</tr>
</tbody>
</table>

Then Table 3 compares the partitioning algorithms when the oracle is a quadratic function $a^T H_0 a$ for some random $H_0$. In this case our second algorithm SM also incurs an error per Theorem 2, but the error in practice is shown to be small enough. It has constantly the best empirical performance in both correctness and optimality.

Since we only replaced heuristic partitioning with our partitioning algorithm in reinforcement learning, it is reasonable that our more accurate partitions will improve reinforcement learning.

Table 3 Comparisons of the algorithms on variable partition.

<table>
<thead>
<tr>
<th>#Nodes n</th>
<th>n = 5</th>
<th>n = 10</th>
<th>n = 20</th>
<th>n = 40</th>
<th>n = 100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li and Wang [23] (correctness)</td>
<td>7553</td>
<td>5651</td>
<td>2929</td>
<td>1251</td>
<td>400</td>
</tr>
<tr>
<td>PE (correctness)</td>
<td>7709</td>
<td>6108</td>
<td>4001</td>
<td>2020</td>
<td>918</td>
</tr>
<tr>
<td>SM (correctness)</td>
<td>9896</td>
<td>9630</td>
<td>9243</td>
<td>8193</td>
<td>6802</td>
</tr>
<tr>
<td>Li and Wang [23] (optimality)</td>
<td>1.150</td>
<td>1.281</td>
<td>1.508</td>
<td>1.501</td>
<td>1.290</td>
</tr>
<tr>
<td>Wu et al. [36] (optimality)</td>
<td>9.049</td>
<td>13.54</td>
<td>20.96</td>
<td>34.42</td>
<td>72.55</td>
</tr>
<tr>
<td>PE (optimality)</td>
<td>1.075</td>
<td>1.277</td>
<td>1.452</td>
<td>1.400</td>
<td>1.281</td>
</tr>
<tr>
<td>SM (optimality)</td>
<td>1.020</td>
<td>1.028</td>
<td>1.101</td>
<td>1.110</td>
<td>1.025</td>
</tr>
</tbody>
</table>
Finally we plug our algorithms into reinforcement learning control, replacing the partitioning steps in [23]. The tasks we are testing on are standard tasks in reinforcement learning by the MuJoCo physics simulator. This includes training a simplified model of ant, cheetah, or human to run as fast as possible. The score is the cumulative reward over time, where the reward is the speed less the energy cost (which is $0.001\|a\|^2_2$). The control variables $a$ are the forces applied to the joints. We refer to [3] for the exact simulator settings.

We have conducted experiments on all eight environments from MuJoCo that has the action dimensional higher than one, shown in Figure 1 below. In the figure the x-axis is the number of Monte-Carlo sample updates, which can be regarded as the time elapsed on the training, while the y-axis is the score attained by the model. Our second algorithm (SM) has achieved the highest score among most of these tasks, which agrees with our theoretical finding.

![Figure 1](image)

Figure 1 Empirical comparisons on MuJoCo high-dimensional control tasks. Each curve is averaged over 10 independent experiments.
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A Statistical claims

Claim 27. Assume $t, i \geq 0$. If $t^p \leq i^p \leq t^p + (\varepsilon/2)^p$ then $t \leq i \leq t + \varepsilon$.

Proof. The left-hand inequalities are immediate. For the right-hand ones we start we consider two cases. If $t \leq \varepsilon/2$, then $i^p \leq 2(\varepsilon/2)^p \leq \varepsilon \leq t + \varepsilon$. If $t > \varepsilon/2$ then

$$i - t \leq i^p - t^p \leq \frac{(\varepsilon/2)^p}{(\varepsilon/2)^p - 1} \leq \varepsilon.$$  

Claim 7. Assuming $\|F\|_{R,2p} \leq 1$, the value $\|F\|_{R,p}^p$ can be estimated within $\varepsilon^p$, and $\|F\|_{R,p}$ can be estimated within $\varepsilon$, from $K^p\log(1/\gamma)/\varepsilon^{2p}$ queries to $F$ in linear time with probability $1 - \gamma$ for some absolute constant $K$.

Proof. By Chebyshev’s inequality, $\mathbb{E}[\|F\|^p]$ can be estimated within an additive error of $(\varepsilon/2)^p$ by averaging $(2/\varepsilon)^{2p}$ samples with probability $3/4$. The error can be improved to $1 - \gamma$ by taking the median value of $O(\log 1/\gamma)$ runs. The second bound follows from Claim 27.

B Details in the experiments

The exact reinforcement learning control algorithm we used is described below. The algorithm is based on proximal policy optimization [32] and generalized advantage estimator [11,31] in reinforcement learning.
Algorithm 3 Policy optimization with variable partitions.

1: **Input:** Total number of samples $T$, batch size $B$, partition frequency $M_p$, number of value iterations $M_w$, initial policy parameter $\theta$, initial value and advantage parameters $w$ and $\mu$;
2: **Output:** Optimized policy $\pi_\theta$;
3: **for** each iteration $j$ in $[T/B]$ **do**
4: Collect a batch of trajectory data $\{s_t^{(i)}, a_t^{(i)}, r_t^{(i)}\}_{i=1}^B$;
5: **for** $M_\theta$ iterations **do**
6: Update $\theta$ by one gradient descent step using proximal policy gradient with the gradient estimator (12);
7: **end for**
8: **for** $M_w$ iterations **do**
9: Update $w$ and $\mu$ by minimizing $\|V^w(s_t) - R_t\|^2_2$ and $\|\hat{A} - A^\mu(s_t, a_t)\|^2_2$ in one step;
10: **end for**
11: Estimate $\hat{A}(s_t, a_t)$ using $V^w(s_t)$ by generalized advantage estimator;
12: **if** $j \equiv 0$ (mod $M_p$) **then**
13: Define estimation $f(X) = \mathbb{E}[D_F(X, \bar{X})^2]$;
14: Run submodular minimization on $f(X)$;
15: Assign $X$ and $\bar{X}$ to $a(1)$ and $a(-1)$ in (12), respectively; \[\text{Variable Partitioning}\]
16: **end if**
17: **end for**

The differences between our algorithm and proximal policy gradient [32] have been highlighted: Line 6 uses the estimator with partitions on the control variables. Line 12-16 find the near-optimal variable partition using submodular minimization, by Theorem 2.

We use three neural networks as function approximations: a policy network $\pi_\theta$ and a value network $V^w$ as is in the baseline methods, and an advantage network $A^\mu$ solely used in the partition algorithm. The networks have the same architecture as is in the previous line of works [25,32].

In our MuJoCo experiments, the tasks have been slightly modified (the physics simulator keeps intact). As the number of control variables of the original tasks is relatively low, we augment such dimensions by letting the agent controls two independent instances of the tasks at the same time. The scores and the reinforcement signals are then the additions of the scores of the two sub-tasks. Correspondingly, we use $k = 2$ in [23] and our algorithms.
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Abstract
We consider the problem of counting all $k$-vertex subgraphs in an input graph, for any constant $k$. This problem (denoted $\text{sub-cnt}_k$) has been studied extensively in both theory and practice. In a classic result, Chiba and Nishizeki (SICOMP 85) gave linear time algorithms for clique and 4-cycle counting for bounded degeneracy graphs. This is a rich class of sparse graphs that contains, for example, all minor-free families and preferential attachment graphs. The techniques from this result have inspired a number of recent practical algorithms for $\text{sub-cnt}_k$. Towards a better understanding of the limits of these techniques, we ask: for what values of $k$ can $\text{sub-cnt}_k$ be solved in linear time?

We discover a chasm at $k = 6$. Specifically, we prove that for $k < 6$, $\text{sub-cnt}_k$ can be solved in linear time. Assuming a standard conjecture in fine-grained complexity, we prove that for all $k \geq 6$, $\text{sub-cnt}_k$ cannot be solved even in near-linear time.
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1 Introduction

The subgraph counting problem asks for the number of occurrences of a (typically connected) “pattern” subgraph $H$ in a connected input graph $G$. It is a fundamental algorithmic problem with a rich theory [34, 51, 16, 53, 5, 24, 69, 19], and widely used in practice [32, 18, 58, 15, 60, 33, 59, 40, 68, 62, 67, 8]. With the explosion of network science, subgraph counting is now a fundamental tool used for analyzing real-world graphs. Thus, the search for fast algorithms for subgraph counting is not just a theoretical problem, but one that has many applications in bioinformatics, social sciences, and computer science.

Especially for many of the practical applications, a common version of subgraph counting is to count the frequency of all connected subgraphs with $k$ vertices [57, 54, 2, 25, 26, 31, 47, 61, 37, 71, 71]. We will denote this problem as $\text{sub-cnt}_k$. Even in the theory literature, it is common to parametrize running time by $n$ (vertices in $G$) and $k$, so it is natural to study $\text{sub-cnt}_k$. There is a rich line of theoretical work on getting $n^{\alpha k}$ time
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algorithms, for \( \mu < 1 \), using matrix multiplication and tree decomposition methods [34, 53, 5, 13, 44, 70, 45, 20, 14, 19]. Unfortunately, \( \text{SUB-CNT}_k \) is (a generalization of) the canonical \#W[1]-hard problem, and it is not believed that there exist \( f(k) \cdot n^{o(k)} \) algorithms for \( \text{SUB-CNT}_k \). From an application standpoint, these algorithms are typically not practical, and do not provide algorithmic guidance. Real-world graphs are massive, and one typically desires linear-time algorithms.

An alternate perspective is to look for faster algorithms for restricted graph classes, and hope that these classes correspond to real-world graphs. A seminal result of Chiba-Nishizeki gave \( O(m\kappa^{k-2}) \) algorithms for \( k \)-clique counting and an \( O(m\kappa) \) algorithm for 4-cycle counting, where \( m \) is the number of edges in \( G \) and \( \kappa \) is the graph degeneracy [16]. We leave the technical definitions for later; but \( \kappa \) can be thought of as the maximum average degree of any subgraph of \( G \). Chiba-Nishizeki implicitly prove linear-time algorithms for \( \text{SUB-CNT}_k \) for \( k = 3, 4 \) (explicitly shown in [57, 54]). The class of bounded (constant) degeneracy graphs is immensely rich: it contains all minor-closed families, preferential attachment graphs, and bounded expansion graphs. The graph degeneracy appears heavily in network science, and real-world graphs have typically low degeneracy (though maybe not constant).

But most importantly for subgraph counting, the techniques from Chiba-Nishizeki have inspired a number of recent practical subgraph counting algorithms [57, 54, 37, 35]. The problems of \( \text{SUB-CNT}_k \) for \( k \leq 5 \) have been successfully tackled in practice using these approaches. These algorithms are often tailored for \( k \) (using, for example, specific tricks to count individual 4-vertex subgraphs) and it is not clear how far they will extend for larger \( k \).

Towards a better theoretical understanding, we pose the following question.

For what values \( k \), does the \( \text{SUB-CNT}_k \) problem admit a linear time algorithm in bounded degeneracy graphs?

1.1 Our Results

The question above has a surprisingly clean resolution, assuming conjectures from fine-grained complexity. For simplicity, we assume that the input graph \( G \) is connected. We assume Las Vegas randomized algorithms, so we talk of expected running times.

Our main theorem asserts linear time algorithms for counting (up to) 5-vertex subgraphs in bounded degeneracy graphs. For counting 6-vertex subgraphs and beyond, it is unlikely that even near-linear time algorithms exists.

▶ Theorem 1 (The chasm at size 6). For \( k \leq 5 \), there is an expected \( O(m\kappa^{k-2}) \) time algorithm for \( \text{SUB-CNT}_k \).

Assume the Triangle Detection Conjecture (Conj. 2). There exists an absolute constant \( \gamma > 0 \) such that the following holds. For any \( k \geq 6 \) and any function \( f : \mathbb{N} \to \mathbb{N} \), there is no (expected) \( o(m^{1+\gamma}f(\kappa)) \) algorithm for \( \text{SUB-CNT}_k \).

The Triangle Detection Conjecture was first stated by Abboud and Williams [1]. They proved many lower bounds for the dynamic version of many well known graph problems such as bipartite perfect matching, single source reachability etc. It is actually believed that the constant \( \gamma \) could be as large as \( 1/3 \).

▶ Conjecture 2 (Triangle Detection Conjecture [1]). There exists a constant \( \gamma > 0 \) such that in the word RAM model of \( O(\log n) \) bits, any algorithm to detect whether an input graph on \( m \) edges has a triangle requires \( \Omega(m^{1+\gamma}) \) time in expectation.
1.2 Main Ideas

Conditional Lower Bounds

It is instructive to look at the conditional lower bounds. The reduction of triangle detection to subgraph counting in bounded degeneracy graphs is actually quite simple. Suppose we want to detect (or even count) triangles in an input graph $G$. Get graph $G'$ by subdividing each edge into two, so a triangle in $G$ becomes a $C_6$ (6-cycle) in $G'$. But the degeneracy of $G'$ is just 2! (In any induced subgraph of $G'$, the minimum degree is at most 2, proving the bound.) Thus, if there exists $o(f(\kappa)m^{1+\gamma})$ time algorithms for counting 6-cycles, that would violate the Triangle Detection Conjecture.

It is fairly straightforward to generalize this idea for larger cycles, by replacing edges in $G$ by short paths. Assuming Triangle Detection Conjecture, for all $k \geq 6$ and $k \neq 8$, we can rule out linear time algorithms for counting $C_k$ in bounded degeneracy graphs. Our reduction does not work for $C_8$; instead we consider a different subgraph for the case of $k = 8$ ($C_7$ with a tail). We give the details in Section 5.

This reduction fails for counting 5-cycles and in general, it does not work for counting any 5-vertex subgraph. For good reason, as we discovered an efficient algorithm for this problem. This is the more technical part of our paper.

Algorithmic Framework

We present an algorithmic framework for solving the sub-cnt$_k$ problem, that generalizes the core idea of Chiba and Nishizeki [16]. It is known from past work that their ideas basically provide an $O(m\kappa^{k-2})$ algorithm for sub-cnt$_k$, for $k = 3, 4$. The main challenge is to get such an algorithm for $k = 5$, thereby nailing down the chasm of Theorem 1. This leads to new results for counting various 5-vertex subgraphs. Perhaps more than these individual results, our main contribution lies in identifying structural decompositions of the pattern subgraphs that allows for efficient algorithms. This decomposition also sheds light on why certain $k$-vertex subgraphs, for $k \geq 6$, does not seem to have any efficient algorithms in bounded arboricity graphs. We give an outline of our framework next, and present it formally in Section 4.

The key idea that comes from Chiba-Nishizeki is to perform subgraph counting on $G^{\rightarrow}$, an acyclic orientation of $G$ where the out degree of each vertex is bounded by $O(\kappa)$\(^1\). The classic clique and 4-cycle counting algorithms enumerate directed stars and directed paths of length 2 to count subgraphs. We note that the algorithm does not enumerate 4-cycles, since there can be $\Omega(n^2)$ 4-cycles. It requires clever indexing to solve this problem, which we generalize in our algorithm.

The crucial generalization of this idea is to enumerate directed rooted trees. Specifically, we count occurrences of a connected pattern $H$ by counting occurrences of all possible acyclic orientations (up to isomorphism) $H^{\rightarrow}$ of $H$ in $G^{\rightarrow}$. The main idea is to find the largest directed rooted tree in $H^{\rightarrow}$, with edges directed away from the root. Call this tree $T$. Since outdegrees in $G^{\rightarrow}$ are bounded, we can efficiently enumerate all copies of $T$. Any copy of $H^{\rightarrow}$ in $G^{\rightarrow}$ is formed by extending a copy of $T$, but $H^{\rightarrow}$ may contain vertices that are not in $T$. Thus, the extensions could be expensive to compute. But when $H$ has at most 5 vertices, we can prove that $H^{\rightarrow} \setminus T$ is itself either a collection of rooted stars or paths. We can create hash tables that store information about the occurrences of the latter. The final count of $H^{\rightarrow}$ is obtained by enumerating $T$ and carefully combining counts from the hash tables.

\(^1\) Technically, this is not the idea of Chiba-Nishizeki, who use the degree orientation. But it was somewhat of a folklore result that it is easy to get the same result using the degeneracy orientation. Arguably the first such reference is Schank-Wagener [63].
Related Work

Subgraph counting problems have a long and rich history. More than three decades ago, Itai and Rodeh [34] gave the first non-trivial algorithm for the triangle detection and counting problems with \(O\left(\frac{m^3}{2}\right)\) runtime. Subsequently, Chiba and Nishizeki [16] gave an elegant algorithm based on the degree based vertex ordering that solves triangle counting, 4-cycle counting, and \(\ell\)-clique counting with running times of \(O(m\kappa)\), \(O(m\kappa)\), and \(O(m\kappa^{\ell-2})\) respectively (\(\kappa\) denotes the degeneracy). In comparison, our algorithm exploits the degeneracy ordering of the vertices (see Section 3 for a formal definition); this enables us to create a uniform framework for any \(k\)-vertex subgraph for \(k \in \{4, 5\}\). In dense graphs, the best bounds for the clique counting problem are achieved by fast matrix multiplications based algorithms [53, 24]; Vassilevska [69] gave combinatorial algorithm with significantly reduced space requirement. For general subgraphs, there is a rich line of research based on matrix multiplication, tree decomposition and vertex cover methods [34, 53, 5, 13, 44, 70, 45, 20, 14, 19] – these works focus on getting \(n^{\mu k}\) time algorithms, for \(\mu < 1\).

Subgraph counting problems, specifically triangle counting, clique counting and cycle counting problems, have also been studied extensively in various Big Data models such as property testing model [22, 23, 6], MapReduce settings [17, 66, 42], and streaming model [7, 38, 46, 39, 3, 36, 56, 49, 9]. Most of these works focus on an approximate count, rather than an exact count. In the applied world, there are many efficient algorithms that are based on clever sampling techniques [11, 10, 33, 75, 61, 73, 72, 37, 71]. Exact counting has also been studied extensively in the applied world [2, 57, 54, 12, 28, 47, 29, 31, 30, 25, 26]. In particular, Ahmed et al. [2] presented an algorithmic framework for solving the \(\text{sub-cnt}_4\) problem, called PGD (Parametrized Graphlet Decomposition), which scales to graphs with tens of millions of edges. Pinar et al. [57] studied the \(\text{sub-cnt}_5\) problem, and gave the current state of the art ESCAPE library based on degree ordering techniques. However, the provable runtime of their algorithm for certain \(5\)-vertex subgraphs is quadratic, \(O(n^2)\). For a deeper exploration of related applied work, refer to the tutorial on subgraph counting by Seshadhri and Tirthapura [64].

The subgraph detection problem, which asks whether an input graph has a copy of the subgraph, is a well-studied problem [34, 51, 4, 5, 41, 45, 74]. For the triangle detection problem, the best known algorithm is based on fast matrix multiplication and it runs in time \(O(\min\{n^{\omega}, m^{2\omega/(\omega+1)}\})\) [5]. If \(\omega = 2\), this would give us \(O(\min\{n^2, m^{4/3}\})\) algorithm for the triangle detection problem. Hence, to falsify the \textsc{Triangle Detection Conjecture}, it would require a major breakthrough result in the algorithmic graph theory world. For a more detailed discussion on the \textsc{Triangle Detection Conjecture} and its implications, refer to the paper by Abboud and Williams [1].

In the subgraph enumeration problem, the goal is to output each occurrences of the target subgraph. Chiba and Nishizeki [16] showed that it is possible to enumerate all the triangles in a graph along with counting the total number of triangles in \(O(m\kappa)\) time. For enumerating all the triangles, \(O(m\kappa)\) time is effectively optimal assuming the 3SUM Conjecture [55, 43]. Eppstein [27] studied the bipartite subgraph enumeration problem in bounded arboricity graphs.

3 Preliminaries

In this paper, we study the \(\text{sub-cnt}_k\) problem which asks for the number of occurrences of each \(k\)-vertex subgraph \(H\), in an input graph \(G\) with \(n\) vertices and \(m\) edges. We consider \(k\) to be a constant. For a fixed subgraph \(H\), we use \(\text{sub-cnt}_H\) to denote the problem of
counting all occurrences of $H$ in the input graph $G$. When $H$ is the triangle subgraph, we
denote the corresponding counting problem as TRI-CNT. In the context of the SUB-CNT$_k$
problem, we always use $G$ to denote the input graph and $H$ to denote the subgraph to be
counted. Both $G$ and $H$ are simple, connected, undirected and unweighted.

In our algorithmic framework, directed graphs play a crucial role. We use $N_G^+(u)$ and
$N_G^−(u)$ to denote the out-neighborhood and in-neighborhood of a vertex $u$ in a directed
graph $G$, respectively. We define $d_G^+(u) = |N_G^+(u)|$ and $d_G^−(u) = |N_G^−(u)|$. If the graph is clear from
the context, we drop the subscript $G$.

A graph $G$ is $k$-degenerate if every subgraph of $G$ has a vertex of degree at most $k$. The
degeneracy of a graph $G$ (also called coloring number, refer to Sec. 5.2 of [21]), denoted as
$\kappa(G)$, is the smallest integer $k$ such that $G$ is $k$-degenerate. The arboricity of a graph $G$,
denoted as $\alpha(G)$, is the smallest integer $k$ such that the edge set $E(G)$ can be partitioned
into $k$ forests. When the graph $G$ is clear from the context, we simply write $\kappa$, and $\alpha$,
instead of $\kappa(G)$ and $\alpha(G)$. A classic theorem of Nash-Williams shows that the degeneracy
and arboricity are closely related. All our results can be stated in terms of either of the
parameters.

**Theorem 3 (Nash-Williams [52]).** In every graph $G$, $\alpha(G) \leq \kappa(G) \leq 2\alpha(G) - 1$.

Vertex ordering is central to many subgraph counting algorithms. In this paper, we work
with the degeneracy ordering of $G$, which is defined as follows.

**Definition 4.** Degeneracy ordering of a graph $G$, denoted by $\prec$, is obtained by repeatedly
removing the vertex with minimum degree. The ordering is defined by the removal time.

For example, if $u \prec v$, then $u$ is removed before $v$ according to the above process. Degeneracy
ordering can be found in linear time [48].

Using any vertex ordering $\prec$ of an undirected graph $G$, we construct a directed graph
$G^+\prec$ as follows: for each edge $\{u, v\} \in E(G)$, direct the edge from $u$ to $v$ iff $u \prec v$. We denote
this directed edge as $(u, v)$. Observe that $G^+\prec$ is necessarily acyclic. We denote the directed
graph obtained from degeneracy ordering $\prec$ as $G^+\prec$. The following two are folklore results
about vertex ordering and degeneracy, and can be derived from Prop. 5.2.2 of [21].

**Lemma 5.** For each vertex $v \in G^+\prec$, $d^+(v) \leq \kappa$.

**Lemma 6.** If there exists a vertex ordering $\prec$ of $G$ such that in the corresponding directed
graph $G^+\prec$, $d^+(v) \leq k$ for each vertex $v$, then $\kappa(G) \leq k$.

Next, we formally define a match (occurrence) of the target subgraph $H$ in the input graph
$G$. We also define a match in the context of directed graphs $H'$ and $G'$.

**Definition 7.** A match of $H$ in $G$ is a bijection $\pi : S \to V(H)$ where $S \subseteq V(G)$ and for
any two vertices $u$ and $v$ in $S$, $\{u, v\} \in E(G)$ if $\{\pi(u), \pi(v)\} \in E(H)$.

**Definition 8.** A match of $H'$ in $G'$ is a bijection $\pi : S \to V(H')$ where $S \subseteq V(G')$ and for
any ordered pair of vertices $(u, v)$ where $u$ and $v$ are in $S$, $(u, v) \in E(G')$ if
$(\pi(u), \pi(v)) \in E(H')$.

Our algorithm counts matches of $H$ in $G$ by counting matches of all possible acyclic
orientations $H^{\rightarrow}$ of $H$ in $G^{\prec}$. In general, whenever we use $\rightarrow^{\rightarrow}$ to denote a directed graph,
such as in $G^{\prec}$ and $H^{\rightarrow}$, the directed graph is a DAG.
We denote the number of matches of \( H \) in \( G \) by \( M(G, H) \). An incomplete match of \( H \) in \( G \) is an injection \( \pi : S \to V(H) \) (so \( |S| < |V(H)| \)), that has the same properties of a match except being surjective. Consider two incomplete matches (injections) of \( H \), \( \pi_1 : S_1 \to V(H) \), and \( \pi_2 : S_2 \to V(H) \). Let \( V_{\pi_1} = \{ \pi_1(u) \mid u \in S_1 \} \) and \( V_{\pi_2} = \{ \pi_2(u) \mid u \in S_2 \} \). We say that \( \pi_2 \) completes \( \pi_1 \) to be a match of \( H \), when \( V(H) = V_{\pi_1} \cup V_{\pi_2} \) (surjective), \( V_{\pi_1} \cap V_{\pi_2} = \emptyset \) (injective), and for any two vertices \( u \in S_1 \) and \( v \in S_2 \), \( \{u, v\} \in E(G) \) if \( \{\pi_1(u), \pi_2(v)\} \in E(H) \). In case of directed graphs, it should hold that \( (u, v) \in E(G') \) if \( (\pi_1(u), \pi_2(v)) \in E(H') \) and \( (v, u) \in E(G') \) if \( (\pi_2(v), \pi_1(u)) \in E(H') \).

Two matches are distinct if they are not automorphims of a match. In other words, two matches \( \pi_1 \) and \( \pi_2 \) of \( H \) are equivalent, if they map two automorphims of the exact same subgraph of \( G \) to \( H \). We denote the number of matches of \( H \) in \( G \) by \( \text{DM}(G, H) \). In the sub-cnt\(_k\) problem, we are interested in \( \text{DM}(G, H) \) for all \( k \)-vertex subgraphs \( H \).

\section{Subgraph Counting Through Orientation and Directed Trees}

In this section, we discuss our algorithmic framework for solving the sub-cnt\(_k\) problem. Instead of directly counting the number of occurrences of a \( k \)-vertex subgraph \( H \) in the input graph \( G \), we count the occurrences of all possible DAG \( H' \) (up to isomorphism) of \( H \) in the graph \( G_{\pi}^\sim \). To achieve this, our main idea is to find the largest directed tree of \( H' \), enumerate all matches of this tree, and then count matches of the remaining vertices using structures we save in a hash table. In Section 4.1, we show that our framework solves the sub-cnt\(_5\) problem in expected \( O(mw^3) \) time. In Section 4.2, we demonstrate the limitation of our framework as it fails to solve the sub-cnt\(_6\) problem efficiently.

\begin{algorithm}[h]
\caption{Counting distinct matches of all 5-vertex subgraphs in \( G \) (sub-cnt\(_5\)).}
\begin{algorithmic}[1]
\Procedure{Count-All-5}{$G$} \Comment{V(T_{max}) = V(H').} \Comment{Lemma 14}
\State Derive \( G_{\pi}^\sim \) by orienting \( E(G) \) with respect to degeneracy ordering.
\ForAll{connected 5-vertex subgraphs \( H \) except 4-star}
\State Run \text{Count-Match}(G_{\pi}^\sim, H) \text{ and save the result for } H.
\EndFor
\State Save \( \sum_{u \in V(G)} \left( \frac{d(u)}{4} \right) \) for 4-star.
\EndProcedure
\end{algorithmic}
\end{algorithm}

\begin{algorithm}[h]
\caption{Counting distinct matches of \( H \) in \( G \) (sub-cnt\(_H\)).}
\begin{algorithmic}[1]
\Procedure{Count-Match}{$G_{\pi}^\sim, H$}
\State \( \text{DM}(G, H) \leftarrow 0 \)
\ForAll{possible DAGs (up to isomorphism) \( H' \) of \( H \)}
\State \( M(G_{\pi}^\sim, H') \leftarrow 0 \)
\State Find one of the largest DRTSs in \( H' \), and call it \( T_{max} \).
\ForAll{match \( \pi \) of \( T_{max} \) in \( G_{\pi}^\sim \)}
\If{\( \pi \) is a match of \( H' \)}
\State \( M(G_{\pi}^\sim, H') \leftarrow M(G_{\pi}^\sim, H') + 1 \)
\ElseIf{\( \pi \) is an incomplete match of \( H' \)}
\State \( k \leftarrow \text{number of ways to complete } \pi \text{ to a match of } H' \). \Comment{Lemma 14}
\EndIf
\EndFor
\EndFor
\State \( \text{DM}(G, H) \leftarrow M(G_{\pi}^\sim, H') / |\text{Aut}(H')| \)
\EndProcedure
\end{algorithmic}
\end{algorithm}
4.1  5-vertex Subgraph Counting

Our main algorithmic result is given in the following theorem.

\begin{theorem}
There is an algorithm that solves the sub-cnt$_5$ problem in $O(m\kappa^3)$ time.
\end{theorem}

Our strategy is to count matches of all possible DAGs (up to isomorphism) $H \rightarrow$ of $H$ in $G \rightarrow$, to obtain the number of distinct matches of $H$ in $G$. Alg. 2 demonstrates this subroutine of our algorithm for sub-cnt$_5$, which is shown in Alg. 1. First, we find one of the largest directed rooted tree subgraphs (DRTS), which we define as follows, in $H \rightarrow$.

\begin{definition}
Given any directed graph $D$, a directed rooted tree subgraph (DRTS) of $D$, is a subgraph $T$ of $D$, where the underlying undirected graph of $T$ is a rooted tree, and edges are oriented away from the root in $T$.
\end{definition}

The following lemma shows that we can find all matches of any DRTS in $H \rightarrow$ in the desired time.

\begin{lemma}
Let $T$ be a directed tree with $k$ vertices. All matches of $T$ in $G \rightarrow$ can be enumerated in $O(m\kappa^{k-2})$.
\end{lemma}

\begin{proof}
Let $t_1, \ldots, t_k$ be a BFS ordering of $T$ starting at the root $t_1$. Fix an edge $(u, v) \in E(G \rightarrow)$ and map $u$ to $t_1$ and $v$ to $t_2$. There are $m$ possible matches for $(t_1, t_2)$, which we can find by enumerating the edges of $G \rightarrow$. Now, we will choose vertices to map to $t_3, \ldots, t_k$, one by one, in this order. Since the out-degree of each vertex in $G \rightarrow$ is at most $\kappa$, if we have already mapped vertices to $t_1, \ldots, t_i$, there are at most $\kappa$ vertices that could be mapped to $t_{i+1}$. Therefore, $M(G \rightarrow, T) = O(m\kappa^{k-2})$, and we can enumerate all of them by first choosing $(u, v)$ to map to $(t_1, t_2)$ and then choosing vertices to map to $t_3, \ldots, t_k$, in this order and one by one.
\end{proof}

\begin{observation}
Call a vertex $v$ of a directed graph a source vertex, if $d^-(v) = 0$. Consider $T$ to be one of the largest DRTSs of any DAG $H \rightarrow$, which is an acyclic orientation of $H$. $T$ has to have a source vertex of $H$, otherwise the root has an in-neighbor $v$, which is not in $T$ as it would create a cycle. Adding $v$ to $T$ creates a new DRTS which has one more vertex than $T$. This contradicts the fact that $T$ is one of the largest DRTSs of $H$. Hence, the root of $T$ has to be a source vertex of $D$.
\end{observation}

Given a 5-vertex DAG $H \rightarrow$, we can find a DRTS that has the most number of vertices among all DRTSs of $H \rightarrow$ in constant time. First, find all source vertices, and then apply a Breath First Search (BFS) starting from each of these vertices and pick a BFS tree with the most number of vertices among all. The following lemma shows that the largest DRTS has at least 3 vertices for a 5-vertex connected subgraphs, except 4-star. Notice that, the largest DRTS of a 4-star with all the edges oriented towards the center has two vertices.

\begin{lemma}
Let $H$ be a connected undirected 5-vertex graph that is not a 4-star. Each largest DRTS of any DAG $H \rightarrow$, which is an acyclic orientation of $H$, has at least three vertices.
\end{lemma}

\begin{proof}
We prove this lemma by contradiction. Assume that any DRTS of $H \rightarrow$ has at most two vertices. A directed 2-path, or any vertex with at least two outgoing edges result in a DRTS with three vertices. Therefore,
(a) $H \rightarrow$ does not have a 2-path,
(b) each vertex in $H \rightarrow$ has at most one outgoing edges.
\end{proof}
Notice that, since $H^{\rightarrow}$ is a DAG, it has at least one source vertex. Consider a source vertex $u$. Since $H$ is connected, $u$ has at least one neighbor, and by (b) it should have exactly one neighbor. Let $N^+(u) = \{v\}$, then $N^+(v) = \emptyset$, by (a). So, $v$ should have at least one incoming neighbor $w$. By (a), $w$ has no incoming edges, and it has no outgoing edges by (b). Call the other two vertices $x$ and $y$. As $H$ is connected, there should be a connection between $\{u,v,w\}$ and $\{x,y\}$. $u$ and $w$ cannot have any neighbor other than $v$, so $x$ and $y$ could only be connected to $v$. Since $H$ is not a star, there should be an edge between $x$ and $y$. Without loss of generality, let $(x,y)$ be that edge. By (a), $(y,v) \notin E(H^{\rightarrow})$ and by (b) $(x,v) \notin E(H^{\rightarrow})$. So, $\{u,v,w\}$ is not connected to $\{x,y\}$, and $H$ is disconnected, which is a contradiction. Thus, the assumption that any DRTS of $H^{\rightarrow}$ has at most two vertices is wrong, and each largest DRTS of $H^{\rightarrow}$ has at least three vertices. 

So far, we know that we can find one of the largest DRTSs of $H$, which has at least 3 vertices. We use $T_{\text{max}}$ to denote this DRTS. By Lemma 11, we can enumerate all matches of $T_{\text{max}}$ in $G_{\leq}^+$ in $O(mn^3)$ time. For each such match, we need to validate whether it is a (incomplete) match of $H^{\rightarrow}$ or not. If it is not, then it could not be completed to a match of $H^{\rightarrow}$. The following lemma shows that we can perform this validation efficiently. In the remaining part of this section, “constant expected time”, refers to constant amortized time access to hash maps that we use.

**Lemma 14.** Let $T$ be a DRTS of a DAG $H^{\rightarrow}$ of a connected $k$-vertex graph $H$. Assume edges of $G_{\leq}^+$ are saved in a hash table. For each match $\pi$ of $T$ in $G_{\leq}^+$, it takes $O(|E(H^{\rightarrow})|)$ expected time to validate whether $\pi$ is a (incomplete) match of $H^{\rightarrow}$ or not.

**Proof.** Since $\pi$ is a bijection, it has an inverse which we denote by $\pi^{-1}$. Let $H^{\rightarrow}[V(T)]$ denote the subgraph of $H^{\rightarrow}$ induced on $V(T)$. Observe that, there could be edges in $H^{\rightarrow}[V(T)]$ not present in $T$. For $\pi$ to be a match (if $V(T) = V(H^{\rightarrow})$) or incomplete match of $H^{\rightarrow}$, these edges have to be present between corresponding vertices in $G_{\leq}^+$ mapped to $T$ by $\pi$. Formally, consider all ordered pairs of vertices $(a,b) \in V(T) \times V(T)$ such that $(a,b) \in E(H^{\rightarrow})$ and $(a,b) \notin E(T)$, $\pi$ is a match or incomplete match of $H^{\rightarrow}$ if $(\pi^{-1}(a), \pi^{-1}(b)) \in E(G_{\leq}^+)$ for all such pairs of vertices. To validate this, we enumerate all edges $(a,b)$ of $H^{\rightarrow}[V(T)]$ which are not present in $T$, and search for $(\pi^{-1}(a), \pi^{-1}(b))$ in hashed edges of $G_{\leq}^+$ in expected constant time. So this only requires $O(|E(H^{\rightarrow})|)$ expected time.

If $V(T_{\text{max}}) = V(H^{\rightarrow})$, then a match of $T_{\text{max}}$ could be a match of $H^{\rightarrow}$ too, which could be verified as explained. If there is a vertex in $H^{\rightarrow}$ which is not present in $T_{\text{max}}$, then after validating that a match of $T_{\text{max}}$ is an incomplete match of $H^{\rightarrow}$, we need to find the number of ways to complete it to a match of $H^{\rightarrow}$. For this we need to count matches of each possible structures that $T_{\text{max}}$ does not cover in $H^{\rightarrow}$. We save the count of these structures in $G_{\leq}^+$, in hash tables. The following lemma shows that this can be done efficiently.

**Lemma 15.** In $O(mn^3)$ time and space, we can save all the following key and value pairs in hash maps $\mathcal{HM}_1, \mathcal{HM}_2, \text{ and } \mathcal{HM}_3$.
1. $\mathcal{HM}_1 : ((u,v), 1) \text{ where } (u,v) \in E(G_{\leq}^+)$
2. $\mathcal{HM}_2 : (S,k) \forall S \subseteq V(G_{\leq}^+) \text{ where } 1 \leq |S| \leq 4, \text{ and } k \text{ is the number of vertices } u \text{ such that } S \subseteq N^+(u)$
3. $\mathcal{HM}_3 : ((S_1,S_2), \ell) \forall S_1, S_2 \subseteq V(G_{\leq}^+) \text{, where } 1 \leq |S_1 \cup S_2| \leq 3, \text{ and } \ell \text{ is the number of edges } e = (u,v) \in E(G_{\leq}^+) \text{ such that } S_1 \subseteq N^+(u) \text{ and } S_2 \subseteq N^+(v)$. 
Proof. We show how to enumerate and save all these structures in $\mathcal{H}M_1$, $\mathcal{H}M_2$, and $\mathcal{H}M_3$.

1. $\mathcal{H}M_1$: We can easily do this in $O(n)$ by enumerating the out-neighbors of each vertex.

2. $\mathcal{H}M_2$: For each edge $e = (u, v)$, we can enumerate all subsets $T$ of the set $\{v \in N^+(u) \mid v < w\}$, where $|T| \leq 3$, in $O(\kappa^3)$ time, and increment the value for the key $T \cup \{v\}$ in the hash map by one.

3. $\mathcal{H}M_3$: For each edge $e = (u, v) (v \in N^+(u))$, we enumerate all possible subset $S_1 \subseteq N^+(u) \setminus \{v\}$ where $|S_1| \leq 3$. And, for each $S_1$ we enumerate all possible $S_2 \setminus S_1$ in subsets of $N^+(v)$, such that $1 \leq |S_1 \cup S_2| \leq 3$. This takes $O(\kappa^3)$ as the out-degree of each vertex is at most $\kappa$, and we choose up to three vertices. All possible $S_1 \cap S_2$ can be determined by checking the connection between $v$ and each vertex in $S_1$ using the hashed edges of $G^\rightarrow$ in $\mathcal{H}M_1$.

The following lemma shows that we can count the number of ways to complete a match of $T_{\text{max}}$, which is also an incomplete match of $H^\rightarrow$, to a match of $H^\rightarrow$ efficiently.

Lemma 16. Let $H$ be a 5-vertex connected graph, $H^\rightarrow$ be a DAG of $H$, and $T_{\text{max}}$ be one of the largest DRTSs in $H^\rightarrow$. Assume $\mathcal{H}M_1$, $\mathcal{H}M_2$, and $\mathcal{H}M_3$ are given. For each match $\pi$ of $T_{\text{max}}$ in $G_{\rightarrow}^\pi$ which is an incomplete match of $H^\rightarrow$, we can count the number of ways to complete $\pi$ to a match of $H^\rightarrow$ in expected constant time.

Proof. By Lemma 13, $T_{\text{max}}$ has at least 3 vertices, and since $\pi$ is an incomplete match (not a match) of $H^\rightarrow$, we can assume that $|V(T_{\text{max}})| < 5$. Observe that, $T_{\text{max}}$ is a maximal DRTS. Any vertex in $H^\rightarrow$ which is not in $T_{\text{max}}$ can only be connected to vertices of $T_{\text{max}}$ by outgoing edges, otherwise they could be added to $T_{\text{max}}$ to create a larger DRTS of $H^\rightarrow$, which contradicts the maximality of $T_{\text{max}}$. We consider two cases where $T_{\text{max}}$ has three or four vertices.

Let $|V(T_{\text{max}})| = 4$, and $i$ be the only vertex in $H^\rightarrow$ that is not in $T_{\text{max}}$. To complete $\pi$ to a match of $H^\rightarrow$, we need to choose a vertex in $G_{\rightarrow}^\pi$, that is connected by outgoing edges to vertices mapped to the out-neighborhood of $i$ in $H^\rightarrow$. Let $S_i = \{\pi^{-1}(t) \mid t \in N_{H^\rightarrow}^+(i)\}$. $\mathcal{H}M_2(S_i)$ is the number of vertices that could be mapped to $i$, but some of them may be already mapped to a vertex in $T_{\text{max}}$, by $\pi$. Let $r_i$ denote the number of vertices $v \in \{\pi^{-1}(t) \mid t \in V(T_{\text{max}})\}$, where $S_i \subseteq N_{G_{\rightarrow}^\pi}^+(v)$. We can obtain $r_i$ in expected constant time, by enumerating vertices mapped to $V(T_{\text{max}})$, and counting vertices that are connected to all vertices in $S_i$. For any vertex, we can check the connection to each vertex of $S_i$ using $\mathcal{H}M_1$ in expected constant time. The number of ways to complete $\pi$ to a match of $H^\rightarrow$ in this case is $\mathcal{H}M_2(S_i) - r_i$.

Now we consider the case where $|V(T_{\text{max}})| = 3$. Let $V(H^\rightarrow) \setminus V(T_{\text{max}}) = \{i, j\}$. To complete $\pi$ to a match of $H^\rightarrow$, we only need to choose two vertices of $G_{\rightarrow}^\pi$ to map to $i$ and $j$. Let $S_i = \{\pi^{-1}(t) \mid t \in V(T_{\text{max}}) \cap N_{H^\rightarrow}^+(i)\}$ and $S_j = \{\pi^{-1}(t) \mid t \in V(T_{\text{max}}) \cap N_{H^\rightarrow}^+(j)\}$. We consider two cases, where $i$ and $j$ are connected or not. If they are connected, without loss of generality, assume $(i, j) \in E(H^\rightarrow)$. If $(i, j) \in E(H^\rightarrow)$, then we can use $\mathcal{H}M_3$ in Lemma 15, to find the number of edges $(u, v)$ where $u$ and $v$ could be mapped to $i$ and $j$, respectively. Let $r_{(i, j)}$ be the number of edges $e = (u, v) \in E(G_{\rightarrow}^\pi)$, where $w$ and $x$ are mapped to vertices in $T_{\text{max}}$ by $\pi$, such that, $S_i \subseteq N_{G_{\rightarrow}^\pi}^+(w)$, and $S_j \subseteq N_{G_{\rightarrow}^\pi}^+(x)$. We can obtain $r_{(i, j)}$ in expected constant time using $\mathcal{H}M_1$. Then the number of edges $(u, v)$ that could be mapped to $(i, j)$ is $\mathcal{H}M_3(S_i, S_j) - r_{(i, j)}$. Next case is when $(i, j) \notin E(H^\rightarrow)$. In this case, we use $\mathcal{H}M_2$ to find the number of pair of vertices of $G_{\rightarrow}^\pi$ which could be mapped to $i$ and $j$. Let $r_i$ ($r_j$ resp.) denote the number of vertices $v \in V(G_{\rightarrow}^\pi)$ where $v$ is mapped to a vertex in $T_{\text{max}}$ and $S_i \subseteq N_{G_{\rightarrow}^\pi}^+(v)$ ($S_j \subseteq N_{G_{\rightarrow}^\pi}^+(v)$ resp.). Also, we use $r_{i, j}$ to denote the number of vertices $v \in V(G_{\rightarrow}^\pi)$ that are counted in both $r_i$ and $r_j$, meaning...
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$S_i \cup S_j \subseteq N_{G_{<6}}^+(v)$. We can obtain $r_i$, $r_j$, and $r_{i,j}$ easily in expected constant time using $\mathcal{HM}_1$. The number of pairs of vertices which could be mapped to $i$ and $j$ is equal to $(\mathcal{HM}_2(S_i) - r_i) \cdot (\mathcal{HM}_2(S_j) - r_j) - (\mathcal{HM}_2(S_i \cup S_j) - r_{i,j})$.

Now, we have all the tools to efficiently count distinct matches of a DAG of $H \rightarrow$ in $G_{<6}$. The following lemma shows that we can do this in $O(mk^3)$ expected time.

\textbf{Lemma 17.} There is an algorithm which counts distinct matches for each possible DAG (up to isomorphism) $H \rightarrow$ of a 5-vertex connected subgraphs $H$, in $O(mk^3)$ expected time.

\textbf{Proof.} Fix a DAG $H \rightarrow$ of $H$. If $H$ is a 4-star and $H \rightarrow$ has $\ell$ incoming neighbors, then the number of distinct matches of $H \rightarrow$ is $\sum_{u \in V(G_{<6})} (d^+(v))^3 (d^-(v))^3$. Assume that $H$ is not a 4-star. Find a DRTS of $H \rightarrow$ with the most number of vertices among all its DRTSs, and call it $T_{\text{max}}$. This can be done in constant time for $H \rightarrow$. By Lemma 13, $T_{\text{max}}$ has at least three vertices. We will now enumerate all matches of $T_{\text{max}}$ in $G_{<6}$. By Lemma 11, this step requires $O(mk^3)$ expected time. For each match $\pi$ of $T_{\text{max}}$ in $G_{<6}$, we can verify whether $\pi$ is a match (if $|V(T_{\text{max}})| = 5$) or incomplete match of $H \rightarrow$ in expected constant time, by Lemma 14. If $|V(T_{\text{max}})| = 5$, while enumerating all matches of $T_{\text{max}}$, we only count them if they are a match of $H \rightarrow$. So in this case we can count $M(G_{<6}, H \rightarrow)$ in $O(mk^3)$ expected time.

Otherwise, $T_{\text{max}}$ has 3 or 4 vertices. In this case, for each match $\pi$ of $T_{\text{max}}$, we first verify that it is also an incomplete match of $H \rightarrow$. Then, we count the number of ways to complete $\pi$ to a match of $H \rightarrow$, which we can do in expected constant time, by Lemma 16. To obtain $M(G_{<6}, H \rightarrow)$, we simply sum the ways to complete each incomplete match we have found, to a match of $H \rightarrow$.

This approach gives us the number of all (not necessarily distinct) matches of $H \rightarrow$ in $G_{<6}$. Let $H_{\rightarrow}$ be a subgraph of $G_{<6}$ that $\pi$ maps to $H \rightarrow$. Each automorphism of $H \rightarrow$, gives a new match $\pi'$ which is not distinct from $\pi$, as it is still mapping $H_{\pi}$ (the same copy of $H$) to $H \rightarrow$ (example in Fig.1b). As each match of $H \rightarrow$, also maps vertices to $T_{\text{max}}$, resulting in a match of $T_{\text{max}}$ and an (incomplete) match of $H \rightarrow$, we will find all distinct matches of $H \rightarrow$ and count each one exactly $|\text{Aut}(H \rightarrow)|$ times. We want the number of distinct matches, which we can obtain by dividing the count of all matches by $|\text{Aut}(H \rightarrow)|$.

Thus, it requires $O(mk^3)$ expected time to create $\mathcal{HM}_1$, $\mathcal{HM}_2$, and $\mathcal{HM}_3$ by Lemma 15, $O(mk^3)$ time for enumerating matches of $T_{\text{max}}$, expected constant time to validate these matches, and expected constant time for counting ways to complete each such match, that is verified to be an incomplete match of $H \rightarrow$, to a match of $H \rightarrow$. So overall, we can find $\text{DM}(G_{<6}, H \rightarrow)$ in $O(mk^3)$ expected time.

This completes the proof of this lemma.

Lastly, we can prove Theorem 9 as follows.

\textbf{Proof of Theorem 9.} Given a 5-vertex connected subgraph $H$, we can count all distinct matches of each possible DAG $H \rightarrow$ of $H$, in $G_{<6}$ in $O(mk^3)$ expected time, by Lemma 17. To count all distinct matches of $H$ in $G$, we just need to sum the number of distinct matches of all possible DAGs (up to isomorphism) of $H$. The number of such DAGs is constant for $H$. There are 21 different connected 5-vertex subgraphs (illustrated in [57]), and we perform this process on all of them. This completes the proof of the theorem.
(a) $H$ is 5-vertex connected subgraph and $H^\rightarrow$ is one possible acyclic orientation of it. $T_{\text{max}}$ (largest DRTS of $H^\rightarrow$) is shown in green and contains three vertices.

(b) All six figures show exactly the same subgraph in $G_n^\rightarrow$. $\pi_1, \ldots, \pi_6$ are six equivalent matches of $H^\rightarrow$ in $G_n^\rightarrow$, one for each automorphism of $H^\rightarrow$. Notice $(u,v,w)$ being mapped to all permutations of $(a,b,c)$.

**Figure 1** Application of Alg. 2 on a DAG $H^\rightarrow$ of an example 5-vertex connected subgraph $H$.

### 4.2 Limitations of Our Framework for a Six Vertex Subgraph

Consider $C_6$, shown as $H$ in Fig. 2. Then $H^\rightarrow$, shown in the right side of Fig. 2, is a possible DAG of $H$. In $H^\rightarrow$, $s_1$, $s_2$, and $s_3$ are the source vertices, and $t_1$, $t_2$, and $t_3$ are the sink vertices. Any DRTS of $H^\rightarrow$ has at most three vertices, and there are three such DRTS, $T_1$, $T_2$, and $T_3$ rooted at $s_1$, $s_2$ and $s_3$, respectively. $T_1$ is shown by red in Fig. 2. For each of $T_1$, $T_2$, and $T_3$, the remaining vertices include a vertex, with two incoming edges, which we call an in-in wedge. For example, $t_2$ is such a vertex for $T_1$. Even graphs with bounded degeneracy can have $\Omega(n^2)$ in-in wedges. We cannot hash the count of such structures in expected time bounded by $m$ and $\kappa$. So, Alg. 2 fails to count occurrences of $C_6$ in the desired time. In the next section, we discuss why such limitations are natural to any framework for the sub-cnt$_k$ problem at and beyond $k = 6$.

### 5 A Chasm at Six

At the end of the previous section, we showed the limitations of our framework in counting certain 6-vertex subgraphs. In this section, we show that perhaps such limitations are fundamental to any subgraph counting algorithms. In particular, the landscape of sub-cnt$_k$ problem in the bounded degeneracy graphs changes dramatically as we move beyond $k = 5$. 
We first give a proof outline. Fix some integer \( k \geq 6 \). We prove that for every integer \( k \geq 6 \) and any function \( f : \mathbb{N} \to \mathbb{N} \), there exists a \( k \)-vertex subgraph \( H \) such that there is no \((k+\gamma)f(\kappa)\) algorithm for \( \text{SUB-CNT}_H \). This captures the main result of this section.

**Theorem 18.** Assume the Triangle Detection Conjecture (Conj. 2). There exists an absolute constant \( \gamma > 0 \) such that the following holds. For any \( k \geq 6 \) and any function \( f : \mathbb{N} \to \mathbb{N} \), there exists a \( k \)-vertex subgraph \( H \) such that there is no \((k+\gamma)f(\kappa)\) algorithm for \( \text{SUB-CNT}_H \).

**Outline of the Proof.** For each \( k \geq 6 \) and \( k \neq 8 \), the subgraph of interest will be the \( k \)-cycle graph, \( C_k \). For \( k = 8 \), the subgraph of interest will be the \( C_7 \) with a tail (see Figure 3). We first give a proof outline. Fix some \( k \geq 6 \) and let \( H_k \) denote the target subgraph of size \( k \). Recall the TRI-CNT problem — count the number of triangles in a graph with \( m \) edges. Conjecture 2 asserts that for any algorithm \( A \) for the TRI-CNT problem, \( T(A) = \omega(m) \) where \( T(A) \) denotes the worst case time complexity of the algorithm \( A \). Our strategy is to reduce from the TRI-CNT problem to the \( \text{SUB-CNT}_{H_k} \) problem. To this end, we construct a new graph \( G_k \) from the input instance \( G \) of the TRI-CNT problem such that \( G_k \) has \( O(m) \) edges, and has degeneracy at most 2. More importantly, the number of triangles in \( G \) is a simple linear function of the number of \( H_k \) in \( G_k \). Hence, we can derive the number of triangles in \( G \) by counting the number of \( H_k \) in \( G_k \). As \( \kappa(G_k) \leq 2 \), any \( O(mf(\kappa)) \) algorithm for the \( \text{SUB-CNT}_{H_k} \) problem translates to a \( O(m) \) algorithm for the TRI-CNT problem, contradicting the Triangle Detection Conjecture. We remark that, for \( k = 8 \), our proof strategy will be slightly different — instead of reducing from the TRI-CNT problem, we shall reduce from the triangle detection problem itself. However, the gadget construction will follow the same basic principle.

The construction of \( G_k \) from \( G \) is rather simple. The details of the construction depends on whether \( k \) is a multiple of 3 or not. We take two examples to describe the construction.

First, we take \( k = 6 \), and the target subgraph \( H_6 = C_6 \). For each edge \( e \) in \( E(G) \), we replace \( e \) with a length two path \( \{e_1, e_2\} \) in \( E(G_6) \). To accomplish this, we add a new vertex \( v_e \) for each edge: \( V(G_6) = V(G) \cup \{v_e \mid e \in E(G)\} \). This is shown in Figure 4a. Each triangle in \( G \) creates a \( C_6 \) in \( G_6 \). We formally prove in Lemma 20 that the number of triangles in \( G \) is same as the number of \( C_6 \) in \( G_6 \). In Lemma 19, we bound the degeneracy of \( G_6 \) by 2. This construction can be generalized for any \( k = 3\ell \) where \( \ell \geq 2 \), by replacing each edge in \( E(G) \) with \( \ell \)-length path.
Next consider the case $k = 7$. For each edge $e \in E(G)$, we first create two parallel copies of $e$, and then replace the first one with a length two path $\{e_{1,1}, e_{1,2}\}$, and the second one with a length three path $\{e_{2,1}, e_{2,2}, e_{2,3}\}$. So in $E(G_7)$, we have 5 edges for each edge in $E(G)$. We create 3 new vertices per edge to accomplish this, and denote them as $v_e, u_e_1, u_e_2$. See Figure 4b for a pictorial demonstration. In Lemma 20, we argue that the number of $C_7$ is exactly 3 times the number of triangles in $G$. In Lemma 19, we bound the degeneracy of $G_7$ by 2. This construction generalizes to any $k = 3\ell + i$ where $\ell \geq 2$ and $i \in \{1, 2\}$ (except for the case when $k = 8$, that is $\ell = 2$ and $i = 2$) by splitting each edge into $\ell$ and $\ell + 1$ many parts respectively.

Finally, we consider the case of $k = 8$. Note that the target subgraph $H_8$ is the 7-cycle with a tail in this case (see Figure 3). It is natural to wonder why we do not simply take $H_8 = C_8$? After all, for all other values of $k$, taking $H_k = C_k$ suffices. At a first glance, it seems like if we consider the same graph $G_7$ as described above (and in Figure 4b) the number of $C_8$ would be a simple linear function of the number of triangles in $G$ — for each triangle in $G$, there will be exactly three $C_8$ in $G_7$. However, each $C_4$ in $G$ would also lead to a $C_8$ in $G_8$. Observe that for $k > 8$, we do not run into this problem. A more formal treatment of this issue appear in Section 5.

So instead, we take $H_8$ to be the subgraph $C_7$ with a tail to prove our conditional lower bound for sub-CNT$_8$. The construction of the graph $G_8$ remains exactly the same as that of $G_7$. We show in Lemma 21 that, there exists a $C_7$ with a tail in $G_8$ if and only if there exist a triangle in $G$.

![Figure 3](image)

Figure 3 Target subgraph for proving conditional lower bounds for sub-CNT$_8$: the $C_7$ with a tail

We now present the proof of Theorem 18 in full details.

Proof of Theorem 18. Fix some $k \geq 6$. Let the subgraph $H_k$ denote the target subgraph of size $k$. For $k \neq 8$, $H_k$ is $C_k$, and for $k = 8$, $H_k$ is $C_7$ with a tail (see Figure 3). We reduce from the tri-CNT problem to the sub-CNT$_H$. Let $G = (V, E)$ be the input instance for the tri-CNT problem with $|V| = n$ and $|E| = m$. We construct an input instance $G_k = (V_k, E_k)$ for the sub-CNT$_H$ problem from $G$. The construction of $G_k$ differs based on whether $k$ is divisible by 3 or not. We next consider these two cases separately.

Details of the Reduction. First assume $k = 3\ell$ for some integer $\ell \geq 2$. We first define the vertex set $V_k$.

We now present the proof of Theorem 18 in full details.
We now describe the edge set $E_k$. We treat each edge $e = \{u,v\} \in E$ as an ordered pair $(u,v)$ where the ordering can be arbitrary of the vertices (for example, assume lexicographical ordering). Now for each edge $e = (u,v)$ construct an $\ell$-length path between $u$ and $v$ in $V_k$ by connecting the vertices in $\{u\} \cup V_e \cup \{v\}$ sequentially. More precisely, we define $E_k$ as follows.

$$E_k = \bigcup_{e \in E} E_e,$$

where $E_e = \{\{u,v_e,1\}, \{v_e,1,v_e,2\}, \ldots, \{v_e,\ell-2,v_e,\ell-1\}, \{v_e,\ell-1,v\}\}$ for $e = (u,v)$.

This completes the construction of the graph $G_k = (V_k, E_k)$. We give an example in Figure 4a for $k = 6$.

Now assume $k = 3\ell + i$ for some some integer $\ell \geq 2$ and $i \in \{1,2\}$. In the previous case, we added a set of $\ell - 1$ many vertices for each edge in $E$. But now, for each edge $e \in E$, we add two sets of vertices, one with $\ell - 1$ many vertices and the other with $\ell$ many vertices. We denote the first set as $V_e = \{v_{e,1}, v_{e,2}, \ldots, v_{e,\ell-1}\}$, and the second set as $U_e = \{u_{e,1}, u_{e,2}, \ldots, u_{e,\ell}\}$. We also add the set of vertices in $V$ to $V_k$. Formally, we have

$$V_k = V \cup V_k,$$

where $V_k = \bigcup_{e \in E} V_e \cup U_e,$

for $V_e = \{v_{e,1}, v_{e,2}, \ldots, v_{e,\ell-1}\}$,

and $U_e = \{u_{e,1}, u_{e,2}, \ldots, u_{e,\ell}\}$.

To construct the edge set $E_k$, as before we treat each edge in $e = \{u,v\} \in E$ as an ordered pair $(u,v)$ according to some arbitrary ordering of the vertices. Now, for each edge $e = (u,v)$, construct an $2\ell + 1$-length cycle between $u$ and $v$ in $V_k$ by creating a $\ell$-length path via the vertices in $V_e$ and another $\ell + 1$-length path via the vertices in $U_e$. We denote the corresponding edge sets as $E_{V,e}$ and $E_{U,e}$ respectively. Formally, we define $E_k$ as follows.

$$E_k = \bigcup_{e \in E} (E_{V,e} \cup E_{U,e}),$$

where $E_{V,e} = \{\{u,v_{e,1}\}, \{v_{e,1}, v_{e,2}\}, \ldots, \{v_{e,\ell-2}, v_{e,\ell-1}\}, \{v_{e,\ell-1}, v\}\}$,

and $E_{U,e} = \{\{u,u_{e,1}\}, \{u_{e,1}, u_{e,2}\}, \ldots, \{u_{e,\ell-1}, u_{e,\ell}\}, \{u_{e,\ell}, v\}\}$ for $e = (u,v)$.
This completes the construction of the graph $G_k = (V_k, E_k)$. Note that the construction is independent of the value of $i$. Hence, we produce the same graph $G_k$ for $k = 3\ell + 1$ and $k = 3\ell + 2$. We give an example in Figure 4b for $k = 7$.

Note that although our target subgraph for the case $k = 8$ is a 7-cycle with a tail instead of 8-cycle, our construction is still the same.

**Correctness of the Reduction.** In Lemma 19, we prove that $G_k$ has degeneracy at most 2. In Lemma 20, we show that, for $k \neq 8$, the number of $C_k$ in the graph $G_k$ is a linear function of the number of triangles in $G$. In Lemma 21, we show that $G_8$ is $H_k$ free if and only if $G$ is triangle free.

**Lemma 19.** $\kappa(G_k) \leq 2$.

**Proof.** To prove the lemma it is sufficient to exhibit a vertex ordering $\prec$ such that in the corresponding directed graph $G'_k$, $d^+(v) \leq 2$ for all $v \in V_k$ (application of Lemma 6). We use an ordering $\prec$ where $V_E \prec V$ and the ordering within each set is arbitrary. Observe that each vertex $v \in V_E$ has degree exactly 2 and no two vertices in $V$ are connected to each other. Hence, $d^+(v) \leq 2$ for all $v \in V_k$.

**Lemma 20.** Let $\ell \geq 2$ be some integer. For $k = 3\ell$, $\textrm{DM}(G_k, C_k) = \textrm{DM}(G, C_3)$. For $k = 3\ell + i$ with $i \in \{1, 2\}$ and $k \neq 8$, $\textrm{DM}(G_k, C_k) = 3 \cdot \textrm{DM}(G, C_3)$.

**Proof.** Let $T$ be the set of triangles in $G$ and $C$ be the set of $C_k$ in $G_k$. Note that a triangle in $T$ and a $k$-cycle in $C$ can be uniquely identified by a set of three and $k$ edges, respectively.

We first take up case of $k = 3\ell$ for some $\ell \geq 2$. Let $g$ be the mapping between the sets $T$ and $C$, $g : T \rightarrow C$, defined as follows: $g([e_1, e_2, e_3]) = E_{e_1} \cup E_{e_2} \cup E_{e_3}$. To prove the lemma, it is sufficient to exhibit that $g$ is a bijection. To this end, note that if $g(\tau_1) = g(\tau_2)$, then $\tau_1 = \tau_2$. This follows immediately from the definition of $g$, since $E_{e_1} \cap E_{e_2} = \emptyset$ for all $e_1 \neq e_2$.

We now show that every $k$-cycle in $C$ has an inverse mapping in $g$. Let $\xi$ be a $k$-cycle in $C$. Fix some edge $e \in E$. By construction, either all the edges from the set $E_\xi$ are present in $\xi$, or none of them are. Hence, $\xi$ must be of the form $E_{e_1} \cup E_{e_2} \cup E_{e_3}$ for some three distinct edges $e_1, e_2, e_3$. Clearly, $\{e_1, e_2, e_3\}$ forms a triangle in $G$.

Now assume $k = 3\ell + i$ for some $\ell \geq 2$ and $i \in \{1, 2\}$, and $k \neq 8$. It is not difficult to see that each triangle in $T$ leads to exactly three $k$-cycles in $C$. The non-trivial direction is to show that for each $k$-cycles in $C$ there is an unique triangle in $T$. Let $\xi$ be a $k$-cycle in $C$. Fix some edge $e \in E$. By construction, exactly one of the following must be true: (i) all the $\ell$ edges from the set $E_{V \setminus e}$ are present in $\xi$, (ii) all the $\ell + 1$ edges from the set $E_{U \setminus e}$ are present in $\xi$, (iii) none of the edges from the set $E_{V \setminus e} \cup E_{U \setminus e}$ are present in $\xi$. First assume $i = 1$. Since $\xi$ has $3\ell + 1$ many edges, and $\ell \geq 2$, it must consist of one $E_{U \setminus e}$ set of size $\ell + 1$, and two $E_{V \setminus e}$ sets of size $\ell$. When $i = 2$ and $\ell > 2$, $\xi$ must consist of two $E_{U \setminus e}$ set of size $\ell + 1$, and one $E_{V \setminus e}$ sets of size $\ell$. Clearly, the three edges corresponding to these sets form a unique triangle in $G$. (When $k = 8$, that is $\ell = 2$ and $i = 2$, taking four distinct sets $E_{V \setminus e}$ creates a copy of $C_8$, and hence the argument does not work.)

**Lemma 21.** The input graph $G$ is triangle free if and only if $G_8$ does not have any $C_7$ with a tail.

**Proof.** Observe that, if there exists a triangle $\tau$ in $G$, then in $G_8$, there would be at least one $C_7$ with a tail (in fact, the exact number would depend on the degree of the involved vertices). In the proof of Lemma 20, we argued that each 7-cycle in $G_7$ (which is isomorphic to $G_8$) corresponds to a triangle in $G$. Also, by our construction, if $G_8$ has a $C_7$, then that 7-cycle necessarily has a tail. Therefore, existence of $C_7$ with a tail in $G_8$ implies existence of a triangle in $G$. This completes the proof of the lemma.
Lemmas 19 to 21 together prove the theorem: if there exists an algorithm \( A \) for the \( \text{sub-cnt}_{C_k} \) problem with \( T(A) = O(mf(\kappa)) \), then \( A \) is an algorithm for the \( \text{tri-cnt} \) problem (or the triangle detection problem in the case of \( k = 8 \)) with \( T(A) = O(m) \), where \( T(A) \) denotes the worst case time complexity of the algorithm \( A \).

\section{Future Directions}

Although our algorithmic framework fails to produce a linear time algorithm for \( \text{sub-cnt}_{C_6} \) in bounded degeneracy graphs, there are certain other 6-vertex subgraphs where it indeed succeeds. An easy example is \( \text{sub-cnt}_{K_6} \). In fact, our framework gives a linear time algorithm for counting any constant size clique in bounded degeneracy graphs – for each acyclic orientation of a clique, the source vertex construct a DRTS covering all the remaining vertices. There exists other non-clique 6-vertex subgraphs as well, where Alg. 2 succeeds. Consider the subgraph \( H \) shown in Fig. 5. It is easy to see that, any acyclic orientation of \( H \) such as \( H \rightarrow \) has at least one source vertex \( s \) that is a root of a DRTS with four vertices. Thus, we can solve \( \text{sub-cnt}_H \) in \( O(m\kappa^3) \) expected time.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{Figure5.png}
\caption{Alg. 2 succeeds to count the number of distinct matches of \( H \) in linear time for bounded (constant) degeneracy graphs. Each acyclic orientation of \( H \) has a source vertex \( s \), which is connected to exactly three vertices, as in \( H \rightarrow \). So, the largest DRTS has at least four vertices (shown in green). Number of matches of the remaining vertices (shown in blue) could be counted using \( H_{M_2} \).}
\end{figure}

Despite the chasm at six, there exist subgraphs \( H \) with 6-vertices (or more) such that \( \text{sub-cnt}_H \) admits a linear time algorithm in bounded degeneracy graph. We end this exposition with the following natural problem:

\textit{Characterize all subgraphs \( H \) such that \( \text{sub-cnt}_H \) has a linear time algorithm in bounded degeneracy graphs.}
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Abstract

Parameterization above a guarantee is a successful paradigm in Parameterized Complexity. To the best of our knowledge, all fixed-parameter tractable problems in this paradigm share an additive form defined as follows. Given an instance \((I, k)\) of some (parameterized) problem \(\Pi\) with a guarantee \(g(I)\), decide whether \(I\) admits a solution of size at least \((\text{at most})\) \(k + g(I)\). Here, \(g(I)\) is usually a lower bound \((\text{resp. upper bound})\) on the maximum \((\text{resp. minimum})\) size of a solution. Since its introduction in 1999 for \(\text{Max SAT}\) and \(\text{Max CUT}\) (with \(g(I)\) being half the number of clauses and half the number of edges, respectively, in the input), analysis of parameterization above a guarantee has become a very active and fruitful topic of research.

We highlight a multiplicative form of parameterization above a guarantee: Given an instance \((I, k)\) of some (parameterized) problem \(\Pi\) with a guarantee \(g(I)\), decide whether \(I\) admits a solution of size at least \((\text{at most})\) \(k \cdot g(I)\). In particular, we study the \(\text{Long Cycle}\) problem with a multiplicative parameterization above the girth \(g(I)\) of the input graph, and provide a parameterized algorithm for this problem. Apart from being of independent interest, this exemplifies how parameterization above a multiplicative guarantee can arise naturally. We also show that, for any fixed constant \(\epsilon > 0\), multiplicative parameterization above \(g(I)^{1+\epsilon}\) of \(\text{Long Cycle}\) yields para-NP-hardness, thus our parameterization is tight in this sense. We complement our main result with the design (or refutation of the existence) of algorithms for other problems parameterized multiplicatively above girth.
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Introduction

The goal of parameterized complexity is to find ways of solving NP-hard problems more efficiently than brute force: our aim is to restrict the combinatorial explosion to a parameter that is hopefully much smaller than the input size. Formally, a parameterization of a problem is the assignment of an integer $k$ to each input instance, and we say that a parameterized problem is fixed-parameter tractable (FPT) if there is an algorithm that solves the problem in time $f(k) \cdot n^{O(1)}$, where $n$ is the size of the input and $f$ is an arbitrary computable function depending on the parameter $k$ only. There is a long list of NP-hard problems that are FPT under various parameterizations: finding a vertex cover of size $k$, finding a cycle of length $k$, finding a maximum independent set in a graph of treewidth at most $k$, etc. For more background, the reader is referred to the monographs [12, 14, 21].

Choosing a suitable parameter plays an important role in the field of parameterized complexity. Traditionally, the solution size has been the most sought after parameter. However, in various circumstances this is not a good parameter. To illustrate this, consider the following problems: Max Sat and Max Cut. Observe that there always exists a truth assignment that satisfies half of the clauses, and there is always a max-cut containing at least half the edges. Thus, if we choose solution size as the parameter, then we get the following trivial algorithm: if $k \leq m/2$, then return yes; else $m \leq 2k$, so now any brute-force algorithm is an FPT algorithm. Thus if we want to design a nontrivial parameterized algorithm, then solution size is not a suitable parameter. In particular, a general message here is as follows.

The natural parameterization of, say, a maximization/minimization problem by the solution size is not satisfactory if there is a lower bound for the solution size that is sufficiently large.

Thus, for such cases, it is more natural to parameterize the problem by the difference between the solution size and the bound. This perspective is known as “above guarantee” parameterization. This approach was introduced by Mahajan and Raman [33] for the Max Sat and Max Cut problem. This approach was successfully applied to many various problems (see, e.g., [1, 11, 24, 25, 26, 34, 10] for a few illustrative examples).

In some of the above examples there is an explicit lower bound on the solution size, given in terms of the input size. However, in many cases, we do not have explicit lower bounds. We substantiate this with the example of classic Vertex Cover problem. In this problem, we are given a graph $G$ and a positive integer $k$, and the goal is to test whether there exists a set of vertices $C$ of size at most $k$ that is a vertex cover (i.e., every edge has at least one endpoint in $C$). Clearly, the size of a maximum matching of $G$ or the value of the linear programming relaxation of an integer linear program for Vertex Cover is a lower bound on the size of a vertex cover of $G$. Observe that these lower bounds are graph dependent.
and not the size dependent. This is what we mean by implicit lower bounds. Coming back
to Vertex Cover, in polynomial time it is possible to reduce the size of the graph, without
changing the answer, such that we are guaranteed that any vertex cover must contain half of
the remaining vertices. Thus, again we can employ any brute-force algorithm and design
an FPT algorithm for Vertex Cover. This has led to the study of the problem Vertex
Cover Above LP (or Vertex Cover Above Matching), which has played a central
role in the development of the field of parameterized complexity [12].

In this paper, we take the philosophy of above guarantee parameterization a significant
conceptual step forwards. In particular,

The goal of this paper is to study another classical problem – namely, Long
Cycle – from the viewpoint of a new implicit parameterization, that is neither
standard nor an additive above guarantee parameterization.

The Long Path problem is to decide, given a directed or undirected $n$-vertex graph $G$
and an integer $k$, whether $G$ contains a path on at least $k$ vertices, that is, a self-avoiding
walk with at least $k$ vertices. Similarly, the Long Cycle problem is to decide whether
$G$ contains a cycle of length at least $k$, that is, a closed self-avoiding walk with at least $k$
vertices. These problems are natural generalization of the classical Hamiltonian Path
and Hamiltonian Cycle problems and have been actively studied. In particular, there
is a plethora of results about parameterized complexity of Long Path and Long Cycle
(see, e.g., [4, 5, 9, 8, 22, 29, 30, 31, 38]) since the early work of Monien [35]. Let us
just mention here that the fastest known randomized algorithm for Long Path is due to
Björklund et al. [4] and runs in time $1.657^k \cdot n^{O(1)}$, whereas the fastest known deterministic
algorithm is due to Tsur [37] and runs in time $2.554^k \cdot n^{O(1)}$. Respectively for Long Cycle,
the randomized algorithm with the currently best running time of $4^k \cdot n^{O(1)}$ was given by
Zehavi in [40], and the best deterministic algorithm was given by Fomin et al. in [20] and
runs in time $4.884^k \cdot n^{O(1)}$.

For Long Path, the investigation of above guarantee parameterizations was initiated
by Bezáková et al. in [2]. Let $s$ and $t$ be two vertices of a graph $G$. Clearly, the length
of any $(s,t)$-path in $G$ is lower bounded by the shortest distance, $d(s,t)$, between these
vertices. Based on this straightforward observation, Bezáková et al. in [2] introduced the
Longest Detour problem that asks, given a graph $G$, two vertices $s, t$, and a positive
integer $k$, whether $G$ has an $(s,t)$-path with at least $d(s,t) + k$ vertices. They proved that
for undirected graphs, this problem can be solved in time $2^{O(k)} \cdot n^{O(1)}$. That is, it is FPT.

For the variant of the problem where the question is whether $G$ has an $(s,t)$-path with
exactly $d(s,t) + k$ vertices, a randomized algorithm with running time $2.746^k \cdot n^{O(1)}$ and a
deterministic algorithm with running time $6.745^k \cdot n^{O(1)}$ were obtained. In a recent work,
Fomin et al. [17] studied the parameterization of Long Path and Long Cycle above the
degeneracy $d$ of the input graph $G$. Formally, a graph $G$ has degeneracy at most $d$ if every
subgraph of $G$ has a vertex of degree at most $d$. A classic result by Erdős and Gallai [15]
from 1959 states that any graph of degeneracy $d > 1$ has a cycle (and hence also path)
on at least $d$ vertices. If the graph $G$ is not guaranteed to be 2-connected, then deciding
whether $G$ contains a cycle of length $d + 2$ is already NP-hard, and therefore parameterization
above degeneracy does not make sense. However, when we add the requirement that $G$ is
2-connected, then then deciding whether $G$ contains a cycle of length $d + k$ parameterized
by $k$ can be done in time $2^{O(k)} \cdot n^{O(1)}$ and hence FPT. A similar situation holds for Long
Path where connectivity replaces 2-connectivity.
Parameterization Above a Multiplicative Guarantee

1.1 Multiplicative Above Guarantee Parameterization

To the best of our knowledge, all successful above guarantee parameterizations are additive. Roughly speaking, this means that if we have a lower bound $\tau$ on the optimal solution size, then we ask whether we can find a solution of size (at least or at most) $\tau + p$ in time $f(p) \cdot n^{O(1)}$. Our main message of this paper is the following.

The goal of this paper is to introduce the notion of multiplicative above guarantee parameterization (which is neither standard nor an additive above guarantee parameterization). In multiplicative above guarantee parameterization, we ask whether we can find a solution of size (at least or at most) $\tau \cdot p$ in time $g(p) \cdot n^{O(1)}$. We will illustrate our new definition by designing several FPT algorithms parameterized above a multiplicative guarantee.

We remark that a few problems in [36] were stated in a way fitting parameterization above a multiplicative guarantee. However, these were shown to be para-NP-hard [27, 28].

Recall that the girth of a graph $G$, denoted by $\gamma(G)$, is the length of the shortest cycle in $G$. First, consider the problem where we are given a graph $G$ and an integer $k$ and the objective is to test whether there is a cycle of length at least $\gamma(G) + k$ in $G$. If $\gamma(G) \leq 2k + 6$, then clearly we can solve the problem in time $2^{O(k)}n^{O(1)}$ by using the algorithm in [39]. We now show that when $2k + 6 < \gamma(G)$, the problem is solvable in polynomial time. To this end, let $(G, k)$ be a yes-instance, and let $C$ be a hypothetical solution. That is, $C$ is a cycle of length at least $\gamma(G) + k$. Let $g = \gamma(G)$. Let $u, v, w, x \in V(C)$ such that when we traverse $C$ in some order from $u$, we encounter $v$ at distance $\lceil \frac{g}{2} \rceil - 1$ from $u$, next we encounter $w$ at additional distance $\lceil \frac{g}{2} \rceil - 1$ from $v$, and lastly we encounter $x$ at additional distance $k' = (g + k) - 2\lceil \frac{g}{2} \rceil - 2$ from $w$. Notice that $k' \in \{k + 2, k + 3\}$. Since the girth of $G$ is $g$ and $k + 3 < \frac{g}{2}$, we have that shortest paths between $u$ and $v$, $v$ and $w$, and $w$ and $x$ are unique and they are part of the cycle $C$. Therefore, we may compute the shortest paths between the pairs above, and later check whether $u$ is reachable from $x$ after deleting these shortest paths. Going over every possible choice of $u, v, w, x \in V(C)$, this leads to a polynomial time algorithm when $2k + 6 < \gamma(G)$. This implies that it can be decided in time $2^{O(k)}n^{O(1)}$ whether a graph has a cycle with at least $\gamma(G) + k$ vertices.

The informal argument above shows that LONG CYCLE parameterized additively above girth is not more “interesting” than just normal LONG CYCLE, where the input lower bound on solution size is the parameter. In a sense, it hints that the guarantee may be strengthened. In light of this, we introduce a new above guarantee version of LONG CYCLE (resp. LONG PATH), termed LONG CYCLE (resp. LONG PATH) parameterized multiplicatively above girth, as follows. The input consists of a graph $G$ and an integer $k$, and the objective is to decide whether there is a cycle (resp. path) on at least $k \cdot \gamma(G)$ vertices.

1.2 Our Contribution

We first prove our main result, which states that LONG CYCLE (and LONG PATH) parameterized multiplicatively above girth is FPT. Specifically, we prove the following theorem.

**Theorem 1.** LONG CYCLE (and LONG PATH) parameterized multiplicatively above girth is solvable in time $2^{O(k^2)}n$.

As a complementary result to the above theorem, we assert that our parameterization is tight in the following sense.
Theorem 2. For any fixed constant $\epsilon > 0$, Long Cycle (and Long Path) parameterized multiplicatively above $g^{1+\epsilon}$ is para-NP-hard, where $g$ is the girth of the input graph.

Next, we further extend the scope of our problem domain by showing that also Vertex Cover, Connected Vertex Cover and Max Internal Spanning Tree parameterized multiplicatively above girth are FPT. Given a graph $G$ and an integer $k$, the objectives of these problems are to decide whether $G$ has a vertex cover of size at most $k \cdot \gamma(G)$, a connected vertex cover (that is, a vertex cover that induces a connected subgraph) of size at most $k \cdot \gamma(G)$, and a spanning tree with at least $k \cdot \gamma(G)$ internal vertices, respectively. Here, $\gamma(G)/2$ is a lower bound on the size of an optimal solution.

Theorem 3. Vertex Cover, Connected Vertex Cover and Max Internal Spanning Tree parameterized multiplicatively above girth are solvable in time $2^{O(k \log k)} \cdot n$.

Lastly, we observe that parameterization above girth (even additively) can often yield NP-hardness when $k$ is a fixed constant. Specifically, we give Feedback Vertex Set and Cycle Packing as illustrative simple examples.

Theorem 4. Feedback Vertex Set and Cycle Packing parameterized additively above girth are para-NP-hard.

2 Preliminaries

For terminology not explicitly defined here, we refer to the book of Diestel [13]. Throughout the paper, we consider finite undirected graphs. For a graph $G$, let $V(G)$ and $E(G)$ denote its vertex set and edge set, respectively. When $G$ is clear from context, let $n = |V(G)|$ and $m = |E(G)|$. Given a subset $U \subseteq V(G)$, let $G[U]$ be the subgraph of $G$ induced by $U$. The girth of $G$ is the length of the shortest cycle in $G$, and is denoted by $\gamma(G)$. A vertex cover of $G$ is a set of vertices in $G$ whose removal from $G$ yields an edgeless graph. The vertex cover number of $G$ is the smallest size of a vertex cover of $G$. A feedback vertex set of $G$ is a set of vertices in $G$ whose removal from $G$ yields a forest. The feedback vertex set number of $G$ is the smallest size of a feedback vertex set of $G$. For any $t \in \mathbb{N}$, $K_t$ denote the cycle on $t$ vertices and $K_t$ denote the complete graph on $t$ vertices.

A subdivision of an edge $e = \{u, v\} \in E(G)$ is its replacement by a new degree-2 vertex whose neighbors are $u$ and $v$. A subdivision of $G$ is any graph that can be obtained by subdividing some of the edges of $G$ (where a single edge can be subdivided multiple times). Let $\text{Paths}(G)$ be the set of all (simple) paths in $G$. Given two (simple) paths $P_1$ and $P_2$ that share one or two endpoints and are internally vertex-disjoint, let $P_1 + P_2$ denote the (simple) path or cycle (if both endpoints are shared) obtained by concatenating $P_1$ and $P_2$. The size of a cycle or path is its number of vertices, and its length is its number of edges. A graph $H$ is a topological minor of $G$ if $G$ contains a subgraph that is isomorphic to some subdivision of $H$. More explicitly, this notion is defined as follows.

Definition 5 (Topological Minor). A graph $H$ is a topological minor of a graph $G$ if there exist injective functions $\phi : V(H) \to V(G)$ and $\varphi : E(H) \to \text{Paths}(G)$ such that for all $e = \{h, h'\} \in E(H)$, the endpoints of $\varphi(e)$ are $\phi(h)$ and $\phi(h')$, for all distinct $e, e' \in E(H)$, the paths $\varphi(e)$ and $\varphi(e')$ are internally vertex-disjoint, and there do not exist a vertex $v$ in the image of $\phi$ and an edge $e \in E(H)$ such that $v$ is an internal vertex on $\varphi(e)$.

1 If $G$ does not contain any cycle, then its girth is defined as $\infty$. 
The Cartesian product of two graphs is defined as follows.

**Definition 6** (Cartesian Product of Graphs). The Cartesian product $G \times H$ of two graphs $G$ and $H$ is the graph whose vertex set is the Cartesian product $V(G) \times V(H)$, where any two vertices $(u, u')$ and $(v, v')$ are adjacent if and only if one of the following holds: (i) $u = v$ and $\{u', v\} \in E(H)$; (ii) $u' = v'$ and $\{u, v\} \in E(G)$.

Treewidth is a measure of how “treelike” is a graph, formally defined as follows.

**Definition 7** (Treewidth). A tree decomposition of a graph $G$ is a pair $(T, \beta) = (V(T), \beta)$ of a tree $T$ and $\beta : V(T) \to 2^{V(G)}$, such that
1. for any edge $\{x, y\} \in E(G)$ there exists a node $v \in V(T)$ such that $x, y \in \beta(v)$, and
2. for any vertex $x \in V(G)$, the subgraph of $T$ induced by the set $T_x = \{v \in V(T) : x \in \beta(v)\}$ is a non-empty tree.

The width of $(T, \beta)$ is $\max_{v \in V(T)} |\beta(v)| - 1$. The treewidth of $G$, denoted by $\text{tw}(G)$, is the minimum width over all tree decompositions of $G$.

The treewidth of a graph can be efficiently approximated up to a constant factor as follows.

**Proposition 8** ([7]). There exists an algorithm that, given a graph $G$ and an integer $t$, in time $2^{O(t)} n$ either determines that the treewidth of $G$ is larger than $t$, or outputs a tree decomposition of $G$ of width at most $5t + 4$.

The following relation between treewidth and feedback vertex set number is folklore.

**Proposition 9** ([12]). There exists an algorithm that, given a graph $G$ with a feedback vertex set $U$, in time $O(|U| n)$ outputs a tree decomposition of $G$ of width $|U|$.

### 3 FPT Algorithm for Long Cycle

In this section, we consider the parameterized complexity of Long Cycle parameterized multiplicatively above girth, and prove Theorems 1 and 2. For our positive result, we required the following definition and propositions. First, we give the definition of a graph called a $t$-prism, which has $2t$ vertices and $3t$ edges (see Fig. 1).

**Definition 10** (Prism). For any $t \in \mathbb{N}$, the $t$-prism is the Cartesian product $C_t \times K_2$.

The following proposition asserts that a graph of sufficiently high treewidth necessarily contains a large prism as a topological minor.

**Proposition 11** ([3]). For any $k \in \mathbb{N}$, any graph $G$ of treewidth at least $60k^2$ contains a $k$-prism as a topological minor.$^2$

In case the treewidth of the graph is low, we will be able to solve the problem by making use of the following proposition.

**Proposition 12** ([6]). There exists an algorithm that, given a graph $G$ and a tree decomposition of $G$ of width $t$, in time $2^{O(t)} n$ outputs a cycle (if one exists) and a path in $G$ of maximum sizes.

---

$^2$ Although the result is mentioned in terms of minors, the proof given in [3] yields the result stated here.
The main combinatorial lemma we need for our positive result is as follows. This lemma handles the case where the treewidth of the graph is large.

Lemma 13. For any $k \in \mathbb{N}$, any graph $G$ that contains the 4k-prism as a topological minor also has a cycle on at least $\gamma(G) \cdot k$ vertices.

Proof. Let $H$ be the 4k-prism. Notice that the vertex set of $H$ can be denoted by $V(H) = \{a_1, a_2, \ldots, a_{4k}, b_1, b_2, \ldots, b_{4k}\}$ so that $H[\{a_1, a_2, \ldots, a_{4k}\}]$ and $H[\{b_1, b_2, \ldots, b_{4k}\}]$ are cycles and $\{(a_i, a_i) : i \in \{1, 2, \ldots, 4k\}\} \subseteq E(H)$ (see Fig. 1). Let $\phi: V(H) \to V(G)$ and $\varphi: E(H) \to \text{Paths}(G)$ be some two functions that witness that $H$ is a topological minor of $G$. Let $S_1, \ldots, S_{2k}$ be a set of $2k$ vertex-disjoint cycles of length 4 in $H$ defined as follows: For each $i \in \{0, 1, \ldots, 2k-1\}$, $S_i = H[\{a_{2i+1}, a_{2i+2}, b_{2i+2}, b_{2i+1}\}]$ (see Fig. 1). Additionally, we define two (not vertex-disjoint) cycles $C$ and $C'$ in $H$ as follows: $C = H[\{a_1, a_2, b_2, a_3, a_4, \ldots, a_{4k-1}, a_{4k}, b_{4k}\}]$ and $C' = H[\{a_1, b_1, b_2, a_3, b_3, \ldots, b_{4k}, a_{4k}, a_1\}]$ (see Fig. 1).

Now, for each $i \in \{0, 1, \ldots, 2k-1\}$, let $A_i = \varphi(\{a_{2i+1}, a_{2i+2}\}) + \varphi(\{a_{2i+2}, b_{2i+2}\}) + \varphi(\{b_{2i+2}, b_{2i+1}\}) + \varphi(\{b_{2i+1}, a_{2i+1}\})$. This notation is well defined as required to concatenate paths—specifically, here we concatenated internally vertex-disjoint paths sharing exactly one endpoint except for the last concatenation where both endpoints are shared (by the paths $\varphi(\{a_{2i+1}, a_{2i+2}\}) + \varphi(\{a_{2i+2}, b_{2i+2}\}) + \varphi(\{b_{2i+2}, b_{2i+1}\})$ and $\varphi(\{b_{2i+1}, a_{2i+1}\})$). Roughly speaking, $A_i$ is the cycle to which $\varphi$ maps $S_i$. Notice that $\{A_i\}_{i=0}^{2k-1}$ is a collection of $2k$ vertex-disjoint cycles in $G$. Therefore, together they contain at least $2\gamma(G) \cdot k$ edges.

Additionally, let $B = \varphi(\{a_1, a_2\}) + \varphi(\{a_2, b_2\}) + \varphi(\{b_2, b_3\}) + \varphi(\{b_3, a_3\}) + \cdots + \varphi(\{a_{4k}, b_{4k}\}) + \varphi(\{b_{4k}, a_1\})$. Again, this notation is well defined as required to concatenate paths. Similarly, let $B' = \varphi(\{a_1, b_1\}) + \varphi(\{b_1, b_2\}) + \varphi(\{b_2, a_2\}) + \varphi(\{a_2, a_3\}) + \cdots + \varphi(\{b_{4k}, a_{4k}\}) + \varphi(\{a_{4k}, a_1\})$. Roughly speaking, $B$ and $B'$ are the cycles to which $\varphi$ maps $C$ and $C'$, respectively. Notice that $E(H) = E(C) \cup E(C')$. Thus, we deduce that $\bigcup_{i=0}^{2k-1} E(A_i) \subseteq E(C) \cup E(C')$. From this,
we further deduce least one among the cycles $B$ and $B'$ must contain at least half the edges in $\bigcup_{i=0}^{k-1} E(A_i)$. Because we already showed that $|\bigcup_{i=0}^{k-1} E(A_i)| \geq 2\gamma(G) \cdot k$, this means that at least one among the cycles $B$ and $B'$ has length (and therefore also size) at least $\gamma(G) \cdot k$. This completes the proof. 

By Proposition 11, any graph $G$ of treewidth at least $60 \cdot (4k)^2 = 960k^2$ contains a 4k-prism as a topological minor. Thus, we derive the following corollary to Lemma 13.

**Corollary 14.** For any $k \in \mathbb{N}$, any graph $G$ of treewidth at least $960k^2$ has a cycle on at least $\gamma(G) \cdot k$ vertices.

We are now ready to prove our main theorem.

**Theorem 1.** **Long Cycle** (and Long Path) parameterized multiplicatively above girth is solvable in time $2^{O(k^2)} n$.

**Proof.** Given an instance $(G, k)$ of Long Cycle (Long Path), the algorithm is executed as follows. First, it calls the algorithm in Proposition 8 with $t = 960k^2$ in time $2^{O(k^2)} n = 2^{O(k^2)} n$ to either determine that the treewidth of $G$ is larger than $t$, or output a tree decomposition of $G$ of width at most $5t + 4$. In the first case, it concludes that $(G, k)$ is a Yes-instance of Long Cycle (resp. Long Path), which is correct by Corollary 14. In the second case, it calls the algorithm in Proposition 12 to obtain a cycle (resp. path) of maximum size in $G$ in time $2^{O(5t+4)} n = 2^{O(k^2)} n$, and concludes that $(G, k)$ is a Yes-instance of Long Cycle (resp. Long Path) if and only if the size of this cycle (resp. path) is at least $\gamma(G) \cdot k$. 

**Theorem 2.** For any fixed constant $\epsilon > 0$, Long Cycle (and Long Path) parameterized multiplicatively above $g^{1+\epsilon}$ is para-NP-hard, where $g$ is the girth of the input graph.

**Proof.** Consider some fixed constant $\epsilon > 0$. Our proof is based on a reduction from the Hamiltonian Cycle (resp. Hamiltonian Path) problem, which is known to be NP-hard [23], to Long Cycle (resp. Long Path) parameterized multiplicatively above $g^{1+\epsilon}$.

In the Hamiltonian Cycle (resp. Hamiltonian Path) problem, we are given a graph $G$ and the objective is to decide whether $G$ contains a (simple) cycle (resp. path) on $n$ vertices. In what follows, we only describe the proof for Long Cycle (since the proof for Long Path is similar).

We now describe the reduction. To this end, let $G$ be an instance of Hamiltonian Cycle. Let $b$ be the smallest positive integer such that $b(1+\epsilon) \in \mathbb{N}$. (Note that $b$ depends only on $\epsilon$.) Let $a = b(1+\epsilon) - 1$. Notice that $b \leq a$ (since $b \cdot \epsilon$ is a positive integer). Now, subdivide each edge in $G$ $a$ times, and let $G'$ be the resulting graph. Let $H$ be the disjoint union of $G'$ and $C$, where $C$ is a cycle of length $n^b$. Finally, set $k = 1$, and let $(H,k)$ be the output instance of Long Cycle parameterized multiplicatively above $g^{1+\epsilon}$. Notice that here, $g$ is the girth of $H$, i.e. $g = \gamma(H)$.

Notice that for any $\ell \in \mathbb{N}$, for any cycle of size $\ell$ in $G$, there is a corresponding cycle of size $\ell \cdot n^a$ in $G'$, and vice versa. This implies that any cycle in $G'$ has size at least $3n^a$. Thus, as $b \leq a$, there is a unique shortest cycle in $H$, which is $C$. Therefore, $\gamma(H) = n^b$. Then, any cycle (resp. path) $C'$ on at least $(\gamma(H))^{1+\epsilon} k = n^{b(1+\epsilon)} = n^{1+a}$ vertices in $H$ is fully contained in $G'$. From this, we conclude that for any cycle of size $n$ in $G$, there is a corresponding cycle of size $(\gamma(H))^{1+\epsilon} k$ in $H$, and vice versa. This yields the correctness of the reduction. In particular, a parameterized algorithm for Long Cycle parameterized multiplicatively above $g^{1+\epsilon}$ would solve $(H,k)$ is polynomial time (because $k = 1$), and thereby yield a polynomial-time for Hamiltonian Cycle. This completes the proof.
In this section, we consider the parameterized complexity of (Connected) Vertex Cover and Max Internal Spanning Tree parameterized multiplicatively above girth, and prove Theorem 3. The following proposition asserts that every graph contains either a small feedback vertex set or a large number of vertex-disjoint cycles (with a logarithmic gap), which can also be computed efficiently.

▶ Proposition 15 ([16, 32]). For some fixed constant \( c \in \mathbb{N} \), there exists an algorithm that, given any \( r \in \mathbb{N} \) and a graph \( G \), in time \( r^{O(1)} n \) outputs either a feedback vertex set of \( G \) of size at most \( cr \log r \) or \( r \) vertex-disjoint cycles in \( G \).

In what follows, we use \( c \) to refer to the constant in this proposition. In case the treewidth of the graph is low, we will be able to solve the problem by making use of the following proposition.

▶ Proposition 16 ([12, 19]). There exist algorithms for Vertex Cover, Connected Vertex Cover and Max Internal Spanning Tree that run in time \( 2^{O(t)} n \), where \( t \) is the treewidth of the input graph.\(^3\)

The main combinatorial lemmas required for our algorithms are as follows. They handle the case where the feedback vertex set number (and hence also treewidth) of the graph is low. First, for (Connected) Vertex Cover, we need the following lemma.

▶ Lemma 17. For any \( r \in \mathbb{N} \), any graph \( G \) that contains \( r \) vertex-disjoint cycles has vertex cover number at least \( \frac{\gamma(G)}{2} \cdot r \).

Proof. Let \( C \) be a collection of \( r \) vertex-disjoint cycles of \( G \). Consider any vertex cover \( U \) of \( G \). Then, \( U \) must contain at least half the vertices of each cycle in \( C \) in order to contain an endpoint of every edge of that cycle. Since each cycle in \( C \) contains at least \( \gamma(G) \) vertices, the lemma follows. ▶

Second, for Max Internal Spanning Tree, we need the following lemma.

▶ Lemma 18. For any \( r \in \mathbb{N} \), any connected graph \( G \) that contains \( r \) vertex-disjoint cycles has a spanning tree with at least \( (\gamma(G) - 1) \cdot r - 1 \) internal vertices.\(^4\)

Proof. Let \( C \) be a collection of \( r \) vertex-disjoint cycles of \( G \). Let \( T \) be some spanning tree of \( H \) (whose existence follows from the supposition that \( G \), and hence also \( H \), is connected).

Now, we traverse \( T \) in preorder, and when we encounter a new vertex of the form \( v_C \), we perform the following operations. Let \( p \) be the parent of \( v_C \) in \( T \) (if it is not the root), and let \( u \) be some vertex in \( C \) that is adjacent to \( p \) (if \( v_C \) is the root, let \( u \) be any vertex in \( C \)). Then, replace \( v_C \) in \( T \) by a path \( P \) from \( u \) to one of its neighbors in \( C \) so that this path \( P \) contains exactly all the edges of \( C \) except one (between \( u \) and the chosen neighbor).

\(^3\) Such an algorithm for Max Internal Spanning Tree is not given explicitly, but it is easily seen to follow from the approach of dynamic programming over tree decompositions using representative sets as in [19].

\(^4\) Notice that the supposition that \( r \) is positive also implies that \( G \) is not a forest and hence \( \gamma(G) \) is finite.
Here, make \( u \) be the child of \( p \) in \( T \), and every child \( w \) of \( v_C \) is handled as follows: the subtree of \( w \) is “hanged” from a vertex of the path \( P \) such that \( w \) (or some vertex in the cycle represented by \( w \), if \( w \) is a new vertex) is adjacent to it in \( G \). Notice that at the end of this process, we obtain a spanning tree of \( G \) with the following property. For each cycle \( C \in \mathcal{C} \), all vertices except possibly one are internal vertices, with the exception of possibly one cycle (if there was a cycle represented by the root of \( T \)) where all vertices except possibly two are internal vertices. Thus, this spanning tree has at least \((\gamma(G) - 1) \cdot r - 1\) internal vertices. This completes the proof. \( \sqsubseteq \)

We are now ready to prove our main theorem.

\[ \textbf{Theorem 3.} \] \textbf{Vertex Cover, Connected Vertex Cover and Max Internal Spanning Tree} parameterized multiplicatively above girth are solvable in time \( 2^{O(k \log k)} n \).

\[ \textbf{Proof.} \] Given an instance \((G,k)\) of (Connected) Vertex Cover (resp. Max Internal Spanning Tree), the algorithm is executed as follows. Without loss of generality, we suppose that \( G \) is connected in the case of Max Internal Spanning Tree, else we clearly have a No-instance of this problem. First, the algorithm calls the algorithm in Proposition 15 with \( r = 2k + 1 \) in time \( r^{O(1)} n = k^{O(1)} n \) to obtain either a feedback vertex set of \( G \) of size at most \( cr \log r \) or \( r > 2k \) vertex-disjoint cycles in \( G \). In the second case, by Lemma 17 \( G \) has vertex cover number strictly larger than \( \frac{\gamma(G)}{2} \cdot 2k = \gamma(G) \cdot k \), and by Lemma 18, it also has a spanning tree with at least \((\gamma(G) - 1) \cdot 2k - 1 \geq \gamma(G) \cdot k\) internal vertices (where the last inequality follows from the facts that \( \gamma(G) \geq 3 \) and \( k \in \mathbb{N} \)). Thus, for Vertex Cover and Connected Vertex Cover the algorithm correctly determines that the answer is No, and for Max Internal Spanning Tree the algorithm correctly determines that the answer is Yes. In the first case, the algorithm calls the algorithm in Proposition 9 in time \( O(k \log k \cdot n) \) to obtain a tree decomposition of \( G \) of width at most \( cr \log r = O(k \log k) \). Then, it calls the algorithm in Proposition 12 in time \( 2^{O(k \log k)} n \) to obtain a (connected) vertex cover of \( G \) of minimum size (resp. a spanning tree of \( G \) of maximum number of internal vertices), and concludes that \((G,k)\) is a Yes-instance of (Connected) Vertex Cover (resp. Max Internal Spanning Tree) if and only if the output (connected) vertex cover has size at most \( \gamma(G) \cdot k \) (resp. the output spanning tree has at least \( \gamma(G) \cdot k \) internal vertices). \( \sqsubseteq \)

\[ \textbf{5} \] \textbf{Hardness for Feedback Vertex Set and Cycle Packing}

Lastly, we prove the correctness of Theorem 4.

\[ \textbf{Theorem 4.} \] \textbf{Feedback Vertex Set and Cycle Packing} parameterized additively above girth are para-NP-hard.

\[ \textbf{Proof.} \] We only prove the lemma for Feedback Vertex Set since the proof for Cycle Packing follows from symmetric arguments. For this purpose, we give a reduction from Feedback Vertex Set itself, which is an NP-hard problem [23]. Towards this, let \((G,k)\) be an instance of Feedback Vertex Set. Then, obtain \( H \) from \( G \) by subdividing each edge of \( G \) \( k \) times, and adding a new cycle of size \( k \). Clearly, \( G \) has a feedback vertex set of size at most \( k \) if and only if \( H \) has a feedback vertex set of size at most \( k + 1 \) (the extra \( 1 \) is required to hit the new cycle). Moreover, the girth of \( H \) is exactly \( k \). Thus, an algorithm for Feedback Vertex Set parameterized additively above girth should solve \((H,1)\) in polynomial time (since the parameter is \( 1 \)), thereby determining whether the feedback vertex set number of \( H \) is at most \( k \), and consequently solving \((G,k)\). \( \sqsubseteq \)
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Abstract

Consider sources that supply sensitive data to an aggregator. Standard encryption only hides the data from eavesdroppers, but using specialized encryption one can hope to hide the data (to the extent possible) from the aggregator itself. For flexibility and security, we envision schemes that allow sources to supply encrypted data, such that at any point a dynamically-chosen subset of sources can allow an agreed-upon joint function of their data to be computed by the aggregator. A primitive called multi-input functional encryption (MIFE), due to Goldwasser et al. (EUROCRYPT 2014), comes close, but has two main limitations:

- it requires trust in a third party, who is able to decrypt all the data, and
- it requires function arity to be fixed at setup time and to be equal to the number of parties.

To drop these limitations, we introduce a new notion of ad hoc MIFE. In our setting, each source generates its own public key and issues individual, function-specific secret keys to an aggregator. For successful decryption, an aggregator must obtain a separate key from each source whose ciphertext is being computed upon. The aggregator could obtain multiple such secret-keys from a user corresponding to functions of varying arity. For this primitive, we obtain the following results:

- We show that standard MIFE for general functions can be bootstrapped to ad hoc MIFE for free, i.e. without making any additional assumption.
- We provide a direct construction of ad hoc MIFE for the inner product functionality based on the Learning with Errors (LWE) assumption. This yields the first construction of this natural primitive based on a standard assumption.

At a technical level, our results are obtained by combining standard MIFE schemes and two-round secure multiparty computation (MPC) protocols in novel ways highlighting an interesting interplay between MIFE and two-round MPC.
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1 Introduction

In modern society, there is an inherent need for external entities to aggregate and analyze sensitive data from a variety of sources. A few prominent examples are:

- To track diseases, disease control centers would like hospital patients’ medical information.
- To determine medication efficacy for a given subpopulation, pharmaceutical companies would like patients’ genomic information.
- To provide targeted advertising to consumers, corporations would like buyers’ demographic information.

However, this release of sensitive data to external entities is unsettling, as these entities must now be trusted to preserve the confidentiality of the released data. We would like to avoid the need for this trust and believe that specialized encryption schemes will be an important tool for doing so. At a high level, we would like schemes that allow users to encrypt their data before transferring them to an external entity, such that only certain user-specified joint functions of the data are revealed to the entity holding it. We would like this security guarantee to be supported in a flexible way, allowing joint functions of the data to be revealed by any dynamically-chosen subset of users that permit it.

A primitive that comes close, due to Goldwasser et al. [45], is multi-input functional encryption (MIFE). To understand MIFE, we first recall the simpler notion of functional encryption (FE) [20]. Just as in traditional encryption, in functional encryption ciphertexts can be generated with an encryption key. However, each decryption key is associated with a function \( f \), and decryption of an encryption of \( m \) using this key results in not \( m \) but \( f(m) \). Intuitively, security requires that nothing more than \( f(m) \) can be learned from the encryption of \( m \) and the decryption key for \( f \). In MIFE, decryption keys allow computing joint functions of (possibly) different plaintexts underlying multiple ciphertexts. That is, decryption takes a key for a function \( f \) and ciphertexts \( c_1, \ldots, c_n \) encrypting \( m_1, \ldots, m_n \), and outputs \( f(m_1, \ldots, m_n) \).

However, MIFE has an important drawback: encryption and decryption keys are generated via a global setup procedure run by an external entity usually called the key authority. This begs the question of whether putting trust in the key authority is really better than putting trust in the external entities that aggregate and analyze the data in the first place. A similar point was made by Rogaway about identity-based encryption (IBE) [60]. Indeed, removing this in the case of IBE (and other settings) has been an active area of investigation, e.g. see [18, 49, 35]. We contend that for MIFE (and indeed FE) the concern is heightened, as the authority can not only decrypt all the data but is also the one in charge of which functions of the data other external entities can compute. Hence, MIFE does not allow users to enforce their own privacy policies.
Additionally, from a flexibility standpoint, MIFE is limited in that it fixes the number of senders and function arity at setup time. This does not support a dynamic setting in which users can join or leave. Progress on removing this limitation was made by Badrinarayanan et al. [10], who introduced a notion of MIFE for unbounded arity functions. However, their notion does not allow any subset of users to reveal a joint function of their data to an external entity without coordination from all other users, and moreover relies on strong “knowledge type” assumptions. Another closely related notion to ours is that of decentralized multi-client FE, recently introduced by Chotard et al. [27]. While this work shares some of the high level motivation of the present work, the two primitives are very different. Please see Section 1.3.3 for a comparison.

1.1 Our Notion: Ad Hoc MIFE

To address the above limitations, we introduce a new notion of ad hoc MIFE. In ad hoc MIFE, each source (aka. sender or user) will run a local setup procedure to generate some public parameters as well as a private encryption key. (One can also consider a public-key setting, but this puts limits on achievable security and we do not do so in this work.) Each source publishes their public parameters and encrypts using their private key. These ciphertexts can be sent to an aggregator (aka. decryptor). Furthermore, using their private keys, sources can issue “partial decryption keys” to an aggregator. Each partial decryption key is associated with an \( \ell \)-ary function \( f \) for some \( \ell \) and is generated using the public keys of \( \ell - 1 \) other (dynamically chosen) sources. If these other \( \ell - 1 \) sources also issue “matching” partial decryption keys for \( f \) to this aggregator, it can decrypt any \( \ell \) ciphertexts \( c_1, \ldots, c_\ell \), each produced by the corresponding source, to \( f(m_1, \ldots, m_\ell) \) where \( m_1, \ldots, m_\ell \) are the plaintexts. One can also consider restricted versions of the above notion, that bound the number of users or fix \( \ell \) (or both). In particular, taking the number of users equal to \( \ell \) gives a version of MIFE that still drops the global setup procedure but lacks the dynamic aspect. Finally, we also consider the restricted notion of bounded ad hoc MIFE, where we place a bound on the number of “partial decryption keys” a user is allowed to issue. Intuitively, for security, we require that an aggregator learns only the functions of the data for which it has been given all of the matching partial decryption keys.

Note that while we assume each source can obtain the authentic public parameters of other sources with whom it wants to allow joint functions of the data to be computed, there is no other prior coordination between users (this is one of the main advantages of our notion over [27]). In particular, there is no external entity that generates public parameters or keys. In some of our constructions, we work in the common reference string (CRS) model, but note that this is still much weaker than having an authority who can decrypt all the data.

1.2 Our Results

Our results may be summarized as follows:

- **Feasibility result for general functions:** First, we show that standard MIFE for general functions can be bootstrapped to ad hoc MIFE for general functions for free. More specifically, we show that ad hoc MIFE for any functionality is implied by standard MIFE for that functionality combined in a novel way with general FE and a special type of two-round secure multiparty computation (MPC) protocol. The latter two are implied by standard MIFE for general functions.

\[1\] In more detail, in the public-key setting a decryptor could launch an attack where it replaces one user’s input with various values to determine information about the input of another user.
Table 1 Our new constructions of ad hoc MIFE.

<table>
<thead>
<tr>
<th>Functionality</th>
<th>Assumptions</th>
<th>Security</th>
<th>CRS?</th>
<th>Section</th>
</tr>
</thead>
<tbody>
<tr>
<td>General</td>
<td>std. MIFE</td>
<td>Semi-honest</td>
<td>No</td>
<td>4</td>
</tr>
<tr>
<td>General</td>
<td>std. MIFE</td>
<td>Malicious</td>
<td>Yes</td>
<td>4</td>
</tr>
<tr>
<td>Inner Product</td>
<td>LWE</td>
<td>Semi-honest</td>
<td>Yes</td>
<td>5</td>
</tr>
<tr>
<td>Inner Product</td>
<td>LWE</td>
<td>Malicious</td>
<td>Yes</td>
<td>5</td>
</tr>
<tr>
<td>Inner Product (Bounded)</td>
<td>DDH, LWE, DCR</td>
<td>Semi-honest</td>
<td>No</td>
<td>5</td>
</tr>
<tr>
<td>Inner Product (Bounded)</td>
<td>DDH, LWE, DCR</td>
<td>Malicious</td>
<td>Yes</td>
<td>5</td>
</tr>
</tbody>
</table>

While very general, the result leaves open the goal of obtaining ad hoc MIFE under standard assumptions. In general, this is challenging as standard MIFE is already known to be equivalent to indistinguishability obfuscation [33, 8, 17], which is a central open problem in cryptography. In fact, some negative evidence about the hardness of obtaining such constructions has also been provided [37, 38]. Thus, with the goal of moving towards using standard assumptions, we consider the task of ad hoc MIFE for special but natural functionalities.

Constructions for Inner Products from Standard Assumptions: We provide a construction of ad hoc MIFE for the inner product functionality from standard assumptions, namely LWE. Introduced by Abdalla et al. [1] in the single-input setting, this functionality has applications in data mining and information retrieval. Our result is obtained via a general paradigm for constructing ad-hoc MIFE schemes from standard MIFE schemes satisfying certain natural properties; or, what we call “ad hoc friendly” standard MIFE schemes. We show that certain constructions of standard MIFE scheme for inner products from the literature [3, 2] based on standard assumptions (DDH, LWE, or DCR) already satisfy these properties. Additionally, we use a specific two-round MPC protocol [57] that can also be obtained via LWE. We note that by using a two-round MPC protocol from any two-round OT protocol [41, 42, 15] here, we also obtain results for the case of bounded ad hoc MIFE for inner products – namely, we get bounded ad hoc MIFE for inner products from DDH, LWE and DCR as well. We remark that since our general construction (first result) already relies on general MIFE for circuits, there is no advantage to mitigating assumptions for the two-round MPC protocol in that setting.

We emphasize that our transformation is general. Thus, our transformation can be used to upgrade the security of any “ad hoc friendly” standard MIFE for a given functionality to ad hoc MIFE for the same functionality. This result might also be useful in obtaining future constructions of ad hoc MIFE. Furthermore, the modularity of this approach allows for simplifications in our constructions.

We tabulate our results in Table 1 and provide explanation of which MPC protocol is needed for each of the results in Section 1.3.

---

2 We stress that this functionality outputs inner products in the clear and is therefore a different type of functionality than that of Katz et al. in [54], which tests if an inner product is zero or not.

3 Note that semi-honest constructions of two-round OT are known under each of these assumptions.
1.3 Technical Overview

In this section, we describe at a high level the challenges involved in constructing ad hoc MIFE and our techniques for overcoming them.

1.3.1 Ad Hoc MIFE for Arbitrary Functions.

Standard MIFE and ad hoc MIFE can be seen as secure multiparty computation (MPC) protocols with a particular allowable interaction pattern and certain additional reuse capabilities.\(^4\) To begin, let us consider the interaction pattern followed by standard MIFE.

In standard MIFE, there is a trusted global setup which receives as input the number of parties \(\ell\), and outputs a public key and a set of \(\ell\) encryption keys. Additionally, global setup on input a function \(f\) generates the decryption key \(DK_f\). Of these, the public parameters are broadcast to all users and encryption key \(EK_i\) is provided to encryptor \(i\), for \(i \in [\ell]\).

The encryptors then compute their ciphertexts \(CT(m_i)\) and send these to the aggregator who may now compute the function output \(f(m_1, \ldots, m_\ell)\) using the decryption/function key \(DK_f\). Finally, the system supports arbitrary number of decryption keys and ciphertexts. As explained in Section 1.1, in ad hoc MIFE, we seek to eliminate the trusted global procedure as well as support dynamic choice of parties involved in any function computation.

1.3.1.1 Challenges Involved

An approach to eliminating the trusted setup from standard MIFE is to use MPC to replace the global setup. However, naively computing the setup procedure using MPC would introduce interaction between the parties, which the syntax of MIFE does not allow. Moreover, this (interactive) procedure would need to be rerun each time a function key is required to be generated. Using two round MPC, one may hope to overcome the barrier of interaction using the following natural idea: let parties perform a two-round MPC to perform the setup and key generation for a standard MIFE. In more detail, parties in the first round could publish as their public parameters the first round MPC messages with their secret randomness as input. Given the first round messages, parties could send the second round MPC message to the aggregator, who could use it to compute the function key. However, this approach does not suffice since:

1. MIFE requires that the public parameters be published only once whereas the above template requires publishing fresh public parameters for each function key.
2. Even more fundamentally, the above approach precludes users from being able to encrypt, as their encryption keys are not available given just the first round MPC message.

In particular, the above approach does not decouple ciphertexts and functions as in traditional MIFE, which leads to the limitation that an evaluator cannot evaluate the same function on multiple inputs chosen by the parties, nor evaluate other functions on the same set of inputs. Additionally, the problem is made challenging by the fact that in MIFE an aggregator might obtain arbitrary number of secret keys and an encryptor might generate arbitrary number of ciphertexts.

\(^4\) Recall that MPC allows a set of parties to compute a joint function of their inputs without revealing anything else but in general allows these parties to freely interact (although restrictions may apply in special cases).
1.3.1.2 Overcoming the first barrier: Function re-runnable two-round MPC

In order to mitigate the first problem above, we require that the first round MPC message be sent only once, and reused for all subsequent second round messages thus providing re-usability/re-runnability for secret key generation. Towards achieving this re-usability, an idea is to use function rerunnable two-round MPC protocols, where the same first round message can be reused for multiple functions in the second round. As we will see, certain existing two-round MPC protocols satisfy this requirement (see later), but this still does not solve the problem. This is because in adhoc MIFE, we additionally need that for the MPC protocol, the function or even its arity are not known at the time the first round message is sent. We overcome this hurdle by using “function delayed” protocols, which permit the choice of function to be delayed to the second round of the protocol. Together, these special protocols may be used to overcome the first barrier outlined above.

1.3.1.3 Overcoming the second barrier: Delaying Encryption

In order to overcome the second barrier, we allow the encryptor to delay the encryption process until the encryption keys are known (in similar spirit as [13, 30]). In more detail, we will have each source independently run the setup algorithm of a single input FE scheme, denoted as FE and compute the first round message of an MPC protocol using the FE master key as input. This message is published as part of the public key and made available to all other sources. Additionally, each source provides an encryption of its input $m_i$ using the algorithm FE.Encrypt.

The sources may choose the function $f$ to be computed and the group that will participate in the computation dynamically. At this point, each source independently executes the partial key generation algorithm as follows: it generates the second round message of an MPC protocol for a suitable $f$ dependent functionality $\text{GenKeys}_f$ and sends this to the aggregator. Intuitively, the functionality $\text{GenKeys}_f$ has the circuit $f$ hard-coded in it, and enables the aggregator to compute the output.

However, recall that the inputs to the $\text{GenKeys}$ functionality are not the messages on which the computation must be performed, but rather the FE master keys generated independently by each player. To proceed, the functionality instead uses the FE master keys to compute FE function keys for a re-encryption procedure, which translates FE ciphertexts to MIFE ciphertexts for a freshly generated (standard) MIFE scheme. During this time, the arity of the function $f$ is known, so a suitable standard MIFE scheme may be instantiated. It further outputs an MIFE function key for the function $f$.

We are almost done: $\text{GenKeys}_f$ runs the setup procedure for a suitable fixed arity standard MIFE scheme, computes FE function keys for each party for the re-encryption functionality, computes the MIFE function key for $f$ and outputs these. The aggregator uses the FE keys together with the FE ciphertexts provided by each encryptor to translate $\text{FE.Enc}(m_i)$ to $c_i = \text{MIFE.Enc}(m_i)$ and then runs the MIFE decryption procedure to obtain $f(m_1, \ldots, m_\ell)$.

Put together, we resolved all difficulties by carefully nesting a multi-input FE scheme MIFE, within the single input FE scheme FE, which in turn is nested within a re-runnable two-round MPC protocol MPC.

One final problem remains: the adversary could get some partial information from an “incomplete” set of partial decryption keys for some function. This is because standard MPC makes no guarantee when an honest party does not send their final message. We solve this problem by masking the output of MPC by pseudorandom values generated for each party. The partial decryption keys contains the respective user’s pseudorandom masks so that only a complete set of user keys can be used to unmask the output.
While security appears to follow intuitively from the security of MPC, FE and MIFE, the proof must contend with several technical hurdles as we are forced to deal with indistinguishability style security of FE, MIFE (simulation security for these primitives is known to be impossible [20, 6]). We argue security via a careful sequence of hybrids, please see Section 4 for details.

1.3.1.4 Instantiating MPC

We now discuss possible instantiations of MPC to fit the above template. Depending on the properties of the underlying two-round MPC protocol, we obtain different properties of the resulting ad hoc MIFE scheme. In both the semi-honest (passive decryptor) and the malicious (active decryptor) settings, the most general function-rerunnable, two-round MPC protocols without CRS can be constructed [32, 48] from indistinguishability obfuscation [33], which itself can be constructed from multi-input functional encryption [8]. Furthermore, as already noted in [40], we remark that in the semi-honest setting the construction of [32] can actually be instantiated in the plain model. This is based on the observation that the CRS in the protocol of [32] was only needed for the computation in the second round. Thus semi-honest parties could obtain a CRS by just performing a one-round coin flipping in the first round. This yields our first result: we get ad hoc MIFE for general functions from standard MIFE for general functions. In the semi-honest setting, the ad hoc MIFE construction is in the plain model. On the other hand, in the malicious setting, these protocols work in the common reference string (CRS) model.

Alternatively, function-rerunnable two-round MPC in the common reference string (CRS) model can be constructed [28, 57, 24, 59] from learning-with-errors (LWE). This yields ad hoc MIFE from LWE and standard MIFE in the CRS model (either semi-honest or malicious). While bounded two-round MPC in the CRS model can be constructed from bilinear maps [41] and even two-round oblivious transfer [15, 42, 39] or information theoretically [9, 36], these constructions are not function-rerunnable so do not suffice for our general construction. We note that these constructions would suffice for obtaining bounded ad hoc MIFE, where a user issues only a bounded number of partial decryption keys and maintains state across key issues. However, since in our general result we anyway require the minimum assumption of FE/MIFE, instantiating MPC from weaker assumptions does not yield any benefits, and we do not discuss this further. Our results are highlighted in Table 1.

1.3.2 Ad Hoc MIFE for Inner Products.

While our construction of ad hoc MIFE above applies to arbitrary functionalities, it requires use of standard MIFE for general functions. Unfortunately, as noted above, standard MIFE implies indistinguishability obfuscation. Hence, there is limited hope of basing it on standard assumptions. Additionally, our general transformation uses an FE scheme for a potentially complicated re-encryption functionality and also requires general-purpose, function-rerunnable two-round MPC for computing a complex functionality. These aspects limit the practical applicability of our general result.

Next, we describe a paradigm for constructing ad-hoc MIFE schemes from standard MIFE schemes that are “ad hoc friendly” and a (hopefully simple) two-round MPC protocol. This paradigm significantly simplifies our general construction and provides a way for basing it on standard assumptions. We then show that the standard MIFE scheme for inner products [3, 2], which may be based on DDH, LWE or DCR, is ad hoc friendly and the corresponding two-round MPC protocol is only required to compute inner-products, thus obtaining an efficient ad hoc MIFE scheme for inner products.
More formally, in the inner product functionality a decryption key corresponds to a concatenated vector $y = (y_1 \| \cdots \| y_n)$ where $y_i \in \mathbb{Z}_q$. A ciphertext encrypts a vector $x_i \in \mathbb{Z}_q$. The desired result of decryption is $\sum_{i=1}^{n} \langle x_i, y_i \rangle$. Importantly, the decryptor should not learn the partial sums $\langle x_i, y_i \rangle$. The inner product functionality has applications in data mining and information retrieval [1, 3]. We use constructions of standard MIFE for inner product by [3, 2].

Below, we start by summarizing our notion of “ad hoc friendliness,” which (as we see later) is indeed satisfied by the above mentioned standard MIFE for inner product by [3, 2]. Our notion of ad hoc friendliness may be summarized as follows:

1. **Decentralized Setup.** The MIFE.Setup algorithm of the MIFE is decentralized in the sense that:
   - a. The encryption keys $E_{K_i}$ for $i \in [n]$ corresponding to party $i$ may be generated independently of the encryption keys of the remaining parties $[n] \setminus i$.
   - b. The master secret key $MSK$ can be decomposed into $n$ components $\{MSK_i\}_{i \in [n]}$. The partial $MSK_i$ corresponding to party $i$ may be generated locally by party $i$, without any interaction or shared state with the remaining parties.

2. **Local Encryption.** The encryption algorithm only takes its encryption key and message as input and does not depend on the number of parties or their public parameters.

3. **Piecewise Master Secret Key.** The master secret in standard MIFE $MSK = \{MSK_1, \ldots, MSK_n\}$, if restricted to some subset $S \subseteq [n]$ with $|S| = \ell$, has the same distribution as a master secret generated for functions of arity $\ell$.

We show that a standard MIFE with the above properties can be upgraded to ad hoc MIFE described above in a more direct manner than our generic transformation from standard MIFE to ad hoc MIFE. To see this, recall that one of the key challenges in ad hoc MIFE is that the encryptor must encrypt her messages without knowing the encryption key for the underlying standard MIFE. This is because the members or size of the group that will participate in the computation are chosen dynamically later.

To handle this, we used single input FE to encrypt messages and the MPC protocol for functionality GenKeys to sample an MIFE scheme and then translate the FE ciphertexts to MIFE ciphertexts. In the current setting however, due to properties (1) and (2) above, the encryption key of each party can be generated locally and each party can directly perform MIFE encryption locally. Since the re-encryption functionality involves computing a PRF and computing an MIFE encryption, the savings accrued by skipping this step are significant.

We will still require MPC to compute the MIFE function key, but no longer need the MPC functionality to sample the master secret key, so for simple functionalities this protocol may be much leaner than our general MPC protocol. For instance, in the case of inner products, we show that the required MPC protocol only needs to support inner product computations.

While the structural requirements described above may seem very strong, as mentioned earlier, we show that these requirements are enjoyed by the MIFE for inner products recently constructed by Abdalla et al. [2] and can be used to instantiate our compiler providing a very simple and efficient ad hoc MIFE for inner products. Please see Section 5 for details.

### 1.3.2.1 Instantiating MPC

As discussed for the case of our generic construction, we use two-round MPC protocols to obtain ad hoc MIFE for inner products. Specifically, since function-reusable two-round MPC in the common reference string (CRS) model can be constructed [28, 57, 24, 59] from learning-with-errors (LWE), we immediately get ad hoc MIFE from LWE. This result can
be upgraded to the malicious setting at the additional cost of NIZKs. On the other hand, 
construction of two-round MPC from two-round oblivious transfer [15, 42, 39], yields bounded 
ad hoc MIFE for inner products under DDH, LWE or DCR, albeit with the requirement that 
the sources maintain state across key issues. One nice feature of these schemes is that they 
work without the need for a CRS in the semi-honest setting and upgrade to the malicious 
setting can be made just using CRS. Please see Section 5 for details.

Our results are highlighted in Table 1.

1.3.3 Related Work

In this section, we discuss the prior work in this area. Here, we focus on two related primitives, 
decentralized multi-client FE and and non-interactive MPC. Further related work on FE, 
MIFE, MPC and multi-authority FE can be found in Appendix A.

1.3.3.1 Decentralized Multi-Client Functional Encryption

Very recently, Chotard et al [27] proposed the notion of decentralized multi-client functional 
enetration (D-MCFE). While the motivation for the two works is similar in removing the 
common key authority, our notion of adhoc MIFE is significantly more general in that:
1. MCFE itself is more restricted than MIFE, since only CTs with the same labels can be 
combined. In MIFE there is no such restriction. MIFE for circuits captures MCFE for 
circuits (by checking for equal labels within the MIFE functionality) but not vice versa.
2. Crucially, the setup algorithm in D-MCFE is a protocol that is run between multiple 
senders, requiring interaction, whereas our setup algorithm is run independently by each 
source and is thus non-interactive. Note that developing a non-interactive solution is one 
of the main motivations of this work.
3. The work of Chotard et al [27] only provides a construction for inner products. We 
provide a general construction as well as one for inner products. Since our model is 
stronger, our inner product construction is significantly more involved than theirs.
4. Decentralized MCFE lacks the dynamic aspect, which is one of the main contributions of 
our work. We permit the function arity and participating parties to be chosen dynamically 
– a feature no other construction supports (to the best of our knowledge).

Non-Interactive MPC

Another related notion is that of non-interactive MPC (NI-MPC), where a group of asyn-
chronous parties may evaluate a function over their inputs by sending a single message to 
an evaluator who computes the output [51]. While they appear superficially similar, we 
note that the model of ad hoc MIFE is fundamentally different from NI-MPC since, unlike 
NI-MPC, it separates inputs and functions, i.e. provides ciphertexts and function keys which 
allows reusing an input/ciphertext with many different functions, and a function with many 
different inputs. On the other hand, NI-MPC does not support function reusability at all, 
and only a very restricted version of input re-usability, namely where only ciphertexts in the 
same “session” may be combined. The function arity in NI-MPC is also fixed, unlike ad hoc 
MIFE.

2 Preliminaries

Due to space constraints, the preliminaries can be found in Appendix B.
We are now ready to define our new notion of ad hoc multi-input functional encryption (MIFE). For simplicity, we define ad hoc MIFE in the private-key setting only. We leave the study of ad hoc MIFE in the public-key setting for future work.

### 3 Syntax and Correctness

An ad hoc multi-input functional encryption scheme $a\text{MIFE}$ for a message space $\{\mathcal{M}_n\}_{n \in \mathbb{N}}$ and a functionality $\{\mathcal{F}_n\}_{n \in \mathbb{N}}$, where for each $n \in \mathbb{N}$, each $f \in \mathcal{F}_n$ is a (description of a) function on $\{\mathcal{M}_n\}^\ell$ for some $\ell$ (which may depend on $f$), is given by a set of algorithms with the following syntax:

- $a\text{MIFE}.\text{Setup}(1^n)$: A PPT algorithm taking the security parameter $\kappa$, and outputting the master secret key $\text{MSK}$ and the public parameters $\text{PP}$.

- $a\text{MIFE}.\text{KeyGen}(i, \text{MSK}_i, (\text{PP}_1, \ldots, \text{PP}_\ell), f)$: A PT algorithm taking an index $i \in [\ell]$, a master secret key $\text{MSK}_i$ corresponding to $\text{PP}_i$, a set of public parameters $\text{PP}_1, \ldots, \text{PP}_\ell$, a function $f \in \mathcal{F}_n$ of arity $\ell$, and outputting a corresponding partial decryption key $\text{PDK}_{i,f}$.

- $a\text{MIFE}.\text{Enc}(\text{MSK}, x)$: A PPT algorithm taking a master secret key $\text{MSK}$ and a message $x \in \mathcal{M}_n$, and outputting a ciphertext $c$.

- $a\text{MIFE}.\text{Dec}((\text{PDK}_{1,f}, \ldots, \text{PDK}_{\ell,f}), (c_1, \ldots, c_\ell))$: A PT algorithm taking partial decryption keys $(\text{PDK}_{1,f}, \ldots, \text{PDK}_{\ell,f})$ and ciphertexts $(c_1, \ldots, c_\ell)$, and outputting a string $y$.

**Definition 1 (Correctness).** We say that $a\text{MIFE}$ is correct if for all $n \in \mathbb{N}$ and $\ell = \text{poly}(n)$, all $x_1, \ldots, x_\ell \in \mathcal{M}_n$ and all $f \in \mathcal{F}_n$ of arity $\ell$

$$\Pr \left[ y = f(x_1, \ldots, x_\ell) \right. \left. \left| \begin{array}{l} (\text{PP}_i, \text{MSK}_i) \leftarrow a\text{MIFE}.\text{Setup}(1^n) \quad (\forall i \in [\ell]) \\ c_i \leftarrow a\text{MIFE}.\text{Enc}(\text{MSK}_i, x_i) \\ \text{PDK}_{i,f} \leftarrow a\text{MIFE}.\text{KeyGen}(i, \text{MSK}_i, (\text{PP}_i)_{i \in [\ell]}; f) \\ y \leftarrow a\text{MIFE}.\text{Dec}((\text{PDK}_{i,f})_{i \in [\ell]}, (c_i)_{i \in [\ell]}) \end{array} \right. \right] = 1.$$  

**Remark 2.** We highlight two ways that ad hoc MIFE differs from standard MIFE [45]. First, the $a\text{MIFE}.\text{Setup}$ algorithm is run per user and does not output all of the $\text{MSK}_1, \ldots, \text{MSK}_n$ at once. Second, the total number of users $n$ and the function arity $\ell$ are not fixed and input to the $a\text{MIFE}.\text{Setup}$ algorithm. We also note that for simplicity in our formulation of ad hoc MIFE the public parameters of the parties input to the key generation algorithm are ordered.

**Remark 3.** We also consider two relaxations of ad hoc MIFE:

- We can allow an additional algorithm $\text{CRSGen}$ taking $1^n$ and outputting a common reference string $\text{CRS}$ that is input to the remaining algorithms. We refer to this as ad hoc MIFE in the CRS model. The CRS model is weaker than having a key generation authority who can decrypt all the data.

- We can allow the total number of users $1^n$ to be input to the setup algorithm. We refer to this as bounded ad hoc MIFE. We can additionally require $n = \ell$, which we refer to as static (vs. dynamic) ad hoc MIFE. In particular, static ad hoc MIFE recovers a variant of MIFE that is similar to the standard one but still eliminates the trusted key generation authority.
3.2 Indistinguishability-Based Security

We first present an indistinguishability-based security notion. We note that the fact that the public parameters of the parties input to the key generation algorithm are ordered allows us to work with a somewhat simpler definition than the corresponding one in [45] for the standard MIFE case.

We assume adversaries are legitimate unless otherwise stated. We call the experiment in Figure 1.

For an ad hoc MIFE scheme $aMIFE$ as above and adversary $A = (A_0, A_1, A_2)$, consider the experiment in Figure 1.

For an ad hoc MIFE scheme $aMIFE$ as above and adversary $A = (A_0, A_1, A_2)$, consider the experiment in Figure 1.

We say that $f \in F_\kappa$ is queried if for every user associated with its input wires, either the user is corrupt or has submitted its partial decryption key to the adversary. Formally, for every $k \in \ell$ where $\ell$ is the arity of $f$ either $i_k \in I$, i.e. $i_k$ is corrupted or there is a key-generation query $(i_k, (PP_{i_k}), f)$.

We call $A$ legitimate if for all $\kappa \in \mathbb{N}$, in all transcripts $IND^{aMIFE}_A(1^\kappa)$ it holds that for every queried $f \in F_\kappa$, there does not exist two sequences $(y_{i_1,0}, \cdots, y_{i_\ell,0})$ and $(y_{i_1,1}, \cdots, y_{i_\ell,1})$ such that

$$f(y_{i_1,0}, \cdots, y_{i_\ell,0}) \neq f(y_{i_1,1}, \cdots, y_{i_\ell,1})$$

and for every $j \in \{i_1, \cdots, i_{\ell}\}$

- $j \in I$, i.e. $j$ is corrupted (so there is no restriction on $y_{j,0}, y_{j,1}$ above), or
- There is an encryption query $(j, x_0, x_1)$ such that $y_{j,0} = x_0$ and $y_{j,1} = x_1$.

We assume adversaries are legitimate unless otherwise stated. We call $A$ passive if $I = \emptyset$. We call $A$ selective if $A_2$ makes no queries. We say that $aMIFE$ is $\kappa$-IND-secure if for any adversary $A$ of type $\kappa$ $\kappa$-IND-secure, and for every

$$|\Pr[IND^{aMIFE}_A(\cdot) outputs 1] - 1/2| = negl(\cdot).$$

We provide the definition of simulation based security in Appendix C.

<table>
<thead>
<tr>
<th>Figure 1</th>
<th>Experiment for IND-security of ad hoc MIFE.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Experiment IND$^{aMIFE}_A(1^n)$</strong></td>
<td><strong>Oracle $O_{enc}(i, x_0, x_1)$</strong></td>
</tr>
<tr>
<td>$(1^n, I, (PP_i)_{i \in I}, st) \leftarrow aMIFE(1^n)$</td>
<td>If $x_0, x_1 \in \mathcal{M}_a$ and $</td>
</tr>
<tr>
<td>$b \leftarrow {0, 1}$</td>
<td>$c_b \leftarrow aMIFE.Enc(\text{MSK}_i, x_0)$</td>
</tr>
<tr>
<td>For all $i \notin I$ do:</td>
<td>Return $c_b$</td>
</tr>
<tr>
<td>$(\text{MSK}_i, PP_i) \leftarrow aMIFE.Setup(1^n)$</td>
<td>Else return $\perp$</td>
</tr>
<tr>
<td>$st \leftarrow \text{A}<em>{\text{KGen}}(\cdot \cdot \cdot ; O</em>{\text{Enc}}(\cdot \cdot \cdot ; st))$</td>
<td><strong>Oracle $O_{eq}(i, (i_1, \ldots, i_{\ell}), f)$</strong></td>
</tr>
<tr>
<td>$b' \leftarrow \text{A}<em>{\text{Enc}}(\cdot \cdot \cdot ; O</em>{\text{Enc}}(\cdot \cdot \cdot ; ((PP_i)_{i \notin I}, st))$</td>
<td>If $i \in {i_1, \ldots, i_{\ell}}$ and $f \in F_{\kappa}$ of arity $\ell$</td>
</tr>
<tr>
<td>Return $(b = b')$</td>
<td>$\text{PDK}_{i,f} \leftarrow aMIFE.KeyGen(i, \text{MSK}<em>i, (PP</em>{i}), f)$</td>
</tr>
<tr>
<td></td>
<td>Return $\text{PDK}_{i,f}$</td>
</tr>
<tr>
<td></td>
<td>Else return $\perp$</td>
</tr>
</tbody>
</table>
We show how to construct of ad hoc MIFE for any polynomial sized circuit from standard MIFE for the same functionality and a two-round MPC protocol.

**Building Blocks**

Our scheme will be using the following building blocks:

- A MIFE scheme

  \[ \text{MIFE} = (\text{MIFE.Setup}, \text{MIFE.KeyGen}, \text{MIFE.Enc}, \text{MIFE.Dec}) \]

  for some message-space \( \{\mathcal{M}_\kappa\}_{\kappa \in \mathbb{N}} \) and functionality \( \{\mathcal{F}_\kappa\}_{\kappa \in \mathbb{N}} \). For simplicity, we assume \( \text{MIFE.KeyGen} \) is deterministic; note that this is without loss of generality since it can be made so by using a PRF.

- A two-round two-round MPC protocol

  \[ \text{MPC} = (\text{MPC.RunRoundOne}, \text{MPC.RoundRoundTwo}, \text{MPC.ComputeResult}) \]

  for programs of the form \( \text{GenKeys}_f \) in Figure 2 for \( f \in \mathcal{F}_\kappa \). We assume \( \text{MPC} \) is function-rerunnable, unbounded and without setup (we discuss the other cases below).

- A PRF \( F \) with keyspace \( \{K_\kappa\}_{\kappa \in \mathbb{N}} \), and a punctured PRF \( \text{puncF} \) with keyspace \( \{K_\kappa\text{punc}\}_{\kappa \in \mathbb{N}} \), both with domain \( \{0,1\}^* \). (We leave the ranges implicit for readability, taking the output to be sufficiently long.)

- A private-key single input functional encryption scheme

  \[ \text{FE} = (\text{FE.Setup}, \text{FE.KeyGen}, \text{FE.Enc}, \text{FE.Dec}) \]

**4.1 Construction**

Below we provide our construction for adhoc MIFE for general circuits. Note that setup, encryption and key generation are done independently and in parallel by all the parties in the system.

\[ \text{aMIFE.Setup}(1^\kappa) : \text{Upon input the security parameter, do the following:} \]

1. Sample the seed of PRF \( K \leftarrow \mathcal{K}_\kappa \) and the seed of a puncturable PRF \( K^\text{punc} \leftarrow \mathcal{K}_\kappa^\text{punc} \). Puncturing will only be required in the proof.
2. Invoke the single input FE scheme, \( (\text{PP}_{\text{FE}}, \text{MSK}_{\text{FE}}) \leftarrow \text{FE.Setup}(1^\kappa) \).
3. Invoke the first round of the MPC protocol

   \[ (\rho^{(1)}, s) \leftarrow \text{MPC.RunRoundOne}(1^\kappa, (K, \text{MSK}_{\text{FE}})) \]

   Note that the function is specified later.
4. Return \( (\text{PP} = \rho^{(1)}, \text{MSK} = (K, K^\text{punc}, \text{MSK}_{\text{FE}}, s)) \).

\[ \text{aMIFE.KeyGen}((\text{PP}_i)_{i \in [\ell]}, f, \text{MSK}) : \text{Upon input the public parameters of the \( \ell \) parties that are chosen to participate in the computation, and the master secret key, do the following:} \]
Remark 4. If we use a bounded 2-round MPC protocol then we will obtain a bounded ad hoc MIFE scheme where the setup algorithm also takes $1^n$ which is passed to MPC.RunRoundOne. If MPC has a setup algorithm (outputting a CRS) then so does the resulting ad hoc MIFE scheme.

Correctness

Correctness follows from the correctness of MPC, MIFE and FE. In more detail, we have:

Step 1: MPC. By correctness of MPC, we have that the decryptor recovers the output $S \oplus (SK_f, SK_{FE_1}, \ldots, SK_{FE_e})$. Next, if each party $i \in [t]$ provides a partial decryption key for $f$, then this contains partial mask $s_i$ as part of the output of aMIFE.KeyGen. Using these, the decryptor can compute $S \leftarrow \bigoplus_{i \in [t]} s_i$ and recover $(SK_f, SK_{FE_1}, \ldots, SK_{FE_e})$.
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Function GenKeys\((PP_i)_{i \in \mathbb{K}}, f((K_1, \text{MSK}_{FE_1}), \ldots, (K_\ell, \text{MSK}_{FE_\ell}))\)
1. For \(i \in [\ell]\), compute randomness to be used for algorithms below:
   \[r_i \leftarrow \text{PRF.Eval}(K_i, 1 \parallel (PP_i)_{i \in \mathbb{K}} \parallel f), \quad r'_i \leftarrow \text{PRF.Eval}(K_i, 2 \parallel (PP_i)_{i \in \mathbb{K}} \parallel f)\]
2. Run the MIFE setup algorithm for the desired arity as:
   \[((\text{EK}_1, \ldots, \text{EK}_\ell), \text{MSK}) \leftarrow \text{MIFE.Setup}(1^\kappa; r_1 \oplus \cdots \oplus r_\ell)\)
3. For \(i \in [\ell]\), generate the single input FE function key:
   \[\text{SK}_{FE_i} \leftarrow \text{FE.KeyGen}(\text{MSK}_{FE_i}, \text{ReEnc}_{\text{EK}_i},\bot; r'_i)\]
4. Compute the MIFE secret key as
   \[\text{SK}_f \leftarrow \text{MIFE.KeyGen}(\text{MSK}, f)\]
5. Sample the mask \(s_i\) for each partial key and compute the mask \(S\) as:
   \[\forall i \in [\ell], \quad s_i \leftarrow \text{PRF.Eval}(K_i, 0 \parallel (PP_i)_{i \in \mathbb{K}} \parallel f), \quad S \leftarrow \bigoplus_{i \in \mathbb{K}} s_i\]
6. Return the masked output \(S \oplus (\text{SK}_f, \text{SK}_{FE_1}, \ldots, \text{SK}_{FE_\ell})\)

Figure 2 Functionality computed by the MPC protocol to generate single and multi input FE keys.

Function \(\text{ReEnc}_{\text{EK}, \text{ctr}}(x, T, K, \text{Trap})\)
1. Let \(r \leftarrow \text{PRF.Eval}(K, 0 \parallel \text{EK} \parallel T)\).
2. If \(\text{mode} = R\) then compute \(\text{MIFE.Enc}(\text{EK}, x; r)\) and return it.
3. If \(\text{mode} = T\) and \(\text{ctr} < \text{Trap.index}\) then compute \(\text{MIFE.Enc}(\text{EK}, \text{Trap.val}_1; r)\) and return it.
4. If \(\text{mode} = T\) and \(\text{ctr} > \text{Trap.index}\) then compute \(\text{MIFE.Enc}(\text{EK}, \text{Trap.val}_0; r)\) and return it.
5. If \(\text{mode} = T\) and \(\text{ctr} = \text{Trap.index}\) then output \(\text{Trap.CT}\).

Figure 3 Functionality for translating the ciphertext from FE to MIFE using dynamically generated encryption keys.

Step 2: FE. Next, by correctness of FE, we have that if
\[\psi_i = \text{FE.Dec}(\text{SK}_{FE_i}, c_i) \quad \forall i \in [\ell]\]
Then, \(\psi_i\) are the MIFE ciphertexts computed as \(\text{MIFE.Enc}(\text{EK}_i, x_i; r_i)\).

Step 3: MIFE. Finally, by correctness of MIFE, we have that
\[f(x_1, \ldots, x_\ell) = \text{MIFE.Dec}(\text{SK}_f, \psi_1, \ldots, \psi_\ell)\]

4.2 Security Proof
In this section, we argue that the scheme described above is secure. In more detail:

Theorem 5. If \(\text{MIFE}\) is a IND-secure MIFE scheme and \(\text{MPC}\) is a SIM-secure 2-round MPC protocol, then our construction is sel-IND-secure.

Due to space constraints, the proof can be found in Appendix D.
5 Ad Hoc Friendly MIFE and its Application to Inner Products

In this section, we describe a paradigm for constructing ad-hoc MIFE schemes from MIFE schemes that are “ad hoc friendly” and a (hopefully simple) two-round MPC protocol. This paradigm significantly simplifies our general construction. We then show that the standard MIFE scheme for inner products [3, 2], which may be based on DDH, LWE or DCR, is ad hoc friendly and the corresponding two-round MPC protocol is only required to compute inner-products, thus obtaining an efficient ad hoc MIFE scheme for inner products.

Ad Hoc Friendliness

In more detail, we define a notion of “ad hoc friendly” standard MIFE which satisfies the following properties:

- **Decentralized Setup.** The MIFE.Setup algorithm of the MIFE is decentralized in the sense that:
  1. The encryption keys $E_{K_i}$ for $i \in [n]$ corresponding to party $i$ may be generated independently of the encryption keys of the remaining parties $[n] \setminus i$. In more detail, the algorithm $(E_{K_1}, \ldots, E_{K_n}) \leftarrow$ MIFE.Setup$(1^\kappa)$ may be decomposed into $n$ invocations $E_{K_i} \leftarrow$ MIFE.Setup.Local$(1^\kappa)$ for $i \in [n]$, which can be run locally by each party.
  2. The master secret key $MSK$ can be decomposed into $n$ components $\{MSK_i\}_{i \in [n]}$. The partial $MSK_i$ corresponding to party $i$ may be generated locally by party $i$, without any interaction or shared state with the remaining parties.

- **Local Encryption.** The MIFE.Enc algorithm of the MIFE is “local” in that it does not take as input the total number of parties or the public parameters of other parties. In more detail, MIFE.Enc algorithm only takes as input its encryption key $E_{K_i}$ and its input $x_i$, and nothing else.

- **Piecewise Master Secret Key.** In standard MIFE schemes, the function is assumed to have fixed arity $n$. However, in ad hoc MIFE, we allow the function to have arity $\ell < n$. To support this, we require that the master secret in standard MIFE $MSK = \{MSK_1, \ldots, MSK_n\}$, if restricted to some subset $S \subseteq [n]$ with $|S| = \ell$, has the same distribution as a master secret generated for functions of arity $\ell$.
  
  Formally, let $MSK = \{MSK_1, \ldots, MSK_n\} \leftarrow$ FE.Setup$(1^\kappa, 1^n)$ and $MSK' = \{MSK'_1, \ldots, MSK'_\ell\} \leftarrow$ FE.Setup$(1^\kappa, 1^\ell)$. Then, we require that $MSK$ restricted to subset $S$, namely $(MSK_{S[1]}, \ldots, MSK_{S[\ell]})$ has the same distribution as $MSK'$.

Since the intuition was discussed in Section 1, we proceed to our construction of ad hoc MIFE for inner products.

5.1 Ad Hoc MIFE for Inner Products

**Inner-product functionality**

We recall the multi-input inner-product functionality over $Z_p$ for a prime $p$, adapted from Abdalla et al. [2, Section 2.3]. For $m, n \in \mathbb{N}$, this is the functionality

$$IP_{p,n}^m = \{ip_{y_1, \ldots, y_n}: (Z_p^m)^n \rightarrow Z_p\}$$
defined by

\[ \text{ip}_{y_1, \ldots, y_n}(x_1, \ldots, x_n) = \sum_{i=1}^{n} \langle x_i, y_i \rangle \mod p. \]

We omit parameters \( p, m, n \) when they are arbitrary or clear from context.

5.2 Building Blocks

In the context of ad hoc MIFE for inner products, we want to evaluate a functionality given by a sequence of vectors \( y = (y_1, \ldots, y_n) \) where \( y_i \in \mathbb{Z}_q^m \). Evaluating the function on inputs \( \{x_i\}_{i \in [n]} \) where \( x_i \in \mathbb{Z}_q^m \) reveals \( \sum_{i \in [n]} \langle x_i, y_i \rangle \) and nothing more. In particular the evaluator should not be able to learn the partial sums \( \langle x_i, y_i \rangle \).

Our scheme will be using the following building blocks:

- A 2-round function-rerunnable MPC for a functionality \( \text{GenKey-ip} \), which must be support inner product computation.
- A standard MIFE with for the inner product functionality, denoted by \( \text{MIFE}_{ip} \), satisfying the aforementioned ad hoc friendly properties.

The MIFE scheme(s) of Abdalla et al. [2]:

Abdalla et al. [2] provide two multi-input encryption schemes for inner products, one for computing inner products over some finite ring \( \mathbb{Z}_L \), and the second for computing bounded-norm inner products over the integers. Both schemes rely on:

1. An information theoretic scheme for inner products where only one ciphertext query is supported.
2. A single input functional encryption scheme \( \text{FE} \) for inner products which is applied on top of the above one time scheme.

Unrolling the above two components, the final MIFE scheme(s) of [2] have algorithms of the form described below.

Below, we unroll the above two components to establish that the schemes of [2] satisfy ad hoc friendliness.

1. Decentralized Setup. The encryption keys \( \text{EK}_i \) corresponding to party \( i \) may be generated independently of the encryption keys of the remaining parties \( [n] \setminus i \). In more detail, the setup algorithm is defined as:

\[
\text{MIFE Setup}(1^\kappa, n): \text{Do the following:}
\]

- For \( i \in [n] \), sample \( u_i \leftarrow \mathbb{Z}_L^m \).
- For \( i \in [n] \), sample \( (\text{FE.PK}_i, \text{FE.MSK}_i) \leftarrow \text{FE Setup}(1^\kappa, 1^m) \).
- Output \( \text{PP}_i = \text{FE.PK}_i \) and \( \text{EK}_i = (\text{FE.MSK}_i, u_i) \) for \( i \in [n] \).

Then, we may define:

a. \( \text{MIFE Setup Local}(1^\kappa, n) \): Do the following:

- Sample \( u \leftarrow \mathbb{Z}_L^m \).
- Sample \( (\text{FE.PK}, \text{FE.MSK}) \leftarrow \text{FE Setup}(1^\kappa, 1^m) \).
- Output \( \text{PP} = \text{FE.PK} \) and \( \text{EK} = (\text{FE.MSK}, u) \).
To compute the set of $n$ encryption keys, the algorithm $\text{MIFE.SetupLocal}(1^n, n)$ is invoked $n$ times. Additionally, in [2], the master secret key can be decomposed into $n$ components by setting:

$$\text{MSK}_i = \text{EK}_i = (\text{FE.MSK}_i, u_i) \forall i \in [n]$$

2. **Local Encryption.** The encryption algorithm only takes its encryption key and message as input and does not depend on the number of parties or their public parameters. In more detail, the encryption algorithm is defined as:

$$\text{MIFE.Enc}(\text{EK}_i, x_i):$$ Do the following:
- Parse $\text{EK}_i = (\text{FE.MSK}_i, u_i)$.
- Compute $y_i = x_i + u_i \mod L$.
- Compute $c_i = \text{FE.Enc}(\text{FE.MSK}_i, y_i)$.
- Output $(y_i, c_i)$.

Thus, the ciphertext encoding party $i$’s input may be computed independently by party $i$.

3. **Piecewise Master Secret Key.** For the inner product functionality, if $\text{MSK} = (\text{MSK}_1, \ldots, \text{MSK}_n)$ is the master secret key for function vector $y = (y_1, \ldots, y_n)$ then for any $S \subseteq [n]$, we have the corresponding master key $\text{MSK}' = (\text{MSK}_{S[1]}, \ldots, \text{MSK}_{S[q]})$ is a well formed master secret key for the vector $y' = (y_{S[1]}, \ldots, y_{S[q]})$. In more detail, the key generation algorithm is defined as:

$$\text{MIFE.KeyGen}(\text{MSK}, y):$$ Do the following:
- Output $\text{DK}_y \leftarrow \left( \{\text{FE.KeyGen}(\text{MSK}_i, y_i)\}_{i \in [n]}, \sum_{i \in [n]} (u_i, y_i) \right)$.

It is easy to see that the function key for $y'$ can be obtained from the above by simply setting $y_i = 0$ for $i \notin S$.

5.3 **Our Construction**

We are now ready to present the construction. Note that for ease of presentation, we describe the scheme for all $n$ users but we remark that it works for any subset of $\ell \leq n$ users.

$a\text{MIFE.Setup}(1^n, 1^m)$: Upon input the security parameter and the dimension of the input vector for each party, do the following:
1. Run the partial $\text{MIFE}$ setup algorithm to obtain the public parameters and encryption key: $(\text{MIFE.PP}, \text{MIFE.EK}) \leftarrow \text{MIFE.SetupLocal}(1^n, 1^m)$
2. Invoke the first round of the MPC protocol with the encryption key as input:

$$(\rho^{(1)}, s) \leftarrow \text{MPC.RunRoundOne}(1^n, \text{EK})$$

3. Return $\text{PP} := (\text{MIFE.PP}, \rho^{(1)}), \text{MSK} := (\text{MIFE.EK}, s)$

$a\text{MIFE.Enc}(\text{EK}, x)$: Upon input the encryption key and the input, compute $\text{MIFE.enc}(\text{EK}, x)$ and output it.

$a\text{MIFE.KeyGen}((\text{PP}_i)_{i \in [\ell]}, y, \text{MSK}_i)$: Upon input the public parameters of the $\ell$ parties, the function vector $y$ and the master secret key $\text{MSK}_i$, do the following:
1. Parse $(\text{MIFE.EK}, s) \leftarrow \text{MSK}_i$ and $(\text{MIFE.PP}_j, \rho_j^{(1)}) \leftarrow \text{PP}_j \forall j \in [\ell]$
2. Parse $(y_1, \ldots, y_\ell) \leftarrow y$ where $y_j \in \mathbb{Z}_q^m$ for $j \in [\ell]$.
3. Invoke round 2 of the MPC protocol \( \text{GenKey-} \text{ip}_y \) as defined in Figure 4.

\[
\rho^{(2)} \leftarrow \text{MPC.RunRoundTwo}(s, \rho^{(1)}_1, \ldots, \rho^{(1)}_\ell)
\]

4. Return \( \text{PDK} := \rho^{(2)}. \)

\text{aMIFE.Dec}((\text{PDK}_i, f_i)_{i \in [\ell]}, (c_i)_{i \in [\ell]}): \) Upon input the partial decryption keys from all relevant parties, as well as ciphertexts from all relevant parties, do the following:

1. Compute the output of the MPC protocol as

\[
\text{MIFE.DK}_y \leftarrow \text{MPC.ComputeResult}( (\rho^{(2)}_i)_{i \in [\ell]} )
\]

2. Compute \( \text{MIFE.Dec}(\text{MIFE.DK}_y, y, c_1, \ldots, c_\ell) \) and output it.

\begin{center}
\begin{tabular}{|l|}
\hline
\textbf{Function \text{GenKey-ip}_y(\text{EK}_1, \ldots, \text{EK}_\ell)} \\
\hline
1. Let \text{MIFE.MSK} = (\text{EK}_1, \ldots, \text{EK}_\ell). \\
2. Compute \text{MIFE.KeyGen(MIFE.MSK, y)} and output it. \\
\hline
\end{tabular}
\end{center}

\textbf{Figure 4} Functionality for computing the MIFE function key.

Note that for the inner product functionality, the MIFE key generation algorithm is very simple and in some cases only involves computing inner products, please see [2] for details.

\section*{Correctness}

Correctness follows from correctness of the MPC protocol and of the standard MIFE scheme. We have by correctness of the MPC protocol, that the output \( \text{MIFE.DK}_y = \text{MIFE.KeyGen(MIFE.MSK, y)} \) is produced correctly. Since the encryptors encrypted \( c_i = \text{MIFE.Enc}(\text{EK}_i, x_i) \), it follows from the correctness of MIFE that \( \text{MIFE.Dec}(\text{MIFE.DK}_y, y, c_1, \ldots, c_\ell) \) outputs \( \sum_{i \in [\ell]} \langle y_i, x_i \rangle \) as desired.

\section*{Security}

Given the proof of security in Section 4, the proof of security of the present construction is straightforward, since the present construction is a (much) simplified instance of the general construction. Intuitively, the security of MPC ensures that the output \( \text{MIFE.DK}_y \), which is computed using inputs \( (\text{MSK}_i, y_i)_{i \in [\ell]} \) of \( \ell \) disjoint parties, is indistinguishable from the output of a “global” MIFE key generation algorithm which takes the entire \( (\text{MSK}, y) \) as input. The encryption algorithm is exactly the same as that of the standard MIFE scheme, with the result that the decryptor sees exactly the same view as in the standard MIFE scheme. Please see Appendix E for details.

An issue with the MIFE scheme of Abdalla et al. [2] which we use above is that an adversary may exploit partial ciphertexts to learn unauthorized information [43]. Specifically, say there are two parties, and the first one provides ciphertexts, for vectors \( x_0 \) and \( x_1 \) (say). The second encryptor does not give any ciphertexts. Suppose the key generation algorithm in the standard MIFE scheme gives a key for \( (y \parallel 0) \). Now, it could be that \( \langle x_0, y \rangle \neq \langle x_1, y \rangle \) but this does not violate admissibility, because admissibility only checks for decryption with respect to complete ciphertexts whereas decryption with respect to partial ciphertexts is not defined. Ideally, the key for \( (y \parallel 0) \) should not work to decrypt the partial ciphertexts of encryptor 1, but in the construction of Abdalla et al., it does so (if the corresponding sub-vector in the key is zero).
Note that in a MIFE scheme, the above situation only occurs if one party (party 2 say) never gives any ciphertext. In our setting however, a party issues a partial decryption key only if it wishes its data to participate in some computation. Hence, we resolve the issue by requiring that a party only issue a partial decryption key if it has also issued at least one ciphertext.

Instantiating MPC

Since function-rerunnable two-round MPC in the common reference string (CRS) model can be constructed [28, 57, 24, 59] from learning-with-errors (LWE), we get ad hoc MIFE for inner products from LWE. This result can be upgraded to the malicious setting as the additional cost of NIZKs.

While function rerunnable two-round MPC in the CRS model can be constructed from bilinear maps [41] and even two-round oblivious transfer [15, 42, 39] or information theoretically [9, 36], these constructions are not function-rerunnable so do not suffice for multi-key ad hoc MIFE. However, if we restrict ourselves to the setting of bounded ad hoc MIFE, where a user issues only a bounded number of partial decryption keys and additionally maintains state across key issues, we may use the above MPC protocols (just via repetition). This yields such a bounded ad hoc MIFE under DDH, LWE or DCR for the both the semi-honest and malicious cases. One nice feature of the semi-honest construction is that it does not use a common random string and is in the plain model.
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5 If party 2 gives even a single ciphertext (say for vector $z_0$) then admissibility will force $(x_0 \parallel z_0, y \parallel 0) = (x_1 \parallel z_0, y \parallel 0)$ which implies that $(x_0, y) = (x_1, y)$. 


A Additional Related Work

Functional Encryption

FE started with the notion of “attribute-based encryption” [61, 50] and evolved over time to a more general primitive that encompasses several primitives such as (hierarchical) identity based encryption [19, 29, 22, 44, 25, 4], attribute based encryption [61, 50, 16, 34], predicate encryption [21, 47, 54, 55, 5, 62, 47] and reusable garbled circuits [46]. Formal definitions of the general primitive were first given in [20, 58]. While there has been substantial progress in constructing FE from standard assumptions [1, 7, 56], the general notion of FE for arbitrary polynomial sized circuits was constructed in the breakthrough work of [33] from indistinguishability obfuscation (iO) [12, 33, 56]. Functional encryption for restricted functionalities such as inner products [1, 7], and quadratic functions [56, 11] from more standard assumptions has also been developed.
Multi-Input Functional Encryption

Extending the more basic concept of functional encryption (FE) [61, 20, 58], the notion of multi-input function encryption (MIFE) was first introduced by Goldwasser et al. [45] and there have since been a number of follow-up works. Ananth and Jain [8] show that private key MIFE for general polynomial-arity functions implies iO. On the other hand, Brakerski, Komargodski and Segev [23] construct private-key MIFE for constant-arity functions, based on a private-key single-input FE scheme. They achieve adaptive security but also do not consider sender corruption. Badrinarayanan et al. [10] construct MIFE schemes for “unbounded arity” functions. More recent work [3, 2] constructs inner-product MIFE.

Multi-Party Computation

Traditional MPC is interactive. Ad hoc MIFE can be seen as a special form of non-interactive MPC [31, 14, 53]. In particular, ad hoc MIFE separates inputs and functions, which affords greater flexibility – one can use the same encrypted inputs with different functions, or different encrypted inputs with the same function. Moreover, previous non-interactive MPC protocols require a global setup procedure. In a recent work, [52] constructs non-interactive MPC from indistinguishability obfuscation and DDH, assuming a PKI setup and a CRS, without this requirement. In contrast, our schemes are based on standard MIFE for a given functionality and do not require a CRS in general, as we do not necessarily consider sender corruption.

Multi-Authority Functional Encryption

Our work should also be compared to that of Chandran et al. [26], who proposed a notion of “multi-authority” FE (MAFE). In MAFE, key authorities independently generate their own keys. Roughly speaking, to derive a decryption key for a function $f$, a user must obtain a partial decryption key for $f$ from each authority. In our context, we could think of the authorities as sources. However, a fundamental difference between multi-authority FE and ad hoc MIFE is that in the former, to encrypt, one needs to know the master public keys of all authorities (users). This is a severe limitation, as a user may not be aware of which other parties are to be involved in a computation at the time of encryption. Furthermore, in multi-authority FE, a given ciphertext can only be used in a computation associated with one fixed group, unlike ad hoc MIFE, where a ciphertext can be used in an unbounded number of dynamically-chosen groups. Finally, in MAFE, decryption only operates on a single ciphertext, unlike our notion which is intrinsically multi-user.

B Preliminaries

In this section we define the notation and preliminaries used in our work.

B.1 Notation and Conventions

PPT stands for “probabilistic polynomial time” and PT stands for “polynomial time.” Algorithms are PPT unless otherwise noted. Throughout, $\kappa$ denotes the security parameter and $1^\kappa$ its unary encoding. For a probabilistic algorithm $A$, we denote by $A(x; r)$ the output of $A$ on input $x$ with random tape $r$. We denote $y \leftarrow A(x)$ as the process of sampling $r$ at random and letting $y \leftarrow A(x; r)$. For a finite set $S$, we denote $x \leftarrow S$ as the process of sampling $x$ uniformly from $S$. For a distribution $D$ we denote $x \leftarrow D$ as the process of sampling $x$ according to $D$. For $k \in \mathbb{N}$ we let $[k]$ denote the set $\{1, \ldots, k\}$. If $s$ is string
then \(|s|\) denotes its length and \(s[i]\) denotes its i-th bit. If \(\mathbf{x}\) is a vector then \(|\mathbf{x}|\) denotes its number of components and \(\mathbf{x}[i]\) denotes its i-th component. We will use \(\text{negl}(\cdot)\) to denote an unspecified negligible function and \(\text{poly}(\cdot)\) to denote an unspecified polynomial. We say that (families of) distributions \(\{D_{0,\kappa}\}_{\kappa \in \mathbb{N}}, \{D_{1,\kappa}\}_{\kappa \in \mathbb{N}}\) are computationally indistinguishable if for all PPT adversaries \(A\), \(\Pr[A(D_{0,\kappa}) = 1] - \Pr[A(D_{1,\kappa}) = 1] = \text{negl}(\kappa)\). We write this \(D_{0,\kappa} \approx C \approx D_{1,\kappa}\).

### B.2 Two-Round MPC

A 2-round MPC protocol \(\text{MPC}\) for message-space \(\{\mathcal{M}_{\kappa}\}_{\kappa \in \mathbb{N}}\) and functionality \(\{\mathcal{F}_{\kappa}\}_{\kappa \in \mathbb{N}}\) where for each \(\kappa \in \mathbb{N}\) each \(f \in \mathcal{F}_{\kappa}\) is a function on \((\mathcal{M}_{\kappa})^{n}\) for some \(n\), consists of three algorithms with the following syntax:

- \(\text{RunRoundOne}(1^{\kappa}, 1^{n}, f, i, x)\): A PPT algorithm taking the security parameter \(\kappa\), number of users \(n\), a (description of a) function \(f \in \mathcal{F}_{\kappa}\) of arity \(n\), an index \(i \in [n]\), an input \(x \in \mathcal{M}_{\kappa}\), and outputting a first protocol message \(\rho^{(1)}\) and secret \(s\).

- \(\text{RunRoundTwo}(s, (\rho^{(1)}_{1}, \ldots, \rho^{(1)}_{n}))\): A PPT algorithm taking a secret \(s\) and the first protocol message for all \(n\) parties \(\rho^{(1)}_{1}, \ldots, \rho^{(1)}_{n}\), and outputting a second protocol message \(\rho^{(2)}\).

- \(\text{ComputeResult}\): A PPT algorithm taking as input the \(n\) second-round protocol messages \(\rho^{(2)}_{1}, \ldots, \rho^{(2)}_{n}\) for each party and outputting a value \(y\).

#### Correctness

We say that \(\text{MPC}\) is correct if for all \(\kappa, n, i \in \mathbb{N}, x_{1} \ldots x_{n} \in \mathcal{M}_{\kappa}\) and \(f \in \mathcal{F}_{\kappa}\)

\[
\Pr\left[y = f(x) \left| \begin{array}{c}
\rho^{(1)}_{i} \leftarrow \text{RunRoundOne}(1^{\kappa}, 1^{n}, f, i, x_{i}) \quad \forall i \in [n] \\
\rho^{(2)}_{i} \leftarrow \text{RunRoundTwo}(s, (\rho^{(1)}_{1}, \ldots, \rho^{(1)}_{n})) \quad \forall i \in [n] \\
y \leftarrow \text{ComputeResult}(\rho^{(2)}_{1}, \ldots, \rho^{(2)}_{n})
\end{array} \right. \right] = 1.
\]

\[\triangleright\text{ Remark } 6.\] The above definition of two-round MPC is without setup (i.e., a CRS). We also consider the case that there is an additional algorithm \(\text{CRSGen}\) taking \(1^{\kappa}\) and outputting a common reference string \(\text{CRS}\) that is input to the remaining algorithms. We call this two-round MPC in the CRS model.

We say that \(\text{MPC}\) is unbounded if the output of \(\text{RunRoundOne}\) does not depend on \(n\). In this case, we input \(n\) to \(\text{RunRoundTwo}\) instead of \(\text{RunRoundOne}\). We call \(\text{MPC}\) input-delayed (resp. function-delayed) if the output of \(\text{RunRoundOne}\) does not depend on \(x\) (resp. \(f\)) but just on \(1^{|x|}\) (resp. \(1^{|f|}\)). In this case, we input \(x\) (resp. \(f\)) to \(\text{RunRoundTwo}\) instead of \(\text{RunRoundOne}\). We call \(\text{MPC}\) input-rerunnable (resp. function-rerunnable) if it is input-delayed (resp. function-delayed) and if \(\text{RunRoundTwo}\) can be executed multiple times with different input choices (resp. function choices) while still preserving the security properties of the \(\text{MPC}\) protocol (see below).

#### Security

Let \(\text{MPC}\) be a 2-round MPC protocol as above. Let \(\text{Coins}\) be the coin-space for the protocol. For an adversary \(\mathcal{A} = (\mathcal{A}_{0}, \mathcal{A}_{1})\) and simulator \(\mathcal{S}\), consider the experiments in Figure 5. We say that \(\mathcal{A}\) is passive (aka. semi-honest) of \(I = \emptyset\). We say that \(\text{MPC}\) is SIM-secure if for any PPT adversary \(\mathcal{A}\) there is a stateful PPT simulator \(\mathcal{S} = (\text{CRSGen}, \text{Extract}, \text{Sim})\) such that \(\text{REAL}_{\text{MPC}}^{\mathcal{A}}(\cdot)\) and \(\text{IDEAL}_{\mathcal{A},\mathcal{S}}^{\text{MPC}}(\cdot)\) are computationally indistinguishable. Note that
Ad Hoc Multi-Input Functional Encryption

A PRF $F$ is specified by two algorithms:

- **PRF.Setup($1^n$)**: The setup algorithm takes as input the security parameter and outputs a description of the key space $K_n$, domain $X$, range $Y$ as well as the PRF key $K$.
- **PRF.Eval($K, x$)**: The eval algorithm takes a key $K \in K_n$ and domain point $x \in X_n$ and outputs a range point $y \in Y_n$.

**B.3 Punctured Pseudorandom Functions**

Our results in this work rely on the simulator’s ability to extract the inputs of the corrupted parties, hence the need for the **Extract** algorithm. In the semi-honest setting, extraction is not necessary. In the malicious case, both known constructions of two-round MPC [33, 57] for general functions satisfy the above extractability property, albeit in the CRS model.
We require that for all adversaries $A$
\[
\Pr[A^{\text{PRF-Eval}(K, \cdot)} \text{ outputs } 1] - \Pr[A^{\text{\$}(\cdot)} \text{ outputs } 1]
\]
is negligible in $\kappa$, where $K \leftarrow \text{PRF.Setup}(1^\kappa)$ and $\$\cdot$ denotes a random function from $X_\kappa$ to $Y_\kappa$.

A puncturable PRF additionally includes an algorithm $\text{PRF.Punc}$ which takes as input a PRF key $K$ and a point $x^* \in X$ and outputs a punctured key $K_{x^*}$. For correctness, we require that $\text{PRF.Eval}(K_{x^*}, x) = \text{PRF.Eval}(K, x)$ for all $x \neq x^*$ and $\perp$ when $x = x^*$.

### Security of punctured PRF

The security game between the challenger and the adversary $A$ consists of the following four phases.

**Setup Phase:** The challenger samples a PRF key $K$ and a random bit $b$.

**Evaluation Query Phase:** The adversary $A$ queries for polynomially many evaluations. For each evaluation query $x$, the challenger sends $F(K, x)$ to $A$.

**Challenge Phase:** $A$ chooses a challenge $x^*$ and the challenger computes $K_{x^*} \leftarrow \text{PRF.Punc}(K, x^*)$. If $b = 0$, the challenger outputs $K_{x^*}$ and $F(K, x^*)$. Else, the challenger outputs $K_{x^*}$ and $y \leftarrow Y$ chosen uniformly at random.

**Guess:** The adversary $A$ outputs a guess $b'$ of $b$.

The adversary $A$ wins if $b' = b$ and the adversary did not query for evaluation on $x^*$.

The advantage of $A$ is defined to be
\[
\text{Adv}_{A}^{\text{PRF}}(1^\kappa) = |\Pr[A \text{ wins}] - 1/2|
\]

The PRF $F$ is a secure puncturable PRF if for all probabilistic polynomial time adversaries $A$, we have that $\text{Adv}_{A}^{\text{PRF}}(1^\kappa)$ is negligible in $\kappa$.

### B.4 Multi-Input Functional Encryption

An $n$-input FE scheme [45] MIFE for a message space $\{M_\kappa\}_{\kappa \in \mathbb{N}}$ and a functionality $\{F_\kappa\}_{\kappa \in \mathbb{N}}$, where for each $\kappa \in \mathbb{N}$ each $f \in F_\kappa$ is a (description of a) function on $(M_\kappa)^n$, is given by a set of algorithms with the following syntax:

- $\text{MIFE.Setup}(1^\kappa, 1^n)$: A PPT algorithm taking the security parameter $\kappa$ and number of users $n$, and outputting the master secret key $\text{MSK}$ and encryption keys $(\text{EK}_1, \ldots, \text{EK}_n)$.
- $\text{MIFE.KeyGen}(\text{MSK}, f)$: A PT algorithm taking a master secret key $\text{MSK}$, a function $f \in F_\kappa$, and outputting a corresponding decryption key $\text{DK}_f$.
- $\text{MIFE.Enc}(\text{EK}, x)$: A PPT algorithm taking an encryption key $\text{EK}$ and a message $x \in M_\kappa$, and outputting a ciphertext $c$.
- $\text{MIFE.Dec}(\text{DK}_f, (c_1, \ldots, c_n))$: A PT algorithm taking decryption key $\text{DK}_f$ and vector of ciphertexts $(c_1, \ldots, c_n)$, and outputting a string $y$. 
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Correctness

We say that MIFE is correct if for all $\kappa \in \mathbb{N}$, $x_1 \ldots x_n \in \mathcal{M}_\kappa$ and $f \in \mathcal{F}_\kappa$

$$\Pr \left[ y = f(x_1, \ldots, x_n) \right] = 1.$$

Remark 7. We remark that our formulation of MIFE assumes that the senders (as in our application an encryptor is referred to as a sender or source) are ordered. This allows for consistency with our formulation of ad hoc MIFE and allows us to simplify exposition versus [45].

Indistinguishability-Based Security

For an $n$-input FE scheme MIFE as above and adversary $A = (A_0, A_1, A_2)$, consider the experiment in Figure 6.

<table>
<thead>
<tr>
<th>Experiment IND$_A^{\text{MIFE}}(1^n)$</th>
<th>Oracle $O_{\text{enc}}(i, x_0, x_1)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(I, st) \leftarrow A_0(1^n)$</td>
<td>If $x_0, x_1 \in \mathcal{M}_\kappa$ and $</td>
</tr>
<tr>
<td>$b \leftarrow {0, 1}$</td>
<td>$c_b \leftarrow \text{MIFE.Enc}(EK_i, x_b)$</td>
</tr>
<tr>
<td>$(EK_1, \ldots, EK_n, \text{MSK})$</td>
<td>Return $c_b$</td>
</tr>
<tr>
<td>$\leftarrow \text{MIFE.Setup}(1^n)$</td>
<td>Else Return ⊥</td>
</tr>
<tr>
<td>$st \leftarrow A_1^0(\cdots, O_{\text{enc}}^{i-1}(st))$</td>
<td>$b' \leftarrow A_2^0(\cdots, O_{\text{enc}}^{i-1}((EK_i)_{i \in I}, st))$</td>
</tr>
<tr>
<td>$b' \leftarrow A_2^0(\cdots, O_{\text{enc}}^{i-1}((EK_i)_{i \in I}, st))$</td>
<td>Return $(b = b')$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Oracle $O_{\text{dec}}(f)$</th>
<th>Oracle $O_{\text{dec}}(f)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f \in \mathcal{F}_\kappa$</td>
<td>If $f \in \mathcal{F}_\kappa$</td>
</tr>
<tr>
<td>$DK_f \leftarrow \text{MIFE.KeyGen}(\text{MSK}, f)$</td>
<td>$DK_f$</td>
</tr>
<tr>
<td>Return $DK_f$</td>
<td>Else return ⊥</td>
</tr>
</tbody>
</table>

Figure 6 Experiment for IND-security of standard MIFE.

We call $A$ legitimate if for all $\kappa \in \mathbb{N}$, in all transcripts IND$_A^{\text{MIFE}}(1^n)$ it holds that for every key generation query $f$ there does not exist two sequences $(y_{1,0}, \ldots, y_{n,0})$ and $(y_{1,1}, \ldots, y_{n,1})$ such that

$$f(y_{1,0}, \ldots, y_{n,0}) \neq f(y_{1,1}, \ldots, y_{n,1})$$

and for every $j \in [n]$

- $j \in I$, i.e. $j$ is corrupted (so there is no restriction on $y_{j,0}, y_{j,1}$ above), or
- there is an encryption query $(j, x_0, x_1)$ such that $y_{j,0} = x_0$ and $y_{j,1} = x_1$.

We assume adversaries are legitimate unless otherwise stated. We call $A$ passive if $I = \emptyset$. We call $A$ selective if $A_2$ makes no queries. We say that MIFE is IND-secure if for any adversary $A$

$$|\Pr \left[ \text{IND}_{A}^{\text{MIFE}}(\cdot) \text{ outputs } 1 \right] - 1/2| = \text{negl}(\cdot).$$
Simulation-Based Security

For an MIFE scheme MIFE as above, adversary $A = (A_0, A_1, A_2)$, and simulator $S = (\text{Setup}, \text{Enc}, \text{KeyGen})$, consider the experiments in Figure 7. Here $q_{\text{enc}, i}$ is the number of encryption queries for user $i \in [n]$. We say that $A$ is $q$-bounded if $q_{\text{enc}, i} \leq q$ for all $i \in [n]$. We say that MIFE is SEL-SIM-secure if for any adversary $A$ there is a simulator $S$ such that $\text{REAL}^{\text{MIFE}}_A$ and $\text{IDEAL}^{\text{MIFE}}_S$ are computationally indistinguishable.

$\triangleright$ Remark 8. For consistency with our formulation of simulation-based security for ad hoc MIFE, we restrict the above definition to the selective-security and passive (no sender corruption) setting.

**Figure 7** Experiments for SIM-security of standard MIFE.

### B.5 Function-Private Functional Encryption

A functional encryption scheme, denoted as $\text{FE}$ [20], is a tuple of algorithms $\text{FE} = (\text{FE.Setup}, \text{FE.KeyGen}, \text{FE.Enc}, \text{FE.Dec})$ for a message space $\{\mathcal{M}_\kappa\}_{\kappa \in \mathbb{N}}$ and a functionality $\{\mathcal{F}_\kappa\}_{\kappa \in \mathbb{N}}$, where for each $\kappa \in \mathbb{N}$, each $f \in \mathcal{F}_\kappa$ is a (description of a) function on $\mathcal{M}_\kappa$. The syntax is the same as for a 1-input MIFE scheme where $\text{EK}_\kappa = \text{MSK}$ and $I = \emptyset$. The correctness requirement remains the same, as well the notion of indistinguishability based security (which we refer to as “message privacy”).

#### Function Privacy

We additionally define the notion of function privacy as follows. For an FE scheme $\text{FE}$ as above and adversary $A = (A_0, A_1, A_2)$, consider the experiment in Figure 8.

We call $A$ legitimate if for all $\kappa \in \mathbb{N}$, in all transcripts $\text{FP}^{\text{FE}}_A(1^n)$ it holds that for every key generation query $f_0, f_1$ there does not exist an encryption query $x \in \mathcal{M}_\kappa$ such that $f_0(x) \neq f_1(x)$.

We assume adversaries are legitimate unless otherwise stated. We say that $\text{FE}$ is FP-secure if for any adversary $A$

$$\Pr[\text{FP}^{\text{FE}}_A() \text{ outputs } 1] - 1/2 = \text{negl}(\cdot).$$
We now present a simulation-based definition of security. The definition has a number of restrictions that we justify below.

For an ad hoc MIFE scheme \( \text{aMIFE} \) as above, adversary \( A = (A_0, A_1, A_2) \), and simulator \( S = (\text{Setup}, \text{Enc}, \text{KeyGen}) \), consider the experiments in Figure 9. Here \( q_{E,i} \) is the number of encryption queries for user \( i \in [n] \). We say that \( A \) is \( q \)-bounded if \( q_{E,i} \leq q \) for all \( i \in [n] \).

We say that \( \text{aMIFE} \) is xxx-SEL-SIM-secure if for any adversary \( A \) of type xxx there is a simulator \( S \) such that \( \text{REAL}_{A, S}^{\text{aMIFE}}() \) and \( \text{IDEAL}_{A, S}^{\text{aMIFE}}() \) are computationally indistinguishable.

\[\begin{align*}
\text{Oracle } \mathcal{O}_{\text{enc}}(x) \\
\text{if } x \in M_\alpha \\
c \leftarrow \text{MIFE.Enc}(\text{MSK}, x) \\
\text{return } c \\
\text{else return } \perp
\end{align*}\]

\[\begin{align*}
\text{Oracle } \mathcal{O}_{\text{sig}}(f_0, f_1) \\
\text{if } f_0, f_1 \in \mathcal{F} \in \\
\text{DK}_{f_0} \leftarrow \text{MIFE.KeyGen}(\text{MSK}, f_0) \\
\text{return } \text{DK}_{f_0} \\
\text{else return } \perp
\end{align*}\]

\[\begin{align*}
\text{Oracle } \mathcal{O}_{\text{sel}}(i, (i_1, \ldots, i_\ell), f) \\
\text{if } i \in \{i_1, \ldots, i_\ell\} \text{ and } f \in \mathcal{F} \text{ of arity } \ell \\
\text{PDK}_{i,f} \leftarrow \text{MIFE.KeyGen}(i, \text{MSK}, (P_{P_i})_{j \in [\ell]}, f) \\
\text{return } \text{PDK}_{i,f} \\
\text{else return } \perp
\end{align*}\]

\[\begin{align*}
\text{Oracle } \mathcal{O}_{\text{sel}}(i, (i_1, \ldots, i_\ell), f) \\
\text{if } i \in \{i_1, \ldots, i_\ell\} \text{ and } f \in \mathcal{F} \text{ of arity } \ell \\
\text{q} \leftarrow (f, \{i_1, \ldots, i_\ell\}, f) \\
\text{PDK}_{i,f} \leftarrow \text{KeyGen}(q, f(x_{i_1, i_\ell}))_{x_{i_1, i_\ell} \in [q_{E,i_1}, [q_{E,i_\ell}]} \text{ (MSK) } \\
\text{return } \text{PDK}_{i,f} \\
\text{else return } \perp
\end{align*}\]

We say that \( \text{aMIFE} \) is xxx-SEL-SIM-secure if for any adversary \( A \) of type xxx there is a simulator \( S \) such that \( \text{REAL}_{A, S}^{\text{aMIFE}}() \) and \( \text{IDEAL}_{A, S}^{\text{aMIFE}}() \) are computationally indistinguishable.

\[\begin{align*}
\text{Oracle } \mathcal{O}_{\text{enc}}(x) \\
\text{if } x \in M_\alpha \\
c \leftarrow \text{MIFE.Enc}(\text{MSK}, x) \\
\text{return } c \\
\text{else return } \perp
\end{align*}\]
The adversary is selective and chooses its challenge messages before seeing the public parameters of the users. We focus on this formulation for simplicity and leave the study of adaptive security for ad hoc MIFE in the case of simulation-based security for future work.

The simulator is black-box. This is for simplicity as it is stronger than allowing non-black-box simulation and our constructions achieve it.

D Proof of Theorem 5

Theorem 5. If MIFE is a IND-secure MIFE scheme and MPC is a SIM-secure 2-round MPC protocol, then our construction is sel-IND-secure.

Proof. The proof of security makes use of a trapdoor data structure which is defined in Figure 10.

The trapdoor data structure

Here, mode is used to indicate whether we are in the real mode Real or trapdoor mode Trap. CT indicates the hardwired MIFE CT which must be output if the field index equals the counter ctr set in the FE key. The fields val₀ and val₁ are used to indicate the values corresponding to bit 0 and bit 1 respectively, where the latter is used when index > ctr and the former when index < ctr.

Figure 10 Data Structure Trap used for Proof.

The Hybrids

We prove the theorem via a hybrid argument. We describe our hybrids below.

Hybrid 0: This is the real game in which on every encryption query (i, x₀, x₁), x₀ is encrypted.

Suppose there are Qc encryption queries (made selectively). For each k ∈ [Qc], let i be the party index queried, x₀ and x₁ the challenge plaintexts, let T be the tag used during encryption and J be the set of users corrupted by the adversary. We use these definitions in the remainder of the proof.

Hybrid 1: The change in this hybrid is twofold.

1. Simulate the Public Parameters. We set the first-round protocol message ρ⁽¹⁾ᵢ for MPC in the public parameters to the output of the simulator ˜Sim₁ for each uncorrupted user i /∈ I.

2. Simulate the Function Key. For each key generation query (i, (i₁, . . . , i₇), f), we do the following.
   a. Let J ≜ I ∩ {i₁, . . . , i₇} be the subset of corrupted users and ˜J = {i₁, . . . , i₇} \ J be the subset of honest users.
   b. We use the simulator’s Extract algorithm to compute x_j ← ˜Extract(ρ⁽¹⁾ᵢ) for each corrupted party j ∈ J where PPᵢ = ρ⁽¹⁾ᵢ, then compute y = GenKeysᵢ(xᵢ₁, . . . , xᵢ₇) where xᵢ for j ∈ ˜J is (honest) party j’s input to the MPC protocol.
As we see in Figure 11, the only difference from Hybrid 0 is that the inputs of the corrupt
these changes formally.

Here

generated as

in each query

Hybrid

precisely, a standard argument iterates through sub-hybrids for each honest party, replacing
used to generate random strings and keep track of those previously generated.

random string. The changes are formally described in Figure 12 wherein the algorithm
PRF outputs with uniformly random strings.

Indistinguishability of Hybrid 1 and Hybrid 2 follows from the security of the PRF. More
Indistinguishability of the hybrids follows from the SIM-security of the MPC protocol.

Hybrid 1:

\[ (1^n, I, \langle \mathbf{PP}_i \rangle_{i \in I}, st) \leftarrow A_0(1^n) \]

\[ b \leftarrow \{0, 1\} \]

\[ \forall i \notin I: \]

\[ \langle \mathbf{PP}_{FE_i}, \mathbf{MSK}_{FE_i} \rangle \leftarrow \text{FE.Setup}(1^n) \]

\[ \mathbf{K}_i \leftarrow \mathbf{K}_n \]

\[ \mathbf{K}_{i^{\text{prf}}} \leftarrow \mathbf{K}_n \]

\[ (\rho_i^{(1)}, st) \leftarrow \tilde{\text{Sim}}() \]

\[ \mathbf{PP}_i \leftarrow \rho_i^{(1)} \]

\[ st \leftarrow A_1^{\mathcal{O}_{\text{Enc}(...), \mathcal{O}_{\text{Gen}(...)}}(st)} \]

\[ y' \leftarrow A_2^{\mathcal{O}_{\text{Enc}(...), \mathcal{O}_{\text{Gen}(...)}}(\langle \mathbf{PP}_i \rangle_{i \in I}, st)} \]

Return \((b = b')\)

\[ \mathbf{Oracle} \mathcal{O}_{\text{enc}}(i, x_0, x_1) \]

\[ T \leftarrow \{0, 1\}^* \]

\[ \text{Return FE.Enc}(\mathbf{MSK}_{FE_i}, (x_0, T, \mathbf{K}_{i^{\text{prf}}}, \text{Trap})) \]

\[ \mathbf{Oracle} \mathcal{O}_{\text{gen}}(i, (i_1, \ldots, i_t), f) \]

\[ J \leftarrow I \cap \{i_1, \ldots, i_t\}; \]

\[ J' \leftarrow \{i_1, \ldots, i_t\} \setminus J \]

\[ (\mathbf{K}_j, \mathbf{MSK}_{FE_j}) \leftarrow \text{Extract}(\rho_j^{(1)}) \]

\[ \forall j \in J \]

\[ y \leftarrow \text{GenKeys}_{\Gamma}(\mathbf{K}_1, \mathbf{MSK}_{FE_1}, \ldots, (\mathbf{K}_{i_t}, \mathbf{MSK}_{FE_{i_t}}) \]

\[ (\rho_j^{(2)}),_{i \in J} \leftarrow \tilde{\text{Sim}}(\mathbf{K}_j, \mathbf{MSK}_{FE_j}, i, y) \]

\[ s \leftarrow \text{PRF.Eval}(\mathbf{K}_i, 0 \parallel \langle \mathbf{PP}_i \rangle_{i \in [t]} \parallel f) \]

Return \((\rho_j^{(2)}, s)\).

\section*{Figure 11} Hybrid 1.

Hybrid 2: In this hybrid, we replace the outputs of the PRF on key \(K_i\) for the honest users
i with uniformly random strings in the function GenKeys described in Figure 2. For every key
query pertaining to parties \((i_1, \ldots, i_t)\) and function \(f\) and every honest party \(i\), we replace
PRF.Eval\((K_i, k \parallel \langle \mathbf{PP}_{i} \rangle_{j \in [t]} \parallel f)\) for \(k \in \{0, 1, 2\}\) as in Hybrid 1 with a fresh uniformly
random string. The changes are formally described in Figure 12 wherein the algorithm \(R\) is
used to generate random strings and keep track of those previously generated.

Indistinguishability of Hybrid 1 and Hybrid 2 follows from the security of the PRF. More
precisely, a standard argument iterates through sub-hybrids for each honest party, replacing
the PRF outputs with uniformly random strings.

Hybrid 3: In this hybrid, we change how \(y\) (the target output passed to \(\tilde{\text{Sim}}2)\) is generated
in each query \((i_1, \ldots, i_t), f\). In this hybrid, \(y\) is randomly sampled. Furthermore for a pair
\(((i_1, \ldots, i_t), f)\) that is fully queried i.e. a partial decryption query \((i, (i_1, \ldots, i_t), f)\) is made
for each \(i \in \{i_1, \ldots, i_t\} \setminus I\), the final partial decryption key that is issued has its masking
value, i.e. the second component of the partial decryption key, generated differently. It is
generated as

\[s \leftarrow y \oplus S_1 \oplus S_2 \oplus \text{GenKeys}''(r_1', \mathbf{MSK}_{FE_1}, \ldots, (r_j', \mathbf{MSK}_{FE_j}))\]

Here \(S_1\) and \(S_2\) are computed so as to satisfy requisite dependencies. Figure 13 captures
these changes formally.
Hybrid 2:

\[
\begin{align*}
&(1^n, I, (PP_r)_{i \in I}, st) \rightarrow A_0(1^n) \\
&b \rightarrow \{0, 1\} \\
&\forall i \not\in I: \\
&(PP_{FE}, MSK_{FE}) \leftrightarrow FE\text{-Setup}(1^n) \\
&\gamma_i \leftarrow \Gamma \\
&\gamma_i \leftarrow \gamma_i \\
&s_t \leftarrow A_1^{coins(\ldots), O_t(\ldots)}(st) \\
&b' \leftarrow A_2^{coins(\ldots), O_t(\ldots)}((PP_r)_{i \in I}, st) \\
&\text{Return } (b = b')
\end{align*}
\]

Algorithm GenKeys'({(r_k, r'_k, MSK_{FE_k})}_{k \in [t]})

\[
\begin{align*}
&\text{SK}_f \leftarrow \text{MIFE. KeyGen}(\text{MSK}_f) \\
&\forall i \in [t]: \\
&\text{SK}_{FE_i} \leftarrow \text{FE. KeyGen}(MSK_{FE_i}, \text{ReEnc}_{EF_i} \parallel r'_i) \\
&\text{Return } (\text{SK}_f, \text{SK}_{FE_1}, \ldots, \text{SK}_{FE_t})
\end{align*}
\]

Oracle \(O_{enc}(i, x_0, x_1)\)

\[
T \leftarrow \{0, 1\}^s \\
\text{Return } FE\text{-Enc}(\text{MSK}_{FE_i}, (x_0, T, K_{punc}^i, \text{Trap}))
\]

Oracle \(O_{sk}(i, (i_1, \ldots, i_t), f)\)

\[
\begin{align*}
&J \leftarrow I \cap \{i_1, \ldots, i_t\} \\
&(K_{i_j, MSK_{FE_j}}) \leftarrow \text{Extract}(\rho^{(1)}_i) \\
&\forall j \in J: \\
&(\gamma^{(0)}_j, \gamma^{(1)}_j, \gamma^{(2)}_j) \leftarrow RT(j, (i_1, \ldots, i_t), f) \\
&\forall m \in \{0, 1, 2\}, j \in J: \\
&\gamma^{(m)}_j \leftarrow \text{PRF. Eval}(\text{K}_j, m \parallel (\text{PP}_{_{i_j}})_{k \in [t]} \parallel f) \\
&S \leftarrow \bigoplus_{j \in J} \gamma^{(0)}_j \\
&y \leftarrow S \oplus \text{GenKeys'}((r_k, r'_k, MSK_{FE_k})_{k \in [t]}) \\
&(\rho^{(2)}_j)_{j \in J} \leftarrow \text{Sim}_2(K_j, MSK_{FE_j}, J, y) \\
&\text{Return } (\rho^{(2)}_j, s := \gamma^{(0)}_i)
\end{align*}
\]

Algorithm \(RT(i, (i_1, \ldots, i_t), f)\)

\[
\begin{align*}
&\text{If } (i_1, \ldots, i_t, f, \gamma^{(0)}_i, \gamma^{(1)}_i, \gamma^{(2)}_i) \in \Gamma: \\
&\gamma^{(1)}_i \leftarrow \{0, 1\}^p \\
&\gamma^{(2)}_i \leftarrow \{0, 1, 2\} \\
&\text{else:} \\
&\gamma^{(1)}_i \leftarrow \{0, 1\}^p \\
&\gamma^{(2)}_i \leftarrow \{0, 1, 2\} \\
&\gamma^{(1)}_i \leftarrow \bigoplus_{j \in [0, 1, 2]} \gamma^{(j)}_i \\
&\text{where } rp \text{ is the range of the PRF} \\
&\Gamma \leftarrow \Gamma \cup (i_1, \ldots, i_t, f, \gamma^{(0)}_i, \gamma^{(1)}_i, \gamma^{(2)}_i) \\
&\text{Return } (\gamma^{(0)}_i, \gamma^{(1)}_i, \gamma^{(2)}_i)
\end{align*}
\]

\[\text{Figure 12} \text{ Hybrid 2.}\]

Hybrid 2 and Hybrid 3 are distributed identically. First, \(y\) is distributed uniformly in both hybrids for all group-function pairs \((i_1, \ldots, i_t), f\) that are not fully queried. In the case of a group-function pair \((i_1, \ldots, i_t), f\) that is fully queried, each partial decryption key \((\rho^{(2)}_i, s)\) for \(i \in \{i_1, \ldots, i_t\}\) is such that

\[
y \oplus \bigoplus_{i \in [t]} s_i = \text{GenKeys''}(r'_1, MSK_{FE_1}, \ldots, r'_t, MSK_{FE_t})
\]

This is distributed the same as the output of \(\text{GenKeys'}\) in the previous hybrid. Hence the \(y\) values are distributed identically in both hybrids.

Hybrid 4: Let \(Q_k\) be the number of subset-function pairs that are fully queried. In this hybrid, the key generation algorithm keeps track of the query number \(\text{ctr} \in [Q_k]\) in the ad hoc MIFE function keys. In more detail, the algorithm \(\text{GenKeys''}\) invoked for query index \(j\) for all \(j \in [Q_k]\) is modified to invoke \(\text{ReEnc}\) with parameter \(\text{ctr} = j\) (please refer to Figure 3) instead of \(\bot\).

We claim that by function hiding of \(\text{FE}\), the two hybrids are indistinguishable. To see this, note that since \(\text{mode} = R\) in all the \(\text{FE}\) ciphertexts, changing the \(\text{ctr}\) value in the \(\text{FE}\) key has no effect on the decryption value obtained, since this field is only relevant in the trapdoor mode, i.e. when \(\text{mode} = T\). Hence, the decryption values for both keys remain exactly the same. Then, by security of \(\text{FE}\), we have that Hybrids 3 and 4 are indistinguishable. The formal reduction is standard, and constructs everything except the \(\text{FE}\) ciphertexts and \(\text{FE}\) function keys as in the previous hybrid, which are obtained using the \(\text{FE}\) challenger.
Hybrid 3:
\((1^n, I, (PP_i)_{i\in J}, st) \rightarrow A_0(1^n)\)
\(b \leftrightarrow \{0, 1\}\)
\(\forall i \notin J:\)
\(K_n^{\text{key}} \rightarrow K_n\)
\((PP_{FE_i}, MSK_{FE_i}) \rightarrow FE.\text{Setup}(1^n)\)
\(\Gamma \leftarrow \emptyset\)
\(Y \leftarrow \emptyset\)
\(Q \leftarrow \emptyset\)
\(\{\rho^{(i)}_{1}\}_{i \in J} \leftarrow \text{Sim}_1()\)
\(PP_i \leftarrow x^{(i)}_{1}\) \(\forall i \notin J\)
\((st) \leftarrow \mathcal{O}_{\text{enc}}(..., \mathcal{O}_{\text{enc}}(...)(st)\)
\(b' \leftarrow \mathcal{A}^{\text{enc}(...), \mathcal{O}_{\text{enc}}(...)}(PP_i, ...)(PP_{FE_i}, ...)(st)\)
\(\text{Return } (b = b')\)

Algorithm GenKeys\(_j^{2}\)(\(\{(r^i_{j}, MSK_{FE_i})\}_{i \in [n]}\))
\((E_{k_1}, ..., E_{k_2}), MSK) \leftarrow \text{MFE.\text{Setup}(1^n)}\)
\(SK_{f} \leftarrow \text{MFE.\text{KeyGen}(MSK, f)}\)
\(\forall i \in [2], \text{dec.}\)
\(SK_{FE_i} \leftarrow \text{FE.\text{KeyGen}(MSK_{FE_i}, \text{ReEnc}_{E_{k_j}, \bot}; r^i_{j})}\)
\(\text{Return } (SK_{f}, SK_{FE_1}, ..., SK_{FE_n})\)

Algorithm \(R_T^{1}\)(\(i, (i_1, ..., i_k, f)\))
If \(i \notin J\) \(\gamma^{(i_1, ..., i_k, f)} \in \Gamma\)
\(\text{Return } (\gamma^{(0)}_{1, \gamma^{(1)}_{1}, \gamma^{(2)}_{1}})\)
Else
\(\gamma^{(j)} \leftarrow \{0, 1\}^{\#} \forall j \in \{0, 1, 2\}\)
\(// \text{ where } \# \text{ is the range of the PRF}\)
\(\Gamma \leftarrow \Gamma \cup \{(i, (i_1, ..., i_k, f), 0, \gamma^{(0)}_{1, \gamma^{(1)}_{1}, \gamma^{(2)}_{1}})\}\)
\(\text{Return } (\gamma^{(0)}_{1, \gamma^{(1)}_{1}, \gamma^{(2)}_{1}})\)

Oracle \(O_{\text{enc}}(i, x_0, x_1)\)
\(T \leftrightarrow \{0, 1\}^{\#}\)
\(\text{Return } \text{FE.\text{Enc}(MSK_{FE_i}, (x_0, T, K^{\text{enc}_{i'}}), \text{Trap})}\)

Oracle \(O_{\text{kg}}(i, (i_1, ..., i_k, f)\))
\(J \leftarrow I \cap \{i_1, ..., i_k\}\)
\(J \leftarrow \{i_1, ..., i_k\}\)
\(\langle a_i, r_j, K_j \rangle \leftarrow \text{Extract}(\rho_{(i)}^{(j)}) \forall j \in J\)
\(y \leftarrow R_T^{1}(i_1, ..., i_k, f)\)
If \((i_1, ..., i_k, f, J') \notin Q\)
\(J' \leftarrow \emptyset\)
\(J' \leftarrow J' \cup \{i\}\)
\(Q \leftarrow Q \cup \{(i_1, ..., i_k, f, J')\}\)
\(\langle \rho^2(i), \gamma \rangle \leftarrow \text{Sim}_2(\langle a_i, r_j, K_j \rangle)_{i \in J, y}\)
\(\forall j \in J:\)
\(\gamma^{(0)}_{j}, \gamma^{(1)}_{j}, \gamma^{(2)}_{j} \leftarrow R_T^{1}(j, (i_1, ..., i_k, f)\))
\(\forall m \in \{0, 1, 2\}, j \in J,\)
\(\gamma^{(m)} \leftarrow \text{PRF.\text{Eval}(K_j, m \| (PP_{k_{(i)})} \oplus f)}\)
If \(J' = J\) \(// \text{ if fully queried}\)
\(S_1 \leftarrow \bigoplus_{j \in J, y} \gamma^{(0)}_{j}\)
\(S_2 \leftarrow \bigoplus_{j \in J, y} \gamma^{(1)}_{j}\)
\(s \leftarrow y \oplus S_1 \oplus S_2 \oplus \text{GenKeys}^{2}(\{(\gamma^{(0)}_{i}, MSK_{FE_i})\}_{i \in [n]}))\)
Else
\(s \leftarrow \gamma^{(0)}_{i}\)
\(\text{Return } (\rho^2(i), s)\)

Algorithm \(R_T^{1}\)(\(i, (i_1, ..., i_k, f)\))
If \((i_1, ..., i_k, f, y) \in Y\)
\(\text{Return } y\)
Else
\(y \leftarrow \{0, 1\}^{\#}\)
\(Y \leftarrow Y \cup \{(i_1, ..., i_k, f, y)\}\)
\(\text{Return } y\)

\[\text{Figure 13 Hybrid 3.}\]

In more detail, we have a series of subhybrids, one for each \(i \notin I\), where in Hybrid 4, \(i\), the change above is made to the function key associated with the FE instance for party \(i\). Let Hybrid 4, 0 denote Hybrid 3 and let Hybrid \([n \setminus I]\) denote Hybrid 4. We now give the formal reduction to FE function hiding for distinguishing Hybrid 4, \(i - 1\) and Hybrid 4, \(i\) (for ease of notation, we assume that the indices \(i\) are consecutive). The simulator \(B\) is defined as follows. First \(B\) receives the public parameters \(PP\) from the FE challenger. Then it receives \((1^n, I, (PP_i)_{i \in I})\) from the hybrid distinguisher \(A\). Next it runs Step 2 to Step 10 on the left hand side of Figure 14 and passes \((PP_i)_{i \notin I}\) (see Step 10) to \(A\). It handles encryption and key generation queries as follows. On an encryption query \((i', x_0, x_1)\) with \(i' \neq i\), the query is handled the same as \(O_{\text{enc}}\) in Figure 14. On an encryption query \((i, x_0, x_1)\), a tag \(T \leftrightarrow \{0, 1\}^{\#}\) is sampled and \(B\) makes a call to the FE encryption oracle with message \((x_0, T, K^{\text{enc}_{i'}}), \text{Trap} := (\text{mode} := R, \bot, \bot, \bot, \bot)\) and returns the returned ciphertext. Key generation queries are handled as in \(O_{\text{kg}}\) in Figure 14 with one exception, namely the secret keys \(SK_{FE_i}\) are computed as in \(\text{GenKeys}^{2}\) except for the case \(i' = i\); the secret
Hybrid 4:

\(1^* \rightarrow (\mathbb{P}, \mathbb{E}) \leftarrow A_0(1^*)\)

\(b \leftarrow \{0, 1\}\)

\(K_{\text{punc}} \leftarrow K_e\)

\((\mathbb{P}_{\text{FE}}, \mathbb{M}_{\text{SK}}) \leftarrow \text{FE.Setup}(1^*)\)

\(\Gamma \leftarrow \emptyset\)

\(Y \leftarrow \emptyset\)

\(Q \leftarrow \emptyset\)

\(q \leftarrow 0\)

\((\rho_j^{(1)})_{j \in J} \leftarrow \Delta_{\text{Sim}}(1)\)

\(\mathbb{P}_i \leftarrow \rho_j^{(1)}\) \(\forall j \notin J\)

\(s \leftarrow \Delta_{\text{Sim}}(\ldots, \Delta_{\text{Sim}}(\ldots, (\mathbb{P}_i, s)\ldots))\)

Return \((b = b')\)

**Algorithm GenKeys**

\((\mathbb{E}^{K_i}, \mathbb{M}_{\text{SK}}) \leftarrow \text{MIFE.Setup}(1^*)\)

\(\mathbb{K}_i \leftarrow \text{MIFE.KeyGen}(\mathbb{M}_{\text{SK}}, f)\)

\(\forall i \in [k], \text{do}:\)

\(\text{GenKeys}_{\mathbb{K}_{\text{FE}}} := \text{FE.KeyGen}(\mathbb{M}_{\text{SK}, \mathbb{K}_{\text{FE}}, \text{ReEnc}_{\mathbb{K}_{\text{FE}}, \mathbb{K}_{\text{CT}}}}, r'_i)\)

Return \((\mathbb{K}_{\text{FE}}, \mathbb{K}_i, \text{ReEnc}_{\mathbb{K}_{\text{FE}}, \mathbb{K}_{\text{CT}}})\)

**Algorithm RY**

If \((i, (i_1, \ldots, i_t), f) \in Y\), then

\(\gamma^{(0)}(0), \gamma^{(1)}(0), \gamma^{(2)}(0)\) \(\in \Gamma\)

Return \((\gamma^{(0)}, \gamma^{(1)}, \gamma^{(2)})\)

Else

\(\gamma^{(j)} \leftarrow \{0, 1\}^p\) \(\forall j \in \{0, 1\}\)

// where \(p\) is the range of the PRF

\(\Gamma \leftarrow \Gamma \cup \{(i, (i_1, \ldots, i_t), f, \gamma^{(0)}(0), \gamma^{(1)}, \gamma^{(2)})\}\)

Return \((\gamma^{(0)}, \gamma^{(1)}, \gamma^{(2)})\)

**Oracle O_{enc}(i, x_0, x_1)\)

\(T \leftarrow \{0, 1\}^e\)

Return \(\text{FE.Enc}(\mathbb{M}_{\text{SK}}_{\text{FE}_i}, (x_0, T, K_{\text{punc}}, \text{Trap}))\)

**Oracle O_{q_k}(i, (i_1, \ldots, i_t), f)\)

\(J \leftarrow I \setminus \{i_1, \ldots, i_t\}\)

\((\alpha, \beta, K_j) \leftarrow \text{Extract}(\rho_j^{(1)}) \forall j \in J\)

\(q \leftarrow \text{RY}(i, (i_1, \ldots, i_t), f)\)

If \((i_1, \ldots, i_t), (f) \notin Q\),

\(J' \leftarrow J \cup \{i\}\)

\(Q \leftarrow Q \cup ((i_1, \ldots, i_t), f, J')\)

\((\rho_j^{(2)})_{j \in J} \leftarrow \Delta_{\text{Sim}}((\alpha, \beta, K_j)_{j \in J}, y)\)

\(\forall j \in J,\gamma^{(m)}_{\alpha} \rightarrow \text{FE.PRF}(K_j, m) \parallel \mathbb{P}_{\text{punc}} \parallel f\)

If \(J' = J \cup \{i\}\)

\(q \leftarrow q + 1\)

\(S_1 \leftarrow \bigoplus_{j, f \in J} \gamma^{(0)}_{\alpha}\)

\(S_2 \leftarrow \bigoplus_{j, f \in J} \gamma^{(1)}_{\beta}\)

\(s \leftarrow y \oplus S_1 \oplus S_2\)

**GenKeys**

\((\mathbb{K}_{\text{FE}_i})_{k \in [k]}\)

Else

\(s \leftarrow \gamma^{(0)}(0)\)

Return \((\rho_j^{(2)}, s)\)

**Figure 14** Hybrid 4.

Hybrid 5(j,1): In this hybrid, we hardwire all the \(Q_c\) MIFE CTs that are output by the \(j^{th}\) function query in the corresponding single input FE ciphertexts in the field \(\text{Trap}\). CT and set mode = \(T\).

In more detail, for key query \(j\), we generate the encryption keys exactly as in Figure 2. Now, encryptor \(i \in [n]\) computes \(Q_c\) ciphertexts as follows:

1. For \(k \in [Q_c]\), let \(r_{i,j,k} \leftarrow \text{PRF.Eval}(K_{\text{punc}}^j, j \parallel \text{EK}_{i,j} \parallel T_{i,k})\)
2. For \(k \in [Q_c]\), let \(\psi_{i,j,k} = \text{MIFE.Enc}(\text{EK}_{i,j}, x_{i,k} \parallel T_{i,j,k})\)

For \(k \in [Q_c]\), encryptor \(i \in [n]\) sets \(\text{Trap}\) so as to program it for the \(j^{th}\) function query as follows:

\(\text{Trap.mode} = T, \text{Trap.CT} = \psi_{i,j,k}, \text{Trap.index} = j, \text{val}_0 = x_{i,j,k}, \text{val}_1 = x_{i,j,k}\)
Please see Figure 15 for the complete description.

Algorithm GenKeys\(_{\rho}^{\gamma_j}(r'_i, \text{MSK}_{\text{Ref}_j})_{k\in[0]}\), ctr, mkeys
\begin{align*}
&\text{If } c = 1 \\
&(\text{FEI}_1, \ldots, \text{FEI}_n, \text{MSK}) \leftarrow \text{mkeys} \\
&\text{Else} \\
&(\text{FEI}_1, \ldots, \text{FEI}_n, \text{MSK}) \leftarrow \text{MIFE.Setup}(1^*) \\
&\text{SK}_i \leftarrow \text{MIFE.KeyGen}(\text{MSK}, f) \\
&\forall i \in [l], \text{do} \\
&\text{SK}_{\text{Ref}_j} \leftarrow \text{FE.KeyGen}(\text{MSK}_{\text{Ref}_j}, \text{ReEncKey}, c, r'_i) \\
&\text{Return } (\text{SK}_i, \text{SK}_{\text{Ref}_j}, \ldots, \text{SK}_{\text{Ref}_j})
\end{align*}

Algorithm \(R\_F(i, (i_1, \ldots, i_r, f))\)
\begin{align*}
&\text{If } (i, (i_1, \ldots, i_r, f), \gamma(0), \gamma(1), \gamma(2)) \in \Gamma \\
&\text{Return } (\gamma(0), \gamma(1), \gamma(2)) \\
&\text{Else} \\
&\gamma(3) \leftarrow \{0, 1\}^\rho \\
&\text{// where } \rho = \text{the range of the PRF} \\
&\Gamma \leftarrow \Gamma \cup \{(i, (i_1, \ldots, i_r, f), \gamma(0), \gamma(1), \gamma(2))\} \\
&\text{Return } (\gamma(0), \gamma(1), \gamma(2))
\end{align*}

Algorithm \(R\_Y((i_1, \ldots, i_r, f), y)\)
\begin{align*}
&\text{If } ((i_1, \ldots, i_r, f), y) \in Y \\
&\text{Return } y \\
&\text{Else} \\
&y \leftarrow \{0, 1\}^\rho \\
&Y' \leftarrow Y \cup \{(i_1, \ldots, i_r, f), y\} \\
&\text{Return } y
\end{align*}

Figure 15: Hybrid 5\(_{j,i}\).

Note that the hardwired ciphertext is only output for query \(j\), the outputs for the other queries are exactly equal to those in the previous hybrid. Now, for query \(j\), the ciphertext is hardwired and output is set to be equal to what was output in the previous hybrid. It follows that the output of FE decryption remains exactly the same as in the previous hybrid. Thus, by security of FE, we have that the two hybrids are indistinguishable.

In more detail, we have a series of subhybrids, one for each \(i \not\in I\), where in Hybrid 5\(_{j,i}\), \(i\), the change above is made to the ciphertext associated with the FE instance for party \(i\). Let Hybrid 5\(_{j,0}\) denote Hybrid 4 and let Hybrid 5\(_{j,1}, [n \setminus I]\) denote Hybrid 5\(_{j,1}\). We now give the formal reduction to FE semantic security for distinguishing Hybrid 5\(_{j,1}\), \(i - 1\) and Hybrid 5\(_{j,1}\), \(i\) (for ease of notation, we assume that the indices \(i\) are consecutive). The simulator \(B\) is defined as follows. First \(B\) receives the public parameters PP from the FE challenger. Then it receives \((1^*, J, (\text{PP}_j)\)\)\(\_j \in I\) from the hybrid distinguisher \(A\). Next it runs
Step 2 to Step 11 on the left hand side of Figure 15 and passes $(PP_j)_{j \notin I}$ (see Step 11) to $\mathcal{A}$. It handles encryption and key generation queries as follows. On an encryption query $(i', x_0, x_1)$ with $i' \neq i$, the query is handled the same as $O_{\text{enc}}$ in Figure 15. On an encryption query $(i, x_0, x_1)$, a tag $T \leftarrow \{0, 1\}^c$ is sampled, then $r \leftarrow \text{PRF.Eval}(K_i^\text{punc}, j \parallel \text{EK}_i \parallel T)$, $\psi \leftarrow \text{MIFE.Enc(}E_{K_{i,j}}(x_0; r))$, $\text{Trap}_0 \leftarrow (\text{mode} := R, \bot, \bot, \bot, \bot)$ and $\text{Trap}_i \leftarrow (\text{mode} := \text{Trap}, \psi, j, x_0, x_1)$ are computed and $B$ makes a call to the FE encryption oracle with messages $(x_0, T, K_{i,j-1}^\text{punc}, \text{Trap}_0)$ and $(x_0, T, K_{i,j-1}^\text{punc}, \text{Trap}_i)$, and returns the returned ciphertext. Key generation queries are handled as in $O_{\text{sk}}$ in Figure 15 with one exception, namely the secret keys $SK_{\text{FE}_i}$ are computed as in $\text{GenKeys}^{m''}$ except for the case $i' = i$; the secret key $SK_{\text{FE}_i}$ is obtained by making a call to the FE key generation oracle for function $\text{ReEnc}_{i,\text{ct}}$. If the FE challenger's bit is 0, then $B$ perfectly simulates Hybrid $5_{j,1}, i - 1$ and if the FE challenger’s bit is 1, then $B$ perfectly simulates Hybrid $5_{j,1}, i$.

**Hybrid 5\textsubscript{j,2}:** In this hybrid, we use a punctured PRF to generate the MIFE CTs in the $\text{ReEnc}$ functionality encoded in the FE function keys. The PRF for party $i$ is punctured at prefix $j$ so that the randomness $r_{i,j,k}$ defined above, for $i \in [n], k \in [Q_n]$ cannot be generated. All MIFE ciphertexts corresponding to other function queries can be generated as before.

In more detail:

1. For $i \in [n]$, party $i$ samples $K_{i,j,k}^\text{punc} \leftarrow \text{puncF}(K_{i,j}^\text{punc}, j)$.
2. The $i^{th}$ encryptor computes $\text{FE.enc}(\text{MSK}_{\text{FE}}, (x_0, i, k, T, K_{i,j}^\text{punc}, \text{Trap}))$ where all other fields are set as in the previous hybrid.

During FE decryption, for any query $j' \neq j$, we now obtain:

$$r_{i,j',k} \leftarrow \text{puncF}(K_{i,j,k}^\text{punc}, j' \parallel \text{EK}_{i,j'} \parallel T, k)$$

for $k \in [Q_i]$. Everything else is as in the previous hybrid. For query $j$, the hardwired CT is output, and the punctured PRF key is not used to generate randomness. Please see Figure 16 for the complete description.

We have by correctness of the punctured PRF that for any $j' \neq j$, all the computed $r_{i,j',k}$ are exactly equal to those computed in the previous hybrid, where the normal PRF key was used. For query $j$, the PRF is not used and the hardwired value is output in both hybrids. Hence, the outputs of FE decryption are equal in both hybrids. Thus, indistinguishability follows from security of FE.

In more detail, we have a series of subhybrids, one for each $i \notin I$, where in Hybrid $5_{j,2}, i$, the change above is made to the ciphertext associated with the FE instance for party $i$. Let Hybrid $5_{j,2}, 0$ denote Hybrid $5_{j,1}$ and let Hybrid $5_{j,2}, n \setminus I$ denote Hybrid $5_{j,2}$. We now give the formal reduction to FE semantic security for distinguishing Hybrid $5_{j,2}, i - 1$ and Hybrid $5_{j,2}, i$ (for ease of notation, we assume that the indices $i$ are consecutive). The simulator $B$ is defined as follows. First $B$ receives the public parameters $PP$ from the FE challenger. Then it receives $(1^c, I, (PP_j)_{j \notin I})$ from the hybrid distinguisher $\mathcal{A}$. Next it runs Step 2 to Step 12 on the left hand side of Figure 16 and passes $(PP_j)_{j \notin I}$ (see Step 12) to $\mathcal{A}$. It handles encryption and key generation queries as follows. On an encryption query $(i', x_0, x_1)$ with $i' \neq i$, the query is handled the same as $O_{\text{enc}}$ in Figure 16. On an encryption query $(i, x_0, x_1)$, a tag $T \leftarrow \{0, 1\}^c$ is sampled, then $r \leftarrow \text{PRF.Eval}(K_i^\text{punc}, j \parallel \text{EK}_i \parallel T)$, $\psi \leftarrow \text{MIFE.Enc(}E_{K_{i,j}}(x_0; r))$, and $\text{Trap} \leftarrow (\text{mode} := \text{Trap}, \psi, j, x_0, x_1)$ are computed and $B$ makes a call to the FE encryption oracle with messages $(x_0, T, K_{i,j}^\text{punc}, \text{Trap})$ and $(x_0, T, K_{i,j}^\text{punc}, \text{Trap})$, and returns the returned ciphertext. Note that the punctured key $K_{i,j}^\text{punc}$ is derived in Step 4 on the left hand side of Figure 16. Key generation queries are handled as in $O_{\text{sk}}$ in Figure 15 with one exception, namely the secret keys $SK_{\text{FE}_i}$ are computed as in $\text{GenKeys}^{m''}$ except for the case $i' = i$; the
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Hybrid 5.2:

- \( \{ \cdot, i \}, (PP_{i})_{i \in \mathcal{I}, st} \leftrightarrow \mathcal{A}_{0}(1^{*}) \)
- \( b \leftarrow \{ 0, 1 \} \)
- \( \forall i \notin \mathcal{I} \)
- \( \mathcal{K}_{\text{mpe}} \leftarrow \mathcal{K}_{i} \)
- \( (PP_{i},\mathcal{M}_{\mathcal{K}_{i}}) \leftrightarrow \mathcal{F}_{\text{E}}\text{Setup}(1^{*}) \)
- \( \Gamma \leftarrow \emptyset \)
- \( Y \leftarrow \emptyset \)
- \( Q \leftarrow \emptyset \)
- \( q \leftarrow 0 \)
- \( \text{mkeys} := ((E_{K_{1}}, \ldots, E_{K_{n}}), \mathcal{M}_{\mathcal{K}_{i}}) \)
- \( \leftrightarrow \mathcal{M}_{\text{FIE. Setup}}(1^{*}) \)
- \( (\rho_{1}^{(1)})_{i \in \mathcal{I}} \leftrightarrow \text{Sim}_{1}() \)
- \( P_{i} \leftarrow \rho_{1}^{(1)} \forall i \notin \mathcal{I} \)
- \( st \leftarrow A_{\mathcal{K}_{\text{mpe}}(\cdot \cdot \cdot), \mathcal{M}_{\mathcal{K}_{i}}(\cdot \cdot \cdot)}(st) \)
- \( b' \leftarrow A_{\mathcal{K}_{\text{mpe}}(\cdot \cdot \cdot), \mathcal{M}_{\mathcal{K}_{i}}(\cdot \cdot \cdot)}((PP_{i})_{i \notin \mathcal{I}}, st) \)
- \( \text{Return} (b = b') \)

Algorithm \( \text{GenKeys}^{\text{mpe}}((r_{x}, \mathcal{M}_{\mathcal{K}_{i}})_{i \in \mathcal{I}}, \text{ctr}, \text{mkeys}) \)
- If \( \text{ctr} = 1 \)
- \( ((E_{K_{1}}, \ldots, E_{K_{n}}), \mathcal{M}_{\mathcal{K}_{i}}) \leftarrow \text{mkeys} \)
- Else
- \( ((E_{K_{1}}, \ldots, E_{K_{n}}), \mathcal{M}_{\mathcal{K}_{i}}) \leftarrow \mathcal{M}_{\text{FIE. Setup}}(1^{*}) \)
- \( \mathcal{S}_{K} \leftarrow \mathcal{M}_{\text{FE.KeyGen}}(\mathcal{M}_{\mathcal{K}_{i}}, f) \)
- \( \forall i \in \mathcal{I}, \text{do} \)
- \( \mathcal{S}_{\mathcal{K}_{i}} \leftarrow \mathcal{M}_{\text{FE.KeyGen}}(\mathcal{S}_{\mathcal{K}_{i}}, \text{ReEnc}_{\mathcal{K}_{i}, \text{ctr}}(r_{i}^{t})) \)
- \( \text{Return} (\mathcal{S}_{K}, \mathcal{S}_{\mathcal{K}_{1}}, \ldots, \mathcal{S}_{\mathcal{K}_{n}}) \)

Algorithm \( \mathcal{R}_{\mathcal{F}}((i, (i_{1}, \ldots, i_{t}), f)) \)
- If \( ((i, (i_{1}, \ldots, i_{t}), f), \gamma(0), \gamma(1), \gamma(2)) \in \Gamma \)
- \( \text{Return} (\gamma(0), \gamma(1), \gamma(2)) \)
- Else
- \( \gamma(1) \leftarrow (0, 1)^{r_{p}} \forall j \in \{ 0, 1, 2 \} \)
- Where \( r_{p} \) is the range of the PRF
- \( \Gamma \leftarrow \Gamma \cup \{(i, (i_{1}, \ldots, i_{t}), f), \gamma(0), \gamma(1), \gamma(2)) \} \)
- \( \text{Return} (\gamma(0), \gamma(1), \gamma(2)) \)

| Figure 16 | Hybrid 5.2 |

secret key \( \mathcal{S}_{\mathcal{K}_{i}} \) is obtained by making a call to the FE key generation oracle for function \( \text{ReEnc}_{\mathcal{K}_{i}, \text{ctr}} \). If the FE challenger’s bit is 0, then \( \mathcal{B} \) perfectly simulates Hybrid 5.2, \( i = 1 \) and if the FE challenger’s bit is 1, then \( \mathcal{B} \) perfectly simulates Hybrid 5.3. \( i \).

Hybrid 5.3: In this hybrid, we switch the randomness used in the hardwired MIFE CT to be true randomness. That is, \( r_{i,j,k} \) is sampled uniformly at random for \( i \in [n], k \in [Q_{e}] \). We have by the security of the punctured PRF that given the punctured key, the PRF evaluations at the punctured points are indistinguishable from random. Hence, indistinguishability follows from security of punctured PRF.

Please see Figure 17 for the detailed description.
Hybrid 5_{i,3}:

\text{GenKeys}^{\text{mkey}}(\ell' \mid r, \text{MSK}_{\text{FE_{k}}}, k_{\text{MSK_{\text{FE_{k}}}}}) \leftarrow \text{MIFE Setup}(\ell')

\text{R}_{\ell}(i, (i_1, \ldots, i_\ell, f)

In more detail, we have a series of subhybrids, one for each \( i \not\in I \), where in Hybrid 5_{i,3}, \( i \), the change above is made to the function key associated with the FE instance for party \( i \).

Let Hybrid 5_{i,3} \( 0 \) denote Hybrid 5_{i,2} and let Hybrid 5_{j,3} |_{n \setminus I} denote Hybrid 5_{j,3}. We now give the formal reduction to PRF security for distinguishing Hybrid 5_{i,3}, \( i - 1 \) and Hybrid 5_{j,3}, \( i \) (for ease of notation, we assume that the indices \( i \) are consecutive). The simulator \( \mathcal{B} \) is defined as follows. First \( \mathcal{B} \) receives \( (1^\ast, I, (p_{\ell})_{\ell \in I}) \) from the hybrid distinguisher \( \mathcal{A} \). Next it runs

For all \( i' \not\in I, i' \neq i \):

\begin{align*}
\mathcal{B}_{\text{FE}} & \leftarrow \text{K}_{\text{FE}} \\
\mathcal{B}_{\text{PRF}} & \leftarrow \text{PRF Punct}(\mathcal{B}_{\text{FE}}, j)
\end{align*}
Then it sends a challenge prefix \( j \) to the PRF challenger and receives a punctured key; call this \( K_{i,j}^{\text{punc}} \). Next \( B \) runs steps 5 to 12 on the left hand side of Figure 17 and passes \((\text{PP}_j)_{i,j}\) (see Step 12) to \( A \). It handles encryption and key generation queries as follows. Key generation queries are handled as in \( \mathcal{O}_{\text{sg}} \) in Figure 17. On an encryption query \((i',x_0,x_1)\) with \( i' \neq i \), the query is handled the same as \( \mathcal{O}_{\text{enc}} \) in Figure 17. On an encryption query \((i,x_0,x_1)\), the query is handled the same as \( \mathcal{O}_{\text{enc}} \) in Figure 17 except Step 2 of \( \mathcal{O}_{\text{enc}} \) where \( r \) is computed. To obtain \( r \), the PRF evaluation oracle is queried at the point \( j \parallel EK_{i,j} \parallel T \) where \( T \) is derived in Step 1 of \( \mathcal{O}_{\text{enc}} \). Now if the PRF challenger’s bit is 0, the string \( r \) will be computed using the PRF and \( B \) perfectly simulates \( 5_{j,3}, i - 1 \). On the other hand, if the PRF challenger’s bit is 1, the string \( r \) will be uniformly random because the queried evaluation point begins with the challenge prefix \( j \) (i.e. the PRF is punctured at that point) and so \( B \) perfectly simulates Hybrid \( 5_{j,3}, i \).

**Hybrid 5_{j,4}:** In this Hybrid, the protocol GenKeys'''' is modified further so that for key \( j \), MIFE.Setup or MIFE.KeyGen are not invoked. Rather, the output of the MIFE.KeyGen algorithm is hardwired and output for key \( j \). The hardwired value is exactly the same as in the previous hybrid, hence indistinguishability holds by security of MPC. In more detail, the MPC simulator receives identical inputs in both hybrids and hence produces indistinguishable outputs in the two hybrids.

**Hybrid 5_{j,5}:** In this hybrid, we switch the hardwired MIFE CTs within the FE CTs to use bit \( b = 1 \). Indistinguishability follows from MIFE security. In more detail, we fix query \( j \). For party \( i \in [n] \) and ciphertext query \( k \in [Q_i] \), we construct a reduction which plays against the MIFE challenger as below. The reduction computes everything as in the previous hybrid except that the hardwired ciphertexts for the \( j^{th} \) copy of MIFE, which it receives from the MIFE challenger as below:

1. The reduction requests for MIFE key corresponding to function \( f_j \) which it receives. It hardwires this into functionality GenKeys.
2. For \( i \in [n] \), \( k \in [Q_i] \), the challenge ciphertexts for party \( i \) are set as \((x_{0,i,k}, T_{i,k}, \overrightarrow{K}_{i,j}^{\text{punc}})\) and \((x_{1,i,k}, T_{i,k}, \overrightarrow{K}_{i,j}^{\text{punc}})\).
3. The reduction receives \( \psi_{i,j,k} \) for \( i \in [n] \) and \( k \in [Q_i] \). It hardwires these into the FE ciphertexts as discussed above.

It is evident that if \( b = 0 \) then we are in Hybrid \( 5_{j,4} \) and if \( b = 1 \) we are in Hybrid \( 5_{j,5} \). Thus, an adversary that distinguishes between these two hybrids can be used to break the security of the \( j^{th} \) MIFE scheme.

Now that the bit \( b \) has been switched for query \( j \), we roll back our changes. Arguments of indistinguishability are analogous to the above and are skipped.

**Hybrid 5_{j,6}:** Change GenKeys'' to invoke MIFE.Setup and MIFE.KeyGen as before.

**Hybrid 5_{j,7}:** Switch randomness in the hardwired CT back to normal randomness.

**Hybrid 5_{j,8}:** Switch punctured PRF key back to normal PRF key.

**Hybrid 5_{j,9}:** Increment Trap.index by 1. At this point, for key \( j \), we have \( \text{ctr}_j < \text{Trap.index} \), hence by the design of the ReEnc algorithm, we have that the bit \( b = 1 \) is used for MIFE encryption. This is indistinguishable from the previous hybrid by security of FE because decryption values are exactly the same in both the hybrids.
Hybrid $5_{j+1.1}$: This Hybrid is analogous to Hybrid $5_{j.1}$. Indistinguishability follows by security of FE as discussed above. Finally, in Hybrid $5_{Q_k.9}$, all the keys are outputting MIFE CTs corresponding to $b = 1$.

Hybrid 6: In this hybrid, use message corresponding to $b = 1$ and mode $= R$. Again, indistinguishability follows by security of FE since the outputs are the same.

Hybrid 7: Undo the changes made in Hybrid 4, namely the algorithm $\text{GenKeys}''$ invoked for query index $j$ for all $j \in [Q_k]$ is modified to invoke $\text{ReEnc}$ with parameter $\text{ctr} = 1$. Indistinguishability follows analogously to the transition between Hybrid 3 and Hybrid 4.

Hybrid 8: Undo the changes made in Hybrid 3. Specifically, we generate $y$ (the target output passed to $\tilde{\text{Sim}}_2$) and $s$ (the masking value component of the partial decryption key) the same as in Hybrid 2 for each query $((i_1, \ldots, i_\ell), f)$. Indistinguishability follows analogously to the transition between Hybrid 2 and Hybrid 3.

Hybrid 9: Undo the changes made in Hybrid 2. More precisely, we replace the uniformly random strings used in the function $\text{GenKeys}$ for the honest users $i$ with the outputs of the PRF. Indistinguishability follows analogously to the transition between Hybrid 1 and Hybrid 2.

Hybrid 10: Undo the changes made in Hybrid 1, that is, we generate the first-round protocol messages $\rho^{(1)}_i$ (in the public parameters) and second-round protocol messages $\rho^{(2)}_i$ (in the partial decryption keys) for MPC as in the real system for each uncorrupted user $i / \in I$. Indistinguishability follows analogously to the transition between Hybrid 0 and Hybrid 1.

Hybrid 10 is the real world with bit $b = 1$.

E  Proof of Security for Ad Hoc MIFE for Inner Products

In this section, we provide the proof of security for our ad hoc MIFE for inner products.

Theorem 10. If the MIFE constructed by [2] is a $\text{xxx}$-IND-secure MIFE scheme and MPC is an $\text{xxx}$-SIM-secure 2-round MPC protocol, then our construction is sel-IND-secure.

Proof. The proof follows easily from the proof of theorem 5. For simplicity, we describe the proof for the case of a single key query. The case of multiple queries is handled exactly as in the proof of theorem 5. In more detail, we define:

Hybrid 0: This is the real game in which on every encryption query $(i, x_0, x_1)$, $x_0$ is encrypted.

Hybrid 1: Exactly as in the proof of theorem 5, the MPC transcript in this hybrid is simulated. Indistinguishability follows as in the proof of theorem 5.

Hybrid 2: In this hybrid, we switch the bit in the MIFE ciphertexts to 1. Indistinguishability follows via a reduction, in which the MIFE function key and ciphertexts are obtained from the MIFE challenger. The MIFE function key is input to the MPC simulator and the MPC transcript and MIFE ciphertexts are returned to the adversary.

To support multiple keys, we proceed as in the proof of theorem 5 and change the bit used in the MIFE encryption from 0 to 1 key by key.
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1 Introduction

Randomness arises everywhere in the theory of computation, and there are at least three different notions of randomness: (1) BPP, one of the most important complexity classes, is the class of languages solvable by a two-sided-error randomized polynomial-time algorithm with high probability. (2) Pseudorandom generators enable us to derandomize BPP. Its one-sided-error version is called a hitting set generator. (3) The notion of Kolmogorov complexity enables us to quantify the amount of randomness in a finite string from the perspective of compressibility. In this study, we explore the relationship existing among these different notions of “randomness” – efficient randomized algorithms, pseudorandomness, and Kolmogorov-randomness. We present the interplay among these notions of randomness, while reviewing the literature in the subsequent section.
1.1 Pseudorandomness and Kolmogorov-Randomness

The Kolmogorov complexity of a string $x$ can informally expressed as the length of the shortest program that prints $x$. More formally, the Kolmogorov complexity of $x \in \{0,1\}^*$ with respect to a Turing machine $U$ is defined as

$$K_U(x) := \min \{ |d| \mid U \text{ outputs } x \text{ on input } d \}.$$ 

We choose a “universal” Turing machine $U$ so that the Kolmogorov complexity is smallest up to an additive constant. A Turing machine $U$ is said to be universal if, for every Turing machine $M$, there exists a constant $c$ such that $K_U(x) \leq K_M(x) + c$ for every string $x \in \{0,1\}^*$. Note that there exists a universal Turing machine because one can take a Turing machine that, given an input $(M,x)$, simulates a Turing machine $M$ on input $x$.

Kolmogorov complexity enables us to define the notion of Kolmogorov-randomness. A string $x$ is said to be (Kolmogorov-)random if there exists no shorter program that prints $x$. More generally, given a threshold $s \colon \mathbb{N} \to \mathbb{N}$, we say that $x \in \{0,1\}^f$ is $s$-random if $K_U(x) \geq s(\ell)$. Throughout this paper, we fix any reasonable threshold $s$ (e.g., $s(\ell) := \ell/2$) and denote by $R_{K_U}$ the set of $s$-random strings, i.e., $R_{K_U} := \{ x \mid K_U(x) \geq s(|x|) \}$.

An important property of the set $R_{K_U}$ of random strings is that $R_{K_U}$ is an extremely powerful distinguisher for any computable hitting set generator. More specifically, there is a simple but powerful connection between pseudorandomness and Kolmogorov-randomness: Consider any “pseudorandom” string $x$ that is generated by a computable process from a short seed. By definition, the string $x$ is not Kolmogorov-random; hence $R_{K_U}$ distinguishes any pseudorandom distribution from the uniform distribution.

A function $G : \{0,1\}^{s(\ell)} \to \{0,1\}^{\ell} \ (s(\ell) < \ell)$ is called a hitting set generator secure against a class $\mathcal{C}$ if there exists no $\mathcal{C}$-algorithm $R$ that avoids $G$; here we say that $R$ avoids $G$ if $R$ rejects every string in the range of $G$, and $R$ accepts at least a half of inputs of length $\ell$. The notion of hitting set generator naturally arises when one tries to derandomize one-sided-error randomized algorithms: For instance, if there is an efficient hitting set generator of seed length $s(\ell) = O(\log \ell)$ and secure against linear-size circuits, then by exhaustively trying all the seeds of $G$, one can completely derandomize one-sided-error randomized algorithms, i.e., $\text{RP} = \text{P}$.

What can be efficiently solved by asking the oracle $R_{K_U}$, whether a string is random or not? As mentioned earlier, it is easy to observe that $R_{K_U}$ avoids any computable family of functions $G = \{G_\ell : \{0,1\}^{s(\ell) - O(\log \ell)} \to \{0,1\}^{\ell}\}_{\ell \in \mathbb{N}}$. More generally, any “dense” subset $R$ of random strings $R_{K_U}$ avoids any computable hitting set generator. (Here we say that $R \subseteq \{0,1\}^*$ is dense if $R$ contains at least a half of inputs for each input length.) By exploiting this property, a line of work exhibited the power of $R_{K_U}$ as an oracle. Allender, Buhrman, Koucký, van Melkebeek, and Ronneburger [5] proved that $\text{PSPACE} \subseteq \text{P}^{R_{K_U}}$. Allender, Buhrman, Koucký [4] showed that $\text{NEXP} \subseteq \text{NP}^{R_{K_U}}$. In the case of nonadaptive reductions, Buhrman, Fortnow, Koucký, and Loff [10] showed that $\text{BPP} \subseteq \text{P}^{R_{K_U}}$, where $\text{P}^{R_{K_U}}$ denotes the class of languages solvable in polynomial time with nonadaptive oracle access to $R_{K_U}$. Here, a reduction is said to be nonadaptive (also known as a truth-table or parallel-query reduction) if the queries of the reduction do not depend on previous answers from the oracle.

---

1. Specifically, for every $\ell \in \mathbb{N}$ and seed $z \in \{0,1\}^{s(\ell) - O(\log \ell)}$, the Kolmogorov complexity of $G_\ell(z)$ is less than $s(\ell)$, thus $G_\ell(z) \notin R_{K_U}$. On the other hand, a simple counting argument shows that $|R_{K_U} \cap \{0,1\}^\ell| \geq 2^{\ell-1}$ for every $\ell$.

2. The subscript $\parallel$ stands for parallel queries.
1.2 BPP and Kolmogorov-Randomness

Kolmogorov-randomness and BPP originated from different disciplines. The notion of Kolmogorov-randomness usually sits within the realm of computability theory as \( R_{K_U} \) is not computable, whereas complexity theory deals with efficient computations, such as BPP. In particular, it is obvious that there is no computable upper bound on the class \( P^R_{K_U} \), since \( R_{K_U} \) itself is not computable.

Nevertheless, a surprising interdisciplinary connection between complexity classes and Kolmogorov-random strings has been uncovered in the line of work (e.g., [4, 7, 13]). When a reduction works no matter which universal Turing machine \( U \) is used in the definition of \( R_{K_U} \), a computable upper bound can be obtained. Cai, Downey, Epstein, Lempp, and Miller [13] showed that a language reducible to \( R_{K_U} \) for every prefix-free universal Turing machine \( U \) is computable; Allender, Friedman, and Gasarch [7] showed that any computable language \( L \) that reduces to \( R_{K_U} \) for every prefix-free universal Turing machine \( U \) via a polynomial-time nonadaptive reduction is in PSPACE. Therefore:

\[ \textbf{Theorem 1} ([10, 7, 13]). \]

\[ \text{BPP} \subseteq \bigcap_U P^R_{K_U} \subseteq \text{PSPACE}, \]

where the intersection is taken over all prefix-free universal Turing machines \( U \).

For some technical reasons, the upper bounds of [7, 13] are known to hold only for “prefix-free” universal Turing machines. A similar upper bound can be obtained for plain universal Turing machines by imposing a super-constant minimum query length restriction on reductions (cf. Hirahara and Kawamura [16]). Thus, we herein focus on (plain) universal Turing machines for the sake of simplicity.

At this point, a natural question arises: What is the exact computational power of \( R_{K_U} \) under polynomial-time nonadaptive reductions? Intuitively, any polynomial-time nonadaptive reduction cannot make any use of the set of Kolmogorov-random strings of length larger than \( O(\log n) \) because the Kolmogorov complexity of any query that the reduction can make on input \( 1^n \) is at most \( O(\log n) \). It was argued in [3] that, intuitively, short queries to Kolmogorov-random strings would only be used as a source of pseudorandomness. Allender [1] thus conjectured that the lower bound of Theorem 1 is exactly tight, and then a fair amount of effort has been made to verify the conjecture.

\[ \textbf{Conjecture 2} ([10, 1, 6, 3, 16]). \text{BPP} = \bigcap_U P^R_{K_U}, \text{ where the intersection is taken over all universal Turing machines}. \]

Beyond its curiosity, such a characterization of BPP might make it possible to study BPP by using the techniques from computability theory, and could be a completely new approach for resolving the P = BPP conjecture (as speculated in [1, 6]). Moreover, Conjecture 2 is interesting from the viewpoint of the study of the Minimum Circuit Size Problem (MCSP [20]). In some technical sense, Kolmogorov complexity can be seen as the minimum size of a circuit with oracle access to the halting problem (cf. [5]); thus \( R_{K_U} \) can be regarded as a computability-theoretic analogue of MCSP. In the light of this, Conjecture 2 states non-NP-hardness of \( R_{K_U} \) under nonadaptive polynomial-time reductions (unless \( \text{NP} \subseteq \text{BPP} \)), and thus would make it possible to obtain some new insights about NP-hardness of MCSP, which has been the focus of many recent studies on MCSP (e.g. [22, 17, 18, 9, 8]).

The “evidence” in favor of Conjecture 2 seemed to be piling up, by considering various restrictions on the reductions. For example, Allender, Buhrman, Koucký [4] showed that conjunctive nonadaptive reductions from computable languages to \( R_{K_U} \) can be simulated.
in P; Hirahara and Kawamura [16] showed that some restricted variant of $\bigcap_U P_{R^K_U}$ lies between BPP and $\Sigma^P_2 \cap \Pi^P_2 \cap P/poly$. We refer interested readers to the survey of Allender [2] for detailed background on MCSP and $R_{K_U}$.

1.3 Our Results: Unexpected Power of Random Strings

In this work, we disprove Conjecture 2 under the plausible assumption that the exponential-time hierarchy does not collapse to $\text{BPEXP}$, by presenting unexpected power of $R_{K_U}$. Not only do we disprove Conjecture 2 itself, but also argue that the intuition of [3] is not correct.

Our main new insight is to consider a tally language in $\bigcap_U P_{1^{R^K_U}}$. Recall that the intuition behind Conjecture 2 is that

1. On input $1^n$, any long query $q$ to $R_{K_U}$ is answered as “No,” since a nonadaptive polynomial-time machine cannot make any query whose Kolmogorov complexity is larger than $O(\log n)$, and that

2. Any query of length $O(\log n)$ should be useful only as a source of “pseudorandomness” [3].

We interpret this as follows: Short queries to $R_{K_U}$ should be replaceable with queries to any oracle $R$ that avoids any computable hitting set generator (i.e., $R$ is a dense subset of random strings).

In order to closely examine these intuitions, let us focus on tally languages $L \subseteq \{0,1\}^*$. By a standard padding argument, this is essentially equivalent to considering an exponential-time analogue of Conjecture 2. More specifically, if Conjecture 2 is true, then a padding argument shows that

$$\text{BPEXP} = \bigcap_U \Exp^{R_{K_U}}_U$$

is also true. In order to examine the latter intuition, we also focus on an arbitrary oracle $R$ that avoids $U$. Specifically, Conjecture 2 implies that the subclass $\bigcap_R \Exp^R_1$ of $\bigcap_U \Exp^{R_{K_U}}_U$ is also contained in $\text{BPEXP}$, i.e.,

$$\bigcap_R \Exp^R_1 \subseteq \text{BPEXP},$$

where the intersection is taken over all dense subsets $R$ of random strings; thus, we first study the subclass $\bigcap_R \Exp^R_1$.

We completely settle what can be solved by a nonadaptive exponential-time reduction to dense subsets $R$ of random strings.

▶ Theorem 3 (Characterizing $S^\exp_2$ Using Efficient Reductions to Dense Subsets of Random Strings). For any universal Turing machine $U$, it holds that

$$S^\exp_2 = \bigcap_R \Exp^R_1,$$

where the intersection is taken over all the dense subsets $R$ of $R_{K_U}$. (The condition of $R$ can be equivalently stated as follows: $R$ avoids a universal Turing machine $U$ regarded as a family of functions $U \equiv \{U_\ell: \{0,1\}^{\ell(\ell)} \to \{0,1\}^{\ell}\}_{\ell \in \mathbb{N}}$.)

3 Some unpublished results mentioned there are included in this paper.

4 In fact, this padding argument together with [4] already shows that Conjecture 2 is false unless $\text{NEXP} \subseteq \text{BPEXP}$, which was completely overlooked before this work. Our results significantly weaken the hypothesis.
Here $S_2^{\text{exp}}$ represents an exponential-time analogue of $S_2^p$ (the second level of the symmetric hierarchy [23, 14]), and is the class of languages which admit a “competing-two-prover” system: an exponential-time verifier must compute the correct answer when one of the provers presents a correct certificate.

Theorem 3 improves the result of [10] (conjectured to be tight) in two ways: First, it is known that $\text{BPEXP} \subseteq S_2^{\text{exp}}$, and the inclusion is likely to be proper (e.g., note that $\text{NEXP} \subseteq \text{EXP}^{\text{NP}} \subseteq S_2^{\text{exp}}$ [23]); thus, Theorem 3 refutes Conjecture 2 unless $S_2^{\text{exp}} \subseteq \text{BPEXP}$.

Second, unlike the proof of [10], our proof does not exploit any specific property of $R_KU$; we only rely on the pseudorandomness property of $R_KU$ (i.e., the property that $R_KU$ is a distinguisher for any computable hitting set generator).

It is also worthy of note that our $S_2^{\text{exp}}$ upper bound of Theorem 3 significantly improves the previous EXPSPACE upper bound of Allender, Friedman, and Gasarch [7]: They proved $\bigcap_i \text{EXP} \subseteq \text{EXPSPACE}$ as a corollary of their PSPACE upper bound of Theorem 1.

Let us take a look at the original conjecture again. In Conjecture 2, we are allowed to exploit a property of $R_KU$, instead of just a property that an oracle avoids a computable hitting set generator. In this case, it is possible to reduce the entire exponential-time hierarchy to $R_KU$ via a nonadaptive exponential-time reduction, or even more efficiently, via a PH-Turing reduction.

**Theorem 4.** For every universal Turing machine $U$,

$$\text{EXPH} \subseteq \text{PH}^{R_KU} \subseteq \text{EXP}^{R_KU}.$$  

Theorem 4 shows that the class $\bigcap_i \text{EXP}^{R_KU}$ is much closer to the EXPSPACE upper bound of [7] than previously conjectured. To be specific, it implies that Conjecture 2 is false unless $\text{EXPH} \subseteq \text{BPEXP}$.

### 1.4 Proof Ideas

We briefly mention our proof techniques for proving the lower bounds of Theorem 3 and Theorem 4. It is known that the halting problem is reducible to dense subsets $R$ of random strings via a nonuniform polynomial-time reduction [5]. Therefore, by exhaustively searching polynomial-size $R$-oracle circuits (in exponential time), we can find a “succinct witness” for $S_2^{\text{exp}}$, whose correctness can be verified in exponential time. In order to extend this argument to EXPH, recall that EXPH can be regarded as a constant-round two-player game whose winner can be computed in exponential time. A winning strategy of round $k + 1$ must depend on previous strategies ($R_KU$-oracle circuits) of rounds $1, \cdots, k$. Using the fact that an $R_KU$-oracle circuit can be evaluated with oracle access to the halting problem, it can be argued that there exists a polynomial-size $R$-oracle circuit which encodes a winning strategy for round $k + 1$.

In order to prove the $S_2^{\text{exp}}$ upper bound of Theorem 3, we simulate an exponential-time reduction $M$ by an $S_2^{\text{exp}}$ algorithm as follows: The $i$th competing prover sends a set $\bar{R}_i$ for each $i \in \{1, 2\}$; the honest prover sends the set $\{0, 1\}^* \setminus R_KU$ of nonrandom strings. While we cannot know which of $\bar{R}_1$ or $\bar{R}_2$ is correct, $\{0, 1\}^* \setminus (\bar{R}_1 \cup \bar{R}_2)$ is guaranteed to be a dense subset of $R_KU$, to which the reduction $M$ works correctly.

The rest of this paper is organized as follows. After reviewing some background in Section 2, Theorem 3 is proved in Section 3. Theorem 4 is proved in Section 4. In Appendix A, the EXP$_1$ reduction of Theorem 3 is improved.
2 Preliminaries

We identify a language \( L \subseteq \{0,1\}^* \) with its characteristic function \( L: \{0,1\}^* \rightarrow \{0,1\} \). Let \( [n] := \{1, \ldots, n\} \) for \( n \in \mathbb{N} \). We say that \( R \subseteq \{0,1\}^n \) is dense if \( |R \cap \{0,1\}^n| \geq 2^{n-1} \) for every \( n \in \mathbb{N} \). For a Boolean function \( f: \{0,1\}^n \rightarrow \{0,1\} \), we denote by \( \mathbf{tt}(f) \) the truth table of \( f \), i.e., the concatenation of \( f(x) \) for all \( x \in \{0,1\}^n \) in the lexicographical order. We often identify a Boolean circuit \( C \) with the function computed by \( C \).

2.1 On the Threshold of Kolmogorov-Random Strings

Recall that a string \( x \in \{0,1\}^* \) is said to be \( s(-) \)-random if \( K_U(x) \geq s(|x|) \). Throughout this paper, we fix any reasonable threshold \( s(-) \) of randomness so that there exists a universal constant \( c > 0 \) satisfying \( n^c \leq s(n) \leq n - 2 \) for any \( n \in \mathbb{N} \), and denote by \( R_{K_U} \) the set of \( s(-) \)-random strings, i.e., \( R_{K_U} := \{ x \in \{0,1\}^* \mid K_U(x) \geq s(|x|) \} \). The upper bound of the threshold is for assuming that the set of random strings is sufficiently dense:

► Fact 5. \(|\{0,1\}^n \setminus R_{K_U} \| \leq 2^{n-2} \) for any \( n \in \mathbb{N} \).

Proof. The number of nonrandom strings is bounded by the number of programs of length less than \( s(n) \), which is at most \( \sum_{i=0}^{s(n)} 2^i \leq 2^{s(n)} \leq 2^{n-2} \). ▶

2.2 Symmetric Alternation

\( S^0 \) denotes the class of languages that admit a competing-two-prover system. More formally:

► Definition 6 ([14, 23]). \( S^0 \) is the class of languages \( L \) such that there exist a polynomial \( p(n) = n^{O(1)} \) and a polynomial-time algorithm \( V \) such that, for every input \( x \in \{0,1\}^* \),

1. \( \exists y \in \{0,1\}^{p(|x|)}, \forall z \in \{0,1\}^{p(|x|)}, V(x, y, z) = L(x) \), and

2. \( \exists z \in \{0,1\}^{p(|x|)}, \forall y \in \{0,1\}^{p(|x|)}, V(x, y, z) = L(x) \).

\( S_2^{\text{exp}} \) is an exponential-time analogue of \( S^0 \): the definition of \( S_2^{\text{exp}} \) is obtained by allowing \( p(n) \) to be exponential in the definition above (i.e., \( p(n) = 2^{n^{O(1)}} \)). For an oracle \( A \), the relativized version of \( S^0 \) is denoted by \( S^0_A \); that is, \( S^0_A \) is the class of languages that admit a competing-two-prover system with a polynomial-time \( A \)-oracle verifier.

2.3 Exponential-Time Hierarchy

\( \text{EXPH} \) denotes the exponential-time analogue of the polynomial-time hierarchy (PH). That is, a language \( L \) is in \( \text{EXPH} \) if and only if there exist a constant \( k \), an exponential bound \( e(n) = 2^{n^{O(1)}} \) and a polynomial-time algorithm \( M \) such that, for every input \( x \in \{0,1\}^* \),

\[
L \iff \exists y_1, \forall y_2, \exists y_3, \forall y_4, \cdots, \exists y_k, M(x, y_1, \cdots, y_k) = 1,
\]

where \( y_i \in \{0,1\}^{e(n)} \) for any \( i \in [k] \).

---

5 We follow the definition of Canetti [14], which is equivalent to the definition of [23] (cf. [11]).
3 Reducions to Dense Subsets of Random Strings

In this section, we give the characterization of $S_2^{\text{exp}}$ by exponential-time nonadaptive reductions to arbitrary dense subsets of random strings.

- **Reminder of Theorem 3.** Fix any universal Turing machine $U$.
  - Lower bound: $S_2^{\text{exp}} \subseteq \text{EXP}_i^R$ for any dense subset $R$ of $R_{K_U}$.
  - Upper bound: $\{ L \subseteq \{0,1\}^* \mid L \in \text{EXP}_i^R \text{ for every dense } R \subseteq R_{K_U} \} \subseteq S_2^{\text{exp}}$.

3.1 Lower Bound

In order to prove the lower bound on the complexity class $\bigcap_R \text{EXP}_i^R$, we use the fact that the halting problem $\text{HALT}$ is reducible to any dense subset of random strings via a polynomial-size oracle circuit. The halting problem $\text{HALT}$ is the problem of deciding whether a Turing machine $M$ halts.

- **Theorem 7 ([5]).** $\text{HALT} \in \text{P}^R/\text{poly}$ for any dense subset $R$ of random strings.

**Proof Sketch.** It was shown in [5, Corollary 32] that $\text{HALT}$ is reducible to $R_{K_U}$ via a nonadaptive $\text{P}/\text{poly}$ reduction. The proof only uses the fact that $R_{K_U}$ is a distinguisher for some hitting set generator; thus $\text{HALT}$ is also reducible to any dense subset $R$ of random strings.

**Proof of the Lower Bound of Theorem 3.** Let $L \in S_2^{\text{exp}}$ and $V$ be a polynomial-time verifier associated with $L$ that takes certificates of length $c(n) = 2^{n^{O(1)}}$ on inputs of length $n$. We claim that $L \in \text{EXP}_i^R$ for every dense subset $R$ of random strings. Our $\text{EXP}_i^R$ algorithm $M$ exhaustively searches “succinct witnesses”, i.e., circuits that encode a correct certificate.

Specifically, for some polynomial $q(n)$ that is chosen later, let $C_n$ be the set of all the $q(n)$-size log $e(n)$-input oracle circuit. On input $x \in \{0,1\}^*$, the algorithm $M$ exhaustively searches all the circuits $Y, Z \in C_n$ and accepts if and only if there exists an oracle circuit $Y \in C_n$ such that, for every oracle circuit $Z \in C_n$, $V(x, \text{tt}(Y^R), \text{tt}(Z^R))$ accepts. Since the number $|C_n|$ of polynomial-size oracle circuits is at most exponential in $n$, $M$ halts in exponential time. Moreover, $M$ is a nonadaptive reduction to $R$ because the length of any query is bounded by some polynomial $q(n)$ (thus, in exponential time, one can ask every possible query beforehand).

We claim the correctness of $M$. By the definition of $S_2^{\text{exp}}$, for any input $x \in \{0,1\}^*$,

1. if $x \in L$, there exists a certificate $y \in \{0,1\}^{c(n)}$ such that $V(x,y,z) = 1$ for every $z \in \{0,1\}^{c(n)}$, and
2. if $x \not\in L$, there exists a certificate $z \in \{0,1\}^{c(n)}$ such that $V(x,y,z) = 0$ for every $y \in \{0,1\}^{c(n)}$.

Consider the function $\eta$ that maps $(x,i)$ to the $i$th bit of the lexicographically first certificate $y \in \{0,1\}^{c(|x|)}$ such that $V(x,y,z) = 1$ for every $z \in \{0,1\}^{c(|x|)}$ (if exists), where $i \in \{0,1\}^{\log c(|x|)}$. Since $\eta$ is computable, by Theorem 7, there exists a polynomial-size oracle circuit $Y''$ such that $Y''(x,i) = \eta(x,i)$ for any $(x,i)$. Therefore, for every input $x \in L$, by fixing $x$ we obtain a polynomial-size circuit $Y_x := Y''(x,\cdot)$ such that $V(x,\text{tt}(Y_x^R),z) = 1$ for every $z$. By choosing the bound $q(n)$ large enough, we obtain $Y_x \in C$, and thus the algorithm $M$ accepts. Similarly, one can prove that, for every input $x \not\in L$, there exists a circuit $Z_x \in C$ such that $V(x,y,\text{tt}(Z_x^R)) = 0$ for every $y$. 

\[ \square \]
3.2 Upper Bound

Next, we prove the $S_2^\text{exp}$ upper bound on $\bigcap_R \text{Exp}^R$. Take an arbitrary language $L \in \bigcap_R \text{Exp}^R$. This means that, for every dense subset $R$ of random strings, there exists an exponential-time oracle machine $M_R$ such that $M_R$ solves $L$ given oracle access to $R$. That is, the reduction $M_R$ is allowed to depend on the oracle $R$, which makes it hard to simulate the reduction. We first show, by using a diagonalization argument, that there exists a single machine that works for every oracle $R$.

Lemma 8. For any language $L$, the following are equivalent:
1. $L \in \bigcap_R \text{Exp}^R$, where the intersection is taken over all dense subsets $R$ of $R_{K_U}$.
2. There exists an exponential-time nonadaptive oracle machine $M$ such that, for every dense subset $R$ of $R_{K_U}$, for every input $x \in \{0,1\}^*$, $M^R(x) = L(x)$.

Proof. The direction from the second item to the first item is obvious. We prove below the contrapositive of the other direction.

Suppose that, for any exponential-time nonadaptive oracle machine $M$, there exists a dense subset $R$ of $R_{K_U}$ such that $M^R(x) \neq L(x)$ for some $x \in \{0,1\}^*$. We claim that there exists a single dense subset $R \subseteq R_{K_U}$ such that $L \not\in \text{Exp}^R$.

To this end, let $\{M_e\}_{e \in \mathbb{N}}$ be the enumeration of all exponential-time nonadaptive oracle machines. We will construct some dense subset $R_e \subseteq R_{K_U}$ and input $x_e$ (and $\ell_e \in \mathbb{N}$) by induction on $e \in \mathbb{N}$, so that $M_e$ fails to compute $L$ on input $x_e$, given oracle access to $R_{e+1}$; then we will define $R := \bigcup_{e \in \mathbb{N}} R_e$. Let us start with $R_0 := \emptyset$ and $\ell_0 := 0$.

At stage $e \in \mathbb{N}$, we claim that there exists some dense subset $R_{e+1} \subseteq R_{K_U}$ and some input $x_e \in \{0,1\}^*$ such that

1. $M_e^{R_{e+1}}(x_e) \neq L(x_e)$, and
2. $q \in R_e$ if and only if $q \in R_{e+1}$ for any string $q$ of length $< \ell_e$.

Indeed, for any oracle $Q$, let $Q' := \{ q \in Q \mid |q| \geq \ell_e \} \cup \{ q \in R_e \mid |q| < \ell_e \}$. Consider an exponential-time nonadaptive oracle machine $M_e'$ such that $M_e'^Q$ simulates $M_e^Q$; that is, $M_e'$ is hardwired with the set $\{ q \in R_e \mid |q| < \ell_e \}$, and simulates $M_e$ and answer any query $q$ of length $< \ell_e$ by using the hardwired information. By our assumption, there exists some dense subset $R_{e+1} \subseteq R_{K_U}$ such that $M_e'^{R_{e+1}}(x_e) \neq L(x_e)$ for some $x_e \in \{0,1\}^*$; by the definition of $M_e'$, we obtain $M_e^{R_{e+1}}(x_e) \neq L(x_e)$ for $R_{e+1} := \{ q \in R_{e+1} \mid |q| \geq \ell_e \} \cup \{ q \in R_e \mid |q| < \ell_e \}$, which is again a dense subset of $R_{K_U}$. This completes the proof of the claim above. Now define $\ell_{e+1} \in \mathbb{N}$ as a large enough integer so that $\ell_{e+1} \geq \ell_e$ and the machine $M_e$ on input $x_e$ does not query any string of length $\geq \ell_{e+1}$, and define an oracle $R_{e+1} := \{ q \in R_{e+1} \mid |q| < \ell_{e+1} \}$, which completes the construction of stage $e \in \mathbb{N}$.

Define $R := \bigcup_{e \in \mathbb{N}} R_e$, which is a dense subset of $R_{K_U}$ by the construction above. By the choice of $(\ell_e)_{e \in \mathbb{N}}$, we have

$$M_e^R(x_e) = M_e^{R_{e+1}}(x_e) \neq L(x_e),$$

for every exponential-time nonadaptive oracle machine $M_e$. Thus $L \not\in \text{Exp}^R$. □

We are ready to present the $S_2^\text{exp}$ algorithm that simulates an exponential-time nonadaptive reduction to dense subsets of random strings, which completes the proof of Theorem 3.

Proof of the Upper Bound of Theorem 3. Take any language $L \in \bigcap_R \text{Exp}^R$. By Lemma 8, there exists an exponential-time nonadaptive oracle machine $M$ such that, for every dense subset $R$ of $R_{K_U}$, for every input $x \in \{0,1\}^*$, $M^R(x) = L(x)$. Our goal is to simulate $M$ in $S_2^\text{exp}$. 

First, we can assume, without loss of generality, that the length of any query that \( M \) makes on input \( x \) is bounded by some polynomial \( |x|^{O(1)} \). Indeed, since \( M \) is a nonadaptive reduction, the set of all the queries \( Q(x) \) that \( M \) makes on input \( x \) can be computed in exponential time; thus, for each query \( q \in Q(x) \), its Kolmogorov complexity \( K_U(q) \) is at most \( |x| + \log |Q(x)| + O(1) \leq |x|^{O(1)} \), since \( q \) is described by \( x \) and the index of \( q \) in \( Q(x) \). Therefore, for any query \( q \) whose length is larger than \( |x|^{O(1)} \), the answer from the oracle \( R \) is \("No" because \( q \notin \bar{R}_K \) \( \supseteq R \).\

Now we present an \( S_2^{\text{EXP}} \) algorithm that simulate \( M \). The idea is that two competing provers send the set of nonrandom strings. Given two possible sets of nonrandom strings \( R_1, R_2 \subseteq \{0,1\}^* \) (one of which is guaranteed to be correct), \( R := \{0,1\}^* \setminus (R_0 \cup R_1) \) is a subset of \( \bar{R}_K \). Moreover, since the number of nonrandom strings is small, the set \( R \) is dense enough. Details follow.

Let \( p(n) \) be a polynomial that upper-bounds the length of any query that \( M \) makes on inputs of length \( n \). Our \( S_2^{\text{EXP}} \) algorithm operates as follows: Fix any input \( x \) of length \( n \). The \( i \)th prover \((i \in \{1,2\})\) sends, for each \( \ell \leq p(n) \), a subset \( R_{i,\ell} \subseteq \{0,1\}^\ell \) of size at most \( 2^{\ell-2} \); an honest prover sets \( R_{i,\ell} := \{0,1\}^\ell \setminus \bar{R}_K \). Define \( R_i := \bigcup_{\ell \leq p(n)} R_{i,\ell} \). Note that such subsets can be encoded as a string of exponential length. The verifier sets \( \ell \) and accepts if and only if \( M(x) \) accepts.

We claim the correctness of the \( S_2^{\text{EXP}} \) algorithm. Assume that the \( i \)th prover is honest. For each length \( \ell \leq p(n) \) and \( i \in \{1,2\} \), we assumed that \( |R_{i,\ell}| \leq 2^{\ell-2} \); thus \( |R_i| \leq 2^{\ell-1} \), from which it follows that \( R \) is dense. Moreover, since the number of nonrandom strings of length \( \ell \) is at most \( 2^{\ell-2} \) (Fact 5)\(^5\), the \( i \)th prover can set \( R_{i,\ell} := \{0,1\}^\ell \setminus \bar{R}_K \). Define \( R' := \{q < R \mid ||q|| \leq p(n)\} \cup \{q \in \bar{R}_K \mid ||q|| > p(n)\} \). Then, from the argument above, \( R' \) is a dense subset of \( \bar{R}_K \), and hence \( M^{R'}(x) = L(x) \). Since \( M \) does not make any query of length \( > p(n) \), it follows that \( M^{R}(x) = M^{R'}(x) = L(x) \).

In Appendix A, we will mention that the reducibility notion of Theorem 3 can be significantly improved from \( \text{EXP} \) to \( S_2^{\text{EXP}} \) (at the cost of a slight loss in the lower bound).

## 4 The Unexpected Power of Kolmogorov-Random Strings

In this section, we show that every language in the exponential-time hierarchy is reducible to the set of Kolmogorov-random strings under \( \text{PH} \) reductions.

\begin{itemize}
  \item \textbf{Reminder of Theorem 4.} For every universal Turing machine \( U \),
  \[ \text{EXPH} \subseteq \text{PH}^{R_K} \, . \]
\end{itemize}

For the purpose of refuting Allender’s conjecture (Conjecture 2), it is enough to show the weaker statement that \( \text{EXPH} \subseteq \text{EXP} \, ^{R_K} \). Indeed, we observe that a simple padding argument essentially refutes Conjecture 2:

\begin{itemize}
  \item \textbf{Corollary 9.} \text{BPP} \neq \bigcap_U \text{P}^{R_K} \text{ unless } \text{EXPH} \subseteq \text{BPEXP}, \text{ where the intersection is taken over all universal Turing machines.}
\end{itemize}

\begin{proof}
Assume that \( \bigcap_U \text{P}^{R_K} \subseteq \text{BPP} \). Then by the standard padding argument, we also obtain \( \bigcap_U \text{EXP}^{R_K} \subseteq \text{BPEXP} \). (Specifically, take any language \( L \in \bigcap_U \text{EXP}^{R_K} \), and define a padded version \( L' := \{x0^{2^{\text{exp}(\text{size})}} \mid x \in L\} \) for some large enough polynomial \( p \) so that \( L' \in \bigcap_U \text{P}^{R_K} \). By the assumption, we have \( L' \in \text{BPP} \), which implies that \( L \in \text{BPEXP} \).) It follows from Theorem 4 that \( \text{EXPH} \subseteq \bigcap_U \text{EXP}^{R_K} \subseteq \text{BPEXP} \).
\end{proof}

\( ^5 \) This is because of our choice of the threshold for Kolmogorov-randomness.
Now we proceed to a proof of Theorem 4. We first observe that any language computable with oracle access to HALT is in $P^{\text{HALT}}$.

**Lemma 10.** Let $M$ be any oracle machine that, on inputs of length $n$, halts in finite steps and makes a query of length at most $n^{O(1)}$. Then the language decided by $M^{\text{HALT}}$ is in $P^{\text{HALT}}$.

**Proof Sketch.** The proof is essentially the same with [5, Theorem 27], and thus we just give a proof sketch. The idea is to decide $M^{\text{HALT}}$ in the following two steps: First, by using a binary search and oracle access to HALT, one can decide the number of all the strings in HALT of length at most $n^{O(1)}$ in polynomial time. Then, given as advice the number of strings in HALT of length at most $n^{O(1)}$, the computation of $M^{\text{HALT}}$ becomes now computable, and hence it reduces to HALT.

While the ingredients above are enough to obtain EXP reductions, in order to obtain PH reductions, we make use of the efficient proof system of PH given by Kiwi, Lund, Spielman, Russell, and Sundaram [21]. For simplicity, we state their results in the case of the number of alternation is 2, but their results hold for every constant number of alternation. We also state their results in terms of $\Sigma_2^{\text{EXP}}$ instead of $\Sigma_2^P$.

**Theorem 11 (Kiwi, Lund, Spielman, Russell, and Sundaram [21]).** For every language $L$ in $\Sigma_2^{\text{EXP}}$, there exists a randomized polynomial-time verifier such that,

1. for every input $x \in L$, there exists an oracle $A$ such that for any oracle $B$, $V^{A,B}(x)$ accepts with probability 1, and
2. for every input $x \notin L$, for all oracles $A$, there exists an oracle $B$, $V^{A,B}(x)$ accepts with probability at most $\frac{1}{2}$.

We are now ready to present a proof of Theorem 4.

**Proof of Theorem 4.** The main idea is that, given oracle access to the set of random strings, Theorem 7 tells us that there is a “succinct witness” for any exponential-time computation. However, unlike the proof of Theorem 3, here we need to claim that there exists a succinct witness that encodes some winning strategy of two player games, which may depend on a $R_{K_i}$-oracle circuit that encodes the opponent’s strategy. For simplicity, we will only give a detailed proof for $\Sigma_2^{\text{EXP}} \subseteq \text{PH}^{R_{K_2}}$, since it is straightforward to extend the proof.

First, we present a proof of $\Sigma_2^{\text{EXP}} \subseteq \text{EXP}^{R_{K_2}}$. Let $V$ be a polynomial-time verifier for $L \in \Sigma_2^{\text{EXP}}$, and $e(n) = 2^{n^{O(1)}}$ be an exponential bound such that for every input $x$ of length $n$, it holds that $x \in L$ if and only if there exists a certificate $y$ of length $e(n)$ such that $V(x, y)$ accepts for all $z$ of length $e(n)$; Note that $V$ runs in time $2^{e(n)}$. We regard the computation as a game between the first player $y$ and the second player $z$.

Our $\text{EXP}^{R_{K_2}}$ algorithm operates as follows: Let $s_y(n)$ and $s_z(n)$ be some polynomials specified later. Given input $x$ of length $n$, the algorithm accepts if and only if there exists an oracle circuit $Y$ of size $s_y(n)$ such that $V(x, \text{tt}(Y^{R_{K_2}}), \text{tt}(Z^{R_{K_2}}))$ accepts for all oracle circuits $Z$ of size $s_z(n)$, where $\text{tt}(Y^{R_{K_2}})$ denotes the truth table of the function computed by $Y^{R_{K_2}}$; the algorithm checks this condition by an exhaustive search. Since there are at most exponentially many circuits of polynomial size, this algorithm runs in exponential time.

We claim the correctness of the algorithm. Fix any input $x \in L$ of length $n$. In this case, the correctness readily follows from the fact that there exists a succinct witness under the oracle $R_{K_i}$: Indeed, let $y_x$ be the lexicographically first certificate for $x \in L$. Since each bit of $y_x$ is decidable (in the sense that the language $\{(x,i) \mid 	ext{the i}^{\text{th}} \text{bit of } y_x \text{ is } 1\}$ is decidable), by Theorem 7, there exists an oracle circuit $Y$ of size $s_y(n) := \text{poly}(n, \log |y_x|) = \text{poly}(n)$ such that $\text{tt}(Y^{R_{K_2}}) = y_x$. Thus $V(x, y_x, \text{tt}(Z^{R_{K_2}}))$ accepts no matter how the adversarial circuit $Z$ is chosen.
Now fix any input $x \notin L$ of length $n$. This case requires a more delicate argument. Here we need to claim that, for every circuit $Y$ of size $s_Y(n)$, there exists a circuit $Z$ that encodes a strategy that beats the strategy of $tt(Y^{RK_U})$. The point is that, given any circuit $Y$, the lexicographically first winning strategy of the second player is computable with oracle access to $\text{HALT}$. Indeed, let $z_{x,Y}$ denote the lexicographically first string such that $V(x, tt(Y^{RK_U}), z)$ rejects. Consider the language $L' := \{ (x,Y,i) \mid \text{the } i\text{th bit of } z_{x,Y} = 1 \}$. Since $RK_U$ is reducible to $\text{HALT}$, the language $L'$ is computable with oracle access to $\text{HALT}$. By Lemma 10, $L' \in \text{P}^{\text{HALT}}$; thus by Theorem 7, we obtain $L' \in \text{P}^{RK_U}/\text{poly}$. This means that for every circuit $Y$ there exists a circuit $Z_Y$ of size $s_Z(n) := \text{poly}(n, |Y|, \log |z_{x,Y}|) = \text{poly}(n, s_Y(n))$ such that $\text{tt}(Z_Y^{RK_U}) = z_{x,Y}$. Thus, our algorithm rejects. This completes the proof of $\Sigma_2^{\text{EXP}} \subseteq \text{EXP}^{RK_U}$.

In order to extend the proof above to $\Sigma_k^{\text{EXP}}$ for every constant $k$, we modify the $\text{EXP}^{RK_U}$ algorithm so that it checks, given input $x$ of length $n$, whether $\exists$ a circuit $C_1$ of size $s_1(n)$, $\forall$ a circuit $C_2$ of size $s_2(n)$, $\cdots$, $\forall$ a circuit $C_k$ of size $s_k(n)$ such that a verifier $V(x, tt(C_1^{RK_U}), \cdots, tt(C_k^{RK_U}))$ accepts, where $s_1(n), \cdots, s_k(n)$ are some appropriately chosen polynomials.

We now explain how to reduce the complexity of the $\text{EXP}$ reduction to $\text{PH}$. For simplicity, we again focus on a proof of $\Sigma_2^{\text{EXP}} \subseteq \text{PH}^{RK_U}$. Note that, in the proof above, the bottleneck of the computation is the evaluation of $V(x, tt(Y^{RK_U}), tt(Z^{RK_U}))$, where $V$ runs in time $2^{2^{\log^2(n)}}$. We replace $V$ with the randomized polynomial-time verifier of Theorem 11; then we obtain the following $\Sigma_2^{RK_U}$ algorithm: Existentially guess a circuit $Y$ of size at most $s_Y(n)$, and universally guess a circuit $Z$ of size at most $s_Z(n)$ as well as a coin flip for $V$. Then accept if and only if $V^Y,Z(x)$ accepts on the guessed coin flip sequence. ▶
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A Improving the Complexity of the Reductions

In this appendix, we mention that the reducibility notion of Theorem 3 can be significantly improved by using the efficient proof system of [15]:

**Theorem 12.** For any universal Turing machine $U$,

$$\text{EXP}^{NP} \subseteq \bigcap_R S^2_R \subseteq S^2_{\text{exp}},$$

where the intersection is taken over all the dense subsets $R$ of $R_{K_U}$.  

A Improving the Complexity of the Reductions

In this appendix, we mention that the reducibility notion of Theorem 3 can be significantly improved by using the efficient proof system of [15]:

**Theorem 12.** For any universal Turing machine $U$,

$$\text{EXP}^{NP} \subseteq \bigcap_R S^2_R \subseteq S^2_{\text{exp}},$$

where the intersection is taken over all the dense subsets $R$ of $R_{K_U}$. 

Hirahara [15] introduced the notion of a selector, and showed that $\text{EXP}^{\text{NP}}$ admits a selector.

**Lemma 13 ([15]).** For any $\text{EXP}^{\text{NP}}$-complete language $L$, there exists a selector for $L$. That is, there exists a randomized polynomial-time oracle machine $S$ such that, for any input $x \in \{0,1\}^*$ and oracles $A_0, A_1 \subseteq \{0,1\}^*$, if $L \in \{A_0, A_1\}$ then $\Pr_S[S^{A_0,A_1}(x) = L(x)] \geq \frac{2}{3}$.

We show that any language $L$ with a selector is low for $S^0$ if $L \in \text{P}/\text{poly}$.

**Theorem 14.** Let $L$ be a language with a selector $S$ and $R$ be any oracle. Then,

$$L \in \text{P}^R/\text{poly} \quad \implies \quad S_L^R \subseteq S^R.$$ 

This generalizes a lowness result of [12] from any downward self-reducible language $L$ to any language $L$ with a selector.

**Proof.** The idea is as follows: We request two competing provers of $S^R_L$ to send $R$-oracle circuits $C_0, C_1$ that compute $L$. Then, for every query $q$ of $L$, one can decide whether $q \in L$ by running $S$ and using $C^R_0$ and $C^R_1$ as oracles. Details follow.

Take any $A \in S^R_L$, and let $V$ be an $S^L_R$-machine that witnesses $A \in S^L_L$. Take some constants $c, d$ such that $V$ runs in time $n^c$ and $S$ runs in time $n^d$ on inputs of length $n$.

Now we describe an $S_2 \cdot \text{BP} \cdot \text{P}^R$ algorithm that computes $A$: Given an input $x \in \{0,1\}^*$ of length $n$, for each $i \in \{0,1\}$, the $i$th competing prover sends an $S_2$-type certificate $y_i$ for $M$. Moreover, each prover sends a polynomial-size $R$-oracle circuit $C_i$; an honest prover sends a circuit $C_i$ such that $C_i^R$ computes $L$ on every input of length at most $n^{ed}$. Then simulate $V$ using the two certificates (i.e., run $V$ on input $(x, y_0, y_1)$), where each query $q$ that $V$ makes is answered with $S^{C_0^R,C_1^R}(q)$. It is easy to see the correctness of this algorithm.

Therefore, we have $A \in S_2 \cdot \text{BP} \cdot \text{P}^R$, and by [23], we can derandomize the randomized computation by using the power of $S_2$ and obtain $L \in S_2 \cdot \text{BP} \cdot \text{P}^R = S^R_L$. ▶

**Proof of Theorem 12.** Under any dense subset $R$ of Kolmogorov-random strings, we have $\text{EXP}^{\text{NP}} \subseteq \text{P}^R/\text{poly}$ (by Theorem 7). Thus by taking any $\text{EXP}^{\text{NP}}$-complete problem $L$, we obtain $\text{EXP}^{\text{NP}} \subseteq S^R_L \subseteq S^R$ by combining Lemma 13 and Theorem 14. ▶

Finally, we mention that in the case of reductions to the set of random strings, the $S^p_2$ reductions of Theorem 12 can be derandomized to obtain $\text{P}^{\text{NP}}$ reductions.

**Theorem 15.** $\text{EXP}^{\text{NP}} \subseteq \text{P}^{\text{NP}^{\text{RK}_U}}$ for any universal Turing machine $U$.

**Proof.** By Theorem 12, we immediately obtain $\text{EXP}^{\text{NP}} \subseteq S^{\text{RK}_U}_2$. By the relativized version of Cai’s result [11], we have $\text{P}^{\text{NP}^{\text{RK}_U}} \subseteq S^{\text{RK}_U}_2 \subseteq \text{ZPP}^{\text{NP}^{\text{RK}_U}}$; thus it remains to derandomize the computation of ZPP under an $\text{NP}^{\text{RK}_U}$ oracle. One can find the lexicographically first Kolmogorov-random string by a $\text{NP}^{\text{RK}_U}$ algorithm. By Lemma 10 and Theorem 7, the circuit complexity relative to an $\text{NP}^{\text{RK}_U}$ oracle of any Kolmogorov-random string of length $n$ is at least $n^{\Omega(1)}$. Thus by using a Kolmogorov-random string as a hard function of the Impagliazzo-Wigderson pseudorandom generator [19], one can derandomize the computation of ZPP under an $\text{NP}^{\text{RK}_U}$ oracle. ▶
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Abstract

Consensus and Broadcast are two fundamental problems in distributed computing, whose solutions have several applications. Intuitively, Consensus should be no harder than Broadcast, and this can be rigorously established in several models. Can Consensus be easier than Broadcast?

In models that allow noiseless communication, we prove a reduction of (a suitable variant of) Broadcast to binary Consensus, that preserves the communication model and all complexity parameters such as randomness, number of rounds, communication per round, etc., while there is a loss in the success probability of the protocol. Using this reduction, we get, among other applications, the first logarithmic lower bound on the number of rounds needed to achieve Consensus in the uniform Gossip model on the complete graph. The lower bound is tight and, in this model, Consensus and Broadcast are equivalent.

We then turn to distributed models with noisy communication channels that have been studied in the context of some bio-inspired systems. In such models, only one noisy bit is exchanged when a communication channel is established between two nodes, and so one cannot easily simulate a noiseless protocol by using error-correcting codes. An \( \Omega(\varepsilon^{-2} n) \) lower bound is proved by Boczkowski et al. [PLOS Comp. Bio. 2018] on the convergence time of binary Broadcast in one such model (noisy uniform Pull), where \( \varepsilon \) is a parameter that measures the amount of noise).

We prove an \( O(\varepsilon^{-2} \log n) \) upper bound on the convergence time of binary Consensus in such model, thus establishing an exponential complexity gap between Consensus versus Broadcast. We also prove our upper bound above is tight and this implies, for binary Consensus, a further strong complexity gap between noisy uniform Pull and noisy uniform Push. Finally, we show a \( \Theta(\varepsilon^{-2} n \log n) \) bound for Broadcast in the noisy uniform Pull.
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1 Introduction

In this paper we investigate the relation between Consensus and Broadcast, which are two of the most fundamental algorithmic problems in distributed computing [21, 23, 39, 41], and we study how the presence or absence of communication noise affects their complexity.

In the (Single-Source) Broadcast problem, one node in a network has an initial message $msg$ and the goal is for all the nodes in the network to receive a copy of $msg$.

In the Consensus problem, each of the $n$ nodes of a network starts with an input value (which we will also call an opinion), and the goal is for all the nodes to converge to a configuration in which they all have the same opinion (this is the agreement requirement) and this shared opinion is one held by at least one node at the beginning (this is the validity requirement). In the Binary Consensus problem, there are only two possible opinions, which we denote by 0 and 1.

In the (binary) Majority Consensus problem [5, 22, 40] we are given the promise that one of the two possible opinions is initially held by at least $n/2 + b(n)$ nodes, where $b(n)$ is a parameter of the problem, and the goal is for the nodes to converge to a configuration in which they all have the opinion that, at the beginning, was held by the majority of nodes. Note that Consensus and Majority Consensus are incomparable problems: a protocol may solve one problem without solving the other. Both the notions of Consensus and Majority Consensus above can be further relaxed to those of $\delta$-Almost Consensus and $\delta$-Almost Majority Consensus, respectively. According to such weaker notions, we allow the system to converge to an almost-consensus regime where $\delta n$ outliers may have a different opinion from the rest of the nodes.

Motivations for studying the Broadcast problem are self-evident. Consensus and Majority Consensus are simplified models for the way inconsistencies and disagreements are resolved in social networks, biological models and peer-to-peer systems [24, 27, 37].

In distributed model that severely restrict the way in which nodes communicate (to model constraints that arise in peer-to-peer systems or in social or biological networks), upper and lower bounds for the Broadcast problem give insights on the effect of the communication constraints on the way in which information can spread in the network. The analysis of algorithms for Consensus often give insights on how to break symmetry in distributed networks, when looking at how the protocol handles an initial opinion vector in which exactly

1 A Consensus protocol is allowed to converge to an agreement to an opinion that was initially in the minority (provided that it was held by at least one node), while a Majority Consensus protocol must converge to the initial majority whenever the minority opinion is held by fewer than $n/2 - b$ nodes. On the other hand, a Majority Consensus problem is allowed to converge to a configuration with no agreement if the initial opinion vector does not satisfy the promise, while a Consensus protocol must converge to an agreement regardless of the initial opinion vector.

2 The Consensus problem is often studied in models in which nodes are subject to malicious faults, and, in that case, one has motivations from network security. In this paper we concentrate on models in which all nodes honestly follow the prescribed protocol and the only possibly faulty devices are the communication channels.
half the nodes have one opinion and half have the other. The analysis of algorithms for Majority Consensus usually hinge on studying the rate at which the number of nodes holding the minority opinion shrinks.

If the nodes are labeled by \(\{1, \ldots, n\}\), and each node knows its label, then there is an easy reduction of binary Consensus to Broadcast: node 1 broadcasts its initial opinion to all other nodes, and then all nodes agree on that opinion as the consensus opinion. Even if the nodes do not have known identities, they can first run a leader election protocol, and then proceed as above with the leader broadcasting its initial opinion. Even in models where leader election is not trivial, the best known Consensus protocol has, in all the cases that we are aware of, at most the “complexity” (whether it’s measured in memory per node, communication per round, number of rounds, etc.) of the best known broadcast protocol.

A first major question that we address in this paper is whether the converse hold, that is, are there ways of obtaining a Broadcast protocol from a Consensus problem or are there gaps, in certain models, between the complexity of the two problems?

We will show that, in the presence of noiseless communication channels, every Consensus protocol can be used to realize a weak form of Broadcast. Since, in many cases, known lower bounds for Broadcast apply also to such weak form, we get new lower bounds for Consensus. In a previously studied, and well motivated, distributed model with noisy communication, namely the noisy Gossip, however, we establish an exponential gap between Consensus and Broadcast.

As a second major question, we investigate the impact of the communication noise on the Consensus problem. More in detail, does this impact strongly depend on the particular noisy Gossip model we adopt? We will give a positive answer to this question by establishing a strong complexity separation between the two most popular versions of the Gossip model, namely, the Pull model and the Push one.

Roadmap of the paper and a remark

In order to formally state and discuss our results, in the next section, we introduce the distributed models and their associated complexity measures our results deal with. In Section 3, we describe our results and their consequences for noiseless communication models and compare them with the related previous work. Section 4 is devoted to our results for the noisy communication models and to their comparison with the related previous work. Finally, in Section 5 we provide a short summary of the obtained results and discuss some related open questions. We remark that, in this version, we only sketch the main ideas of the technical proofs: detailed proofs are given in the full version of the paper [17].

2 Communication and computational models

We study protocols defined on a communication network, described by an undirected graph \(G = (V, E)\) where \(V\) is the set of nodes, each one running an instance of the distributed algorithm, and \(E\) is the set of pairs of nodes between which there is a communication link that allows them to exchange data. When not specified, \(G\) is assumed to be the complete graph.

In synchronous parallel models, there is a global clock and, at each time step, nodes are allowed to communicate using their links.

In the Local model, there is no restriction on how many neighbors a node can talk to at each step, and no restriction on the number of bits transmitted at each step. There is also no restriction on the amount of memory and computational ability of each node. The only complexity measures is the number of rounds of communication. For example, it is easy to
see that the complexity of Broadcast is the diameter of the graph $G$. The Congest model is like the Local model but the amount of data that each node can send at each time step is limited, usually to $O(\log n)$ bits.

In the (general) Gossip model [20, 30], at each time step, each node $v$ chooses one of its neighbors $c_v$ and activates the communication link $(v, c_v)$, over which communication becomes possible during that time step, allowing $v$ to send a message to $c_v$ and, simultaneously, $c_v$ to send a message to $v$. We will call $v$ the caller of $c_v$. In the Push variant, each node $v$ sends a message to its chosen neighbor $c_v$; in the Pull variant, each node sends a message to its callers (if any). Note that, although each node chooses only one neighbor, some nodes may be chosen by several others, and so they may receive several messages in the Push setting, or send a message to several recipients in the Pull setting. In our algorithmic results for the Gossip model, we will assume that each message exchanged in each time step is only one bit, while our negative results for the noiseless setting will apply to the case of messages of unbounded length. In the uniform Gossip (respectively Push or Pull) model, the choice of $c_v$ is done uniformly at random among the neighbors of $v$. This means that uniform models make sense even in anonymous networks, in which nodes are not aware of their identities nor of the identities of their neighbors.\footnote{In the general Gossip model in which a node can choose which incident edge to activate, a node must, at least, know its degree and have a way to distinguish between its incident edges.}

In this work, we are mainly interested in models like Gossip that severely restrict communication [5, 2, 22, 24, 37, 40], both for efficiency consideration and because such models capture aspects of the way consensus is reached in biological population systems, and other domains of interest in network science [4, 6, 23, 12, 24, 25, 27]. Communication capabilities in such scenarios are typically constrained and non-deterministic: both features are well-captured by uniform models.

Asynchronous variants of the Gossip model (such as Population Protocols [5, 4]) have also been extensively studied [11, 28, 40]. In this variant, no global clock is available to nodes. Instead, nodes are idle until a single node is activated by a (possibly random) scheduler, either in discrete time or in continuous time. When a node wakes up, it activates one of its incident edges and wakes up the corresponding neighbor. Communication happens only between those two vertices, which subsequently go idle again until the next time they wake up.

Previous studies show that, in both Push and Pull variants of uniform Gossip, (binary) Consensus, Majority Consensus and Broadcast can be solved within logarithmic time (and work per node) in the complete graph, via elementary protocols\footnote{In the case of Majority Consensus, the initial additive bias must have size $\Omega(\sqrt{n \log n})$.}, with high probability (for short w.h.p.)\footnote{In this paper, we say that an event $E_n$ holds w.h.p. if $P(E_n) \geq 1 - n^{-\alpha}$, for some $\alpha > 1$.} [5, 9, 11, 22, 28, 31]. Moreover, efficient protocols have been proposed for Broadcast and Majority Consensus for some restricted families of graphs such as regular expanders and random graphs [1, 15, 14, 19, 29, 36].

However, while for Broadcast $\Omega(\log n)$ time and work are necessary in the complete graph [11, 28, 31], prior to this work, it was still unknown whether a more efficient protocol existed for Consensus and Majority Consensus.

## 3 Our contribution I: Noiseless communication

Our main result is a reduction of a weak form of Broadcast to Consensus which establishes, among other lower bounds, tight logarithmic lower bounds for Consensus and Majority Consensus both in the uniform Gossip (and hence uniform Pull and Push as well) model and in the general Push model.
In order to formally state the reduction, we need to introduce a slightly-different variant of Broadcast where, essentially, it is (only) required that some information from the source is spread on the network.

**Definition 1.** A protocol \( P \) solves the \( \gamma \)-Infection problem w.r.t. a source node \( s \) if it infects at least \( \gamma n \) nodes, where we define a node infected recursively as follows: initially only \( s \) is infected; a node \( v \) becomes infected whenever it receives any message from an infected node.

Notice that a protocol \( P \) solving the \( \gamma \)-Infection problem w.r.t. a source node \( s \) can be easily turned into a protocol for broadcasting a message \( \text{msg} \) from \( s \) to at least \( \gamma n \) nodes. Indeed, we give the message \( \text{msg} \) to the source node \( s \), and we simulate \( P \). Every time an infected node sends a message, it appends \( \text{msg} \) to it. Clearly, the size of each message in \( P' \) is increased by the size of \( \text{msg} \).

This notion is helpful in thinking about upper and lower bounds for Broadcast: any successful broadcast protocol from \( s \) needs to infect all nodes from source \( s \), and any protocol that is able to infect all nodes from source \( s \) can be used to broadcast from \( s \) by appending \( \text{msg} \) to each message originating from an infected node. Thus any lower bound for Infection is also a lower bound for Broadcast, and any protocol for Infection can be converted, perhaps with a small overhead in communication, to a protocol for Broadcast. For example, in the Push model, the number of infected nodes can at most double at each step, because each infected node can send a message to only one other node, and this is the standard argument that proves an \( \Omega(\log n) \) lower bound for Broadcast.

In the next theorem, we show that lower bounds for Infection also give lower bounds for Consensus. More precisely we prove that if we have a Consensus protocol that, for every initial opinion vector, succeeds in achieving almost consensus with probability \( 1 - o(1/n) \), then there is an initial opinion vector and a source such that the protocol infects many nodes from that source with probability at least \( (1 - o(1))/n \).

**Theorem 2.** Let \( P \) be a protocol reaching \( \delta \)-Almost Consensus with probability at least \( 1 - o(1)/n \). Then, a source node \( s \) and an initial opinion vector \( x \) exist such that \( P \), starting from \( x \), solves the \((1 - 2\delta)\)-Infection problem w.r.t. \( s \) with probability at least \((1 - o(1))/n \).

Notice that the above result implies that any protocol for Consensus actually solves the Infection problem (when initialized with a certain opinion vector) in a weak sense: the infection is w.r.t. a source that depends on the consensus protocol in a (possibly) uncontrolled manner; and (ii) the success probability of the infection is quite low. However, if we are in a model in which there is no source for which we can have probability, say, \( \geq 1/(2n) \) of infecting all nodes with certain resources (such as time, memory, communication per node, etc.), then, in the same model, and with the same resources, the above theorem implies that every Consensus protocol has probability \( \Omega(1/n) \) of failing. For example, by the above argument, we have an \( \Omega(\log n) \) lower bound for Consensus in the Push model (because, in fewer than \( \log_2 n \) rounds, the probability of infecting all nodes is zero).

In case of Consensus problem (i.e. \( \delta = 0 \)), our proof for Theorem 2 makes use of a hybrid argument to show that there are two initial opinion vectors \( x \) and \( y \), which are identical except for the initial opinion of a node \( s \), such that there is at least a \((1 - o(1))/n \) difference between the probability of converging to the all-zero configuration starting from \( x \) or from \( y \). Then, we prove that this difference must come entirely from runs of the protocol that fail to achieve consensus (which happens only with \( o(1/n) \) probability) or from runs of the protocol in which \( s \) infects all other nodes. Thus the probability that \( s \) infects all nodes from the initial vector \( x \) has to be \( \geq (1 - o(1))/n \). Then, to extend the above approach for the Almost Consensus problem (i.e. \( \delta > 0 \)), some additional care and a suitable counting argument are required to manage the unknown set of outliers.
Consensus vs Broadcast, with and Without Noise

As for Majority Consensus, we have a similar reduction, but from a variant of the infection problem in which there is an initial set of \( b \) infected nodes.\(^6\) Formally:

\begin{itemize}
  \item \textbf{Theorem 3.} Let \( T \) be any fixed resource defined on a distributed system \( S \) and suppose there is no Infection protocol that, starting from any subset of \( n^\alpha \) nodes with \( \alpha < 1 \), can inform at least \((1 - \delta)n\) nodes by using at most \( \tau^B \) units of \( T \), w.h.p. Then, any protocol \( P \) on this model, reaching \( \delta \)-Almost Majority Consensus w.h.p., must use more than \( \tau^B \) units of \( T \).
\end{itemize}

\section{Some applications}

Lower bounds for infection are known in several models in which there are no previous negative results for Consensus. We have not attempted to survey all possible applications of our reductions, but here we enumerate some of them (see the full version for the formal statements of such results):

- In the uniform Gossip model (also known as uniform Push-Pull model), and in the general Push model, tight analysis (see [30, 31]) show that any protocol \( P \) for the complete graph w.h.p. does not complete Broadcast within less than \( \beta \log n \) rounds, where \( \beta \) is a sufficiently small constant. Combining this lower bound with our reduction result above, we get an \( \Omega(\log n) \) lower bound for Consensus. This is the first known lower bound for Consensus showing a full equivalence between the complexity of Broadcast and Consensus in such models. Regarding Majority Consensus, we also obtain an \( \Omega(\log n) \) lower bound for any initial bias \( b = O(n^\alpha) \), with \( \alpha < 1 \).

- In a similar way, we are able to prove a lower bound of \( \Omega(n \log n) \) number of steps (and hence \( \Omega(\log n) \) parallel time) or \( \Omega(\log n) \) number of messages per node for Consensus on an asynchronous variant of the Gossip model, the Population Protocols with uniform/probabilistic scheduler, as defined in [5].

- The last application we mention here concerns the synchronous Radio Network model [3, 7, 16, 42]. Several optimal bounds have been obtained on the Broadcast time [7, 18, 32, 33, 34] while only few results are known for Consensus time [16, 42]. In particular, we are not aware of better lower bounds other than the trivial \( \Omega(D) \) (where \( D \) denotes the diameter of the network). Then, by combining a previous lower bound in [3] on Broadcast with our reduction result, we get a new lower bound for Consensus in this model.

We remark that our reduction allows us to prove that some of the above lower bounds hold even if the nodes have unbounded memory and can send/receive messages of unbounded size.

\section{Our contribution II: Noisy communication}

We now turn to the study of distributed systems in which the communication links between nodes are noisy. We will consider a basic model of high-noise communication: the binary symmetric channel [35] in which each exchanged bit is flipped independently at random with probability \( 1/2 - \varepsilon \), where \( 0 \leq \varepsilon < 1/2 \), and we refer to \( \varepsilon \) as the noise parameter of the model. Then, in the sequel, the version of each model \( M \), in which the presence of communication noise above is introduced, will be shortly denoted as \( noisy \ M \).

\(^6\) Recall that \( b \) is the value such that we are promised that the majority opinion is held, initially, by at least \( n/2 + b \) nodes.
In models such as Local and Congest, the ability to send messages of logarithmic length (or longer) implies that, with a small overhead, one can encode the messages using error-correcting codes and simulate protocols that assume errorless communication.

In the uniform Gossip model with one-bit messages, however, error-correcting codes cannot be used and, indeed, whenever the number of rounds is sublinear in n, most of the pairs of nodes that ever communicate only exchange a single bit.

The study of fundamental distributed tasks, such as Broadcast and Majority Consensus, has been undertaken in the uniform Gossip model with one-bit messages and noisy links [10, 25] as a way of modeling the restricted and faulty communication that takes place in biological systems, and as a way to understand how information can travel in such systems, and how they can repair inconsistencies. Such investigation falls under the agenda of natural algorithms, that is, the investigation of biological phenomena from an algorithmic perspective [13, 38].

As for the uniform Push model with one-bit messages, we first notice that there is a simple local strategy that solves both (binary) Broadcast and Consensus in the noisy Push (this strategy holds even assuming that agents share only a binary synchronous clock). For instance, consider binary Consensus: let every node with initial opinion 0 start a broadcast process at even rounds, while the same task is started in odd rounds by nodes with initial opinion 1. When a node receives a bit in any even (odd) round, this bit is always interpreted as 0 (1). Then, at every round, each node updates its output with, for instance, the minimum value it has seen so far (any round).

In [25], the authors consider a restricted, natural class of symmetric algorithms where the action of the nodes cannot depend on the value of the exchanged bits. In this setting, they prove that (binary) Broadcast and (binary) Majority Consensus can be solved in time $O(\varepsilon^{-2} \log n)$, where $\varepsilon$ is the noise parameter. They also prove a matching lower bound for this class of algorithms. This has been later generalized to non-binary opinions in [26].

In the noisy uniform Pull model however, [10] proves an $\Omega(\varepsilon^{-2} n)$ time lower bound. This lower bound is proved even under assumptions that strengthen the negative result, such as unique node IDs, full synchronization, and shared randomness (see Section 2.4 of [10] for more details on this point).

Such a gap between noisy uniform Push and Pull comes from the fact that, in the Push model, a node is allowed to decline to send a message, and so one can arrange a protocol in which nodes do not start communicating until they have some confidence of the value of the broadcast value. In the Pull model, instead, a called node must send a message, and so the communication becomes polluted with noise from the messages of the non-informed nodes.

What about Consensus and Majority Consensus in the noisy Pull model? Our reduction in Theorem 2 suggests that there could be $\Omega(\varepsilon^{-2} n)$ lower bounds for Consensus and Majority Consensus, but recall that the reduction is to the infection problem, and infection is equivalent to Broadcast only when we have errorless channels.

### 4.1 Upper bounds in noisy uniform Pull

#### 4.1.1 A protocol for Consensus and its analysis

We devise a simple and natural protocol for Consensus for the noisy uniform Pull model having convergence time $O(\varepsilon^{-2} \log n)$, w.h.p., thus exhibiting an exponential gap between Consensus and Broadcast in the noisy uniform Pull model.

---

7 They actually proved a more general result including non-binary noisy channels.
Theorem 4. In the noisy uniform Pull model, with noisy parameter $\varepsilon$, a protocol exists that achieves Consensus within $O(\varepsilon^{-2}\log n)$ rounds and communication, w.h.p. The protocol requires $\Theta(\log \log n + \log \varepsilon^{-2})$ local memory.

Moreover, if the protocol starts from any initial opinion vector with bias $b = \Omega(\sqrt{n \log n})$, then it guarantees Majority Consensus, w.h.p.

The protocol we refer to in the above theorem works in two consecutive phases. Each phase is a simple application of the well-known $k$-Majority Dynamics [8, 9]:

**k-Majority.** At every round, each node samples $k$ neighbours\(^8\) independently and u.a.r. (with replacement). Then, the node updates its opinion according to the majority opinion in the sample.

The protocol is thus the following:

**Majority Protocol.** Let $\alpha$ be a sufficiently large positive constant\(^9\). Every node performs $\alpha\log n$ rounds of $k$-Majority with $k = \Theta(1/\varepsilon^2)$, followed by one round of the $k$-Majority with $k = \Theta(\varepsilon^{-2}\log n)$.

Our analysis shows that, w.h.p., at the end of the first phase there is an opinion that is held by at least $n/2 + \Omega(n)$ nodes, and that if the initial opinions where unanimous then the initial opinion is the majority opinion after the first phase (notice that the latter fact guarantees the validity property, w.h.p.). Then, in the second phase, despite the communication errors, we show every node has a high probability of seeing the true phase-one majority as the empirical majority in the batch and so all nodes converge to the same valid opinion. To analyze the first phase, we break it out into two sub-phases (this breakdown is only in the analysis, not in the protocol): in a first sub-phase of length $O(\varepsilon^{-2}\log n)$, we prove the protocol “breaks symmetry” w.h.p. and, no matter the initial vector and the presence of communication noise, reaches a configuration in which one opinion is held by $n/2 + \Omega(\sqrt{n \log n})$ nodes. In the second sub-phase, also of length $O(\varepsilon^{-2}\log n)$, a configuration of bias $\Omega(\sqrt{n \log n})$ w.h.p. becomes a configuration of bias $\Omega(n)$. The analysis of the first sub-phase is our main technical novelty while the analysis of the second sub-phase for achieving Majority Consensus is similar to that in [25, 26]. If the initial opinion vector is unanimous, then it is not necessary to break up the first phase into sub-phases, and one can directly see that a unanimous configuration maintains a bias $\Omega(n)$, w.h.p., for the duration of the first phase.

A consequence of our analysis is that, if the initial opinion vector has a bias $\Omega(\sqrt{n \log n})$, then the protocol converges to the majority, w.h.p. So, we get a Majority-Consensus protocol for this model under the above condition on the bias.

### 4.1.2 A protocol for Broadcast

We provide a simple two-phases Broadcast protocol that runs in the noisy uniform PULL model.

**Protocol NoisyBroadcast.**

- In the first phase, each non-source node displays 0 (obviously, the source displays its input value), and performs a pull operation for $\Theta(\varepsilon^{-2}n\log n)$ rounds; it then chooses to support value 1 iff the fraction of received messages equal to 1 is at least $\frac{1}{2} - \varepsilon(1 - \frac{1}{2n})$, zero otherwise.

---

\(^8\) In the binary case when $k$ is odd, the $k$-Majority is stochastically equivalent to the $k + 1$-Majority where ties are broken u.a.r. (see Lemma 17 in [26]). For this reason, in this section we assume that $k$ is odd.

\(^9\) The value of $\alpha$ will be fixed later in the analysis.
In the second phase, nodes run the Majority Consensus protocol of Theorem 4, starting with the value obtained at the end of the first phase.

We prove the following performance of the protocol, nearly matching the $\Omega(\varepsilon^{-2}n)$ lower bound mentioned before [10]:

**Theorem 5.** Protocol NoisyBroadcast solves the Broadcast problem in the noisy uniform Pull model in $O(\varepsilon^{-2}n \log n)$ rounds, w.h.p.

Our proof shows that at the end of the first phase, the fraction of nodes which have obtained a value equal to the source’s input is greater than those that failed by at least $\sqrt{n} \log n$ nodes. The latter fact satisfies the hypothesis of Theorem 4 for solving Majority Consensus in $O(\varepsilon^{-2} \log n)$, which constitutes the second phase.

### 4.2 Lower bounds in noisy Pull models

We prove that any Almost Consensus protocol with at most $\delta n$ outliers and with error probability at most $\delta$ requires $\Omega(\varepsilon^{-2} \log \delta^{-1})$ rounds. Formally:

**Theorem 6.** Let $\delta$ be any real such that $0 < \delta < 1/8$ and consider any protocol $\mathcal{P}$ for the noisy general Pull model with noise parameter $\varepsilon$. If $\mathcal{P}$ solves $\delta$-Almost Consensus with probability at least $1 - \delta$, then it requires at least $t = \Omega(\varepsilon^{-2} \log \delta^{-1})$ rounds.

This shows that the complexity $O(\varepsilon^{-2} n \log n)$ of our protocol described in Subsection 4.1.1 is tight for protocols that succeed w.h.p. We remark that our result holds for any version (general and uniform) of the noisy Pull model with noise parameter $\varepsilon$, unbounded local memory, even assuming unique node IDs. Recalling the $\Theta(\log n)$ bound that holds for (general) Consensus protocols in the noisy uniform Push (for any value of $\varepsilon$), our lower bound above thus implies a strong separation result between noisy uniform Pull and noisy uniform Push.

The proof of Theorem 6 is one of the main technical contributions of this work and below we provide a short discussion.

In [25], an $\Omega(\varepsilon^{-2} \log \delta^{-1})$ round lower bound is proved for Majority Consensus in the uniform Push model, for a restricted class of protocols. Their argument, roughly speaking, is that each node needs to receive a bit of information from the rest of the graph (namely, the majority value in the rest of the graph), and this bit needs to be correctly received with probability $1 - \delta$, while using a binary symmetric channel with error parameter $\varepsilon$. It is then a standard fact from information theory that the channel needs to be used $\Omega(\varepsilon^{-2} \log \delta^{-1})$ times. It is not clear how to adapt this argument to the Consensus problem. Indeed, it is not true that every node receives a bit of information with high confidence from the rest of the graph (consider the protocol in which one node broadcasts its opinion), and it is not clear if there is a distribution of initial opinions such that there is a node $v$ whose final opinion has mutual information close to 1 to the global initial opinion vector given the initial opinion of $v$ (the natural generalization of the argument of [25]). Instead, we prove that there are two initial opinion vectors $\mathbf{x}$ and $\mathbf{y}$, a node $v$, and a bit $b$, such that the initial opinion of $v$ is the same in $\mathbf{x}$ and $\mathbf{y}$, but the probability that $v$ outputs $b$ is $\leq \delta$ when the initial opinion vector is $\mathbf{x}$ and $\geq \Omega(1)$ when the initial opinion vector is $\mathbf{y}$. Thus, the rest of the graph is sending $v$ a bit of information (whether the initial opinion vector is $\mathbf{x}$ or $\mathbf{y}$) and the communication

---

10 We notice the double role parameter $\delta$ has in this statement.
succeeds with probability $\geq 1 - \delta$ when the bit has one value and with probability $\geq 1/3$ if the bit has the other value. Despite this asymmetry, if the communication takes place over a binary symmetric channel with error parameter $\varepsilon$, we use KL divergence to show that the channel has to be used $\Omega(\varepsilon^{-2} \log \delta^{-1})$ times.

4.2.1 An improved lower bound for Broadcast

The $\Omega(\varepsilon^{-2}n)$ lower bound of [10] for Broadcast in the uniform PULL model applies to protocols that have constant probability of correctly performing the broadcast operation. With the following theorem we show a way of modifying their proof (in particular, to derive an $\Omega(\varepsilon^{-2}n \log n)$ for uniform PULL protocols for Broadcast that have high probability of success, matching the $O(\varepsilon^{-2}n \log n)$ round complexity of Theorem 5.

Theorem 7. The Broadcast Problem cannot be solved in the noisy uniform PULL model w.h.p. in less than $\Omega(\varepsilon^{-2}n \log n)$ rounds.

5 Conclusions

Table 1 shows the two main separation results that follow from a comparison between some previous bounds and the bounds we obtain in this paper: The complexity gap between Consensus and Broadcast in the presence or absence of noise and the different complexity behaviour of Consensus between noisy uniform PULL and noisy uniform PUSH. The figure also shows our new lower bounds for Consensus in the noiseless Gossip models.

A further consequence regards a separation between general PULL and PUSH models as far as Consensus is concerned in the noiseless world. Indeed, if we assume unique IDs, in the general PULL model, Consensus can be easily solved in constant time: every node can copy the opinion of a prescribed node by means of a single pull operation. On the other hand, in the general PUSH model, our Broadcast-Consensus reduction shows that $\Omega(\log n)$ rounds are actually necessary for solving Consensus.

We considered noisy communication models that assume the presence of a global clock: nodes work in parallel sharing the value of the current round. Our protocols definitely exploit this important property of the model. Then, an interesting open issue is to analyse fundamental tasks, such as Consensus and Broadcast, in asynchronous versions of the PUSH and PULL models where, as in our setting, communication is noisy and takes place via binary messages only. A further interesting future work we plan to consider is to introduce a (strong) bound on the local memory of the nodes.

Table 1 The updated state-of-art for Broadcast and Consensus in Gossip models with and w/o noise. The results of this paper are highlighted bold, while “folklore” results are marked with * (see also the preliminary discussion in Section 4).

<table>
<thead>
<tr>
<th>$\varepsilon$-noisy models</th>
<th>Noiseless models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Uniform Pull</td>
</tr>
<tr>
<td>Broadcast</td>
<td>$\Omega(n/\varepsilon^2)$ [10]</td>
</tr>
<tr>
<td>Consensus</td>
<td>$\Theta(\log n/\varepsilon)$</td>
</tr>
</tbody>
</table>

$\Theta(\log n/\varepsilon)$

$O(\log n)$

$\Theta(\log n)$

$\Omega(\log n)$
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Abstract

Property testers are fast randomized algorithms whose task is to distinguish between inputs satisfying some predetermined property $P$ and those that are far from satisfying it. Since these algorithms operate by inspecting a small randomly selected portion of the input, the most natural property one would like to be able to test is whether the input does not contain certain forbidden small substructures. In the setting of graphs, such a result was obtained by Alon et al., who proved that for any finite family of graphs $\mathcal{F}$, the property of being induced $\mathcal{F}$-free (i.e. not containing an induced copy of any $F \in \mathcal{F}$) is testable.

It is natural to ask if one can go one step further and prove that more elaborate properties involving induced subgraphs are also testable. One such generalization of the result of Alon et al. was formulated by Goldreich and Shinkar who conjectured that for any finite family of graphs $\mathcal{F}$, and any linear inequality involving the densities of the graphs $F \in \mathcal{F}$ in the input graph, the property of satisfying this inequality can be tested in a certain restricted model of graph property testing. Our main result in this paper disproves this conjecture in the following strong form: some properties of this type are not testable even in the classical (i.e. unrestricted) model of graph property testing.

The proof deviates significantly from prior non-testability results in this area. The main idea is to use a linear inequality relating induced subgraph densities in order to encode the property of being a pseudo-random graph.
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1 Introduction

Property testers are fast randomized algorithms that distinguish between objects satisfying a certain property and objects that are “far” from the property. The systematic study of such problems originates in the seminal papers of Rubinfeld and Sudan [10] and Goldreich, Goldwasser and Ron [4], and has since become a very active area of research. We refer the reader to the book of Goldreich [3] for more background and references on the subject.

In this paper we study property testing of graph properties in the dense graph model. In this model, a graph is given as an $n \times n$ adjacency matrix. An $n$-vertex graph $G$ is said to be $\varepsilon$-far from a graph property $\Pi$, if one has to change at least $\varepsilon n^2$ entries in the adjacency matrix of $G$ in order to turn it into a graph satisfying $\Pi$. A tester for $\Pi$ is a (randomized) algorithm that, given a proximity parameter $\varepsilon \in (0, 1)$ and a graph $G$, accepts if $G$ satisfies $\Pi$ and rejects if $G$ is $\varepsilon$-far from $\Pi$, with success probability at least $\frac{2}{3}$ in both cases. The
testing Linear Inequalities of Subgraph Statistics

We say that a tester has query complexity \( q(\varepsilon, n) \) if it makes at most \( q(\varepsilon, n) \) queries when invoked with proximity parameter \( \varepsilon \) on inputs with \( n \) vertices. A property \( \Pi \) is called \textit{testable} if it has a tester whose query complexity is bounded by a function of \( \varepsilon \) alone, that is, it is independent of the size of the input. A tester is \textit{canonical} if it works by sampling a random set of vertices of some size \( s(\varepsilon, n) \), querying all pairs among these vertices, and making its decision based on (the isomorphism class) of the sample. The integer \( s(\varepsilon, n) \) is called the \textit{sample complexity} of the tester. Goldreich and Trevisan \[7, \text{Theorem 2}\] showed that every tester can be transformed to a canonical one, with the cost of possibly squaring the query complexity. A tester is \textit{size-oblivious} if it does not know \( n \); that is, if its function depends only on the proximity parameter \( \varepsilon \) (and not on the size of the input). The transformation of Goldreich and Trevisan \[7\] which turns arbitrary testers into canonical testers, preserves the property of being size-oblivious.

In this paper we study a special kind of testers, called \textit{proximity oblivious testers}, which are defined as follows.

\begin{definition}
A proximity oblivious tester (POT) for a graph property \( \Pi \) is an algorithm which makes a constant (i.e. independent of \( n \) and \( \varepsilon \)) number of queries to the input and satisfies the following. There is a constant \( c \in (0, 1] \) and a function \( f : [0, 1] \to (0, 1] \) such that:
\begin{enumerate}
  \item If the input graph satisfies \( \Pi \) then the tester accepts with probability at least \( c \).
  \item If the input graph is \( \varepsilon \)-far from \( \Pi \) then the tester accepts with probability at most \( c - f(\varepsilon) \).
\end{enumerate}
\end{definition}

Observe that a POT for \( \Pi \) can be used to obtain a standard tester for \( \Pi \), by invoking the POT \( T = \Theta(1/f(\varepsilon)^2) \) times and accepting if and only if the POT accepted in at least \( (c - \frac{f(\varepsilon)}{2})T \) of the tests.

POTs were introduced by Goldreich and Ron \[5\], who studied \textit{one-sided-error} POTs, namely POTs that accept every input which satisfies the property with probability 1 (this corresponds to having \( c = 1 \) in Definition 1). Later, Goldreich and Shinkar \[6\] studied general (two-sided-error) POTs in several settings, including those of general boolean functions, dense graphs and bounded degree graphs. For the dense graph model, they designed a POT for the property of being \( \alpha \)-regular (for a given \( \alpha \in (0, 1) \)), as well as for several related properties. Moreover, they considered properties of the following form: given graphs \( H, G \), the \textit{density} of \( H \) in \( G \), denoted by \( p(H,G) \), is the fraction of induced subgraphs of \( G \) of order \( v(H) \) which are isomorphic to \( H \). Given an integer \( h \geq 2 \), a rational number \( b \) and rational numbers \( w_H \geq 0 \), where \( H \) runs over all \( h \)-vertex graphs, the property \( \Pi_{h,w,b} \) is defined as the property of all graphs \( G \) satisfying

\[ \sum_H w_H \cdot p(H,G) \leq b. \]

Throughout this paper, a tuple \((h, w, b)\) will always consist of an integer \( h \geq 2 \), a rational number \( b \), and a function \( w : \{H : v(H) = h\} \to \mathbb{Q}^+ \) from the set of all \( h \)-vertex graphs to the positive rationals. The value assigned by \( w \) to a graph \( H \) is denoted by \( w_H \).

Since property testing algorithms, and POTs in particular, work by inspecting the subgraph induced by a small sample of vertices, it is natural to ask if the property of not containing an induced copy of a fixed graph \( H \) is a testable property. Such a result was obtained by Alon, Fischer, Krivelevich and Szegedy \[1\] who proved that in fact for every finite family of graphs \( \mathcal{F} \), the property of being induced \( \mathcal{F} \)-free (i.e. not containing an induced copy of \( F \) for every \( F \in \mathcal{F} \)) is testable. It is easy to see that the family of properties \( \Pi_{h,w,b} \) forms a strict generalization of the family of properties of being induced \( \mathcal{F} \)-free, since the
former can encode the latter. (Indeed, if all graphs in $\mathcal{F}$ have the same size $h$ then simply set $b = 0$, $w_H = 1$ for each $H \in \mathcal{F}$, and $w_H = 0$ for each $h$-vertex graph $H$ which is not in $\mathcal{F}$. If graphs in $\mathcal{F}$ have varying sizes, then take advantage of the fact that for every pair of graphs $F,G$ and $h \geq v(F)$, it holds that $p(F,G) = \sum_H p(F,H) \cdot p(H,G)$, where the sum is over all $h$-vertex graphs $H$.)

We now arrive at an important definition.

**Definition 2.** A tuple $(h, w, b)$ has the removal property if there is a function $f : (0, 1] \rightarrow (0, 1]$ such that for every $\varepsilon \in (0, 1)$ and for every graph $G$, if $G$ is $\varepsilon$-far from $\Pi_{h,w,b}$ then

$$\sum_H w_H \cdot p(H,G) \geq b + f(\varepsilon).$$

As an example, the main result of [1] mentioned above is equivalent to the statement that if $b = 0$ then $\Pi_{h,w,b}$ has the removal property. Goldreich and Shinkar [6] observed that if $(h, w, b)$ has the removal property then $\Pi_{h,w,b}$ admits a size-oblivious POT. Indeed, given an input graph $G$, the POT works by sampling a random induced subgraph of $G$ of order $h$, and then rejecting with probability $w_H$ if the sampled subgraph is isomorphic to $H$, for each $H$ on $h$ vertices. If $G$ satisfies $\Pi_{h,w,b}$ then by the definition of this property, $G$ is rejected with probability $\sum_H w_H \cdot p(H,G) \leq b$. On the other hand, if $G$ is $\varepsilon$-far from $\Pi_{h,w,b}$ then by the removal property, $G$ is rejected with probability $\sum_H w_H \cdot p(H,G) \geq b + f(\varepsilon)$. Thus, Definition 1 is satisfied with $c = 1 - b$.

Our first result in this paper is a converse of the above statement, showing that if $\Pi_{h,w,b}$ has a size-oblivious POT, then $(h, w, b)$ has the removal property.

**Theorem 3.** For each tuple $(h, w, b)$, if $\Pi_{h,w,b}$ has a size-oblivious POT then $(h, w, b)$ has the removal property.

As a corollary of the above theorem, we infer that if one “representation” of a property as $\Pi_{h,w,b}$ has the removal property, then all such representations have the removal property. This is stated in the following corollary.

**Corollary 4.** Let $(h, w, b)$ and $(h', w', b')$ be tuples such that $\Pi_{h,w,b} = \Pi_{h',w',b'}$. Then $(h, w, b)$ has the removal property if and only if $(h', w', b')$ has the removal property.

**Remark 5.** Theorem 3 contradicts the statement of Proposition 3.14 in [6], which states that there is a tuple $(h, w, b)$ such that $\Pi_{h,w,b}$ has a POT but $(h, w, b)$ does not have the removal property. We believe that the proof of this proposition is wrong. This will be explained in the full version of this paper.

Goldreich and Shinkar conjectured (see [6, Open Problem 3.11]) that every property of the form $\Pi_{h,w,b}$ has a POT. Our next theorem disproves this conjecture by showing that there are properties $\Pi_{h,w,b}$ that are not testable at all (let alone testable using a POT).

**Theorem 6.** Let $K_4$ denote the complete graph on 4 vertices, $D_4$ the diamond graph (i.e. $K_4$ minus an edge), $P_2$ the graph on 4 vertices containing a path of length 2 and an isolated vertex, $C_4$ the 4-cycle, $P_4$ the path on 4 vertices and $K_{1,3}$ the star on 4 vertices. Let $w_H$ be the following weight function assigning a non-negative weight to each graph on 4 vertices.

<table>
<thead>
<tr>
<th>$H$</th>
<th>$K_4$</th>
<th>$\overline{K_4}$</th>
<th>$D_4$</th>
<th>$\overline{D_4}$</th>
<th>$P_2$</th>
<th>$\overline{P_2}$</th>
<th>$C_4$</th>
<th>$\overline{C_4}$</th>
<th>$K_{1,3}$</th>
<th>$\overline{K_{1,3}}$</th>
<th>$P_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w_H$</td>
<td>1</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{5}{72}$</td>
<td>$\frac{5}{72}$</td>
<td>$\frac{1}{6}$</td>
<td>$\frac{1}{3}$</td>
<td>$\frac{1}{4}$</td>
<td>$\frac{1}{4}$</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{4}$</td>
</tr>
</tbody>
</table>
Then, the property
\[
\Pi_{h,w,b} = \left\{ G : \sum_{H : |V(H)| = 4} w_H \cdot p(H,G) \leq \frac{5}{16} \right\}
\] (1)
is not testable.

Given the above theorem it is natural to ask if every property \( \Pi_{h,w,b} \) can at least be tested using \( o(n^2) \) edge-queries. We leave this as an open problem.

Paper overview

The rest of the paper is organized as follows. In Section 2 we prove Theorem 3. The proof of Theorem 6 appears in Section 3. The main idea behind its proof is to show that there exists a property \( \Pi_{h,w,b} \) (specifically, the one defined in (1)) which encodes the property of being a pseudo-random graph. It is then not hard to show that such a property cannot be tested using a constant number of queries.

2 Proof of Theorem 3

In this section we prove Theorem 3 and Corollary 4. We will need the following auxiliary lemma.

\textbf{Lemma 7.} Let \( \Pi \) be a graph property, and suppose that \( \Pi \) has a canonical size-oblivious \( \epsilon \)-tester \( T \) with sample complexity \( s = s(\epsilon) \) (and success probability \( \frac{2}{3} \)). Then for every \( n \geq s^4 \) and for every \( n \)-vertex graph \( G \) which is \( \epsilon \)-far from \( \Pi \), the following holds. For \( U \) chosen uniformly at random from \( \binom{V(G)}{s} \), we have \( \Pr[G[U] \in \Pi] \leq e^{-\Omega(s)} \).

\textbf{Proof.} Let \( A \) be the family of all \( s \)-vertex graphs \( A \) such that \( T \) accepts if it sees a subgraph isomorphic to \( A \). For a graph \( G \), we say that a sequence of subsets \( S_1, \ldots, S_s \in \binom{V(G)}{s} \) is \textit{good} if \( G[S_i] \in A \) for at least half of the values of \( 1 \leq i \leq s \); otherwise \( S_1, \ldots, S_s \) is \textit{bad}. For a sequence of vertices \( W = (x_1, \ldots, x_{12}) \), we say that \( W \) is good (resp. bad) if \( \{x_1, \ldots, x_{12}\}, \{x_{13}, \ldots, x_{24}\}, \ldots, \{x_{s^2-s+1}, \ldots, x_{s^2}\} \) is good (resp. bad). Note that for a random \( S \in \binom{V(G)}{s} \), if \( G \in \Pi \) then \( \Pr[G[S] \in A] \geq \frac{s}{2} \), and if \( G \) is \( \epsilon \)-far from \( \Pi \) then \( \Pr[G[S] \in A] \leq \frac{1}{4} \). Using a standard Chernoff-type bound, one can show that the following holds for \( S_1, \ldots, S_s \in \binom{V(G)}{s} \) chosen uniformly at random and independently.

1. If \( G \in \Pi \) then \( S_1, \ldots, S_s \) is good with probability at least \( 1 - e^{-Cs} \).
2. If \( G \) is \( \epsilon \)-far from \( \Pi \) then \( S_1, \ldots, S_s \) is bad with probability at least \( 1 - e^{-Cs} \).

In both items above, \( C \) is an absolute constant.

The probability that \( S_i \cap S_j \neq \emptyset \) for some \( 1 \leq i < j \leq s \) is at most \( s \frac{s^2}{2} \), where the inequality follows from the assumption that \( n \geq s^4 \). So \( |S_1 \cup \cdots \cup S_s| = s^2 \) with probability at least \( \frac{1}{4} \). Conditioned on the event that \( S_1, \ldots, S_s \) are pairwise-disjoint, the set \( S := S_1 \cup \cdots \cup S_s \) has the distribution of an element of \( \binom{V(G)}{s} \) chosen uniformly at random. Thus, a random sequence of vertices \( W = (x_1, \ldots, x_{12}) \) chosen \textit{without repetitions} satisfies the following.

1. If \( G \) satisfies \( \Pi \) then \( W \) is good with probability at least \( 1 - 2e^{-Cs} \).
2. If \( G \) is \( \epsilon \)-far from \( \Pi \) then \( W \) is bad with probability at least \( 1 - 2e^{-Cs} \).

Now let \( G \) be a graph on \( n \geq s^4 \) vertices which is \( \epsilon \)-far from \( \Pi \). Consider a random pair \((U,W)\), where \( U \) is chosen uniformly at random from \( \binom{V(G)}{s} \), and \( W = (x_1, \ldots, x_{12}) \) is a sequence of vertices sampled randomly without repetition from \( U \). Note that \( W \) is
distributed as a uniform sequence of \( s^2 \) vertices of \( G \), sampled without repetition. Thus, \( \mathbb{P}[W \text{ is good}] \leq 2e^{-Cs} \). On the other hand, if \( G[U] \in \Pi \), then \( \mathbb{P}[W \mid U] \geq 1 - 2e^{-Cs} \). By combining these two facts, we see that

\[
\mathbb{P}[G[U] \in \Pi] \leq \frac{2e^{-Cs}}{1 - 2e^{-Cs}} \leq 4e^{-Cs} = e^{-\Omega(s)}.
\]

**Proof of Theorem 3.** As mentioned in the introduction, a POT for \( \Pi_{h,w,b} \) can be used to obtain a standard tester for \( \Pi_{h,w,b} \) by invoking the POT an appropriate number of times. Moreover, it is clear that if the POT is size-oblivious, then so is the resulting tester. Next, we apply the transformation of Goldreich and Trevisan [7] to get a canonical tester \( \mathcal{T} \) for \( \Pi_{h,w,b} \). Since this transformation preserves the property of being size-oblivious, \( \mathcal{T} \) is size-oblivious, and hence satisfies the condition of Lemma 7. Denote by \( s = s(\varepsilon) \) the sample complexity of \( \mathcal{T} \). We may and will assume that \( s \) is large enough as a function of the parameters \( h \) and \( b \).

Let us denote \( z(G) = \sum_{H} w_H \cdot p(H, G) \). By multiplying the inequality \( \sum_{H} w_H \cdot p(H, G) \leq b \) by an appropriate integer, we can assume without loss of generality that \( b \) is an integer, and that \( w_H \) is an integer for every \( H \).

Let \( G \) be a graph which is \( \varepsilon \)-far from \( \Pi_{h,w,b} \). Our goal is to show that \( z(G) \geq b + f(\varepsilon) \), for a function \( f : (0, 1] \to (0, 1] \) to be chosen later. By Lemma 7, a randomly chosen \( U \in \binom{V(G)}{s^4} \) satisfies \( G[U] \in \Pi_{h,w,b} \) with probability at most \( e^{-\Omega(s)} \). Observe that if a \( k \)-vertex graph \( K \) does not satisfy \( \Pi_{h,w,b} \), then necessarily

\[
z(K) = \sum_{H} w_H \cdot p(H, K) \geq b + \binom{k}{h}^{-1} > b + k^{-h},
\]
as \( b \) and all weights \( w_H \) are integers. Thus, if \( G[U] \notin \Pi_{h,w,b} \) then

\[
z(G[U]) > b + |U|^{-h} = b + s^{-4h}.
\]

Observe that \( z(G) \) is the average of \( z(G[U]) \) over all \( U \in \binom{V(G)}{s^4} \). Thus, using the guarantees of Lemma 7, we obtain

\[
z(G) \geq (1 - e^{-\Omega(s)})(b + s^{-4h}) > b + \frac{1}{2}s^{-4h},
\]
where the last inequality holds provided that \( s \) is large enough as a function of \( h \) and \( b \). So we may take the function \( f \) in Definition 2 to be \( f(\varepsilon) = \frac{1}{2}s(\varepsilon)^{-4h} \). This completes the proof.

**Proof of Corollary 4.** We have established that \( (h, w, b) \) satisfies the removal property if and only if \( \Pi_{h,w,b} \) has a size-oblivious POT. The “only if” part was explained in the introduction (see also [6]), and the “if” part is the statement of Theorem 3. Since the existence of a tester (specifically, a size-oblivious POT) does not depend on the specific representation of a given property as \( \Pi_{h,w,b} \), it is now clear that the corollary holds.

### 3 Proof of Theorem 6

Let \( \Pi_{h,w,b} \) be as in the statement of Theorem 6. Denote

\[
z(G) := \sum_{H: |V(H)|=4} w_H \cdot p(H, G)
\]
for every graph $G$ of order at least 4. Under this notation, $\Pi_{h,w,b} = \{ G : z(G) \leq b \}$. For a pair of graphs $H$ and $G$, define

$$t_{\text{inj}}(H, G) = \frac{1}{n^2} \left| \{ \varphi : V(H) \to V(G) \text{ injective s.t. } uv \in E(H) \Rightarrow \varphi(u)\varphi(v) \in E(G) \} \right|,$$

and

$$t_{\text{ind}}(H, G) = \frac{1}{n^2} \left| \{ \varphi : V(H) \to V(G) \text{ injective s.t. } uv \in E(H) \Leftrightarrow \varphi(u)\varphi(v) \in E(G) \} \right|,$$

where $n^2 = n \cdot (n - 1) \cdots (n - h + 1)$. Note that $t_{\text{ind}}(H, G) = p(H, G) \cdot \text{aut}(H)/h!$, where $\text{aut}(H)$ is the number of automorphisms of $H$. The following lemma gives a simpler description of $\Pi_{h,w,b}$.

**Lemma 8.** $\Pi_{h,w,b} = \{ G : \phi(G) \leq 0 \}$, where $\phi(G) = 2t_{\text{inj}}(C_4, G) - t_{\text{inj}}(K_2, G) + \frac{5}{8}$.

**Proof.** First, note that $t_{\text{inj}}(K_2, G) = p(K_2, G)$. Next, we use the fact that

$$t_{\text{inj}}(C_4, G) = t_{\text{ind}}(C_4, G) + 2t_{\text{ind}}(D_4, G) + t_{\text{ind}}(K_4, G)$$

$$= \frac{\text{aut}(C_4)}{4!} \cdot p(C_4, G) + 2\frac{\text{aut}(D_4)}{4!} \cdot p(D_4, G) + \frac{\text{aut}(K_4)}{4!} \cdot p(K_4, G)$$

$$= \frac{1}{3} p(C_4, G) + \frac{2}{3} p(D_4, G) + p(K_4, G).$$

Hence,

$$\phi(G) = \frac{2}{3} p(C_4, G) + \frac{2}{3} p(D_4, G) + 2p(K_4, G) - p(K_2, G) + \frac{3}{8}$$

$$= \frac{2}{3} p(C_4, G) + \frac{2}{3} p(D_4, G) + 2p(K_4, G) + p(K_2, G) - \frac{5}{8}$$

$$= \frac{2}{3} p(C_4, G) + \frac{2}{3} p(D_4, G) + 2p(K_4, G) + \sum_{H : |V(H)| = 4} p(K_2, H)p(H, G) - \frac{5}{8}$$

$$= \sum_{H : |V(H)| = 4} 2w_H \cdot p(H, G) - \frac{5}{8}.$$ 

Therefore, $\phi(G) \leq 0$ if and only if $\sum_{H : |V(H)| = 4} w_H \cdot p(H, G) \leq 5/16$.

An important ingredient in the proof of Theorem 6 is the following lemma, which shows that graphs in $\Pi_{h,w,b}$ are pseudo-random. In what follows, we write $x = y \pm z$ to mean that $x \in [y - z, y + z]$.

**Lemma 9.** For every $\delta \in (0,1)$ there is $n_0(\delta)$ such that every graph $G \in \Pi_{h,w,b}$ on $n \geq n_0(\delta)$ vertices satisfies the following. For every $U, V \subseteq V(G)$ with $|U|,|V| \geq \delta n$, it holds that

$$e(U, V) = \left( \frac{1}{2} \pm \delta \right) |U||V|.$$ 

**Proof.** We start by showing that for every $\gamma \in (0,1)$ there is $n_0(\gamma)$ such that if $G \in \Pi_{h,w,b}$ is a graph on $n \geq n_0(\gamma)$ vertices, then

$$t_{\text{inj}}(K_2, G) = \frac{1}{2} \pm \gamma \text{ and } t_{\text{inj}}(C_4, G) = \frac{1}{16} \pm \gamma.$$ (2)
It is a well-known fact (see for instance [11]) that every $n$-vertex graph $G$ satisfies\footnote{$^1$ Usually this inequality is stated in terms of the homomorphic density, as $t(C_4,G) \geq t(K_2,G)^4$ (see e.g. [9]). The error-term $O(\frac{1}{n})$ accounts for the difference between the homomorphic density and the injective density.}

$$t_{inj}(C_4, G) \geq t_{inj}(K_2, G)^4 - O\left(\frac{1}{n}\right) \geq t_{inj}(K_2, G)^4 - \frac{\gamma^2}{2},$$

where the last inequality holds if $n$ is large enough. Now, observe that every $G \in \Pi_{h,w,b}$ satisfies

$$2t_{inj}(K_2, G)^4 - t_{inj}(K_2, G) + \frac{3}{8} \leq 2t_{inj}(C_4, G) + \gamma^2 - t_{inj}(K_2, G) + \frac{3}{8} = \phi(G) + \gamma^2 \leq \gamma^2,$$  

where the last inequality follows from Lemma 8. Note that the function $x \mapsto 2x^4 - x + \frac{3}{8}$ is convex, and attains its minimum at $x = 1/2$. Therefore, if we had $t_{inj}(K_2, G) > \frac{1}{2} + \gamma$, then we would have

$$2t_{inj}(K_2, G)^4 - t_{inj}(K_2, G) + \frac{3}{8} > 2\left(\frac{1}{2} + \gamma\right)^4 - \left(\frac{1}{2} + \gamma\right) + \frac{3}{8} = 2\gamma^4 + 4\gamma^3 + 3\gamma^2 > \gamma^2.$$

Similarly, if we had $t_{inj}(K_2, G) < \frac{1}{2} - \gamma$, then we would have

$$2t_{inj}(K_2, G)^4 - t_{inj}(K_2, G) + \frac{3}{8} > 2\left(\frac{1}{2} - \gamma\right)^4 - \left(\frac{1}{2} - \gamma\right) + \frac{3}{8} = 2\gamma^4 - 4\gamma^3 + 3\gamma^2 > \gamma^2.$$

In any case, we see that $|t_{inj}(K_2, G) - \frac{1}{2}| > \gamma$ would stand in contradiction to (4). Hence, $t_{inj}(K_2, G) = \frac{1}{2} \pm \gamma$. By applying Lemma 8 again we get $t_{inj}(C_4, G) \leq \frac{1}{16} + \gamma$. By using the intermediate inequality in (3) and $t_{inj}(K_2, G) \geq \frac{1}{2} - \gamma$, we get

$$t_{inj}(C_4, G) \geq \left(\frac{1}{2} - \gamma\right)^4 - O\left(\frac{1}{n}\right) \geq \frac{1}{16} - \gamma,$$

where the last inequality can be easily verified, assuming that $n$ is large enough, by expanding the binomial expression. We have thus established (2).

A well-known result of Chung, Graham and Wilson [2] states that for every $\delta \in (0,1)$ there is $\gamma = \gamma(\delta)$ such that if a graph $G$ satisfies (2), then for every $U, V \subseteq V(G)$ with $|U|, |V| \geq \delta n$, it holds that $e(U, V) = (\frac{1}{2} \pm \delta) |U||V|$. The lemma follows by combining this result with the above.

For a family of graphs $\mathcal{F}$ and a graph $G$, we define

$$p(\mathcal{F}, G) = \sum_{F \in \mathcal{F}} p(F, G).$$

It is well-known (see e.g. [2]) that a pseudo-random graph has approximately the same distribution of small subgraphs as a random graph with the same density. By combining this with Lemma 9, we obtain the following corollary. Note that the expected value of $p(F, G(n, \frac{1}{2}))$ is $2^{-\binom{\lfloor t \rfloor}{2}} \frac{s!}{\text{aut}(F)}$.

**Corollary 10.** For every $s \geq 2$ and $\delta \in (0,1)$ there is $n_1 = n_1(s, \delta)$ such that every $G \in \Pi_{h,w,b}$ on $n \geq n_1$ vertices satisfies the following. For every family $\mathcal{F}$ of $s$-vertex graphs, it holds that

$$p(\mathcal{F}, G) = \sum_{F \in \mathcal{F}} 2^{-\binom{\lfloor t \rfloor}{2}} \frac{s!}{\text{aut}(F)} \pm \delta.$$
We are now ready to prove Theorem 6.

**Proof of Theorem 6.** We start by showing that \( \Pi_{h,w,b} \) is non-empty. More specifically, we prove that for every integer \( n \geq 4 \), there exists an \( n \)-vertex graph satisfying \( \Pi_{h,w,b} \). Let \( G \sim G(n, \frac{1}{2}) \). It is easy to see that \( \mathbb{E}[t_{\text{inj}}(K_2, G)] = \frac{1}{2} \) and \( \mathbb{E}[t_{\text{inj}}(C_4, G)] = \frac{1}{16} \). Hence,

\[
\mathbb{E}[\phi(G)] = 2\mathbb{E}[t_{\text{inj}}(C_4, G)] - \mathbb{E}[t_{\text{inj}}(K_2, G)] + \frac{3}{8} = 0.
\]

It follows that there is an \( n \)-vertex graph with \( \phi(G) \leq 0 \), and hence \( G \in \Pi_{h,w,b} \) by Lemma 8.

Now suppose by contradiction that \( \Pi_{h,w,b} \) is testable. In particular, there exists a 0.1-tester for \( \Pi_{h,w,b} \). This implies – by [7, Theorem 2] (see also [8]) – that there is a canonical 0.1-tester \( T \) for \( \Pi_{h,w,b} \). Denote by \( s \) the sample complexity of \( T \). Then for every \( n > 0 \) there is a family \( F = F(n) \) of (rejection) graphs of order \( s \) satisfying the following for every \( n \)-vertex graph \( G \).

1. \( p(F, G) \leq \frac{1}{4} \) if \( G \in \Pi_{h,w,b} \);
2. \( p(F, G) \geq \frac{3}{4} \) if \( G \) is 0.1-far from \( \Pi_{h,w,b} \).

Let \( n' = \max(9s^2, n_1(s, \frac{1}{2})) \) and \( n = \max\{n_0(\frac{1}{16}), n_1(s, \frac{1}{4})\} \), where \( n_1 \) is from Corollary 10 and \( n_0 \) is from Lemma 9. Let \( G' \) be an arbitrary \( n' \)-vertex graph which satisfies \( \Pi_{h,w,b} \), and let \( G \) be the \( \frac{n}{n'} \)-blow-up of \( G' \). Denote by \( V_1 \sqcup \cdots \sqcup V_s = V(G) \) the clusters of this blow-up.

We claim that \( G \) is 0.1-far from \( \Pi_{h,w,b} \). Indeed, fix any \( G^* \in \Pi_{h,w,b} \) with \( n \) vertices. By our choice of \( n \) via Corollary 9, and as \( |V_i| = \frac{n}{n'} \), we must have \( e_G(V_i, V_j) = \left( \frac{1}{2} \pm \frac{1}{n'} \right)(n/n')^2 \). But since \( e_G(V_i, V_j) \in \{0, (n/n')^2\} \), we must change at least \( \left( \frac{1}{2} - \frac{1}{n'} \right)(n/n')^2 \geq 0.4(n/n')^2 \) edges between \( V_i \) and \( V_j \) for every \( 1 \leq i < j \leq n' \), in order to turn \( G \) into \( G^* \). Therefore, the edit distance between \( G \) and \( G^* \) is at least \( \left( \frac{n'}{2} \right) \cdot 0.4(n/n')^2 \geq 0.1n^2 \), as required.

Now, let \( S \in \binom{V(G)}{s} \) be chosen uniformly at random, and let \( B \) be the event that there exists \( 1 \leq i \leq n' \) for which \( |S \cap V_i| > 1 \). Note that we have \( P(B) \leq \binom{n}{s}/n' < \frac{1}{4} \), by the choice of \( n' \). Observe that conditioned on \( B \), the probability that \( S \) is isomorphic to an \( s \)-vertex graph \( F \) is exactly \( p(F, G') \). Hence, setting \( F = F(n) \) and \( \rho = \sum_{F \in \mathcal{F}} 2^{-\binom{s}{2}} \frac{|\text{aut}(F)|}{\text{aut}(F)} \), we have

\[
p(F, G) = P[G[S] \in F] = P(G[S] \in F \mid B^c) + P(B)
\]

\[
< P[G[S] \in F \mid B^c] + \frac{1}{9} = p(F, G') + \frac{1}{9}
\]

\[
\leq \sum_{F \in \mathcal{F}} 2^{-\binom{s}{2}} \frac{|\text{aut}(F)|}{\text{aut}(F)} + \frac{1}{9} + \frac{1}{9} = \rho + \frac{2}{9}.
\]

where in the last inequality we used our choice of \( n' \) via Corollary 10. On the other hand, our choice of \( n \) via Corollary 10 implies that every \( n \)-vertex graph \( G^* \in \Pi_{h,w,b} \) satisfies

\[
p(F, G^*) \geq \sum_{F \in \mathcal{F}} 2^{-\binom{s}{2}} \frac{|\text{aut}(F)|}{\text{aut}(F)} - \frac{1}{9} = \rho - \frac{1}{9}.
\]

By combining this with (5), we get \( p(F, G^*) > p(F, G) - \frac{1}{4} \). But this stands in contradiction to \( p(F, G^*) \leq \frac{1}{4} \) (as \( G^* \in \Pi_{h,w,b} \)) and \( p(F, G) \geq \frac{2}{3} \) (as \( G \) is 0.1-far from \( \Pi_{h,w,b} \)). This completes the proof of the theorem.

\[\Box\]
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Abstract

Consider the following heuristic for building a decision tree for a function \( f : \{0, 1\}^n \rightarrow \{-1, 1\} \). Place the most influential variable \( x_i \) of \( f \) at the root, and recurse on the subfunctions \( f_{x_i=0} \) and \( f_{x_i=1} \) on the left and right subtrees respectively; terminate once the tree is an \( \varepsilon \)-approximation of \( f \). We analyze the quality of this heuristic, obtaining near-matching upper and lower bounds:

- **Upper bound:** For every \( f \) with decision tree size \( s \) and every \( \varepsilon \in (0, \frac{1}{2}) \), this heuristic builds a decision tree of size at most \( s^{O(\log(\frac{s}{\varepsilon}) \log(1/\varepsilon))} \).

- **Lower bound:** For every \( \varepsilon \in (0, \frac{1}{2}) \) and \( s \leq 2^{\tilde{O}((n)^{\frac{1}{2}})} \), there is an \( f \) with decision tree size \( s \) such that this heuristic builds a decision tree of size \( s^{\tilde{\Omega}(\log s)} \).

We also obtain upper and lower bounds for monotone functions: \( s^{O(\sqrt{\log s/\varepsilon})} \) and \( s^{\tilde{\Omega}(\frac{4}{\varepsilon} \sqrt{\log s})} \) respectively. The lower bound disproves conjectures of Fiat and Pechyony (2004) and Lee (2009).

Our upper bounds yield new algorithms for properly learning decision trees under the uniform distribution. We show that these algorithms – which are motivated by widely employed and empirically successful top-down decision tree learning heuristics such as ID3, C4.5, and CART – achieve provable guarantees that compare favorably with those of the current fastest algorithm (Ehrenfeucht and Haussler, 1989), and even have certain qualitative advantages. Our lower bounds shed new light on the limitations of these heuristics.

Finally, we revisit the classic work of Ehrenfeucht and Haussler. We extend it to give the first uniform-distribution proper learning algorithm that achieves polynomial sample and memory complexity, while matching its state-of-the-art quasipolynomial runtime.

1 Introduction

Consider the problem of constructing a decision tree representation of a function \( f : \{0, 1\}^n \rightarrow \{-1, 1\} \), where the goal is to build a decision tree for \( f \) that is as small as possible, ideally of size close to the optimal decision tree size of \( f \). Perhaps the simplest and most natural approach is to proceed in a top-down, greedy fashion:
Top-Down Induction of Decision Trees

1. Choose a “good” variable $x_i$ to query as the root of the decision tree;
2. Build the left and right subtrees by recursing on the subfunctions $f_{x_i=0}$ and $f_{x_i=1}$ respectively.

This reduces the task of building a decision tree to that of choosing the root variable – i.e. determining the splitting criterion of this top-down heuristic. Intuitively, a good root variable should be one that is very “relevant” and “important” in terms of determining the value of $f$; it is reasonable to expect that querying such a variable first would reduce the number of subsequent queries necessary. Our focus in this paper will be on a specific splitting criterion: influence.

Definition 1 (Influence). The influence of the variable $x_i$ on a function $f : \{0, 1\}^n \rightarrow \{\pm 1\}$ is defined to be

$$\text{Inf}_i(f) := \Pr_{x \sim \{0, 1\}^n} [f(x) \neq f(x^{\oplus i})],$$

where $x$ is drawn uniformly at random, and $x^{\oplus i}$ denotes $x$ with its $i$-th coordinate flipped.

Influence is a fundamental and well-studied notion in the analysis of boolean functions [51]. It is the key quantity of interest in many landmark results (e.g. the KKL inequality [35], Friedgut’s junta theorem [24], the Invariance Principle [50]) and open problems (e.g. the Gotsman–Linial conjecture [29], the Aaronson–Ambainis conjecture [1], the Fourier Entropy-Influence conjecture [25]) of the field. Beyond the analysis of boolean functions, this notion has been widely employed across both algorithms and complexity theory, where it has indeed proven to be a useful quantitative measure of the relevance and importance of a variable. Most relevant to the algorithmic applications in this paper, influence has been a key enabling ingredient in a large number of results in learning theory [15, 9, 45, 63, 54, 31, 19, 36, 37, 5].

1.1 Influence as a splitting criterion

We now give a formal description of the heuristic for constructing decision trees that we study. We define a bare tree to be a decision tree with unlabeled leaves, and write $T^\circ$ to denote such trees. We refer to any decision tree $T$ obtained from $T^\circ$ by a labelling of its leaves as a completion of $T^\circ$. Given a bare tree $T^\circ$ and a function $f$, there is a canonical completion of $T^\circ$ that minimizes the approximation error with respect to $f$:

Definition 2 ($f$-completion of a bare tree). Let $T^\circ$ be a bare tree and $f : \{0, 1\}^n \rightarrow \{\pm 1\}$. Consider the following completion of $T^\circ$: for every leaf $\ell$ in $T^\circ$, label it $\text{sign}(\mathbb{E}[f_{\ell}(x)])$, where $f_\ell$ is the restriction of $f$ by the path leading to $\ell$ and $x \sim \{0, 1\}^n$ is uniform random. This completion minimizes the approximation error $\Pr[T(x) \neq f(x)]$, and we refer to it as the $f$-completion of $T^\circ$.

In addition to the function $f$, our heuristic will also take in an error parameter $\varepsilon$, allowing us to construct both exact ($\varepsilon = 0$) and approximate ($\varepsilon \in (0, \frac{1}{2})$) decision tree representations of $f$. 
**BuildTopDownDT**$(f, \varepsilon)$:

Initialize $T^\circ$ to be the empty tree.

while ($f$-completion of $T^\circ$ is not an $\varepsilon$-approximation of $f$) {

1. (Score) For every leaf $\ell$ in $T^\circ$, let $x_{i(\ell)}$ denote the most influential variable of the subfunction $f_\ell$:

$$\text{Inf}_{i(\ell)}(f_\ell) \geq \text{Inf}_j(f_\ell) \text{ for all } j \in [n].$$

Assign $\ell$ the score:

$$\text{score}(\ell) := \Pr_{x \sim \{0,1\}^n} [x \text{ reaches } \ell] \cdot \text{Inf}_{i(\ell)}(f_\ell) = 2^{-|\ell|} \cdot \text{Inf}_{i(\ell)}(f_\ell),$$

where $|\ell|$ denotes the depth of $\ell$ in $T^\circ$.

2. (Split) Let $\ell^*$ be the leaf with the highest score. Grow $T^\circ$ by replacing $\ell^*$ with a query to $x_{i(\ell^*)}$.

}

**Figure 1** Top-down heuristic for building an $\varepsilon$-approximate decision tree representation of $f$, with influence as the splitting criterion.

In words, **BuildTopDownDT** builds a bare tree $T^\circ$ in a top-down fashion, starting from the empty tree. In each iteration, we first check if the $f$-completion of $T^\circ$ is an $\varepsilon$-approximation of $f$, and if so, we output the completion. Otherwise, we split the leaf $\ell^*$ with the highest score by querying the most influential variable of $f_{\ell^*}$, where the score of a leaf $\ell$ is the influence of the most influential variable of $f_\ell$ normalized by the depth of $\ell$ within $T^\circ$.

1.2 This work

By design, the decision tree returned by **BuildTopDownDT**$(f, \varepsilon)$ is an $\varepsilon$-approximation of $f$. We write TopDownDTSize$(f, \varepsilon)$ to denote the size of this tree, and when $\varepsilon = 0$, we simply write TopDownDTSize$(f)$. The question that motivates our work is:

**What guarantees can we make on TopDownDTSize$(f, \varepsilon)$ as a function of the optimal decision tree size of $f$ and $\varepsilon$?**

That is, we would like to understand the quality of **BuildTopDownDT** as a heuristic for constructing exact and approximate decision tree representations. In addition to being a natural structural question concerning decision trees, this question also has implications in learning theory. Indeed, **BuildTopDownDT** is motivated by top-down decision tree learning heuristics such as ID3, C4.5, and CART that are widely employed and empirically successful in machine learning practice. We discuss the learning-theoretic context and applications of our structural results in Section 2.1, and the connection to practical machine learning heuristics in Section 3.1.

---

1 There are two possibilities for ties in **BuildTopDownDT**: two variables may have the same influence within a subfunction $f_\ell$, and two leaves may have the same score. Our upper bounds hold regardless of how ties are broken, and our lower bounds hold even if ties are broken in the most favorable way.
To our knowledge, the question above has not been studied in such generality. The most directly relevant prior work is that of Fiat and Pechyon [23], who considered the case when \( f \) is either a linear threshold function or a read-once DNF formula, and the setting of exact representation \( (\varepsilon = 0) \). For such functions, they proved that the heuristic builds an exact decision tree representation of optimal size. We give an overview of other related work in Section 3.2.

## 2 Our results

As our first contribution, we give near-matching upper and lower bounds that provide a fairly complete answer to the question above. Our upper bound is as follows:

**Theorem 3 (Upper bound for approximate representation).** For every \( \varepsilon \in (0, \frac{1}{2}) \) and every size-\( s \) decision tree \( f \), we have \( \text{TopDownDTSize}(f, \varepsilon) \leq s^{O \left( \log(s/\varepsilon) \log(1/\varepsilon) \right)} \).

We complement Theorem 3 with lower bounds showing that (a) for exact representation \( (\varepsilon = 0) \), no non-trivial upper bound can be obtained; and (b) for approximate representation \( (\varepsilon \in (0, \frac{1}{2}) \) ), the dependence on \( s \) in Theorem 3 is essentially optimal:

**Theorem 4 (Lower bounds for exact and approximate representations).**

(a) Exact representation: There is an \( f : \{0,1\}^n \rightarrow \{\pm 1\} \) with decision tree size \( s = \Theta(n) \) such that \( \text{TopDownDTSize}(f) \geq 2^\Omega(s) \).

(b) Approximate representation: For every \( \varepsilon \in (0, \frac{1}{2}) \) and function \( s(n) \leq 2^\Omega(\sqrt{n}) \), there is an \( f : \{0,1\}^n \rightarrow \{\pm 1\} \) with decision tree size \( s \) such that \( \text{TopDownDTSize}(f, \varepsilon) \geq s^\Omega(\log s) \).

Prior to our work, it was not known whether an upper bound of \( \text{TopDownDTSize}(f, \varepsilon) \leq \text{poly}(s, 1/\varepsilon) \) holds for all size-\( s \) decision trees \( f \) and \( \varepsilon \in (0, \frac{1}{2}) \); Theorem 4(b) provides a strong negative answer. Indeed, such an upper bound had been conjectured to hold for the class of monotone functions [44]. We now discuss our results on monotone functions, which disprove this conjecture, along with a stronger variant of it for exact representation [23].

### Monotone functions

A monotone boolean function \( f : \{0,1\}^n \rightarrow \{\pm 1\} \) is one that satisfies \( f(x) \leq f(y) \) for all \( x \preceq y \) (where \( x \preceq y \) iff \( x_i \leq y_i \) for all \( i \in [n] \)). An elementary and useful fact about monotone functions is that the influence of a variable on a monotone function \( f \) is equivalent to its correlation with \( f \):

**Fact 5 (Influence \( \equiv \) correlation for monotone functions).** For all monotone functions \( f : \{0,1\}^n \rightarrow \{\pm 1\} \) and \( i \in [n] \), we have \( \text{Inf}_i[f] = 2 \mathbb{E}[f(x|x_i) - f(x)] \).

Therefore, for monotone functions, splitting on the most influential variable of a subfunction is equivalent to splitting on the variable that has the highest correlation with the subfunction.\(^3\)

---

\(^2\) The equivalence between influence and correlation for monotone functions is more transparent if one works with \( \{\pm 1\}^n \) instead of \( \{0,1\}^n \) as the domain: for monotone functions \( f : \{\pm 1\}^n \rightarrow \{\pm 1\} \), we have \( \text{Inf}_i[f] = \mathbb{E}[f(x|x_i)] \).

\(^3\) We observe that for general non-monotone functions, correlation can in general be a very poor splitting criterion, in the sense of building a decision tree that is much larger than the optimal decision tree. Consider \( f : \{0,1\}^n \rightarrow \{\pm 1\} \) where \( f(x) = x_1 \oplus x_2 \), the parity of two variables. The optimal decision tree size of \( f \) is 4, but since \( \mathbb{E}[f(x|x_i)] = 0 \) for all \( i \in [n] \), the top-down heuristic using correlation as its splitting criterion may build a tree of size \( \Omega(2^n) \) before achieving any non-trivial accuracy \( \varepsilon < \frac{1}{2} \). (On the other hand, the top-down heuristic using influence as its splitting criterion would build the optimal tree of size 4.) We revisit this observation in Section 3.1.
Our proof of Theorem 3 extends in a straightforward manner to give a different upper bound under the assumption of monotonicity, where the dependence on $s$ is significantly better. We refer to a size-$s$ decision tree computing a monotone function as a size-$s$ monotone decision tree.

**Theorem 6** (Upper bound for approximate representation of monotone functions.) For every $\varepsilon \in (0, \frac{1}{2})$ and every size-$s$ monotone decision tree $f$, we have $\text{TopDownDTSize}(f, \varepsilon) \leq s^{O(\sqrt{\log s/\varepsilon})}$.

In analogy with Theorem 4, we also obtain lower bounds for exact and approximate representations of monotone functions:

**Theorem 7** (Lower bounds for exact and approximate representations of monotone functions).

(a) Exact representation: There is a monotone $f : \{0, 1\}^n \rightarrow \{\pm 1\}$ with decision tree size $s = \Theta(n)$ such that $\text{TopDownDTSize}(f) \geq 2^{\Omega(s)}$.

(b) Approximate representation: For every $\varepsilon \in (0, \frac{1}{2})$ and function $s(n) \leq 2^{\tilde{O}(n^{4/5})}$, there is an $f : \{0, 1\}^n \rightarrow \{\pm 1\}$ with decision tree size $s$ such that $\text{TopDownDTSize}(f, \varepsilon) \geq s^{\tilde{\Omega}(\sqrt{\log s})}$.

Although we have stated Theorem 7 in terms of the specific heuristic $\text{BuildTopDownDT}$ that we study, the actual lower bounds that we establish are significantly stronger: they apply to all “impurity-based top-down heuristics”. This is a broad class that captures a wide variety of decision tree learning heuristics used in machine learning practice, including ID3, C4.5, and CART; see Section 3.1 for details.

**Theorem 8** (Strengthening of Theorem 7(b)). For every $\varepsilon \in (0, \frac{1}{2})$ and function $s(n) \leq 2^{\tilde{O}(n^{4/5})}$, there is a size-$s$ monotone decision tree $f$ such that the $\varepsilon$-approximator built by any impurity-based top-down heuristic must have size $s^{\tilde{\Omega}(\sqrt{\log s})}$.

**Disproving conjectures of Fiat–Pechyony and Lee**

Motivated by applications in learning theory (discussed next in Section 2.1), Fiat and Pechyony [23] and Lee [44] also considered the quality of $\text{BuildTopDownDT}$ as a heuristic for building decision trees for monotone functions.

[23] conjectured that for all monotone functions $f$, even in the case of exact representation ($\varepsilon = 0$), $\text{BuildTopDownDT}$ returns a tree of minimal depth and size “not far from minimal”. Theorem 7(a) provides a counterexample to the conjectured bound on size, and the function in Theorem 7(b) disproves the conjecture about depth; see Remark 40.4

Stated in the notation of our paper, [44] raised the possibility that $\text{TopDownDTSize}(f, \varepsilon) \leq \text{poly}(s, 1/\varepsilon)$ for all size-$s$ monotone decision trees $f$ and $\varepsilon \in (0, \frac{1}{2})$. The author further remarked that “showing $\text{TopDownDTSize}(f, \varepsilon) \leq \text{poly}(s)$, even only for constant accuracy $\varepsilon$, would be a huge advance”. Theorem 7(b) rules this out.

---

4 For clarity of exposition, throughout this overview we discuss our results with decision tree size as the complexity measure. There are analogues of all of our results, both upper and lower bounds, for decision tree depth as the complexity measure.

5 That is, a bound of the form $\text{TopDownDTSize}(f, \varepsilon) \leq s^{O(1)}$. 
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2.1 Algorithmic applications: Properly learning decision trees

Learning decision trees has been a touchstone problem in uniform-distribution PAC learning for more than thirty years. It sits right at the boundary of our understanding of efficient learnability, and continues to be the subject of intensive research. The seminal work of Ehrenfeucht and Haussler [21] gave a poly($n \log s, 1/\varepsilon$)-time algorithm for learning decision trees using random examples (see also [8] for an alternative proof based on Rivest’s algorithm for learning decision lists [59]); subsequently, Linial, Mansour, and Nisan [45] gave an algorithm that also runs in quasipolynomial time, but achieves polynomial sample complexity; Kusilevitz and Mansour [43], leveraging a novel connection to cryptography [29], gave a polynomial-time algorithm using membership queries; Gopalan, Kalai, and Klivans [30] obtained an agnostic analogue of [43]’s algorithm, extending it to tolerate adversarial noise; O’Donnell and Servedio [53] gave a polynomial-time algorithm for learning monotone decision trees from random examples; recent work of Hazan, Klivans, and Yuan [33] gives an algorithm agnostically learning decision trees with polynomial sample complexity; even more recent work of Chen and Moitra [17] gives an algorithm for learning stochastic decision trees.

Properly learning decision trees

When learning decision trees, it is natural to seek a hypothesis that is itself a decision tree. Indeed, it may be natural to seek a decision tree hypothesis even when learning other concept classes. The simple structure of decision trees makes them desirable both in terms of interpretability and explanatory power, which is why they are ubiquitous in empirical machine learning. A further advantage of decision tree hypotheses is that they are very fast to evaluate: evaluating a depth-$d$ decision tree on a given input takes time $O(d)$, whereas evaluating say a degree-$d$ polynomial – another canonical and ubiquitous representation class in learning theory – can take time $\Theta(n^d)$, the number of monomials in the polynomial.

In learning theory, algorithms that return a hypothesis belonging to the concept class are known as proper. Understanding the complexity of proper learning (vis-à-vis improper learning) is an important research direction in learning theory [22]; proper learning also has deep connections to proof complexity [2] and property testing [28].

2.1.1 New proper learning algorithms

Among the decision tree learning algorithms discussed at the beginning of this subsection, the only one that is proper is the one of Ehrenfeucht and Haussler [21]. Our upper bounds on TopDownDTSize yield new algorithms for properly learning decision trees under the uniform distribution:

▶ Theorem 9 (Algorithmic consequence of Theorem 3). Size-$s$ decision trees can be properly learned under the uniform distribution in time $\text{poly}(n, s^{\log(s/\varepsilon)} \log(1/\varepsilon))$ using membership queries.8

---

6 In fact, the algorithm of [21] learns decision trees in the more challenging setting of distribution-free PAC learning. All other results in this discussed in this section, including ours, are specific to uniform-distribution learning, and we focus our exposition on this setting.

7 Every size-$s$ decision tree is well-approximated by a decision tree of depth $O(\log s)$.

8 We remark that our algorithm only requires fairly “mild” use of membership queries. Our algorithm only requires random edge samples (Definition 43), and hence falls within both the random walk model of Bshouty et al. [16] and the local membership queries model of Awasthi et al. [3]. These (incomparable) models are natural relaxations of the standard model of learning from random examples, and do not allow the learning algorithm unrestricted membership query access to the target function.
Analogously, Theorem 6 yields a new algorithm for learning monotone decision trees using only random examples. The learnability of monotone functions with respect to various complexity measures has been the subject of intensive study in uniform-distribution learning [32, 41, 39, 14, 15, 9, 66, 60, 63, 53, 62, 18, 44, 34, 54].

**Theorem 10** (Algorithmic consequence of Theorems 3 and 6). Size-$s$ monotone decision trees can be properly learned under the uniform distribution in time

$$\text{poly}(n, \min(s^{O(\log(s/ε) \log(1/ε))}, s^{O(\sqrt{\log s}/ε)}))$$

using only random examples.

We now compare our results with the prior state of the art for properly learning decision trees.

- **Polynomial-time algorithms for superlogarithmic size.** Theorems 9 and 10 give the first polynomial-time algorithms for properly learning decision trees of size $ω(\log n)$ to constant accuracy. To see this, we first note that [21]'s runtime of $\text{poly}(n, \log s, 1/ε)$ is superpolynomial time for any $s = ω(1)$. Alternatively, functions depending on $k \ll n$ variables (“$k$-juntas”) can be properly learned in time $\text{poly}(n, 2^k)$, using random examples for monotone juntas, and membership queries otherwise [10, 49]. Since every size-$s$ decision tree certainly depends on at most $k \leq s$ variables, this runtime is polynomial for decision trees of size $s = O(\log n)$, but becomes superpolynomial once $s = ω(\log n)$. In contrast, the runtimes of our algorithms in Theorems 9 and 10 remain polynomial for $s = 2^{Ω(\sqrt{\log n})}$ and $s = 2^{Ω((\log n)^{2/3})}$ respectively.

- **Dimension-independent hypothesis size.** Related to the above, the sizes of the hypotheses returned by the algorithms of Theorems 9 and 10 are $s^{O(\log(s/ε) \log(1/ε))}$ and $s^{O(\sqrt{\log s}/ε)}$ respectively, independent of $n$, whereas the size of the hypotheses returned by [21]'s algorithm can be as large as $n^{Ω(\log s)}$. This is gap can be exponential or even larger for small values of $s$.

- **Average depth as the complexity measure.** Our algorithms and analyses extend easily to accommodate average depth as the complexity measure. The average depth of a decision tree, $Δ(T)$, is the number of queries $T$ makes on a uniform random input. Average depth is a stronger complexity measure than size since $Δ(T) \leq \log(\text{size}(T))$. To this end, it is easy to construct examples of decision trees $T$ with the largest possible gap between these measures: $Δ(T) = O(1)$ and $\log(\text{size}(T)) = Ω(n)$.

**Theorem 11** (Learning trees with small average depth). Decision trees of average depth $Δ$ can be properly learned under the uniform distribution in time $\text{poly}(n, 2^{Δ^2/ε})$ using membership queries, and monotone decision trees of average depth $Δ$ can be properly learned in time $\text{poly}(n, 2^{Δ^2/ε})$ using random examples.

To our knowledge, these represent the first polynomial-time algorithms for properly learning decision trees of superconstant average depth, $Δ = ω(1)$. Prior to our work, the fastest algorithm ran in time $\text{poly}(n^{Δ/ε})$; this algorithm, which uses random examples, follows implicitly from the results of Mehta and Raghavan [46].
2.2 Proper learning with polynomial sample and memory complexity

For our final contribution, we revisit the classic algorithm of Ehrenfeucht and Haussler [21]. As discussed above, this remains the fastest algorithm for properly learning decision trees. We extend it to give the first uniform-distribution proper algorithm that achieves polynomial sample and memory complexity, while matching its state-of-the-art quasipolynomial runtime (Theorem 54).

Table 1 Algorithms for learning size-$s$ decision trees from random examples under the uniform distribution.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Running time</th>
<th>Sample complexity</th>
<th>Memory complexity</th>
<th>Proper?</th>
</tr>
</thead>
<tbody>
<tr>
<td>[21]</td>
<td>$\text{poly}(n^{\log s}, 1/\varepsilon)$</td>
<td>$\text{poly}(n^{\log s}, 1/\varepsilon)$</td>
<td>$\text{poly}(n^{\log s}, 1/\varepsilon)$</td>
<td>✓</td>
</tr>
<tr>
<td>[45]</td>
<td>$\text{poly}(n^{\log(s/\varepsilon)})$</td>
<td>$\text{poly}(s, 1/\varepsilon) \cdot \log n$</td>
<td>$\text{poly}(n, s, 1/\varepsilon)$</td>
<td>×</td>
</tr>
<tr>
<td>[46]</td>
<td>$\text{poly}(n^{\log(s/\varepsilon)})$</td>
<td>$\text{poly}(s, 1/\varepsilon) \cdot \log n$</td>
<td>$\text{poly}(n^{\log(s/\varepsilon)})$</td>
<td>✓</td>
</tr>
<tr>
<td>This work</td>
<td>$\text{poly}(n^{\log s}, 1/\varepsilon)$</td>
<td>$\text{poly}(s, 1/\varepsilon) \cdot \log n$</td>
<td>$\text{poly}(n, s, 1/\varepsilon)$</td>
<td>✓</td>
</tr>
</tbody>
</table>

Ehrenfeucht and Haussler had posed (as the first open problem of their paper) the question of achieving polynomial sample complexity. Such algorithms were subsequently obtained by Linial, Mansour, and Nisan [45] and Mehta and Raghavan [46]. Interestingly, these two algorithms are very different from each other and from [21]: the algorithm of [45], being Fourier-based, is non-proper, whereas the algorithm of [46], which uses dynamic programming, has a large memory footprint. Furthermore, both algorithms have a quasipolynomial dependence on $1/\varepsilon$ in their runtimes, rather than [21]'s polynomial dependence.

This state of affairs raises the question of whether there is a single algorithm that achieves “the best of [21], [45], and [46]” in each of the four metrics discussed above; see Table 1. We give such an algorithm in this work (Theorem 54). Our algorithm is a surprisingly simple modification of [21]'s algorithm, but our analysis is more involved. At a high level, the idea is to terminate [21]'s algorithm early to achieve our improved sample and memory complexity. However, incorporating this plan with the inherently bottom-up nature of [21]'s algorithm necessitates a delicate error analysis. (In particular, [21]'s algorithm is an Occam algorithm, whereas ours is not.)

We remark that there is an ongoing flurry of research activity on the memory complexity of learning basic concept classes under the uniform distribution, with a specific focus on tradeoffs between memory and sample complexity [64, 65, 57, 42, 47, 58, 48, 4, 26, 27].

---

10 Although our algorithm, like the others in Table 1, only uses random examples, to our knowledge there are no known membership query algorithms that achieve our guarantees.

11 We note that it is possible to combine the ideas in [21] and [46] to give an algorithm that runs in $\text{poly}(n^{\log(s/\varepsilon)})$ time and has sample and memory complexity $\text{poly}(s, 1/\varepsilon) \cdot \log n$ and $\text{poly}(n, s, 1/\varepsilon)$ respectively. We do not provide the details in this paper since our main result (Theorem 54) achieves strictly better guarantees.
3 Discussion and related work

3.1 Relationship to practical machine learning heuristics

Our work is motivated in part by the tremendous popularity and empirical success of top-down decision tree learning heuristics in machine learning practice, such as ID3 [55], its successor C4.5 [56], and CART [11]. The data mining textbook [67] describes C4.5 as “a landmark decision tree program that is probably the machine learning workhorse most widely used in practice to date”. In a similar vein, quoting Kearns and Mansour [40], “In experimental and applied machine learning work, it is hard to exaggerate the influence of top-down heuristics for building a decision tree from labeled sample data [...] Dozens of papers describing experiments and applications involving top-down decision tree learning algorithms appear in the machine learning literature each year”.

We give a high-level description of how these heuristics work, using the framework of uniform-distribution learning. As we will soon see, they serve as motivation for the heuristic that we study, BuildTopDownDT (Figure 1). These heuristics grow a bare tree $T^{°}$ for a function $f : \{0, 1\}^n \rightarrow \{0, 1\}$ as follows. Consider the progress measure

$$H(T^{°}) := \sum_{\ell \in \text{leaves}(T^{°})} \Pr_{x \sim \{0, 1\}^n}[x \text{ reaches } \ell] \cdot G[E[f_{\ell}]]$$

where $G : [0, 1] \rightarrow [0, 1]$ is known as the impurity function, and encapsulates the splitting criterion of the heuristic. This carefully chosen function is restricted to be concave, symmetric around $\frac{1}{2}$, and to satisfy $G(0) = G(1) = 0$ and $G(\frac{1}{2}) = 1$. For example, $G$ is the binary entropy function in ID3 and C4.5; CART uses $G(p) = 4p(1 - p)$, known as the Gini criterion; [40] studies the variant $G(p) = 2\sqrt{p(1 - p)}$.

12 Writing $T^{°}_{\ell, i}$ to denote $T^{°}$ with its leaf $\ell$ replaced with a query to the variable $x_i$, these heuristics, in a single iteration, grow $T^{°}$ to $T^{°}_{\ell^*, i^*}$, where

$$(\ell^*, i^*) \text{ is the leaf-variable pair that maximizes } H(T^{°}) - H(T^{°}_{\ell^*, i^*}).$$

We refer to any such top-down heuristic as an impurity-based heuristic, and the progress measure $H(T^{°}) - H(T^{°}_{\ell^*, i^*})$ as the purity gain.

Inherent limitations of impurity-based heuristics

It is easy to see (and has been well known [38]) that impurity-based heuristics can, in general, fare very badly, in the sense of building a decision tree that is much larger than the optimal decision tree. For example, consider $f(x) = x_j \oplus x_k$ for $j, k \in [n]$, the parity of two variables. For such a target function, regardless of the choice of the impurity function $G$, splitting on any of the $n$ variables results in zero purity gain. This is because $E[f] = E[f_{x_i = b}]$ for all $i \in [n]$ and $b \in \{0, 1\}$. Therefore, any impurity-based heuristic may build a tree of size $\Omega(2^n)$ before achieving any non-trivial error $\varepsilon < \frac{1}{2}$, whereas the size of the optimal tree of $f$ is 4.

One could exclude such “parity-like” examples by considering only monotone functions. Monotonicity is a ubiquitous condition in machine learning since many data sets are naturally monotone in their attributes. In the case of monotone functions, it can be shown that for
any *impurity function* \( \mathcal{G} \), the variable split that results in the most progress in the sense of (1), i.e. the variable \( x_i \) that maximizes the purity gain

\[
\mathcal{G}(E[f]) - \frac{1}{2}(\mathcal{G}(E[f_{x_i=0}]) + \mathcal{G}(E[f_{x_i=1}]))
\]

is precisely the most influential variable of \( f \) (we prove this in Section 7; see Proposition 41). In other words, in the case of monotone functions, \textsc{BuildTopDownDT} closely models impurity-based heuristics. The works of Fiat and Pechyon [23] and Lee [44] (recall our discussion following Theorem 8) were explicitly motivated by this observation, as are our results on monotone functions (Theorems 6 to 8 and 10).

As we will show, our monotone lower bounds for \textsc{BuildTopDownDT} actually apply to all impurity-based heuristics (Theorem 8), regardless of the choice of the impurity function \( \mathcal{G} \) (hence including ID3, C4.5, and CART).\(^{13}\) Since one could argue that real-world data sets are unlikely to be “parity-like”, we view our monotone lower bounds as providing more robust (albeit still only theoretical) evidence of the limitations and potential shortcomings of the impurity-based top-down heuristics used in practice.

**Top-down versus bottom-up: from practice to theory?**

We find it especially intriguing that the algorithm of Ehrenfeucht and Haussler [21] – which, as discussed, remains the fastest algorithm for properly learning decision trees with provable runtime guarantees – builds its hypothesis tree bottom up, in exactly the opposite order from the top-down heuristics used in practice. It is natural to ask if top-down heuristics can serve as inspiration for the design and analyses of fundamentally different algorithms for properly learning decision trees.

Our algorithmic upper bounds for \textsc{BuildTopDownDT} (Theorems 9 and 10) provide affirmative answers, and as discussed above, these new algorithms even have certain qualitative advantages over [21]. Our lower bounds (Theorems 4 and 7), on the other hand, establish their inherent limitations. They imply that \textsc{BuildTopDownDT} is provably not a polynomial-time algorithm for properly learning decision trees using membership queries, or a polynomial-time algorithm for properly learning monotone decision trees using random examples. Either of these results would constitute a major advance in learning theory, and \textsc{BuildTopDownDT} – and other impurity-based variants of it – had been a natural candidate for obtaining them. Indeed, the results of [44] were explicitly motivated by the goal of showing that \textsc{BuildTopDownDT} is a polynomial-time algorithm for properly learning monotone decision trees. This is now ruled out by Theorems 7 and 8.\(^{14}\)

**3.2 Related work**

Fiat and Pechyon [23] considered linear threshold functions and read-once DNF formulas, and showed that \textsc{BuildTopDownDT}, when run on such functions, returns a decision tree of optimal size computing them exactly. (Stated in the notation of Theorem 3, \( \textsc{TopDownDTSize}(f) = s \) for such functions.)

\(^{13}\)Different impurity functions \( \mathcal{G} \) lead to different *orderings* of leaves to split, and hence result in different trees.

\(^{14}\)Blum et al. [7] gave an information-theoretic lower bound showing that no “statistical query” algorithm can learn decision trees in polynomial time. However, this lower bound does not apply when membership queries are allowed or when the function is assumed to be monotone.
Kearns and Mansour [40] (see also [38, 20]) showed that impurity-based heuristics are boosting algorithms, where one views the functions labeling internal nodes of the tree (single variables in our case) as weak learners. At a high level, the proofs of our upper bounds (Theorems 3 and 6) are similar in spirit to their analysis, in the sense that they are all incremental in nature, showing that each split contributes to the accuracy of the decision tree hypothesis. However, our results and analyses are incomparable — for example, [40] does not relate the size of the resulting hypothesis to the size of the optimal decision tree; [40]’s analysis assumes the existence of weak learners for all filtered-and-rebalanced versions of the target distribution, whereas we carry out the entirety of our analyses with respect to the uniform distribution.\footnote{Indeed, [40]’s results concern impurity-based heuristics, and as discussed above, statements like Theorem 3 that apply to all functions cannot hold for such heuristics because of parity-like functions.}

Recent work of Brutzkus, Daniely, and Malach [13] studies a variant of ID3 proposed by [40], focusing on learning conjunctions and read-once DNF formulas under product distributions. They provide theoretical and empirical evidence showing that for such functions, the size-$t$ tree grown by [40]’s variant of ID3 achieves optimal or near-optimal error among all trees of size $t$. Concurrent work by the same authors [12] shows that ID3 efficiently learns $(\log n)$-juntas in the setting of smoothed analysis.

4 Preliminaries

Throughout this paper, we use bold font (e.g. $\mathbf{x}$ and $\mathbf{S}$) to denote random variables; all probabilities and expectations are with respect to the uniform distribution unless otherwise stated.

For any decision tree $T$, we say the size of $T$ is the number of leaves in $T$, and the depth of $T$ is length of the longest path between the root and a leaf. If a tree has size 1, then it contains a single leaf, computes either the constant $+1$ or constant $-1$ function, and has depth 0. For a function $f : \{0,1\}^n \rightarrow \{\pm 1\}$, the optimal decision tree size of $f$ is the smallest $s$ for which there exists a decision tree of size $s$ that exactly computes $f$, and we write $\text{size}(f)$ to denote this quantity. If $T$ is a decision tree that computes $f$, then we will often use $T$ interchangeably with $f$.

Choose any $f, g : \{0,1\}^n \rightarrow \{\pm 1\}$. Then, the error is defined as

$$\text{error}(f,g) = \Pr_{\mathbf{x} \sim \{0,1\}^n}[f(\mathbf{x}) \neq g(\mathbf{x})].$$

We say that $f$ is an $\varepsilon$-approximation of $g$ if $\text{error}(f,g) \leq \varepsilon$. If $T^\circ$ is a bare tree, then $\text{error}(T^\circ, f)$ is shorthand for $\text{error}(T, f)$ where $T$ is the $f$-completion of $T^\circ$. We also use the following shorthand.

$$\text{error}(f, \pm 1) = \min(\text{error}(f, -1), \text{error}(f, 1)).$$

The variance of $f : \{0,1\}^n \rightarrow \{\pm 1\}$, denoted $\text{Var}(f)$, is

$$\text{Var}(f) = 4 \cdot \Pr[f(\mathbf{x}) = -1] \cdot \Pr[f(\mathbf{x}) = 1].$$

The total influence of $f$, denoted $\text{Inf}(f)$, is

$$\text{Inf}(f) = \sum_{i=1}^n \text{Inf}_i(f).$$
It is easy to see that for any decision tree $T : \{0, 1\}^n \rightarrow \{\pm 1\}$,

$$\text{error}(T, \pm 1) \leq \text{Inf}(T)$$

and

$$\frac{\text{Var}(T)}{2} \leq \text{error}(T, \pm 1) \leq \text{Var}(T)$$

always hold.

5 Upper bounds on TopDownDTsize: Proofs of Theorems 3 and 6

Recall that BuildTopDownDT$(f, \varepsilon)$ continually grows a bare tree, $T^\circ$, until the $f$-completion of $T^\circ$ is an $\varepsilon$-approximation of $f$. At a high level, the proofs of our upper bounds on TopDownDTsize proceed as follows.

Section 5.1 We define a progress metric, the “cost” of $T^\circ$, which upper bounds the error of the $f$-completion of $T^\circ$ with respect to $f$. Hence, when the “cost” drops below $\varepsilon$, BuildTopDownDT can terminate. We show that whenever BuildTopDownDT grows $T^\circ$, the “cost” of $T^\circ$ decreases by exactly the score of the leaf selected.

Section 5.2 We lower bound the score of the leaf that BuildTopDownDT selects.

Section 5.3 We put the above together to prove upper bounds on TopDownDTsize. At each step, the “cost” of $T^\circ$ must decrease by at least the lower bounds in Section 5.2, which allows us to upper bound the number of steps until the “cost” falls below $\varepsilon$. This is sufficient since the size of the tree that BuildTopDownDT produces is exactly one more than the number of steps it takes.

5.1 Definition and properties of “Cost”

Definition 12 (Cost of a bare tree). Let $f : \{0, 1\}^n \rightarrow \{\pm 1\}$ be a function and $T^\circ$ be a bare tree. Then the cost of $T^\circ$ relative to $f$ is defined as

$$\text{cost}_f(T^\circ) = \sum_{\text{leaf } \ell \in T^\circ} 2^{-|\ell|} \cdot \text{Inf}(f_\ell).$$

This cost function is useful to track because it naturally decreases during BuildTopDownDT and upper bounds the error of the completion.

Lemma 13 (Properties of cost of a bare tree). For any $f : \{0, 1\}^n \rightarrow \{\pm 1\}$ and bare tree $T^\circ$, the following hold:

1. $\text{error}(T^\circ, f) \leq \text{cost}_f(T^\circ)$.
2. Choose any leaf $\ell$ of $T^\circ$ and variable $x_i$. Let $(T^\circ)'$ be the bare tree that results from replacing $\ell$ in $T^\circ$ with a query to $x_i$. Then,

$$\text{cost}_f((T^\circ)') = \text{cost}_f(T^\circ) - 2^{-|\ell|} \cdot \text{Inf}_i(f_\ell).$$

At each step, BuildTopDownDT splits the leaf with the largest score, resulting in the cost decreasing by exactly the score selected. Once the cost decreases to below $\varepsilon$, we know the completion of $T^\circ$ is an $\varepsilon$-approximation of $f$, meaning BuildTopDownDT can terminate.
Proof. The proof of (1) is a simple application of the fact that \( \text{error}(g, \pm 1) \leq \text{Inf}(g) \) for any boolean function \( g \):

\[
\text{error}(T^\circ, f) = \Pr_{x \sim \{0,1\}^n} [ (\text{Completion of } T^\circ)(x) \neq f(x) ]
\]

\[
= \sum_{\text{leaf } \ell \in T^\circ} \Pr_{a \sim \{0,1\}^n} [ x \text{ reaches } \ell ] \cdot \text{error}(f_\ell, \pm 1)
\]

\[
\leq \sum_{\text{leaf } \ell \in T^\circ} 2^{-|\ell|} \cdot \text{Inf}(f_\ell) = \text{cost}_f(T^\circ).
\]

The proof of (2) follows from the fact that if \( T \) is a tree with \( x_i \) at the root, \( T_0 \) as its \( 0 \)-subtree, and \( T_1 \) as its \( 1 \)-subtree, then \( \text{Inf}(T) - \text{Inf}_i(T) = \frac{1}{2}(\text{Inf}(T_0) + \text{Inf}(T_1)) \). This fact is true because

\[
\text{Inf}(T) - \text{Inf}_i(T) = \sum_{j \neq i} \text{Inf}_j(T)
\]

\[
= \sum_{j \neq i} \frac{1}{2} \text{Inf}_j(T_0) + \frac{1}{2} \text{Inf}_j(T_1)
\]

\[
= \frac{1}{2} \left( \sum_{j=1}^n \text{Inf}_j(T_0) + \sum_{j=1}^n \text{Inf}_j(T_1) \right)
\]

\[
= \frac{1}{2} (\text{Inf}(T_0) + \text{Inf}(T_1)).
\]

5.2 Lower bounds on the score of the leaf \( \text{BuildTopDownDT} \) selects

We give two different lower bounds. These lower bounds are incomparable, so when proving Theorems 3 and 6, we use whichever is better. Both of these lower bounds rely on a powerful inequality from the analysis of boolean functions due to O’Donnell, Saks, Schramm, and Servedio [52], which we restate in the form most convenient for us.

\[\textbf{Theorem 14} \text{ (Corollary of Theorem 1.1 from [52]). Let } f \text{ be a size-}s \text{ decision tree. Then, }\]

\[
\max_i \text{Inf}_i(f) \geq \frac{\text{Var}(f)}{\log s}.
\]

We prove our first lower bound on the score of the leaf selected.

\[\textbf{Lemma 15. Let } f \text{ be a size } s \text{ decision tree. At step } j, \text{BuildTopDownDT}(f, \varepsilon) \text{ selects a leaf, } \ell^* \text{ with score at least }\]

\[
\text{score}(\ell^*) \geq \frac{\varepsilon}{(j+1) \log(s)}.
\]

Proof. If \( \text{BuildTopDownDT} \) has not terminated at step \( j \), then, the completion of \( T^\circ \) is not an \( \varepsilon \)-approximation of \( f \). Equivalently,

\[
\sum_{\text{leaf } \ell \in T^\circ} 2^{-|\ell|} \cdot \text{error}(f_\ell, \pm 1) > \varepsilon
\]

At step \( j \), there are exactly \( j + 1 \) leaves in \( T^\circ \), so there must be at least one leaf, \( \ell \), where

\[
2^{-|\ell|} \cdot \text{error}(f_\ell, \pm 1) > \frac{\varepsilon}{j + 1}.
\]
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Since $\Var(f_t) \geq \error(f_t, \pm 1)$, we also know

$$2^{-|T|} \cdot \Var(f_t) > \frac{\epsilon}{j + 1}.$$ 

By Theorem 14, we know, for some variable $x_i$, $\Inf_i(f_t) \geq \Var(f_t)/\log(\text{size}(f_t))$. The optimal size of any restriction of $f$ is certainly at most the optimal size of $f$ itself, so

$$2^{-|T|} \cdot \Inf_i(f_t) > \frac{\epsilon}{(j + 1)\log(s)}.$$ 

Since $\text{BUILD\text{-}TOP\text{-}DOWN\text{-}DT}$ picks a leaf with maximum score, and $\ell$ has a score at least $\epsilon/(j + 1)\log(s)$, it must pick a leaf with at least that score. \hfill \blacksquare

A standard fact from the analysis of boolean functions gives a $\log s$ upper bound on the total influence of a size-$s$ decision tree (see e.g. [53]). In order to prove a second lower bound on the score of the leaf that $\text{BUILD\text{-}TOP\text{-}DOWN\text{-}DT}$ selects, we will need a refinement of this bound that takes into account the variance of the function. The following lemma is a slight variant of a related (though incomparable) result in [6], which upper bounds the total influence of an $s$-term DNF formula by $2\mu \log(s/\mu)$, where $\mu := \Pr[f(x) = 1]$.

\textbf{Lemma 16 (Total influence of size-$s$ DTs).} Let $f : \{0, 1\}^n \to \{\pm 1\}$ be computed by a size-$s$ decision tree $T$. Then

$$\Inf(f) \leq \Var(f) \log(4s/\Var(f)).$$

\textbf{Proof.} We may assume without loss of generality that $\mu := \Pr[f(x) = 1] \leq \frac{1}{2}$, since $\Inf(f) = \Inf(\neg f)$ and if $f$ is a size-$s$ decision tree then so is its negation $\neg f$. Since

$$\Inf(f) = \sum_{x \sim \{0, 1\}^n} \left[ \sens_f(x) \right]$$

(\text{where } \sens_f(x) := |\{i \in [n] : f(x) \neq f(x^{\pm 1})\}|)

$$= 2 \cdot \sum_{1\text{-leaves } \ell \in T} 2^{-|\ell|} \cdot |\ell|$$

(\text{sens}_f(x) \leq |\ell| \text{ for every } x \text{ that reaches } \ell)

$$\leq 2\mu \log(s/\mu)$$

(Concavity of $t \mapsto t \log(1/t)$, and size($T$) $\leq s$)

$$\leq \Var(f) \log(4s/\Var(f)),$$

(Var($f$) = $4\mu(1 - \mu)$, and our assumption that $\mu \leq \frac{1}{2}$)

the lemma follows. \hfill \blacksquare

We now provide a second lower bound on the score of the leaf $\text{BUILD\text{-}TOP\text{-}DOWN\text{-}DT}$ selects. The lower bound provided below in Lemma 17 is better than the bound provided by Lemma 15 when $\cost_f(T^o)$ is large.

\textbf{Lemma 17.} Let $f$ be a size $s$ decision tree. Suppose that $\text{BUILD\text{-}TOP\text{-}DOWN\text{-}DT}(f, \epsilon)$ has already constructed the bare tree $T^o$ at step $j$ and that $\cost_f(T^o) \geq \epsilon \log(4s/\epsilon)$. Then, the next leaf, $\ell^*$, that $\text{BUILD\text{-}TOP\text{-}DOWN\text{-}DT}$ picks has score at least

$$\text{score}(\ell^*) \geq \frac{\cost_f(T^o)}{(j + 1) \log(4s/\epsilon) \log(s)}.$$ 

\textbf{Proof.} We will show that when $\cost_f(T^o)$ is large, there is some leaf with high total influence, which means it must have high variance, and finally a variable with high influence.

We define:

$$h_s : [0, 1] \to \mathbb{R} \text{ where } h_s(t) = t \log \left( \frac{4s}{t} \right) \text{ and } h_s(0) = 0.$$
Then, for any tree $T$ of size at most $s$, we have that

$$\inf(T) \leq h_s(\text{Var}(T)).$$

As long as $s \geq 1$, $h_s$ is an increasing concave function. This means it has a convex inverse, $h_s^{-1}$, and that for any tree $T$ of size at most $s$, the following lower bounds the variance.

$$\text{Var}(T) \geq h_s^{-1}(\inf(T)). \quad (2)$$

Since $h_s^{-1}$ is convex and $h_s^{-1}(0) = 0$, we can lower bound it as follows. Choose arbitrary $a \in \mathbb{R}$. Then, for $t \geq a$ we have that $h_s^{-1}(t) \geq t \cdot \frac{h_s^{-1}(a)}{a}$. Choosing $a = \varepsilon \log(4s/\varepsilon)$, we have that,

$$h_s^{-1}(t) \geq \frac{t}{\log(4s/\varepsilon)} \text{ for all } t \geq \varepsilon \log \left(\frac{4s}{\varepsilon}\right).$$

Consider the bare tree, $T^\circ$, at step $j$. By definition, it has cost

$$\sum_{\text{leaf } \ell \in T^\circ} 2^{-|\ell|} \cdot \inf(f_\ell) = \text{cost}_f(T^\circ).$$

We next apply Jensen’s inequality.

$$\sum_{\text{leaf } \ell \in T^\circ} 2^{-|\ell|} \cdot h_s^{-1}(\inf(f_\ell)) \geq h_s^{-1}(\text{cost}_f(T^\circ)).$$

Since, at step $j$, there are $j + 1$ leaves in $T^\circ$, for at least one of the leaves, $\ell$,

$$2^{-|\ell|} \cdot h_s^{-1}(\inf(f_\ell)) \geq h_s^{-1}(\text{cost}_f(T^\circ)) \geq \frac{\text{cost}_f(T^\circ)}{(j + 1) \log(\frac{4s}{\varepsilon})}.$$

By Equation (2), we can lower bound the variance of $f_\ell$:

$$2^{-|\ell|} \cdot \text{Var}(f_\ell) \geq 2^{-|\ell|} \cdot h_s^{-1}(\inf(f_\ell)) \geq \frac{\text{cost}_f(T^\circ)}{(j + 1) \log(\frac{4s}{\varepsilon})}.$$
Then, using Theorem 14 and the fact that if $f$ is exactly computed by a size $s$ tree, then $f_\ell$ is exactly computed by a tree of size at most $s$.

$$2^{-\ell} \cdot \max_i \{ \text{Inf}_i[f_\ell] \} \geq \frac{\text{cost}_f(T^\circ)}{(j+1) \log(\frac{4s}{\varepsilon}) \log(s)}.$$  

Recall that \texttt{BuildTopDownDT} picks the leaf with largest score, so it will pick a leaf with score at least $\frac{\text{cost}_f(T^\circ)}{(j+1) \log(4s/\varepsilon) \log(s)}$.

5.3 Proofs of Theorems 3 and 6

Armed with the above Lemmas, we are now ready to prove our upper bounds on the size of the tree that \texttt{BuildTopDownDT} produces.

\begin{theorem}[Upper bound for approximate representation] For every $\varepsilon \in (0, \frac{1}{2})$ and every size-$s$ decision tree $f$, we have $\text{TopDownDTSize}(f, \varepsilon) \leq s^{O(\log(\frac{4s}{\varepsilon}) \log(1/\varepsilon))}$.
\end{theorem}

\begin{proof}

We use $C_j$ to refer to $\text{cost}_f(T^\circ)$ after $j$ steps of \texttt{BuildTopDownDT}. The size of the tree returned is one more than the number of steps \texttt{BuildTopDownDT} takes. Furthermore, if $C_j \leq \varepsilon$, then $T^\circ$ has error at most $\varepsilon$ at step $j$, so \texttt{BuildTopDownDT} will return a tree of size at most $j + 1$.

Our analysis proceeds in two phases:

**Phase 1:** We will show that the larger $C_j$ is, the faster it must decrease at each step. This multiplicative reduction of $C_j$ will allow us to conclude that after at most $k = s^{\log(4s/\varepsilon) \log(1/\varepsilon)}$ steps, that $C_k \leq \varepsilon \log(\frac{4s}{\varepsilon})$.

**Phase 2:** We will argue that $C_j$ makes additive progress towards 0 once it is less than $\varepsilon \log(\frac{4s}{\varepsilon})$, showing that after $m = s^{2\log(4s/\varepsilon) \log(1/\varepsilon)}$ steps, that $C_m \leq \varepsilon$.

Once $C_m \leq \varepsilon$, the algorithm must terminate.

**Phase 1:** Based on Lemma 17, we know that during phase 1, \texttt{BuildTopDownDT} will select a leaf with influence at least $\frac{\text{cost}_f(T^\circ)}{(j+1) \log(4s/\varepsilon) \log(s)}$ at each step $j$. From Lemma 13, we know that:

$$C_j \leq C_{j-1} - \frac{C_j}{j \log(4s/\varepsilon) \log(s)} = C_{j-1} \cdot \left(1 - \frac{1}{j \log(4s/\varepsilon) \log(s)}\right).$$

We can use this to bound $C_k$, the cost after some ($k$) number of steps, in terms of $C_0$.

$$C_k \leq C_0 \prod_{j=1}^{k} \left(1 - \frac{1}{j \log(4s/\varepsilon) \log(s)}\right) = C_0 \exp \left(\sum_{j=1}^{k} \log \left(1 - \frac{1}{j \log(4s/\varepsilon) \log(s)}\right)\right).$$

Using the fact that $\log(1 + t) < t$,

$$C_k \leq C_0 \exp \left(- \sum_{j=1}^{k} \frac{1}{j \log(4s/\varepsilon) \log(s)}\right) \leq C_0 \exp \left(- \frac{\log k}{\log(4s/\varepsilon) \log(s)}\right).$$
We know that $C_0 \leq \log s$ because a size-$s$ decision tree has total influence at most $\log s$ (see e.g. [53]). Choosing

$$k = \exp \left( \log(4s/\varepsilon) \log(s) \log(1/\varepsilon) \right) = s^{\log(4s/\varepsilon) \log(1/\varepsilon)}$$

it must be true that $C_k \leq \varepsilon \log(4s/\varepsilon)$.

**Phase 2:** This phase combines Lemmas 13 and 15, which together imply that

$$C_{j+1} \leq C_j - \frac{\varepsilon}{(j+1) \log s}.$$ 

This means that, for $m > k$,

$$C_k - C_m \geq \sum_{j=k+1}^{m} \frac{\varepsilon}{(j+1) \log s} \geq \frac{\varepsilon}{\log s} (\log m - \log k).$$

We are guaranteed to terminate at the first $j$ such that $C_j \leq \varepsilon$, or earlier. Choosing

$$\log m = \frac{\log s}{\varepsilon} C_k + \log k$$

ensures that $C_m \leq 0$, which means $\text{BuildTopDownDT}$ must terminate before step $m$. Plugging in $C_k \leq \varepsilon \log(4s/\varepsilon)$ and $k = s^{\log(4s/\varepsilon) \log(1/\varepsilon)}$ gives that

$$m \leq s^{2 \log(4s/\varepsilon) \log(1/\varepsilon)}.$$ 

Since $\text{BuildTopDownDT}$ terminates after at most $m$ steps, it returns a tree of size at most $m + 1$.

The proof of Theorem 6 is mostly the same as Phase 2 from the proof of Theorem 3, except we have a better guarantee on the starting cost. We will use the following upper bound on the total influence of monotone decision trees, due to O’Donnell and Servedio [53]:

▶ **Theorem 18** ([53]). Let $f$ be a size-$s$ monotone decision tree. Then $\inf(f) \leq \sqrt{\log s}$.

▶ **Theorem 6** (Upper bound for approximate representation of monotone functions.). For every $\varepsilon \in (0, \frac{1}{2})$ and every size-$s$ monotone decision tree $f$, we have $\text{TopDownDTSize}(f, \varepsilon) \leq s^{O(\sqrt{\log s/\varepsilon})}$.

**Proof.** We use $C_j$ to refer to $\text{cost}_f(T^o)$ after $j$ steps of $\text{BuildTopDownDT}$. By combining Lemma 15 and Lemma 13, we know that

$$C_{j+1} \leq C_j - \frac{\varepsilon}{(j+1) \log s}.$$ 

At any step $k$,

$$C_0 - C_k \geq \sum_{j=0}^{k-1} \frac{\varepsilon}{(j+1) \log s} \geq \frac{\varepsilon \cdot \log k}{\log s}.$$ 

Since $f$ is a monotone decision tree of size $s$, it has total influence at most $\sqrt{\log s}$ (Theorem 18). This means that $C_0 \leq \sqrt{\log s}$. We choose

$$k = \exp(\log(s)^{1.5}/\varepsilon) = s^{\log s/\varepsilon}$$

at which point, $C_k \leq 0 \leq \varepsilon$, so $\text{BuildTopDownDT}$ returns a tree of size $k + 1$. ◀
6 Lower bounds on \( \text{TopDownDTSize} \) for general functions: Proof of Theorem 4

6.1 Size separation for exact representation: Proof of Theorem 4(a)

We begin with a simple family of functions \( \{ f_h \}_{h \in \mathbb{N}} \) whose \( \text{BuildTopDownDT} \) tree has exponential size compared to the optimal tree. Each \( f_h \) is a function over \( 3h + 1 \) boolean variables \( x^{(1)}_1, x^{(1)}_2, \ldots, x^{(h)}_1, x^{(h)}_2, y^{(1)}_1, \ldots, y^{(h)}_1, z \), and is defined inductively as follows:

\[
 f_0(z) = z, \\
 \text{and for } h \geq 1, \\
 f_h(x, y, z) = \begin{cases} 
 y^{(h)} & \text{if } x^{(h)}_1 \lor x^{(h)}_2 \\
 f_{h-1}(x, y, z) & \text{otherwise.}
\end{cases}
\]

The structure of \( \text{BuildTopDownDT}(f_h) \)

We see that \( y^{(h)} \) has influence \( \frac{3}{4} \), both \( x^{(h)}_1 \) and \( x^{(h)}_2 \) have influence \( \frac{1}{4} \), and each variable in \( f_{h-1} \) has influence \( < \frac{1}{4} \). \( \text{BuildTopDownDT}(f_h) \) therefore queries \( y_k \) at the root. In the restrictions of \( f_h \) obtained by setting \( y^{(h)} \) to a constant, \( x^{(h)}_1 \) and \( x^{(h)}_2 \) have equal influence of \( \frac{1}{4} \) and each variable in \( f_{h-1} \) has influence \( < \frac{1}{4} \). By setting either \( x^{(h)}_1 \) or \( x^{(h)}_2 \) to a constant, we get a subfunction where the other \( x^{(h)} \)-variable has influence \( \frac{1}{2} \) and each node in \( f_{h-1} \) has influence \( < \frac{1}{4} \). Thus, \( \text{BuildTopDownDT}(f_h) \) builds the tree \( T_h \) depicted in Figure 3.

We see that each \( T_h \) contains two copies of \( T_{h-1} \). It follows that the optimal size of \( f_h \) is \( O(h) \), whereas the size of \( T_h \) is \( 2^{\Omega(h)} \): a size separation of \( \text{TopDownDTSize}(f_h) = 2^{\Omega(s)} \) where \( s \) denotes the optimal size of \( f_h \).
6.2 Size separation for approximate representation: Proof of Theorem 4(b)

Warmup/intuition: An $s$ versus $s^{Ω(\log(1/ε))}$ separation

Before proving Theorem 4(b), we first give a brief, informal description of how a simple modification to the family of functions $\{f_h\}_{h \in \mathbb{N}}$ in Theorem 4(a) above yields a separation of TopDownDTSize$(f, ε) = s^{Ω(\log(1/ε))}$ for approximate representation. Theorem 4(b) – which improves this to a superpolynomial separation even for constant $ε$ – builds on these ideas, but the family of functions and the proof of the lower bound are significantly more involved.

Consider replacing each $y_i^{(h)}$ variable in the definition of $f_h$ with the parity of $k$ variables $y_1^{(h)} \oplus \cdots \oplus y_k^{(h)}$, i.e. consider the following variant $\tilde{f}_h$ of $f_h$:

$$\tilde{f}_h(x, y, z) = \begin{cases} y_1^{(h)} \oplus \cdots \oplus y_k^{(h)} & \text{if } x_1^{(h)} \lor x_2^{(h)} \\ \tilde{f}_{h-1}(x, y, z) & \text{otherwise.} \end{cases}$$

Just like the single $y_i^{(h)}$ variable in $f_h$, we see that the $k$ many $y_i^{(h)}$ variables are the most influential in $\tilde{f}_h$ (each having influence $\frac{1}{3}$). Furthermore, each $y_i^{(h)}$ variable remains the most influential even under any restriction to any number of the other $y_j^{(h)}$ variables. Therefore the tree $\tilde{T}_h$ that BuildTopDownDT builds for $\tilde{f}_h$ first queries all $k$ many $y_i^{(h)}$ variables. At each of the $2^k$ resulting leaves, $x_1^{(h)}$ and $x_2^{(h)}$ are then queried, followed by a copy of $\tilde{T}_{h-1}$, the tree that BuildTopDownDT recursively constructs for $\tilde{f}_h$, in the branch corresponding to $x_1^{(h)} = x_2^{(h)} = 1$. The fact that there are $2^k$ copies of $\tilde{T}_{h-1}$ within $\tilde{T}_h$ should be contrasted with the fact that the tree $T_h$ in Theorem 4(a) contains just two copies of $T_{h-1}$; recall Figure 3.

It is straightforward to see that there is a tree of size $O(h \cdot 2^k)$ that computes $\tilde{f}_h$. This tree is built by first querying the $x_i^{(h)}$ variables before the $y_i^{(h)}$ variables, and recursing on just one of the $\Omega(2^k)$ many resulting leaves. On the other hand, by first querying the $y_i^{(h)}$ variables followed by the $x_i^{(h)}$ variables, BuildTopDownDT recurses on $\Omega(2^k)$ many branches while only correctly classifying a $\frac{1}{2}$ fraction of inputs. Choosing $h = \Theta(\log(1/ε))$, we get a separation of $O(h \cdot 2^k)$ versus $2^{\Omega(kh)}$, or equivalently, $s$ versus $s^{Ω(\log(1/ε))}$.

6.2.1 Proof of Theorem 4(b)

Before defining the family of functions witnessing the separation, we define a couple of basic boolean functions and state a few of their properties that will be useful for our analyses:

Definition 19 (Tribes). For any input length $r$, let $w$ be the largest integer such that $(1 - 2^{-w})^r/w \leq \frac{1}{2}$. The Tribes, $\{0, 1\}^r \rightarrow \{\pm 1\}$ function is defined to be the function computed by the read-once DNF with $\lceil \frac{r}{w} \rceil$ terms (over disjoint sets of variables) of width exactly $w$:

$$\text{Tribes}_r(z) = (z_{t,1} \land \cdots \land z_{t,w}) \lor \cdots \lor (z_{t,1} \land \cdots \land z_{t,w})$$

where $t := \lceil \frac{r}{w} \rceil$,

and where we adopt the convention that $-1$ represents logical FALSE and 1 represents logical TRUE.

The following facts about the Tribes function are standard (see Chapter §4.2 of [51]) and can be easily verified:
Fact 20 (Properties of $\text{Tribes}_r$).
- $\Pr[\text{Tribes}_r(z) = 1] = \frac{1}{2} - O\left(\frac{\log r}{r}\right)$.
- $\inf(\text{Tribes}_r) = (1 \pm o(1)) \cdot \ln r$ and consequently, $\inf_i(\text{Tribes}_r) = (1 \pm o(1)) \cdot \frac{\ln r}{r}$ for all $i \in [n]$.
- $w = \log r - \log \ln r \pm O(1)$.
- $\text{size}(\text{Tribes}_r) \leq 2^{O(r/w)} = 2^{O(\frac{r \log \log r}{\log r})}$.

Definition 21 (Threshold). For any input length $\ell$ and $t \in \{0, \ldots, \ell\}$, the $\text{Threshold}_{\ell,t}$ : $\{0,1\}^\ell \to \{\pm 1\}$ function is defined to be

\[ \text{Threshold}_{\ell,t}(x) = 1 \iff \sum_{i=1}^{\ell} x_i \leq t. \]

Defining the family of functions witnessing the separation

Consider the following family of functions $\{f_h\}_{h \in \mathbb{N}}$. Each $f_h$ is a function over $h(\ell + k) + r$ boolean variables $x^{(1)}, x^{(2)}, \ldots, x^{(h)} \in \{0,1\}^\ell, y^{(1)}, \ldots, y^{(h)} \in \{0,1\}^k$, and $z \in \{0,1\}^r$, and is defined inductively as follows:

\[ f_0(z) = \text{Tribes}_r(z), \]

and for $h \geq 1$,

\[ f_h(x, y, z) = \begin{cases} \text{Parity}_k(y^{(h)}) & \text{if } \text{Threshold}_{\ell,1}(x^{(h)}) = 1 \\ f_{h-1}(x, y, z) & \text{otherwise.} \end{cases} \]

Claim 22 (Optimal decision tree size of $f_h$).

\[ \text{size}(f_h) \leq \ell^O(h) \cdot (\text{size}(\text{Parity}_k) + \text{size}(\text{Tribes}_r)) \]

\[ \leq \ell^O(h) \cdot (2^k + 2^{O(r \log \log r / \log r)}). \]

Proof. Please refer to figure Figure 4. We first build a tree of size $O(\ell^2)$ that evaluates $\text{Threshold}_{\ell,1}(x^{(h)})$. Of these leaves, $\ell + 1$ descend into a tree computing $\text{Parity}_k(y^{(h)})$, which has size $2^k$. The others descend into a tree computing $f_{h-1}$. This yields the recurrence

\[ \text{size}(f_h) \leq O(\ell) \cdot \text{size}(\text{Parity}_k) + O(\ell^2) \cdot \text{size}(f_{h-1}) \]

\[ \leq O(\ell) \cdot 2^k + O(\ell^2) \cdot \text{size}(f_{h-1}) \]

\[ \text{size}(f_h) = \text{size}(\text{Tribes}_r) \leq 2^{O(r \log \log r / \log r)}, \quad \text{(Recall Fact 20)} \]

and the claim follows.

In the remainder of this section, we will prove a lower bound on $\text{TopDownDT}(f, \varepsilon)$. Figure 5 should be contrasted with Figure 4.

The structure of $\text{BuildTopDownDT}(f_h)$

The following helper lemma will be useful in determining the structure of the tree $\text{BuildTopDownDT}$ produces.
Lemma 23 (Preservation of influence order). Let $f : \{0, 1\}^S \times \{0, 1\}^S \rightarrow \{\pm 1\}$ and $\tilde{f} : \{0, 1\}^S \rightarrow \{\pm 1\}$ be two functions satisfying the following: there is a function $g : \{0, 1\}^S \times \{\pm 1\} \rightarrow \{\pm 1\}$ such that:

$$f(a, b) = g(a, \tilde{f}(b)) \quad \text{for all } a \in \{0, 1\}^S, \ b \in \{0, 1\}^S.$$

Then for all variables $v_1, v_2 \in S$,

$$\text{Inf}_{v_1}(\tilde{f}) \geq \text{Inf}_{v_2}(\tilde{f}) \quad \text{if and only if} \quad \text{Inf}_{v_1}(f) \geq \text{Inf}_{v_2}(f).$$

Proof. This holds by noting that for $v \in \{v_1, v_2\}$,

$$\text{Inf}_v(f) = \Pr_{a,b}[f(a, b) \neq f(a, b^{\oplus v})] = \Pr_{a,b}[g(a, \tilde{f}(b)) \neq g(a, \tilde{f}(b^{\oplus v}))] = \Pr_b[\tilde{f}(b) \neq \tilde{f}(b^{\oplus v})] \cdot \Pr_a[g(a, -1) \neq g(a, 1)] = \text{Inf}_v(\tilde{f}) \cdot \Pr_a[g(a, -1) \neq g(a, 1)].$$

The lemma follows since $\Pr_a[g(a, -1) \neq g(a, 1)]$ does not depend on $v$ (and hence is the same regardless of whether $v = v_1$ or $v = v_2$).
Lemma 23 is especially well-suited for our inductively-defined family of functions \( \{f_h\}_{h \in \mathbb{N}} \). For each \( i \in \{0, 1, \ldots, h\} \), we let \( S_i \) denote the relevant variables of \( f_i \). Therefore

\[
S_0 = \{z_1, \ldots, z_r\} \\
S_{i+1} = S_i \cup \{x_1^{(i)}, \ldots, x_\ell^{(i)}, y_1^{(i)}, \ldots, y_k^{(i)}\}
\]

### Observation 24.
For all \( i \in \{0, 1, \ldots, h\} \), there exists \( g_i \) such that

\[
f_h(a, b) = g_i(a, h_i(b)) \quad \text{for all } a \in \{0, 1\}^{S_h \setminus S_i} \text{ and } b \in \{0, 1\}^{S_i}\tag{3}
\]

Consequently, we may apply Lemma 23 to get that for all \( v_1, v_2 \in S_i \), we have that

\[
\text{Inf}_{v_1}(f_i) \geq \text{Inf}_{v_2}(f_i) \quad \text{if and only if} \quad \text{Inf}_{v_1}(f_h) \geq \text{Inf}_{v_2}(f_h).
\]

We note the following corollary, which is a straightforward consequence of the observation that the property (3) is preserved under restrictions:

### Corollary 25 (Preservation of influence order under restrictions).
Let \( \pi \) be any restriction. For all \( i \in \{0, 1, \ldots, h\} \), we have that

\[
\text{Inf}_{v_1}((f_i)_\pi) \geq \text{Inf}_{v_2}((f_i)_\pi) \quad \text{if and only if} \quad \text{Inf}_{v_1}((f_h)_\pi) \geq \text{Inf}_{v_2}((f_h)_\pi).
\]
Lower bounding the size of $\text{BuildTopDownDT}(f, \varepsilon)$

Let $T_{\text{exact}}$ denote the tree returned by $\text{BuildTopDownDT}(f_h)$ and $T_{\text{approx}}$ that returned by $\text{BuildTopDownDT}(f_h, \varepsilon)$. (So $T_{\text{exact}}$ computes $f_h$, and $T_{\text{approx}}$ is an $\varepsilon$-approximation of $f_h$.) Our goal is to lower bound the size of $T_{\text{approx}}$. We will in fact establish something stronger: our lower bound holds for any pruning of $T_{\text{exact}}$ that is an $\varepsilon$-approximation of $T_{\text{exact}}$, where a pruning of a tree $T$ is any tree obtained by iteratively removing leaves from $T$ in a bottom-up fashion. Since $\text{BuildTopDownDT}(f, \varepsilon)$ is simply $\text{BuildTopDownDT}(f_h)$ terminated early, we have that $T_{\text{approx}}$ is indeed a pruning of $T_{\text{exact}}$.

Let $V_{\text{exact}}$ be defined as follows:

$$V_{\text{exact}} := \{v : v \text{ is the first node in a path of } T_{\text{exact}} \text{ that queries a } z\text{-variable}\}.$$ 

We define $V_{\text{approx}} \subseteq V_{\text{exact}}$ analogously. At a very high level, our proof of Theorem 4(b) will proceed by showing that $V_{\text{exact}}$ has large size, and $V_{\text{approx}}$ has to contain many nodes in $V_{\text{exact}}$. For the remainder of this proof, we will need that $r$ and $\ell$ are chosen to satisfy:

$$\frac{2 \ln r}{r} < 2^{-\ell}. \quad (4)$$

\textbf{Lemma 26} (All nodes in $V_{\text{exact}}$ occur deep within $T_{\text{exact}}$). Fix $v \in V_{\text{exact}}$ and let $\pi$ denote the path in $T_{\text{exact}}$ that leads to $v$. Then $|\pi| \geq kh$.

\textbf{Proof.} Suppose without loss of generality that $v$ is a query to $z_1$. We claim that $y^{(i)}_{\ell} \in \pi$ for all $i \in [h]$ and $j \in [k]$, from which the lemma follows. Fix $i \in [h]$. We will prove there are at least $k$ queries to variables in $S_i$ within $\pi$, and that the first $k$ of these queries have to be $y^{(i)}_{\ell}$ for $j \in [k]$. We prove both these claims simultaneously by induction on $k$.

\begin{itemize}
  \item \textbf{(Base case:)} Seeking a contradiction, suppose $\pi$ does not contain any queries to variables in $S_i$, in which case $(f_i)^{\pi_1} \equiv f_i$. Since $z_1$ is the variable queried at the root of $(f_h)^{\pi_1}$, it is the most influential variable within $(f_h)^{\pi_1}$. By Corollary 25, it follows that $z$ is the most influential variable within $(f_i)^{\pi_1} \equiv f_i$. This contradicts Equation (4) since

$$\inf_{y^{(i)}_{\ell}}(f_i) = \frac{\ell + 1}{2^\ell} \quad \text{and} \quad \inf_{z_1}(f_i) < \inf_{z_1}(\text{TRIBES}_r) = (1 + o(1)) \cdot \frac{\ln r}{r}. \quad (4)$$

Therefore $\pi$ has to contain at least one variable in $S_i$. Let $u \in \pi$ be the first query to a variable in $S_i$, which we claim must be $y^{(i)}_{\ell}$ for some $j$. Let $\pi_u \subset \pi$ be the path in $T_{\text{exact}}$ that leads to $u$. Again, we have that $u$ must be the most influential variable within $(f_h)^{\pi_u}$, and hence, by Corollary 25, it is the most influential within $(f_i)^{\pi_u}$. Since $\pi_u$ does not contain any queries to variables in $S_i$, we have that $(f_i)^{\pi_u} \equiv f_i$, and hence $u$ must be $y^{(i)}_{\ell}$ for some $j$ since these are the most influential variables within $f_i$.

\item \textbf{(Inductive step.)} Fix $k' < k$, and suppose we have established that there are at least $k'$ queries to variables in $S_i$ within $\pi$, the first $k'$ of which are to $y^{(i)}$-variables. We first claim that there is at least one more query to variable in $S_i$ within $\pi$. Suppose not. It follows that $z_1$ must be the most influential variable within $(f_h)^{\pi}$, and hence, by Corollary 25, it is the most influential variable within $(f_i)^{\pi}$. This is a contradiction, since $z_1$ is less influential than any of the $k' - k'$ many $y^{(i)}_{\ell}$ variables that are not queried by $\pi$.

Therefore $\pi$ has to contain at least one more query to a variable in $S_i$. Let $u \in \pi$ be the $(k + 1)^{st}$ query to a variable in $S_i$, which we claim must be $y^{(i)}_{\ell}$ for some $j$. Let $\pi_u \subset \pi$ be the path in $T_{\text{exact}}$ that leads to $u$. Again, we have that $u$ must be the most
In this derivation, we have assumed that Tribes, is perfectly balanced, i.e. that \( \Pr[\text{Tribes}(z) = 1] = \frac{1}{2} \), when in fact \( \Pr[\text{Tribes}(z) = 1] = \frac{1}{2} \pm o(1) \) (recall Fact 20). The same proof goes through if one carries around the additive \( o(1) \) factor.

\[ \text{(Fact 20)} \]
These bounds on influences, along with Equation (5), imply that $2^{-\ell} < \frac{2\ln r}{r}$. This contradicts our assumption on the relationship between $\ell$ and $r$ (Equation (4)), and the proof is complete.

We are now ready to lower bound the size of $T_{\text{approx}}$.

\begin{claim}[Lower bound on the size of $T_{\text{approx}}$]
Fix $\varepsilon \in (0, \frac{1}{2})$ and let $c = (\frac{1}{2} - \varepsilon)/2$. If
\begin{equation}
\left(1 - \frac{\ell + 1}{2^r}\right)^h \geq (2 + c)\varepsilon, \tag{6}
\end{equation}
then $|V_{\text{approx}}| \geq \Omega(\varepsilon \cdot 2^{kh})$. Consequently, the size of $T_{\text{approx}}$ is also at least $\Omega(\varepsilon \cdot 2^{kh})$.
\end{claim}

\begin{proof}
An input to $f_h$ reaches some node in $V_{\text{exact}}$ if and only if $\text{Threshold}_{\ell,1}(x^{(i)}) = 0$ for all $1 \leq i \leq h$. The fraction of inputs that satisfies this is exactly $(1 - \frac{\ell + 1}{2^r})^h$, which is at least $(2 + c)\varepsilon$ by our choice of parameters given by Equation (6).

Fix $v \in V_{\text{exact}}$. If $v \notin V_{\text{approx}}$, then $T_{\text{approx}}$ assigns all inputs reaching $v$ the same $-1$ or $+1$ value, whereas $f_h$ labels half of them $-1$ and half of them $+1$ (Lemma 27). Therefore, $T_{\text{approx}}$ errors on half of the inputs that each $v$. On the other hand, if $v \in V_{\text{approx}}$, we have by Lemma 26 that at most a $2^{-kh}$ fraction of inputs reach this specific $v$. Combining all of the above observations, it follows that
\begin{align*}
\text{error}(T_{\text{exact}}, T_{\text{approx}}) &\geq \frac{1}{2} \left((2 + c)\varepsilon - |V_{\text{approx}}| \cdot 2^{-kh}\right).
\end{align*}
Since $\text{error}(T_{\text{exact}}, T_{\text{approx}}) \leq \varepsilon$, it follows that
\begin{align*}
\varepsilon &\geq \frac{1}{2} \left((2 + c)\varepsilon - |V_{\text{approx}}| \cdot 2^{-kh}\right),
\end{align*}
and the claim follows by rearranging.
\end{proof}

Theorem 4(b) now follows from Claim 22 and Claim 28 by setting parameters appropriately:

\begin{proof}[Proof of Theorem 4(b)] Choosing
\begin{align*}
h &= \Theta\left(\frac{2^\ell}{\ell} \cdot \log(1/\varepsilon)\right) \quad \text{(to satisfy Equation (6))} \\
r &= \Theta(2^\ell) \quad \text{(to satisfy Equation (4))} \\
k &= \Theta(h \log \ell),
\end{align*}
we may apply Claim 22 and Claim 28 to get that
\begin{align*}
\text{size}(f_h) &\leq 2^{\Theta(k \log k)} \quad \text{whereas} \quad \text{TopDownDTSize}(f, \varepsilon) \geq 2^{\Omega_e(k^2 / \log \log k)}.
\end{align*}
This is a separation of $s$ versus $s^{\Omega(\log s)}$.
\end{proof}

\begin{remark}
For our choice of parameters above, we have that $s(n) = \text{size}(f_h) = 2^{\Theta(\sqrt{n})}$, where $n = h(\ell + k) + r$ is the number of variables of $f_h$. A standard padding argument yields the same $s$ versus $s^{\Omega(\log s)}$ separation for any function $s(n) \leq 2^{\Theta(\sqrt{n})}$.
\end{remark}
Lower bounds on \text{TopDownDT} size for monotone functions: Proof of Theorem 7

7.1 Size separation for exact representation: Proof of Theorem 7(a)

We will give a family of monotone functions, \{f_h\}_{h \in \mathbb{N}} whose \text{BuildTopDownDT} tree has exponential size compared to the optimal tree. First, we define a few terms which will be useful for our monotone constructions.

\textbf{Definition 30} (Comparing vectors and upper/lower shadows). For any \(x, y \in \{0, 1\}^n\), we use \(x \preceq y\) to represent

\[
x \preceq y \iff x_i \leq y_i \text{ for all } i \in [n]
\]

and \(\succeq\) is defined similarly. For any vector \(x\), the upper shadow of \(x\) is the set of all vectors \(y\) such that \(x \preceq y\). Similarly, the lower shadow of \(x\) is the set of all vectors \(y\) such that \(x \succeq y\).

Defining the family of functions witnessing the separation

Each \(f_h\) in \{\(f_h\)\}_{h \in \mathbb{N}} is a function over \(5h + 1\) boolean variables \(x^{(1)}, x^{(2)}, \ldots, x^{(h)} \in \{0, 1\}^4\), \(y^{(1)}, \ldots, y^{(h)} \in \{0, 1\}\), and \(z \in \{0, 1\}\), and is defined inductively as follows:

\[
f_0(z) = z,
\]

and for \(h \geq 1\), we fix \(x^* := (0, 0, 1, 1)\) and define

\[
f_h(x, y, z) = \begin{cases} 
f_{h-1}(x, y, z) & \text{if } x^{(h)} = x^* \\
1 & \text{if } x^{(h)} \succeq x^* \text{ and } x^{(h)} \neq x^* \\
-1 & \text{if } x^{(h)} \preceq x^* \text{ and } x^{(h)} \neq x^* \\
y & \text{otherwise.}
\end{cases}
\]

It is straightforward to verify that \(f_h\) is indeed monotone. We will show that \(f_h\) can be computed by a tree of size \(O(h)\), but that \text{BuildTopDownDT} produces a tree of size \(2^{\Omega(h)}\). For the first claim, we construct a decision tree for \(f_h\) directly from its definition. We start with a complete tree on the \(x^{(h)}\) variables – this complete tree has size \(2^4\), a constant. At one of the branches, we recursively build a tree for \(f_{h-1}\); at all the other branches, we build a tree of size 1 or 2 computing one of \(-1, 1\), or \(y^{(h)}\). The result is a tree of size \(O(h)\).

On the other hand, we claim that \text{BuildTopDownDT} will build a tree of size \(2^{\Omega(h)}\), as depicted in Figure 6. In \(f_h\), \(y^{(h)}\) has influence \(\frac{9}{10}\) and all the other variables have influence at most \(\frac{1}{2}\). Hence, \(y^{(h)}\) will be placed at root. Then, \text{BuildTopDownDT} will query enough of \(x^{(h)}\) to determine whether the output should be \(-1, +1\), or \(f_{h-1}\). If the output should be \(f_{h-1}\), which will occur once for each choice of \(y\), then the entire tree \(T_{h-1}\) will be placed. Hence, the size of \(T_h\) is more than double the size of \(T_{h-1}\), and \text{BuildTopDownDT} builds a tree of size \(2^{\Omega(h)}\).

7.2 Size separation for approximate representation: Theorem 7(b)

For any \(\varepsilon\), we will prove there exists a function \(f\) with optimal tree size \(s\) but for which the tree \text{BuildTopDownDT}(f, \varepsilon) builds has size \(s^{\Omega(\sqrt{\log s})}\). The following function, a biased version of the \text{Tribes} function defined in Definition 19, will be used as a building block in our monotone construction.
Figure 6 The tree that \textsc{BuildTopDownDT} builds for $f_h$. It will first query $y^{(h)}$, followed by the variables of $x^{(h)}$. For most choices of $y^{(h)}$ and $x^{(h)}$, the function is determined, and \textsc{BuildTopDownDT} will place a constant leaf equal to $\pm 1$. However, the paths with $y = 0, x^{(h)} = x^*$ and $y = 1, x^{(h)} = x^*$ each include a copy of the tree for $T_{h-1}$.

\textbf{Definition 31 (Biased Tribes).} Fix any input length $\ell$ and $\delta \in (0, 1)$. We define \textsc{Tribes}_{\ell, \delta} : \{0, 1\}^{\ell} \to \{\pm 1\}$ to be the read-once DNF with $\left\lfloor \frac{\ell}{w} \right\rfloor$ terms of width exactly $w$ over disjoint sets of variables (with some variables possibly left unused), where $w = w(\ell, \delta) \approx \log(\ell) \pm \log \log(1/\delta)$ is chosen such that $\Pr[\textsc{Tribes}_{\ell, \delta}(x) = 1]$ is as close to $\delta$ as possible.

\textbf{Fact 32 (Variable influences in biased Tribes).} All variables in \textsc{Tribes}_{\ell, \delta} and \textsc{Tribes}_{\ell, 1-\delta}$ have influence at most

$$(2 + o(1)) \cdot \delta \log(1/\delta) \cdot \frac{\log \ell}{\ell}.$$ 

Proof. We prove the lemma for the case of \textsc{Tribes}_{\ell, 1-\delta}. (The calculations for \textsc{Tribes}_{\ell, \delta} are very similar, and both claims are special cases of more general facts about variable influences in DNF formulas [61].) Suppose

$$\textsc{Tribes}_{\ell, 1-\delta}(x) = T_1(x) \lor \cdots \lor T_{\ell}(x),$$

where the $T_i$’s are disjoint terms of width exactly $w$. We first observe that since

$$\delta = \Pr_{x \sim \{0, 1\}^{\ell}}[\textsc{Tribes}_{\ell, 1-\delta}(x) = 1] = \Pr[\text{all } T_i(x) \text{ are falsified by } x]$$

$$= (1 - 2^{-w})^{\ell/w} \approx e^{-\ell/w/2^w},$$

we have that $w = (1 \pm o(1))(\log \ell - \log \log \ell - \log \log(1/\delta))$. The influence of any variable $i \in [n]$ on \textsc{Tribes}_{\ell, 1-\delta} is the probability, over a uniform $x$ that each other variable $j$ in $i$’s term has $x_j = 1$ and all other clauses evaluate to 0 under $x$:

$$\text{Inf}_i(\textsc{Tribes}_{\ell, 1-\delta}) = 2^{-w(i-1)} \cdot (1 - 2^{-w})^{(\ell/w) - 1}$$

$$\leq 2 \delta \cdot 2^{-w}$$

$$= (1 \pm o(1)) \cdot 2 \delta \log(1/\delta) \cdot \frac{\log \ell}{\ell}.\quad \blacksquare$$

\footnote{Although the acceptance probability of \textsc{Tribes}_{\ell, \delta} cannot be made exactly $\delta$ due to granularity issues, it will be the case that \textsc{Tribes}_{\ell, \delta} = \delta \pm o(1)$. For clarity, we will assume for the rest of this paper that the acceptance probability of \textsc{Tribes}_{\ell} is exactly $\delta$, noting that all of our proofs still go through if one carries around the $o(1)$ factor.}
Defining the family of functions witnessing the separation

Each \( f_h \) in the family \( \{ f_h \}_{h \in \mathbb{N}} \) is a function over \( h(2\ell + k) + r \) boolean variables, \( x^{(1,1)}, x^{(1,2)}, \ldots, x^{(h,1)}, x^{(h,2)} \in \{0,1\}^{\ell}, y^{(1)}, \ldots, y^{(h)} \in \{0,1\}^k, \) and \( z \in \{0,1\}^r, \) and is defined inductively as follows:

\[
f_0(z) = \text{TRIBES}_r(z),
\]

and for \( h \geq 1, \)

\[
f_h(x, y, z) = \begin{cases} 
-1 & \text{if } \text{TRIBES}_{\ell,\delta}(x^{(h,1)}) = \text{TRIBES}_{\ell,1-\delta}(x^{(h,2)}) = 0 \\
-1 \cdot f_{h-1}(x, y, z) & \text{if } \text{TRIBES}_{\ell,\delta}(x^{(h,1)}) = 0 \text{ and } \text{TRIBES}_{\ell,1-\delta}(x^{(h,2)}) = 1 \\
\text{Maj}_k(y^{(h)}) & \text{if } \text{TRIBES}_{\ell,\delta}(x^{(h,1)}) = 1 \text{ and } \text{TRIBES}_{\ell,1-\delta}(x^{(h,2)}) = 0 \\
+1 & \text{otherwise.}
\end{cases}
\]

Clearly \( f_h \) is monotone in \( x^{(h,1)} \) and \( x^{(h,2)} \). Furthermore, since each of the functions \(-1, +1, \) and \( \text{Maj}_k(y^{(h)}) \), are monotone, if \( f_{h-1} \) is monotone then so is \( f_h. \)
Claim 33 (Optimal size of \( f_h \)). Choose any integers \( \ell, h, r, k > 0 \) and let Then, \( f_{h,\ell,k,r} \) has optimal decision tree size

\[
\text{size}(f_h) \leq (\text{size}(\text{Tribes}_{\ell,h}) \cdot \text{size}(\text{Tribes}_{\ell,1-h}))^{O(h)} \cdot (\text{size}(\text{MAJ}_k) + \text{size}(\text{Tribes}_r))
\leq 2^{O(h \cdot \ell \log \log \ell / \log \ell)} \cdot (2^k + 2^{O(r \log r / \log r)}).
\]

(Fact 20)

Proof. As in the proofs of the previous separations, this upper bound is witnessed by the natural decision tree that one builds by following the definition of \( f_h \). This tree first evaluates \( \text{Tribes}_{\ell,h}(x^{(h,1)}) \) followed by \( \text{Tribes}_{\ell,1-h}(x^{(h,2)}) \), resulting in a tree of size \( (\text{size}(\text{Tribes}_{\ell,h}) \cdot \text{size}(\text{Tribes}_{\ell,1-h})) \). At the end of each branch, we either recursively build a tree for \( f_{h-1} \), or a tree for \( \text{MAJ}_k(y^{(h)}) \), or place constants \{±1\} as leaves. Please refer to Figure 7.

The remainder of this section is devoted to lower bounding \( \text{TopDownDTSize}(f_h, \varepsilon) \), the size of the tree \( T_{\text{approx}} \) that \( \text{BuildTopDownDT} \) constructs to \( \varepsilon \)-approximate \( f_h \).

7.2.1 “Mostly precedes”

By choosing parameters appropriately, we will ensure that when \( T_{\text{approx}} \) begins by querying the variables of \( \text{MAJ}_k(y^{(h)}) \). The first technical challenge that arises is the following: unlike \( \text{Parity}_k(y^{(h)}) \) in our proof of Theorem 4(b), the influence of variables in \( \text{MAJ}_k(y^{(h)}) \) changes as variables are queried. For example, the influence of the remaining variables of \( \text{MAJ}_k(y^{(h)}) \) after \( \frac{k}{2} \) variables have been queried is 0 if all of the queried variables are 1 and is \( \Theta(\frac{1}{\sqrt{k}}) \) if half of the variables queries are 0 and half are 1. Hence, in \( T_{\text{approx}} \), the number of nodes from \( y^{(h)} \) queried before some non-\( y^{(h)} \)-variable is queried will vary by path. (In other words, the analogue of Lemma 26 in the proof of Theorem 4(b) is somewhat trickier to establish.)

To handle this, we define the following notion, which will allow us to show that most \( y^{(h)} \)-variables are before other variables in most paths of the tree (Corollary 37).

Definition 34 (Mostly precedes). Let \( S \) be a subset of the relevant variables of \( f_h \). We say that \( y^{(i)} \)-variables mostly precede \( S \) in \( T_{\text{approx}} \) if for every path \( \pi \) in \( T_{\text{approx}} \) leading to a first query to a variable in \( S \), and every \( j \in [k] \),

\[
\text{Inf}_{\pi}(\text{MAJ}_k(y^{(i)}), \pi) \leq \frac{1}{100\sqrt{k}}.
\]

(For some intuition behind Definition 34, we note that pre-restriction, the influences of variables in \( \text{MAJ}_k \) are given by:

\[
\text{Inf}_{\pi}(\text{MAJ}_k) = \frac{1}{k} \cdot \left( \frac{k}{2} \right) \sim \frac{\sqrt{2/\pi}}{\sqrt{k}} \quad \text{for all } j \in [k],
\]

which is significantly larger than the \( \frac{1}{100\sqrt{k}} \) of Definition 34.)

With Definition 34 in hand, we now begin to formalize the structure of \( T_{\text{approx}} \) as depicted in Figure 8. For each \( i \in [h] \), we define

\( R_i = \{ x^{(i,1)}, x^{(i,2)}, \) and \( z \) variables \}.

Lemma 35. There is a universal constant \( c \) such that the following holds. Suppose

\[
\frac{c}{\sqrt{k}} \geq \frac{1}{\delta^2} \cdot \max \left\{ \frac{\delta}{l} \log (1/\delta) \log \ell \cdot \log r}{\ell \cdot r} \right\}.
\]

Then for all \( i \in [h] \), we have that \( y^{(i)} \)-variables mostly precede \( R_i \) in \( T_{\text{approx}} \).
With appropriately chosen parameters, the \( y^{(h)} \)-variables are the most influential in \( f_h \), so the tree built by \textsc{BuildTopDownDT} will query them first. Our analysis shows that this leads to a tree of size \( 2^{\Omega(k^h/\log k)} \) (cf. Figure 7).

**Proof.** Fix \( i \in [h] \). Let \( \pi \) be a path in \( T_{\text{approx}} \) that leads to a first query to a variable in \( v \in R_i \). Since \( v \) is maximally influential in \( (f_h)_{\pi} \), we may apply Corollary 25 to infer that \( v \) is also maximally influential in \( (f_i)_{\pi} \) (and in particular, \( v \) is more influential than any \( y^{(i)} \) variable). We have that

\[
\text{Inf}_v((f_i)_\pi) \leq \max \left\{ \text{Inf}_j(\text{Tribes}_{\ell,\delta}(x^{(i,1)})), \text{Inf}_j(\text{Tribes}_{\ell,1-\delta}(x^{(i,2)})), \text{Inf}_j(\text{Tribes}_r(z)) \right\}
\]

\[
\leq \max \left\{ (2 + o(1)) \cdot \delta \log(1/\delta) \cdot \frac{\log \ell}{\ell}, (1 + o(1)) \cdot \frac{\ln r}{r} \right\},
\]

(Fact 20 and Fact 32)

On the other hand, for any \( j \in [k] \),

\[
\text{Inf}_{y^{(i)}}((f_i)_\pi) = \Pr[\text{Tribes}_{\ell,\delta}(x^{(h,1)}) = 1, \text{Tribes}_{\ell,1-\delta}(x^{(h,2)}) = 0] \cdot \text{Inf}_j(\text{Maj}_k(y^{(i)})_{\pi})
\]

\[
= \delta^2 \cdot \text{Inf}_j(\text{Maj}_k(y^{(i)})_{\pi}).
\]

Since \( \text{Inf}_{y^{(i)}}((f_i)_\pi) \leq \text{Inf}_v((f_i)_\pi) \), the bounds above imply that
\[
\Inf_j \left( \text{MAJ}_k (y^{(i)}) \right) \leq \frac{1}{\delta^2} \cdot \max \left\{ \left(2 + o(1)\right) \cdot \delta \log(1/\delta), \frac{\log \ell}{\ell}, \left(1 + o(1)\right) \cdot \frac{\ln r}{r} \right\}.
\]

The lemma follows: by choosing \( c \) to be a sufficiently small constant in Equation (7), we can ensure that \( \Inf_j \left( \text{MAJ}_k (y^{(i)}) \right) \leq \frac{1}{100\sqrt{k}} \).

\textbf{Lemma 36.} There is a universal constant \( c \) such that the following holds. Fix \( i \in [h] \) and consider a uniform random \( y^{(i)} \in \{0,1\}^k \). The probability there is an input \( u \) to \( f_h \) consistent with \( y^{(i)} \) such that \( T_{\text{approx}} \), on input \( u \), queries an \( R_t \)-variable before a querying at least \( c k / \log k \) many \( y^{(i)} \)-variables is \( O(k^{-2}) \).

\textbf{Proof.} Fix an outcome \( y^{(i)} \) of \( y^{(i)} \). Suppose that there is an input \( u \) consistent with \( y^{(i)} \) such that \( T_{\text{approx}} \), on input \( u \), queries an \( R_t \)-variable after querying only \( < c k / \log k \) many \( y^{(i)} \)-variables. Call such a \( y^{(i)} \) outcome bad, and let \( \pi \) denote the corresponding path in \( T_{\text{approx}} \) that leads to the first query to an \( R_t \)-variable. Since \( y^{(i)} \)-variables mostly precede \( R_t \) in \( T_{\text{approx}} \), we have that

\[
\Inf_j \left( \text{MAJ}_k (y^{(i)}) \right) \leq \frac{1}{100\sqrt{k}} \quad \text{for all } j \in [k].
\]

For this to hold, it must be the case that among the \( t < c k / \log k \) many \( y^{(i)} \)-variables that occur in \( \pi \), the discrepancy between the number of 0’s and 1’s is \( \Omega(\sqrt{k}) \). We can therefore bound

\[
\Pr_{y^{(i)} \in \{0,1\}^k} \left[ y^{(i)} \text{ is bad} \right] \leq \sum_{t=1}^{ck/\log k} \Pr_{b \sim \text{Bin}(t, 1/2)} \left[ |b - t/2| \geq \Omega(\sqrt{k}) \right]
\]

\[
\leq \sum_{t=1}^{ck/\log k} e^{-\Theta(k/t)} \quad \text{(Hoeffding’s inequality)}
\]

\[
\leq \frac{ck}{\log k} \cdot e^{-\Theta(\log k)/c} \ll \frac{1}{k^2},
\]

where the final inequality holds by choosing \( c \) to be a sufficiently small constant.

By a union bound over \( i \in [h] \), we have the following corollary of Lemma 36 (which can be thought of as being roughly analogous to Lemma 26 in the proof of Theorem 4(b)):

\textbf{Corollary 37} (Most queries to \( z \)-variables are deep within \( T_{\text{approx}} \)). Let \( y = (y^{(1)}, \ldots, y^{(k)}) \) be uniform random. The probability that there is an input \( u \) to \( f_h \) consistent with \( y \) such that \( T_{\text{approx}} \), on input \( u \), queries a \( z \)-variable before querying at least \( (ck/\log k) \cdot h \) many \( y \)-variables is \( O(h/k^2) \).

We are finally ready to lower bound the size of \( T_{\text{approx}} \):

\textbf{Claim 38} (Lower bound on the size of \( T_{\text{approx}} \)). Fix \( \varepsilon \in (0, \frac{1}{2}) \) and let \( c = (\frac{1}{2} - \varepsilon)/2 \). If

\[
(1 - \delta)^{2h} \geq (2 + c) \varepsilon
\]

\[
h \leq k,
\]

then the size of \( T_{\text{approx}} \) is at least \( 2^{\Omega(h k / \log k)} \).
Proof. We will call an input to \( f_h \) \textit{z-dependent} if it satisfies:

\[
\text{Tr\!ibes}_{\ell,\delta}(x^{(i,1)}) = 0 \text{ and } \text{Tr\!ibes}_{\ell,1-\delta}(x^{(i,2)}) = 1 \text{ for all } i \in [h].
\]

Note that the output of \( f_h \) on any z-dependent input is \( \text{Tr\!ibes}_r(z) \). Let us define \( \zeta(y^{(1)}, \ldots, y^{(h)}) \) to be the \([0,1]\)-valued indicator of whether there is an input \( u \) consistent with \( y^{(1)}, \ldots, y^{(h)} \) such that \( \text{approx} \) on input \( u \) queries a z-variable. For any fixed \( y = (y^{(1)}, \ldots, y^{(h)}) \),

\[
\begin{align*}
\text{If } \zeta(y) = 0, \text{ then } & \text{error}(\text{approx}, f_h) \leq \frac{1}{2} \cdot (2 + c)\varepsilon \cdot Pr[\zeta(y) = 0]. \\
\text{which is at least } & (2 + c)\varepsilon \text{ by Equation (8). Furthermore, since output of } f_h \text{ on any } \\
\text{z-dependent input is } & \text{Tr\!ibes}_r(z), \text{ among the z-dependent inputs that are consistent with } \\
y, \text{ we have that } f_h \text{ labels half of them } -1 \text{ and half of them } +1.
\end{align*}
\]

Therefore,

\[
\text{error}(\text{approx}, f_h) \geq \frac{1}{2} \cdot (2 + c)\varepsilon \cdot Pr[\zeta(y) = 0].
\]

Since \( \text{error}(\text{approx}, f_h) \leq \varepsilon \), it follows that \( Pr[\zeta(y) = 1] \geq \Omega(1) \). Next, applying Corollary 37 along with our assumption that \( k \leq k \) (Equation (9)), we further have that

\[
\begin{align*}
Pr & \left[ \exists y\text{-consistent } u \text{ s.t. } \text{approx}(u) \text{ queries z-variable after } \geq \frac{ck}{\log k}, h \text{ many } y\text{-variables} \right] \\
& \geq \Omega(1)
\end{align*}
\]

On the other hand, for any fixed path \( \pi \) in \( \text{approx} \) that queries \( \geq \Omega(kh/\log k) \) many \( y \)-variables, at most a \( 2^{-\Omega(kh/\log k)} \) fraction of \( y\)'s can be consistent with this specific \( \pi \). We conclude that the size of \( \text{approx} \) must be at least \( 2^{\Omega(kh/\log k)} \), and the proof is complete. \( \blacktriangleleft \)

Theorem 7(b) now follows from Claim 33 and Claim 38 by setting parameters appropriately:

**Proof of Theorem 7(b).** By choosing

\[
\begin{align*}
\delta & = \Theta \left( \sqrt[4]{(\log \ell)^4 \log(1/\varepsilon)/\ell} \right) \\
k & = \Theta \left( \sqrt[4]{r^4 \log(1/\varepsilon)^2 / (\log \ell)^2} \right) \\
r & = \Theta(k) \\
h & = \Theta \left( \frac{1}{ \delta \cdot \log(1/\varepsilon)} \right),
\end{align*}
\]

we satisfy Equations (7) to (9). We may therefore apply Claim 33 to get that the optimal size of \( f_h \) is upper bounded by:

\[
\text{size}(f_h) \leq \exp \left( O(\sqrt[4]{r^4 \log(1/\varepsilon)^2 / (\log \ell)^2}) \right).
\]

On the other hand, by Claim 38, we have that

\[
\text{TopDownDTSize}(f_h, \varepsilon) \geq 2^{\Omega(kh/\log k)} = \exp \left( \Omega(\sqrt[4]{r^4 \log(1/\varepsilon)^2 / (\log \ell)^2}) \right).
\]

This is a separation of \( s \) versus \( s^{\Omega(\sqrt{\log s})} \). \( \blacktriangleleft \)
Remark 39. For our choice of parameters above, we have that \( s(n) = \text{size}(f_h) = 2^{\tilde{O}(n^{4/5})} \), where \( n = h(2\ell + k) + r \) is the number of variables of \( f_h \). A standard padding argument yields the same \( s \) versus \( s^{\tilde{O}(\log s)} \) separation for any function \( s(n) \leq 2^{\tilde{O}(n^{4/5})} \).

Remark 40 (Depth separation). The same proof witnesses a separation of \( d \) versus \( \tilde{\Omega}(d^{5/4}) \) for the optimal depth of \( f_h \) versus the depth of the tree that \( \text{BuildTopDownDT}(f_h, \varepsilon) \) builds. This disproves the conjecture of Fiat and Pechyony [23] discussed in Section 2, which states that \( \text{BuildTopDownDT} \) builds a tree of optimal depth for all monotone functions, even in the case of exact representation \( (\varepsilon = 0) \).

7.3 Lower bounds for all impurity-based heuristics

Proposition 41 (Splitting on the most influential variable of a monotone function maximizes purity gain). Let \( f : \{\pm 1\}^n \rightarrow \{\pm 1\} \) be a monotone boolean function.\(^{18}\) Let \( \mathcal{G} : [-1, 1] \rightarrow [0, 1] \) be a concave function that is symmetric around 0, and satisfies \( \mathcal{G}(-1) = \mathcal{G}(1) = 0 \) and \( \mathcal{G}(0) = 1 \). Suppose \( i \in [n] \) maximizes:

\[
\mathcal{G}(E[f]) - \frac{1}{2}(\mathcal{G}(E[f_{x_i=1}]) + \mathcal{G}(E[f_{x_i=-1}]))
\]

Then \( E[f(x)_{x_i}] \geq E[f(x)_{x_j}] \) for all \( j \in [n] \).

Proof. For all functions \( f \), not necessarily monotone, \( E[f] \) is precisely the average of \( E[f_{x_i=0}] \) and \( E[f_{x_i=1}] \). Because \( \mathcal{G} \) is concave everywhere on its domain, Jensen’s inequality ensures that \( \mathcal{G}(E[f]) \) is greater than \( \frac{1}{2}(\mathcal{G}(E[f_{x_i=0}]) + \mathcal{G}(E[f_{x_i=1}])) \). Furthermore, again by concavity, we have that this difference increases with the difference between \( E[f_{x_i=1}] \) and \( E[f_{x_i=-1}] \). Therefore the variable \( i \in [n] \) that maximizes purity gain (10) also maximizes \( |E[f_{x_i=1}] - E[f_{x_i=-1}]| \).

For a monotone function \( f : \{\pm 1\}^n \rightarrow \{\pm 1\} \), we have the following identity for all variables \( j \in [n] \):

\[
\text{Inf}_j(f) = \Pr[f(x) \neq f(x^{\oplus j})] = E[f(x)_{x_j}] = E[f_{x_j=1}] - E[f_{x_j=-1}].
\]

Thus, the variable that maximizes purity gain (10) is also the most influential variable of \( f \).

Recall that in Theorem 8, we claimed that our lower bound on \( \text{TopDownDTSize}(f_h, \varepsilon) \) holds not just for the specific algorithm \( \text{BuildTopDownDT} \), but in fact any impurity-based top-down heuristic. To see this, note that in our proof of Theorem 7(b) described in Section 7.2, we never used any information about which leaf \( \text{BuildTopDownDT} \) chooses to split on at each stage, only that when a leaf is split, it is replaced by the most influential variable of the corresponding subfunction. In other words, just like our proof of Theorem 4(b), our proof of Theorem 7(b) applies not just to the specific tree build by \( \text{BuildTopDownDT}(f_h, \varepsilon) \); it in fact lower bounds the size of any pruning \( T_{\text{approx}} \) of \( T_{\text{exact}} = \text{BuildTopDownDT}(f, \varepsilon = 0) \) that is an \( \varepsilon \)-approximator to \( f_h \).

By Proposition 41, any tree build by a impurity-based top-down heuristic is a pruning of \( T_{\text{exact}} \), and hence our proof of Theorem 7(b) extends to establish Theorem 8.

\(^{18}\)For this proof, for notational reasons it will be slightly more convenient for us to work with \( \{\pm 1\}^n \) instead of \( \{0,1\}^n \) as the domain of \( f \).
New proper learning algorithms: Proofs of Theorems 9 and 10

Recall that \textsc{BuildTopDownDT} builds an approximation to \( f \) iteratively. It starts with an empty bare tree \( T^0 \) and repeatedly replaces the leaf with the highest score with a query to that leaf’s most influential variable. In section Section 5.2, we proved lower bounds on the score of the leaf that \textsc{BuildTopDownDT} selects. Using those lower bounds, in section Section 5.3, we are able to prove upper bounds on the size of the tree \textsc{BuildTopDownDT} needs to produce to guarantee at most \( \varepsilon \) error. If, instead, we only guaranteed that we would pick a leaf with score a fourth of that guaranteed by the lower bounds in Section 5.2, all of our upper bounds would still hold, up to constant factors in the exponent. In this section, we will show that it is possible to accurately enough estimate influences to guarantee we pick a leaf with score at least a fourth the maximum score. First, we provide a definition of score that takes into account both the leaf and the variable selected.

\textbf{Definition 42 (score).} Given any function \( f \), we define the score of a leaf \( \ell \) and variable \( i \) as follows.

\[
\text{score}(\ell, i) := \Pr_{x \sim \{0, 1\}^n} [x \text{ reaches } \ell] \cdot \text{Inf}_i(f_\ell) = 2^{-|\ell|} \cdot \text{Inf}_i(f_\ell).
\]

We first show that it is possible to estimate scores sufficiently accurately for monotone functions just from random samples of a function, which proves Theorem 10. Let \( S \) be a random sample from a monotone function \( f \), and recall Fact 5. We can estimate the score of a particular leaf and variable as follows.

\[
\text{score}(\ell, i, S) = \mathbb{E}_{x, y \in S} \left[ \mathbb{I}[x \text{ reaches } \ell] \cdot f(x)(2x_i - 1) \right].
\]

Note that \( \mathbb{E}_S[\text{score}(\ell, i, S)] = \text{score}(\ell, i) \). Let \( t \) be any score threshold and \( m \) be the number of examples in \( S \). By Chernoff bounds, for any particular leaf \( \ell \) and variable \( x_i \),

\[
\Pr_S[\text{score}(\ell, i, S) \leq \frac{t}{2}] \leq e^{-\frac{k}{2}t \cdot m} \quad \text{if score}(\ell, i) \geq t
\]

\[
\Pr_S[\text{score}(\ell, i, S) \geq \frac{t}{2}] \leq e^{-\frac{k}{2}t \cdot m} \quad \text{if score}(\ell, i) \leq t/4.
\]

At step \( j \) in \textsc{BuildTopDownDT}, there are \( j + 1 \) leaves in \( T^j \). If \( t \) is the maximum score possible at that step, with probability at least \( 1 - (j + 1)e^{-\frac{k}{2}t \cdot m} \), the leaf and variable with maximum empirical score will have true score at least \( \frac{t}{4} \). By Lemma 15, \textsc{BuildTopDownDT}(\( f, \varepsilon \), at step \( j \), there will always be a leaf with score at least \( \frac{t}{8}e^{-\frac{k}{2}t \cdot m} \), where \( s \) is the decision tree size of \( f \). Hence, the maximum empirical score will have true score at least \( \frac{t}{3} \) the optimal value with probability at least \( 1 - (j + 1)e^{-\frac{k}{2}t \cdot m} \).

The probability that selecting the maximum empirical score is always within \( \frac{1}{2} \) of the optimal value for every step from \( j = 0 \) to \( j = k - 1 \) is at least \( 1 - k^2e^{-\frac{k}{2}t \cdot m} \). By setting the sample size to

\[
m = O\left(\frac{k \log s}{\varepsilon} (\log k + \log(1/\delta))\right) \tag{11}
\]

with probability at least \( 1 - \delta \), we choose a sufficiently good leaf for \( k \) steps of \textsc{BuildTopDownDT}. Recall that, for monotone functions, \textsc{BuildTopDownDT} builds a decision tree of size at most

\[
k = \min(s^{O((\log s/\varepsilon) \log(1/\delta))}, s^{O(\sqrt{\log s/\varepsilon})}).
\]
Hence, with probability at least $1 - \delta$, taking $\min(s^O(\log(s)/\varepsilon)\log(1/\varepsilon)), s^O(\sqrt{\log s}/\varepsilon)\log(1/\delta)$ is enough to learn to accuracy $\varepsilon$. This proves Theorem 10.

If $f$ is not monotone, we cannot accurately estimate influences from just random samples. However, we can estimate influences if given access to random edges from $f$.

**Definition 43 (Random edges).** For any function $f : \{0, 1\}^n \rightarrow \{-1, 1\}$, a random edge is two points of the form $((x, f(x)), (x^{\oplus i}, f(x^{\oplus i})))$, where $x \in \{0, 1\}^n$ and $i \in [n]$ are both picked uniformly at random. A random edge sample $E$ is a collection of random edges. Given random edge sample $E$, we will use $E_i$ to refer to all those edges in $E$ in which the $i$th bit of $x$ is flipped.

Given a random edge sample $E$ of a function $f$, we will be able to accurately estimate influences of the variables in $f$, and learn $f$ using \textsc{BuildTopDownDT}. We use the following estimate of score:

$$\text{score}(\ell, i, E) = \sum_{((x_1, y_1), (x_2, y_2)) \in E_i} [1[x_1 \text{ and } x_2 \text{ reach } \ell] \cdot 1[y_1 \neq y_2]]$$

If we desire there to be $m$ samples in each $E_i$ with probability at least $1 - \delta$, then having $E$ by size $O(n \cdot (m + \log(1/\delta)))$ is sufficient, where $m$ is as defined in Equation (11). Since one can certainly general a random edge sample $E$ if given membership query access to $f$, this proves Theorem 9.

**Learning trees with small average depth: Theorem 11**

Let $f$ be a monotone function computed by a decision tree $T$ of average depth $\Delta$.

1. We first observe that the total influence of $f$ is at most $\Delta$. To see this, first recall that $\text{Inf}(f) = \mathbb{E}[\text{sens}_f(x)]$, where $\text{sens}_f(x) = |\{i \in [n] : f(x) \neq f(x^{\oplus i})\}|$, i.e. that total influence is equivalent to average sensitivity. For any $x$, the sensitivity of $f$ at $x$ is at most the depth of the path that $x$ follows in $T$, and hence the average sensitivity of $f$ is at most the average depth $\Delta$ of $T$.

2. Recall Theorem 18, which says that monotone functions with decision tree size $s$ have total influence at most $\sqrt{\log s}$. In fact, [53] proves a stronger statement: if $f$ is monotone, then it has total influence at most $\sqrt{\Delta}$. (This is indeed a stronger statement because $\Delta \leq \log s$.)

3. Similarly, [52] also establishes a stronger version of Theorem 14, showing that $f$ has a variable of influence at least $\text{Var}(f)/\Delta$ (rather than just $\text{Var}(f)/\log s$). Hence an equivalent statement to Lemma 15 holds, where \textsc{BuildTopDownDT} selects a leaf with score at least $\frac{\varepsilon}{\sqrt{1+\Delta^2}}$.

Combining these observations, with the same proof as for Theorem 6, we conclude that \textsc{BuildTopDownDT} produces a tree of size $2^{O(\Delta^2/\varepsilon)}$, and if $T$ is monotone, size only $2^{O(\Delta/\varepsilon)}$. Then, for the same reasons as Theorems 9 and 10 hold, Theorem 11 holds.

**9 Proper learning with polynomial sample and memory complexity**

In this section we give a quasipolynomial-time algorithm for properly learning decision trees under the uniform distribution, where sample and memory of our algorithm are both polynomial. To our knowledge, this is the first algorithm for properly learning decision trees that achieves polynomial memory complexity. (Recall Table 1.)
Background: Ehrenfeucht–Haussler and Mehta–Raghavan

At the core of most learning algorithms is an algorithm that achieves low error on a set of samples. We will use the following notation in this section:

Notation

A sample, $S$, is a set of examples of the form $(x, y)$ where $x \in \{0, 1\}^n$ and $y \in \{-1, 1\}$. The error of a decision tree, $T$, with respect to the samples is

$$\text{error}_S(T) = \Pr_{x, y \in S} [T(x) \neq y].$$

We say that a set of samples is exactly fit by a tree of size $s$ if there exists a zero-error tree with size at most $s$. Furthermore, we use $S_v^0$ and $S_v^1$ to refer to all the points in the sample $S$ where the variable corresponding to $v$ is 0 and 1 respectively. Lastly, all learning statements in this section are with respect to the uniform distribution.

Ehrenfeucht and Haussler’s algorithm makes the following guarantee:

$\blacktriangleright$ Theorem 44 (Algorithmic core of [21]). There is an algorithm that takes in a set of samples, $S$, over $n$ variables that can be exactly fit by a decision tree of size $s$ and returns a tree of size at most $n^{\log(s)}$ that exactly fits $S$. Furthermore, that algorithm runs in time $|S| \cdot n^{O(\log s)}$.

One downside of their algorithm is that it leads to a large hypothesis class – the class of all decision trees of size $n^{\log s}$ – so in order to generalize with high probability, they require $\text{poly}(n^{\log s}, \frac{1}{\epsilon})$ samples.

Mehta and Raghavan observe that if a function is computable by a tree of size $s$, then it is also $\epsilon$-approximated by a tree of depth at most $\log(\frac{s}{\epsilon})$. They combine this observation with a new algorithm that makes the following guarantee:

$\blacktriangleright$ Theorem 45 (Algorithmic core of [46]). There is an algorithm that takes a sample, $S$, over $n$ variables as well as budgets for size $s$ and depth $d$ and returns the decision tree of size at most $s$ and depth at most $d$ with minimal error on $S$.\footnote{They also guarantee that if there are multiple trees with minimal error, they return a tree with minimal size among those with minimal error.} Furthermore, the algorithm runs in time $n^{O(d)} \cdot (s^2 + |S|)$.

Importantly, there are only $2 \cdot (4n)^n$ decision trees of size at most $s$, a much smaller hypothesis class than for Ehrenfeucht and Haussler’s algorithm. As a result, they only need $\text{poly}(s, \frac{1}{\epsilon}) \cdot \log n$ samples to generalize with high probability. A downside of their work, relative to Ehrenfeucht and Haussler’s, is that they need to set $d = O(\log(\frac{s}{\epsilon}))$, so their algorithm has a runtime of approximately $n^{O(\log(s/\epsilon))}$ instead of $n^{O(\log s)}$.

Neither [21] nor [46] are able to learn decision trees with only $\text{poly}(n, s, \frac{1}{\epsilon})$ memory. [21] uses a sample of size approximately $n^{O(\log s)}$ to guarantee generalization, and their algorithm must store all of the samples, so it needs at least that much memory. [46] use a dynamic programming algorithm that stores computation for each restriction of the $n$ variables of size at most $d = O(\log(\frac{s}{\epsilon}))$. There are $\binom{n}{d} \cdot 2^d = \Theta(n^{\log(s/\epsilon)})$ such restrictions, resulting in superpolynomial memory complexity.
Algorithm 1: Our variant of Ehrenfeucht and Haussler’s \textsc{Find} algorithm.

\textsc{Find} \((S, s, d)\):
\begin{itemize}
  \item \textbf{Input:} A sample \(S\) that can be exactly fit by a tree of size \(s\) and depth budget \(d\).
  \item \textbf{Output:} A decision tree \(T\) with depth at most \(d\) that approximately fits \(S\). If \(S\) cannot be fit by a tree of size \(s\), may return “None”.
\end{itemize}

1. If all samples in \(S\) have the same label, return the single-node tree computing that label.
2. If \(s \leq 1\) return “None”.
3. If \(d = 0\) return the single-node tree computing the majority label of \(S\).
4. For each relevant variable \(v\):
   \begin{itemize}
     \item a. Let \(T_v^0 = \textsc{Find}(S_v^0, \frac{s}{2}, d - 1)\) and \(T_v^1 = \textsc{Find}(S_v^1, \frac{s}{2}, d - 1)\).
     \item b. If both \(T_v^0\) and \(T_v^1\) are not “None”, return the tree with root labeled \(v\), 0-subtree \(T_v^0\) and 1-subtree \(T_v^1\).
     \item c. If one of \(T_v^0\) and \(T_v^1\) is “None” and the other is not:
       \begin{itemize}
         \item i. Reexecute the recursive call for the side that was “None” with size \(s - 1\) instead of \(s\). For example, if \(T_v^1\) was “None”, set \(T_v^1 = \textsc{Find}(S_v^1, s - 1, d - 1)\).
         \item ii. If the reexecuted call still returns “None”, return “None”.
         \item iii. Return the tree with root labeled \(v\), 0-subtree \(T_v^0\) and 1-subtree \(T_v^1\).
       \end{itemize}
   \end{itemize}
5. Return “None”.

Our algorithm: proper learning with polynomial sample and memory complexity

We introduce a new algorithm that makes more assumptions about its input than either [21]’s or [46]’s algorithms. It requires the samples it receives to be \textit{well-distributed}, a property we will later define (Definition 48). In exchange, it only uses polynomial memory. The following should be contrasted with Theorems 44 and 45:

\textbf{Theorem 46} (Core of our algorithm). \textit{There is an algorithm (Algorithm 1) that when given a depth budget \(d\) and a well-distributed sample \(S\) that can be exactly fit by a tree of size \(s\) returns a tree with depth at most \(d\) and error at most \((\frac{3}{4} + o(1))d \cdot s\) on the samples. Furthermore, the algorithm runs in time \(|S| \cdot n^{O(\log s)}\) and uses \(\text{poly}(2^d, \log n, |S|)\) memory.}

Note that if the goal is to learn the sample to accuracy \(\varepsilon\), we can set \(d = O(\log(\frac{1}{\varepsilon}))\). The result is an algorithm that runs in time \(|S| \cdot n^{O(\log s)}\) and uses memory \(\text{poly}(n, s, 1/\varepsilon, |S|)\). Furthermore, the well-distributed requirement turns out to be true for nearly all uniformly random samples that are sufficiently large. The result is, to the best of our knowledge, the first polynomial memory proper learning algorithm for decision trees.

Our algorithm (Algorithm 1) is a surprisingly simple modification of [21]’s algorithm, but our analysis is quite a bit more involved. A key difference is that [21]’s algorithm is an Occam algorithm, whereas ours is not. The original [21] algorithm breaks down when in cannot fully fit the sample; the analysis showing that our algorithm is able to handle a sample it cannot fully fit is subtle.

\textbf{Lemma 47} (Correctness of \textsc{Find}). \textit{If \(S\) can be exactly fit by a tree of size \(s\), then \textsc{Find}(\(S, s, d\)) will not return “None”.

Proof. By induction. If \(s = 1\) and \(S\) can be fit by a tree of size \(s\), then all samples in \(S\) will have the same label. Hence, \textsc{Find} will return a tree on line 1, and not return “None”.
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For $s \geq 2$, there are only two spots where Find could return “None”:

**Line 4.c.ii** Find returns “None” on line 4.c.ii only if a call of the form Find($S^a_s, s - 1, d - 1$) returns “None” where $a = \pm 1$ and $v$ is relevant. Let $T_S$ be a minimal size tree that fits $S$, which by assumption, has size at most $s$. Since $v$ is relevant, a node labeled with it must appear somewhere in that tree. This means that there is a size $s - 1$ tree that will exactly fit $S^a_s$. By induction, this means that Find($S^a_s, s - 1, d - 1$) will not return “None”.

**Line 5.** Find returns “None” on line 5 only if there was not a single relevant variable $v$ for which either of the calls Find($S^0_0, \frac{s}{2}, d - 1$) or Find($S^1_1, \frac{s}{2}, d - 1$) on line 4.a succeeded (i.e. did not return “None”). Once again, let $T_S$ be a minimal size tree that fits $S$. Then, every node in $T_S$ must be relevant for $S$. Furthermore, $T_S$ has some root variable $v^*$ and subtrees $(T_S)_0$ and $(T_S)_1$. At least one of $(T_S)_0$ or $(T_S)_1$ must have size at most $\frac{s}{2}$. If $(T_S)_0$ has size at most $\frac{s}{2}$, then by the inductive hypothesis, Find($S^0_0, \frac{s}{2}, d - 1$) does not return “None”. Otherwise Find($S^1_1, \frac{s}{2}, d - 1$) does not return “None”. Hence, Find won’t return “None” on line 5.

We hope to prove that Find will produce low error trees, but it turns out to be difficult to guarantee this for arbitrary samples. One particular sample we can guarantee this for is the sample containing all possible points. If $S$ contains all $2^n$ possible points, then Find will return a tree with error at most $\frac{1}{4} \cdot \left(\frac{3}{4} + \frac{1}{4}\right)^d$, which we will prove in Lemma 49. The following property allows us to quantify how close $S$ is to the full sample.

**Definition 48 (Well-distributed samples).** We say that a sample of points $S$ is $c$-well-distributed to depth $d$ if, for any restriction $\alpha$ where $|\alpha| \leq d$,

$$|\{S_\alpha\}| - \mu \leq c\mu$$

where $\mu = 2^{-|\alpha|} |S|$ is the expected size of $S_\alpha$ if $S$ is chosen uniformly at random.

For example, if $S$ contains all possible $2^n$ points, then $S$ is $0$-well-distributed to any depth.

**Lemma 49 (Error of Find on well-distributed samples).** Let $S$ be $c$-well-distributed to depth $d$. If Find($S, s, d$) does not return “None”, it returns a tree with error at most $\frac{1}{4} \cdot \left(\frac{3}{4} + \frac{1}{4}\right)^d \cdot s$ with respect to $S$.

**Proof.** By induction on the $d$; If $d = 0$ and $s \geq 2$, then this lemma requires the error to be less than $\frac{1}{2}$, which Find satisfies since it places the majority node. If $s = 1$ and Find doesn’t return “None”, it must have returned a zero-error tree on Line 1, satisfying the desired error bound.

Next, consider $d \geq 1$. If all samples have the same label, Find returns a $0$ error tree. Otherwise, it returns a tree, $T$, with 0-subtree $T^0_0$ and 1-subtree $T^1_1$ for some variable $v$. Let $\ell_0$ and $\ell_1$ be the number of points in $S^0_0$ and $S^1_1$ respectively. Then, we can relate the errors of the trees as follows:

$$\text{error}(T) = \frac{\ell_0}{\ell_0 + \ell_1} \cdot \text{error}(T^0_0) + \frac{\ell_1}{\ell_0 + \ell_1} \cdot \text{error}(T^1_1)$$

At least one of $T^0_0$ and $T^1_1$ was generated using a recursive call to Find with size parameter $\frac{s}{2}$. Without loss of generality, let that tree be $T^0_0$. The other tree, $T^1_1$ was generated by a recursive call with size at most $s$. By the inductive hypothesis,

$$\text{error}(T) \leq \frac{\ell_0}{\ell_0 + \ell_1} \cdot \frac{1}{4} \cdot \left(\frac{3}{4} + \frac{c}{4}\right)^d \cdot s + \frac{\ell_1}{\ell_0 + \ell_1} \cdot \frac{1}{4} \cdot \left(\frac{3}{4} + \frac{c}{4}\right)^d \cdot s$$

(12)
Since $S$ is $c$-well-distributed to depth $d$, $(1-c)\mu \leq \ell_0, \ell_1 \leq (1+c)\mu$, where $\mu = \frac{|S|}{2^d}$. Choosing $\ell_0 = (1-c)\mu$ and $\ell_1 = (1+c)\mu$ maximizes equation Equation (12) and so results in a valid upper bound.

$$\text{error}(T) \leq \frac{\mu(1-c)}{2\mu} \cdot \frac{1}{4} \left( \frac{3}{4} + \frac{c}{4} \right)^{d-1} \cdot s + \frac{\mu(1+c)}{2\mu} \cdot \frac{1}{4} \left( \frac{3}{4} + \frac{c}{4} \right)^{d-1} \cdot s$$

$$= \frac{1}{4} \cdot \left( \frac{3}{4} + \frac{c}{4} \right)^{d-1} \cdot \left( \frac{3}{4} + \frac{c}{4} \right) \cdot s$$

$$= \frac{1}{4} \left( \frac{3}{4} + \frac{c}{4} \right)^d \cdot s \ △$$

The above Lemma shows that if a sample is sufficiently well-distributed, FIND will return a tree with low error. We next show that, with high probability, sufficiently large samples will be well-distributed.

**Lemma 50 (Well-distributed samples are common).** Choose any $0 < c < 1.0, \delta > 0$. Then for

$$m = O \left( \frac{2^d}{c^2} \cdot (d \log(n) + \log(1/\delta)) \right),$$

a sample of size $m$ chosen uniformly at random from $\{0,1\}^n$ is $c$-well-distributed to depth $d$ with probability at least $1 - \delta$

**Proof.** Consider an arbitrary restriction $\alpha$ of length $h \leq d$. By Chernoff bounds,

$$\Pr[|\mathbf{S}_\alpha| - \mu |\geq c\mu] \leq 2e^{-nc^2/3}$$

where $\mu = \mathbb{E}[|\mathbf{S}_\alpha|] = m \cdot 2^{-h}$. Since $h \leq d$, we can upper bound the probability as follows.

$$\Pr[|\mathbf{S}_\alpha| - \mu |\geq c\mu] \leq 2e^{-m \cdot 2^{-d}c^2/3}$$

$S$ is $c$-well-distributed if $|\mathbf{S}_\alpha| - \mu |\leq c\mu$ for all possible restrictions $\alpha$ of size at most $d$. There are $\sum_{i=0}^{d} \binom{n}{i} 2^i = n^{O(d)}$ such restrictions. Thus, by a union bound:

$$\Pr[\text{$S$ is $c$-well-distributed}] \geq 1 - n^{O(d)} \cdot e^{-m \cdot 2^{-d}c^2/3}.$$

We set the right-hand side of the above equation to be at least $1 - \delta$ and solve for $m$, which proves this Lemma. \ △

Our analysis of the time complexity of FIND is very similar to Ehrenfeucht and Haussler’s:

**Lemma 51 (Time complexity of FIND).** FIND($S, s, d$) takes time $|S| \cdot (n + 1)^2 \log(s)$.

**Proof.** Fix a total number of variables $n$ and sample size $m$. Let $T(i, s)$ be the maximum time needed by FIND($S, s, d$) where $S$ has size at most $m$, $i$ is the number of relevant variables in $S$, and $d$ is arbitrary.

If $i = 0$ or $s = 1$, then FIND must return on Line 1 or 2, using only $O(m)$ time. Otherwise, the FIND makes at most $2i$ recursive calls on line 4.(a) each of which takes time at most $T(i - 1, \frac{s}{2})$ It also makes zero or one recursive call on line 4.(c), i which takes time up
to \( T(i - 1, s - 1) \leq T(i - 1, s) \). In addition to these recursive calls, all of the auxiliary computations can be done in \( O(mn) \) time. Hence, we have the following recurrence relation:

\[
T(i, s) \leq 2i \cdot T(i - 1, \frac{s}{2}) + T(i - 1, s) + O(mn).
\]

If we substitute \( r = \log(s) \), then equivalently, we have the relation:

\[
\hat{T}(i, r) \leq 2i \cdot \hat{T}(i - 1, r - 1) + \hat{T}(i - 1, r) + O(mn).
\]

The above relation is shown to be upper bounded by \( \hat{T}(i, r) = O(m \cdot (n + 1)^{2r}) \) in [21]. Substituting back \( r = \log(s) \) gives that \( T(i, s) \leq O(m \cdot (n + 1)^{2\log(s)}) \).

\[\blacktriangleleft\]

**Lemma 52 (Memory complexity of FIND).** FIND\((S, s, d)\) takes memory \( O(2^d(|S| + \log n)) \).

**Proof.** Each call to FIND with depth \( d \) will only ever need simultaneously need to run up to 2 calls to FIND, each with depth \( d - 1 \). Hence, there are at most \( 2^d \) copies of FIND that need to be stored in memory at any one time. At worst, each copy stores the sample as well as pointers to it and the \( n \) different variables. This means each copy uses \( O(|S| + \log n) \) memory, for a total of \( O(2^d(|S| + \log n)) \) memory. \[\blacktriangleleft\]

The last step in this analysis is a standard generalization argument relying on Chernoff bounds.

**Lemma 53 (Generalization).** Choose any \( \delta, \varepsilon \geq 0 \). Suppose that \( S \) is a uniformly random sample from a function, \( f \), that can be computed by a decision tree of size at most \( s \) and depth at most \( d \). If the number of samples in \( S \) is at least

\[
m = O\left(\frac{2^d \log(n) + \log(\frac{1}{\delta})}{\varepsilon}\right)
\]

and FIND\((S, s, d)\) returns a decision tree that fits \( S \) with error at most \( \frac{\varepsilon}{4} \). Then, with probability at least \( 1 - \delta \), the decision tree returned by FIND has error at most \( \varepsilon \) on \( f \).

**Proof.** We will upper bound the number of different decision trees FIND could return when given depth limit \( d \). There up to \( 2^d \) spots where a decision tree of depth \( \leq d \) could have a node. In each of these spots, the decision tree could either have one of \( n \) variables, a leaf that is either \(+1\) or \(-1\), or nothing. Thus, the number of decision trees of depth at most \( d \) is at most \( (n + 3)^{2^d} \).

We call a decision tree, \( T \), “bad”, if \( T \) has error at least \( \varepsilon \) on \( f \). For any particular bad tree \( T \), the probability it will have error less than \( \frac{\varepsilon}{4} \) on \( S \) can be upper bounded using a Chernoff Bound:

\[
\Pr_{S}[\text{error}_{S}(T) \leq \frac{\varepsilon}{4}] \leq \exp(-\frac{n}{32}\varepsilon m).
\]

Since there are most \( (n + 3)^{2^d} \) bad trees, the probability that any bad tree has error at most \( \frac{\varepsilon}{4} \) is at most \( (n + 3)^{2^d} \cdot \exp(-\frac{n}{32}\varepsilon m) \). Setting this equal to \( \delta \) and solving for \( m \) completes the proof of this lemma. \[\blacktriangleleft\]

Finally, we are able to put all these pieces together to prove our main theorem of this section, and show how FIND is used to learn decision trees:
Theorem 54 (Proper learning with polynomial sample and memory complexity). Let \( f \) be any function over \( n \) variables computable by a size \( s \) decision tree. Choose any \( \varepsilon, \delta > 0 \). There is an algorithm that

- runs in time \( \text{poly}(n \log s, \frac{1}{\varepsilon}, \log(\frac{1}{\delta})) \)
- requires memory \( \text{poly}(s, \log n, \frac{1}{\varepsilon}, \log(\frac{1}{\delta})) \)
- uses \( \text{poly}(s, \log n, \frac{1}{\varepsilon}, \log(\frac{1}{\delta})) \) random samples from \( f \) and with probability at least \( 1 - \delta \) returns a decision tree that is an \( \varepsilon \)-approximation of \( f \).

Proof. Choose any constant \( 0 < c < 1 \) and set \( d = \log(\frac{s}{\varepsilon}) / (\log(\frac{3+c}{4})) \). Then, by taking a uniformly random sample, \( S \), of size

\[
m = O\left(\frac{2^d}{\varepsilon c^2} \cdot (d \log(n) + \log(1/\delta))\right)
\]

we have the following holds:

1. \( S \) is \( c \)-well-distributed with probability at least \( 1 - \frac{\delta}{2} \).
2. If \( S \) is \( c \)-well-distributed, then \( \text{Find}(S, s, d) \) returns a tree, \( T \), with error at most \( \frac{1}{4}(\frac{3+c}{4})^d \cdot s = \frac{1}{4} \) on \( S \).
3. If \( T \) has error less than \( \frac{\varepsilon}{4} \), then with probability at least \( 1 - \frac{\delta}{2} \), \( T \) is a \( \varepsilon \)-approximation for \( f \).

Furthermore, this procedure meets the time constraints by Lemma 51 and memory constraints by Lemma 52.
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Abstract

Given a metric $(V, d)$ and a root $r \in V$, the classic $k$-TSP problem is to find a tour originating at the root of minimum length that visits at least $k$ nodes in $V$. In this work, motivated by applications where the input to an optimization problem is uncertain, we study two stochastic versions of $k$-TSP.

In Stoch-Reward $k$-TSP, originally defined by Ene-Nagarajan-Saket [13], each vertex $v$ in the given metric $(V, d)$ contains a stochastic reward $R_v$. The goal is to adaptively find a tour of minimum expected length that collects at least reward $k$; here “adaptively” means our next decision may depend on previous outcomes. Ene et al. give an $O(\log k)$-approximation adaptive algorithm for this problem, and left open if there is an $O(1)$-approximation algorithm. We totally resolve their open question, and even give an $O(1)$-approximation non-adaptive algorithm for Stoch-Reward $k$-TSP.

We also introduce and obtain similar results for the Stoch-Cost $k$-TSP problem. In this problem each vertex $v$ has a stochastic cost $C_v$, and the goal is to visit and select at least $k$ vertices to minimize the expected sum of tour length and cost of selected vertices. Besides being a natural stochastic generalization of $k$-TSP, this problem is also interesting because it generalizes the Price of Information framework [33] from deterministic probing costs to metric probing costs.

Our techniques are based on two crucial ideas: “repetitions” and “critical scaling”. In general, replacing a random variable with its expectation leads to very poor results. We show that for our problems, if we truncate the random variables at an ideal threshold, then their expected values form a good surrogate. Here, we rely on running several repetitions of our algorithm with the same threshold, and then argue concentration using Freedman’s and Jogdeo-Samuels’ inequalities. Unfortunately, this ideal threshold depends on how far we are from achieving our target $k$, which a non-adaptive algorithm does not know. To overcome this barrier, we truncate the random variables at various different scales and identify a “critical” scale.
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1 Introduction

Consider a scenario where a salesperson must sell some quota of brushes in order to win a trip to Hawaii. The salesperson knows the time it takes to travel between different cities and the demand at each city. What is the best route to take to sell the quota while spending the least amount of time? This exact scenario was described by Awerbuch et al. [4] to motivate the study of TSP problems where the algorithm has to also decide which cities to visit. A cleaner version of this problem, first introduced by Ravi et al. [31], is the $k$-TSP problem where we assume that each city has a unit demand. Formally, given a metric $(V,d)$ with a root $\in V$ and a target $k \in \mathbb{Z}_{\geq 0}$, the $k$-TSP problem is to find a tour that originates at the root and visits at least $k$ vertices, while minimizing the total travel time. There is a long line of work trying to design better approximation algorithms for the $k$-TSP problem [4, 30, 8, 16, 2, 1], and the state-of-the-art is a 2-approximation algorithm due to Garg [17]1.

In this work we consider stochastic versions of the $k$-TSP problem: what if the salesperson does not know the exact demand in each city, or what if the salesperson need to spend some uncertain time in each city to complete the city’s demand? Indeed, there is a long line of work studying classical optimization problems where we begin only with estimates (probability distributions) on the input parameters. The algorithm has to adaptively probe parameters (inspect elements) by paying some “cost” before realizing their exact values; here “adaptively” means that our decisions may depend on the outcomes of already probed elements. Such stochastic probing problems have been well-studied in both maximization and minimization settings [11, 18, 19, 22, 20, 23, 5, 24, 6, 29, 3, 25, 13, 15, 33, 9, 21].

There are two natural ways of defining the stochastic $k$-TSP problem, depending on the type of input uncertainty. In the Stoch-Reward $k$-TSP problem, first introduced by Ene-Nagarajan-Saket [13], we incorporate uncertainty in the vertex demands. Formally, we assume that the demand at each vertex is drawn independently from a known distribution, and the goal is to adaptively find a tour $\Pi$ that obtains the target demand $k$, while minimizing the total expected travel time $2$.

We also study Stoch-Cost $k$-TSP where each city still has a unit demand, but the salesperson will have to spend an additional completion time (drawn from a known distribution) at each vertex before meeting its unit demand. The goal is to adaptively find a tour $\Pi$ that completes the target demand $k$, while minimizing the expected sum of total travel and completion times. Notice, our algorithm finds the exact completion time of a vertex only after visiting it, and may choose not to complete it (i.e., not meet its unit demand) if the completion time seems too long. This idea of studying stochastic completion times at vertices is not new, and has been previously used in the study of stochastic Orienteering problems, which in some sense is the dual to our Stoch-Cost $k$-TSP problem [23, 6].

A common theme in the study of stochastic probing problems is to understand the power of adaptivity. Indeed, while the optimal algorithms can fully adapt to the outcomes, and hence may not even have a polynomial-size representation, a non-adaptive algorithm makes all its decisions upfront independent of the observed outcomes (except perhaps the stopping time). Being non-adaptive has several benefits like they are simpler to find, easily parallelizable, and have a poly-size representation. So ideally for a probing problem we would like to design non-adaptive algorithms with performance close to the optimal adaptive

1 A closely-related variant is called the $k$-MST problem. Both problems are equivalent up to a constant approximation factor.
2 Our Stoch-Reward $k$-TSP problem is called the “Stochastic $k$-TSP” problem in [13]. We rename it to differentiate it from Stoch-Cost $k$-TSP.
algorithms, or in other words design non-adaptive algorithms with a small adaptivity gap. The main results of our work is to show that both the above Stoch-Reward \(k\)-TSP and Stoch-Cost \(k\)-TSP problems have a constant adaptivity-gap. That is, there exist fixed-tours starting at the root which the algorithm can take until it obtains the target demand \(k\), which guarantee an expected total time at most a constant factor more than the expected total time of the optimal adaptive tour. Moreover, for distributions with polynomial support, we give poly-time algorithms to find such tours.

Our constant adaptivity-gap for Stoch-Reward \(k\)-TSP answers the main open question of [13], who showed an \(O(\log^2 k)\) bound on the adaptivity gap. The constant adaptivity gap result for Stoch-Cost \(k\)-TSP might also seem surprising because it is known that the related Stochastic Orienteering problem has a super-constant adaptivity gap [6].

In the rest of this section we first formally state our problems and results, and then discuss our high-level techniques and other related work.

1.1 Stoch-Reward \(k\)-TSP

The following Stoch-Reward \(k\)-TSP was first defined by Ene et al. [13].

**Stoch-Reward \(k\)-TSP.** We are given a metric \((V,d)\) with a root \(v \in V\) and each vertex \(v \in V\) has an independent integral\(^3\) stochastic\(^4\) reward \(R_v \in \mathbb{Z}_{\geq 0}\). All reward distributions are given as input but the actual reward instantiation \(R_v\) is only known when the algorithm visits vertex \(v\). Given a target value \(k \in \mathbb{Z}_{\geq 0}\), the goal is to adaptively find a tour \(\Pi\) originating at root that collects at least \(k\) reward (i.e., \(\sum_{v \in \Pi} R_v \geq k\)) while minimizing the expected tour length.

This problem captures several well-studied problems; e.g., it captures the problem of Stoch-Knapsack Cover where the metric \((V,d)\) is a weighted star: given a target \(k\) and \(n\) items where item \(i \in [n]\) has both a deterministic cost \(C_i \in \mathbb{R}_{\geq 0}\) and an independent stochastic reward \(R_i \in \mathbb{Z}_{\geq 0}\), the Stoch-Knapsack Cover problem is to adaptively obtain a total reward of at least \(k\) at the minimum expected cost. This problem was studied by Deshpande et al. [12], and they gave an adaptive 2-approximation algorithm. However, even in this special case, it was not know if there is a non-adaptive constant factor approximation algorithm.

The first non-trivial results for the Stoch-Reward \(k\)-TSP problem were obtained by Ene et al. [13]. They gave an \(O(\log^2 k)\)-approximation non-adaptive algorithm and an \(O(\log k)\) approximation adaptive algorithm. On the hardness side, however, they only gave a lower bound of \(e\) on the adaptivity gap. This left open closing the wide gap on the adaptivity gap for Stoch-Reward \(k\)-TSP. We resolve their open question by giving a non-adaptive \(O(1)\)-approximation algorithm.

**Theorem 1.** The Stoch-Reward \(k\)-TSP problem has a non-adaptive \(O(1)\)-approximation algorithm.

The difficulty in Stoch-Reward \(k\)-TSP arises because the expected reward is a poor indicator of how much we care about a node. An extreme example is a vertex with a large expected reward, but which is non-zero with nearly zero probability. It is therefore reasonable to truncate the reward distributions at the remaining target reward. However, it is not clear why such an approach would work, and moreover this approach is adaptive as it depends on the remaining target.

\(^3\) This is without loss of generality. Our result also generalizes to the case where rewards are real numbers via re-scaling.

\(^4\) We assume that the distribution is discrete and is given explicitly.
1.2 Stoch-Cost $k$-TSP

We formally define the Stoch-Cost $k$-TSP problem.

**Stoch-Cost $k$-TSP.** We are given a metric $(V,d)$ with a root $\in V$ and each vertex $v \in V$ has an independent stochastic cost $C_v \in \mathbb{R}_{\geq 0}$. All cost distributions are given as input but the actual cost instantiation $C_v$ is only known when vertex $v$ is visited. Suppose a vertex $v$ can only be selected if: (1) $v$ is visited and (2) we are currently at vertex $v$. The goal is to adaptively find a tour $\Pi$ originating at root that selects a set $S$ of $k$ visited vertices while minimizing the expected total cost, which is the sum of the tour length and the cost of the selected vertices:

$$E\left[d(\Pi) + \sum_{v \in S} C_v\right].$$

Apart from being a natural generalization of the classical $k$-TSP problem, Stoch-Cost $k$-TSP is also motivated due to its connections to price of information \cite{33}. In particular, it generalizes the Minimization $k$-Pandora’s Box problem studied in \cite{28,33}. In this problem we are given a target $k$ and $n$ items, where each item $i \in [n]$ has a known probing price $\pi_i \in \mathbb{R}_{\geq 0}$ and an independent stochastic cost $C_i$. The exact cost $C_i$ is only revealed after we pay price $\pi_i$. The goal is to adaptively probe and select $k$ of the probed items to minimize the expected total selection cost plus probing price. Stoch-Cost $k$-TSP captures this problem on a star metric where node $i$ is at a distance $\pi_i/2$ from the root. Thus, we can view the Stoch-Cost $k$-TSP problem as generalizing the price of information framework to a metric setting, where the price of probing is not fixed but given by a general metric. Our next result gives a non-adaptive $O(1)$-approximation algorithm for Stoch-Cost $k$-TSP.

**Theorem 2.** The Stoch-Cost $k$-TSP problem has a non-adaptive $O(1)$-approximation algorithm.

Our main techniques in the proof of Theorem 2 are similar to those for Stoch-Reward $k$-TSP. In fact, in Section 3 we present a generic framework that can be used to solve both these problems. It will be interesting to find other applications of our framework in future work.

1.3 High-level Techniques

We assume that after re-scaling, the distance between any pair of vertices is at least 1.

**Stoch-Reward $k$-TSP.** A standard idea in the design of approximation algorithms on a metric is to operate in phases, where in phase $i$ our algorithm is allowed a budget of $2^i$. Intuitively, this corresponds to the algorithm imagining that the optimal adaptive tour has length $\Theta(2^i)$. In each phase, a naïve algorithm would be to collect as much expected reward as possible within budget $2^i$ (say, by solving an instance of the Orienteering problem). However, in general the performance of such a naïve algorithm can be arbitrarily bad. E.g., suppose $k-\sqrt{k}$ reward is easy to get, now for the remaining reward the naïve algorithm prefers a vertex with a deterministic reward of $\sqrt{k}$ (assuming both are at the same distance).

\footnote{Up to a factor of 2, this version of the problem is equivalent to the version where restriction (2) is removed.}
A natural fix to the above issue is to truncate the reward distributions at the remaining target reward and then take expectations. Not only is this algorithm adaptive, it is not even clear why it would work. Indeed, Ene et al. [13] give an example (see Example 2 in [13]) where this algorithm has an $O(\log k)$-approximation factor. Our first idea is to run $O(1)$ repetitions of a bi-criteria Orienteering algorithm using the same truncation (i.e., the initial remaining target) for all these repetitions. Our analysis applies Freedman’s [14] and Jogdeo-Samuels [27] inequalities to argue concentration, and relies crucially on not updating the remaining target for these $O(1)$ repetitions.

Nevertheless, the above approach depends on the remaining target, which is unknown to a non-adaptive algorithm. One could bypass this by truncating the reward distributions at $\log k$ different scales, where scale $j$ corresponds to the remaining target being roughly $k/2^j$, applying the previous $O(1)$ repetitions idea at each scale, and visiting the union of all tours. Unfortunately, this immediately loses a $\log k$ approximation factor. Our second idea is “critical scaling” in which we identify a “critical” scale $j_{\text{crit}}$ among the $\log k$ possible scales, and only include tours for scales $j_{\text{crit}} - 1$ and $j_{\text{crit}}$. This critical scale $j_{\text{crit}}$ roughly (but not quite) corresponds to a “phase transition” from an underestimation to an overestimation of the remaining target. A priori it is not clear why such a “critical” scale can be found non-adaptively, but the concentration properties of the above $O(1)$ repetitions allow us to find it efficiently.

**Stoch-Cost $k$-TSP.** We obtain our result for Stoch-Cost $k$-TSP in a similar way. An immediate challenge, however, is how should we truncate the cost distributions $C_v$, say even if the remaining target $k'$ is known? One natural way is by looking at $\mathbb{P}[C_v \leq O(2^j/k')]$, where $O(2^j/k')$ is the “average” cost per remaining reward in phase $i$. But such an approach would fail when some vertices in the optimal tour have costs much smaller than $O(2^j/k')$, while the other vertices have much higher costs. We overcome this by considering $\mathbb{P}[C_v \leq O(2^{j-1})]$ for all possible scales $j \in \{0, \cdots, i + \log n\}$, identifying a “critical” scale $j_{\text{crit}}$, and again only including the tours for scales $j_{\text{crit}} - 1$ and $j_{\text{crit}}$. To identify the critical scale, we need to evaluate the maximum target a tour at a given scale can get within cost budget $2^j$ with constant probability. We show this can be approximately computed via dynamic programming.

### 1.4 Further Related Work

There is a long line of work studying the classic $k$-TSP and the related $k$-MST problem; we refer the readers to Garg’s beautiful 2-approximation paper and the references therein [17].

A formal study on the benefits of adaptivity for stochastic combinatorial optimization problems started with the seminal work of Dean et al. [11]. They showed that for the stochastic knapsack problem, where items sizes are independently drawn and we need to fit them in a knapsack of size $B$, there is an $O(1)$-approximation non-adaptive algorithm. This factor was later improved to a $(2 + \epsilon)$-approximation in [7, 29]. The minimization version of the stochastic knapsack problem, which is known as the Stoch-Knapsack Cover problem, was studied by Deshpande et al. [12], and is a special case of Stoch-Reward $k$-TSP as we mentioned before. The unbounded version of Stoch-Knapsack Cover (each item has infinite number of copies) was studied by [26] and they provide an FPTAS for this problem.

Gupta et al. [23] generalized the stochastic knapsack problem to the stochastic orienteering problem, where each stochastic item now resides on a vertex of a given metric, and we need to fit both the tour length and the item sizes inside our budget $B$. They give an $O(\log \log B)$-approximation non-adaptive algorithm for this problem. Bansal and Nagarajan [6] later showed that this problem has no constant-approximation non-adaptive algorithm. These
works inspired Ene et al. [13] to study Stoch-Reward $k$-TSP, a natural minimization variant of the stochastic orienteering problem. Prior to our work, it was conceivable that this minimization problem also has a super-constant adaptivity gap, like stochastic orienteering.

Motivated by different applications that solve discrete problems under an uncertain input, other related stochastic probing models have been studied. We refer the readers to Singla’s Ph.D. Thesis for a survey [32]. Of particular interest to us is the Price of Information model [33], which was inspired from the work on Pandora’s box [34, 28]. Their Minimization $k$-Pandora’s Box problem inspired us to define Stoch-Cost $k$-TSP, which generalizes the probing costs from being fixed to being on a metric. Although an optimal strategy is known for Minimization $k$-Pandora’s Box, the problem becomes APX-hard on a metric as it generalizes $k$-TSP.

Organization

We start with some preliminary definitions and lemmas in Section 2. In Section 3, we describe our general framework for both Stoch-Reward $k$-TSP and Stoch-Cost $k$-TSP, and prove some key lemmas that will be used throughout the paper. We give our non-adaptive $O(1)$-approximation algorithm for Stoch-Reward $k$-TSP that proves Theorem 1 in Section 4. The non-adaptive $O(1)$-approximation algorithm for Stoch-Cost $k$-TSP that proves Theorem 2 is in Section 5.

2 Preliminaries

2.1 Adaptive vs Non-Adaptive Algorithms

Any feasible solution to our stochastic problems can be described by a decision tree, where nodes correspond to vertices that are visited and branches correspond to instantiations of the observed random variables. Even if the degree of every vertex is a constant, the size of such decision trees can be exponentially large in its height. These solutions are called adaptive because the choice of the next vertex to visit depends on the outcomes of the already visited nodes.

We also consider the special class of non-adaptive solutions that is described simply by an ordered list of vertices: the policy involves visiting vertices in the given order until a certain stopping criterion is met. Such non-adaptive solutions are often preferred over adaptive solutions because they are easier to implement.

In this work we only study minimization problems. We compare the performance of our algorithm with that of the optimal adaptive algorithm, which is denoted by $\text{OPT}$. We abuse notation and also use $\text{OPT}$ to denote the expected objective of the optimal adaptive algorithm. We say an algorithm is $\alpha$-approximation for $\alpha \geq 1$ if the expected objective of the algorithm is at most $\alpha \cdot \text{OPT}$. Ideally, we want to design non-adaptive algorithms whose performance is comparable to the optimal adaptive algorithm. Since this is not always possible, it is important to bound the adaptivity gap, which is the worst-case ratio between the expected objectives of the optimal non-adaptive and the optimal adaptive algorithms.

2.2 Probability Inequalities

Our proofs will require the following probability inequalities. We start with a bound on the median of independent Bernoulli random variables due to Jogdeo and Samuels [27]. Given $n$ independent Bernoulli random variables $X_1, \ldots, X_n$ where $X_i$ has success probability $p_i \in [0, 1]$, let $X := \sum_{i=1}^n X_i$ be their sum. Define the median of $X$ to be any integer $m \in \mathbb{Z}_{\geq 0}$ such that $\min \{ \Pr[X \geq m], \Pr[X \leq m]\} \geq 1/2$. 
Theorem 3 (Theorem 3.2 and Corollary 3.1 [27]). Let $X = \sum_{i=1}^n X_i$ be the sum of $n$ independent Bernoulli random variables where $X_i$ has success probability $p_i \in [0, 1]$. If $E[X]$ is an integer $k$, then the median of $X$ is also $k$. If $k < E[X] < k+1$ for some integer $k$, then the median of $X$ is either $k$ or $k+1$.

We will also need the following martingale inequality due to Freedman [14].

Theorem 4 (Freedman’s Inequality, Theorem 1.6 in [14]). Consider a real-valued martingale sequence $\{X_t\}_{t \geq 0}$ such that $X_0 = 0$, and $E[X_{t+1}|F_t] = 0$ for all $t$, where $\{F_t\}_{t \geq 0}$ is the filtration defined by the martingale. Assume that the sequence is uniformly bounded, i.e., $|X_t| \leq M$ almost surely for all $t$. Now define the predictable quadratic variation process of the martingale to be $W_t = \sum_{j=1}^t E[X_j^2|F_{j-1}]$ for all $t \geq 1$. Then for all $\ell \geq 0$ and $\sigma^2 > 0$ and any stopping time $\tau$, we have

$$P\left[\sum_{j=0}^{\tau} X_j \geq \ell \wedge W_\tau \leq \sigma^2 \text{for some stopping time } \tau\right] \leq 2 \exp\left(-\frac{\ell^2/2}{\sigma^2 + M^2/3}\right).$$

Theorem 5 (Chernoff Bound). Let $X_1, X_2, \cdots, X_n$ be independent random variables taking values in $[0, 1]$ and define $X := \sum_{i \in [n]} X_i$. Then for any $\delta \in [0, 1]$, we have

$$P[X \leq (1 - \delta) \cdot E[X]] \leq \exp(-\delta^2 \cdot E[X]/2).$$

2.3 A Bi-Criteria Algorithm \textbf{ALG}$_{\text{Bicrit-Orient}}$ for Orienteering

We formally define the well-known Orienteering problem.

Orienteering. Given a metric $(V,d)$ with root $\in V$, a profit$^6$ $R_v > 0$ for each $v \in V$, and a budget $B > 0$, the goal is to find a tour originating at root of length at most $B$ that maximizes the collected profit.

The state-of-the-art for this NP-hard Orienteering problem is a $(2 + \epsilon)$-approximation algorithm [10]. We denote this algorithm as \textbf{ALG}$_{\text{Orient}}$ and denote the profit of the optimal Orienteering tour as $\text{OPT}_{\text{Orient}}$. For our purposes, however, we also need to find profit at least $\text{OPT}_{\text{Orient}}$ minus an arbitrarily small additive error. To achieve this, the tour found by our algorithm has length $O(1) \cdot B$.

Lemma 6 (Bi-criteria Orienteering). There is an efficient algorithm \textbf{ALG}$_{\text{Bicrit-Orient}}$ that finds a tour of length $O(1) \cdot B$ while collecting at least $(\text{OPT}_{\text{Orient}} - \epsilon)$ profit, where $\epsilon = 1/\text{poly}(n)$ can be made arbitrarily small.

3 Our Approach via Critical Scaling and Repetitions

3.1 A Meta-Algorithm and Critical Scaling

Our non-adaptive $O(1)$-approximation algorithms for both the problems, Stoch-Reward $k$-TSP and Stoch-Cost $k$-TSP, have the same structure described in Meta-Algorithm \textbf{ALG}$_{\text{Meta}}$ (Algorithm 1). This algorithm operates in phases where it gets a budget of $O(1) \cdot 2^{\gamma^i}$ in phase $i \geq 0$ for some constant $\gamma \in (1, 2)$.

$^6$ We use the word “profit” for Orienteering to avoid confusion with the “reward” in Stoch-Reward $k$-TSP.
In each phase $i$, $\text{ALG}_\text{Meta}$ explores multiple different “scales” in the remaining graph after excluding the set $\Pi$ of vertices found in the previous phases. Recall, each scale corresponds to truncating the random variables at a different threshold. This is crucial because our non-adaptive algorithm doesn’t know the remaining reward to reach the target $k$. For each different scale, $\text{ALG}_\text{Meta}$ obtains a tour of length $O(1) \cdot \gamma^i$ via a sub-procedure $\text{ALG}_\text{Rep}$ to which it sends the truncated random variables as arguments (discussed in Section 3.2). Eventually, $\text{ALG}_\text{Meta}$ identifies a “critical” scale $j_{\text{crit}}$ and appends at the end of $\Pi$ the two tours corresponding to the scales $j_{\text{crit}}$ and $j_{\text{crit}} - 1$. Since we only append two tours, $\text{ALG}_\text{Meta}$ uses budget at most $O(1) \cdot \gamma^i$ in phase $i$.

\section*{Algorithm 1 A Meta-Algorithm $\text{ALG}_\text{Meta}$.}

\begin{algorithmic}[1]
\State \textbf{Pre-processing stage:}
\For {phase $i = 0, 1, \ldots$}
  \State set $\Pi_{i-1} \leftarrow \emptyset$;\For {scale $j = 0, \ldots, \ell$}
    \State set $X_j^i \in [0, 1]$ to be the truncation of $X_v$ at scale $j$ for $v \in V \setminus \Pi$, and zero for $v \in \Pi$;\Find tour $\Pi_{i,j} \leftarrow \text{ALG}_\text{Rep}(\{X_j^i\}_{v \in V \setminus \Pi} : i)$ of length $O(1) \cdot \gamma^i$;
  \EndFor
  \State identify a “critical” scale $j_{\text{crit}}$ and set $\Pi_i \leftarrow \Pi_{i,j_{\text{crit}}} \cup \Pi_{i,j_{\text{crit}}-1}$;\Append tour $\Pi_i$ to $\Pi$, i.e., $\Pi \leftarrow \Pi \circ \Pi_i$;
\EndFor
\State \textbf{Probing stage:}
\For {phase $i = 0, 1, \ldots$}
  \State visit vertices in the order of $\Pi_i$ and apply certain Selection and Stopping Criteria;
\EndFor
\State \textbf{Return} set of vertices selected
\end{algorithmic}

To analyze the algorithm, we need some notation for any phases $i, i' \geq 1$:
\begin{itemize}
  \item $\sigma_{i-1}$: outcome of vertices visited by $\text{ALG}_\text{Meta}$’s in the first $i - 1$ phases of the probing stage.
  \item $u_{i'}(\sigma_{i-1})$: probability that $\text{ALG}_\text{Meta}$ enters phase $i' + 1$ in the probing stage, conditioning on $\sigma_{i-1}$.
  \item $u_{i'}^*(\sigma_{i-1})$: probability that the cost of $\text{OPT}$ is more than $\gamma'$, conditioning on $\sigma_{i-1}$.
\end{itemize}
Notice $u_{i-1}(\sigma_{i-1})$ denotes the indicator variable that $\text{ALG}_\text{Meta}$ enters phase $i$ in the probing stage. The following Lemma 7 is the key to our theorems. Roughly, it says that $\text{ALG}_\text{Meta}$ is a constant approximation algorithm if it can ensure that whenever $u_{i'}^*(\sigma_{i-1})$ is small (i.e., $\text{OPT}$ has a large success probability within budget $\gamma'$) then $\text{ALG}_\text{Meta}$ also succeeds with a constant probability in the first $i$ phases (i.e., only using $O(1) \cdot \gamma^i$ budget). The proof of Lemma 7 is standard (e.g., [13]), and we defer it to Appendix B.

\textbf{Lemma 7 (Key Lemma).} If for some universal constants $C > 0$, $\gamma > 1$, any phase $i \geq 1$, and any possible $\sigma_{i-1}$, the algorithm $\text{ALG}_\text{Meta}$ satisfies
\[ u_i(\sigma_{i-1}) \leq C \cdot u_{i'}^*(\sigma_{i-1}) + \frac{u_{i-1}(\sigma_{i-1})}{\gamma^2}, \]
then $\text{ALG}_\text{Meta}$ is a non-adaptive $O(1)$-approximation algorithm.
All our effort will go in designing $\text{ALG}_{\text{Meta}}$ that satisfies the precondition of Lemma 7.

### 3.2 $\text{ALG}_{\text{Rep}}$: Constant Repetitions of $\text{ALG}_{\text{Bicrit-Orient}}$ Suffice

For a fixed scale $j$ in phase $i$, $\text{ALG}_{\text{Meta}}$ uses $\text{ALG}_{\text{Rep}}$ (Algorithm 2) as a key sub-procedure to find a tour of length $O(1) \cdot \gamma^i$. To achieve this, $\text{ALG}_{\text{Rep}}$ runs a constant number of repetitions of $\text{ALG}_{\text{Bicrit-Orient}}$ on an Orienteering instance where each vertex $v$ has a profit $w_v = \mathbb{E}[X_v]$ for input random variable $X_v \in [0, 1]$ (recall, $X_v$ is the truncated random variable at scale $j$ for vertices outside $\Pi$). In each repetition, $\text{ALG}_{\text{Rep}}$ excludes vertices found in previous repetitions.

**Algorithm 2** $\text{ALG}_{\text{Rep}}(\{X_v\} \in V, i)$.

---

1. **Input:** random variables $X_v \in [0, 1]$ corresponding to vertex profits and phase $i$;
2. **Main stage:**
   3. set $\gamma \in (1, 2)$, $\epsilon \leftarrow 1/10^5$, $C \leftarrow O(1)$, and $w_v = \mathbb{E}[X_v]$;
   4. set $\Pi_i \leftarrow \emptyset$;
   5. for repetition $s = 1, \ldots, C$ do
      6. use $\text{ALG}_{\text{Bicrit-Orient}}$ to find a tour $\pi_s$ with budget $\gamma^i$, profit $\{w_v\} \in V$, and error $\epsilon$;
      7. append tour $\pi_s$ to $\Pi_i$, i.e., $\Pi_i \leftarrow \Pi_i \cup \pi_s$;
      8. reset $w_v = 0$ for $v \in \Pi_i$;
   9. end
10. **Return** $\Pi_i$

**Intuition.** In the following, we prove two important properties of $\text{ALG}_{\text{Rep}}$. Recall from Algorithm 2 that $\Pi_i$ denotes the union of the $C$ repetitions of $\text{ALG}_{\text{Bicrit-Orient}}$. The first property (Lemma 8) roughly says that if an Orienteering tour of budget $\gamma^i$ cannot obtain much profit outside $\Pi_i$, then $\text{OPT}$ also cannot obtain much reward outside $\Pi_i$ within budget $\gamma^i$. The second property (Lemma 9) roughly says that if on the other hand lots of profit can be found by an Orienteering tour outside $\Pi_i$, then the tour $\Pi_i$ obtains a large amount of expected reward in its $C$ repetitions, much more than what $\text{OPT}$ obtains within budget $\gamma^i$. This follows from the property that $\text{ALG}_{\text{Bicrit-Orient}}$ obtains profit close to the optimal Orienteering tour.

To formally state the above two properties, we need some notation. Consider the Orienteering instance in the remaining graph $V \setminus \Pi_i$ where the budget is $\gamma^i$ and each vertex $v \in V \setminus \Pi_i$ has profit $\mathbb{E}[X_v]$. Denote $\pi \subseteq V \setminus \Pi_i$ the optimal Orienteering tour for this instance and let

$$T \triangleq \sum_{v \in \pi} \mathbb{E}[X_v]$$

be the Orienteering profit obtained by $\pi$. For any adaptive strategy $\text{ADAP}$, let $\Pi_i(\text{ADAP}) \subseteq \Pi_i$ denote the random set of vertices visited by $\text{ADAP}$ inside the tour $\Pi_i$, and let $\Pi_{i}(\text{ADAP}) \subseteq V \setminus \Pi_i$ denote the random set of vertices visited by $\text{ADAP}$ outside the tour $\Pi_i$.

**Lemma 8.** Suppose we are given independent random variables $X_v \in [0, 1]$. Let $T$ be as defined in (1). Then for any adaptive strategy $\text{ADAP}$ which uses at most $\gamma^i$ budget and any constant $\alpha > 1$, we have

$$P\left[ \sum_{v \in \Pi_i(\text{ADAP})} X_v \geq \alpha T \right] \leq 2 \cdot \exp \left( -\frac{(\alpha - 1)^2T/2}{1 + (\alpha - 1)/3} \right).$$
Proof of Lemma 8. We construct a martingale for the (random) set $\Pi_i(\text{ADAP})$ of vertices visited by ADAP in $V \setminus \Pi_i$ as follows: When ADAP visits a vertex $v \in \Pi_i(\text{ADAP})$, the martingale proceeds for one step with martingale difference defined by

$$Z_v := X_v - \mathbb{E}[X_v] \in [-1, 1],$$

and the martingale doesn’t move when ADAP visits a vertex $v \in \Pi_i$. The stopping time $\tau$ is naturally defined as the martingale step when ADAP finishes. Since each $X_v \in [0, 1]$, the quadratic variance of the above martingale $W_\tau = \sum_{j=1}^{\tau} \mathbb{E}[X_j^2 | F_{j-1}]$ is bounded by its expectation $\sum_{j=1}^{\tau} \mathbb{E}[X_j | F_{j-1}]$ which is at most $T$, i.e., $\sum_{v \in \Pi_i(\text{ADAP})} \mathbb{E}[X_v] \leq T$. Therefore, applying Freedman’s inequality (Theorem 4), we have

$$\mathbb{P} \left[ \sum_{v \in \Pi_i(\text{ADAP})} X_v \geq \alpha T \right] \leq \mathbb{P} \left[ \left| \sum_{v \in \Pi_i(\text{ADAP})} Z_v \right| \geq (\alpha - 1)T \land W_\tau \leq T \right] \leq 2 \cdot \exp \left( -\frac{(\alpha - 1)^2 T/2}{1 + (\alpha - 1)/3} \right).$$

This finishes the proof of Lemma 8.

Lemma 9. Suppose we are given independent random variables $X_v \in [0, 1]$. Let $T$ be as defined in (1). Then for any adaptive strategy ADAP which uses budget at most $\gamma^i$, we have

$$\sum_{v \in \Pi_i \setminus \Pi_i(\text{ADAP})} \mathbb{E}[X_v] \geq (C - 1)(T - \epsilon) - \epsilon.$$

Proof of Lemma 9. Since ADAP uses budget at most $\gamma^i$, the set $\Pi_i(\text{ADAP}) \subseteq \Pi_i$ can always be visited by a tour of length at most $\gamma^i$. Consider the first tour $\pi_1$ found by Algorithm 2. Since the tour with length at most $\gamma^i$ that visits the set $\Pi_i(\text{ADAP})$ is a valid Orienteering tour when $\pi_1$ is found, it follows from Lemma 6 that $\sum_{v \in \Pi_i(\text{ADAP})} \mathbb{E}[X_v] \leq \epsilon + \sum_{v \in \pi_1} \mathbb{E}[X_v]$. For any $s \in \{2, 3, \ldots, C\}$, since $\pi$ is an Orienteering tour in $V \setminus \Pi_i$ of length at most $\gamma^i$ with $\sum_{v \in \pi} \mathbb{E}[X_v] = T$, Lemma 6 implies that $\sum_{v \in \pi_s} \mathbb{E}[X_v] \geq T - \epsilon$. Therefore, a simple calculation gives

$$\sum_{v \in \Pi_i \setminus \Pi_i(\text{ADAP})} \mathbb{E}[X_v] = \sum_{v \in \Pi_i} \mathbb{E}[X_v] - \sum_{v \in \Pi_i(\text{ADAP})} \mathbb{E}[X_v] \geq (C - 1)(T - \epsilon) - \epsilon,$$

which finishes the proof of Lemma 9.

4. **Stoch-Reward $k$-TSP**

In this section we prove Theorem 1, which is restated below for convenience.

Theorem 1. The Stoch-Reward $k$-TSP problem has a non-adaptive $O(1)$-approximation algorithm.

To prove this theorem we carefully choose the parameters of our Meta-Algorithm from last section.
4.1 The Algorithm

**Algorithm 3** \( \text{ALG}_{\text{Stoch-Reward}} \) for Stoch-Reward \( k \)-TSP problem.

1. **Pre-processing stage:**
   - set \( \gamma \leftarrow 1.1, \epsilon \leftarrow 1/10^9, \Pi \leftarrow \emptyset, \ell = [\log k], \text{ and } C \leftarrow 6000 \);
   - for phase \( i = 0, 1, \cdots \) do
     - set \( \Pi_{i-1} \leftarrow \emptyset \);
     - for scale \( j = 0, \cdots, \ell \) do
       - set profit \( w^j_v = \mathbb{E}[\min\{R_v : 2^j/k, 1\}] \cdot 1[v \in V \setminus \Pi] \); /* Scale \( j \) truncates at \( k/2^{j} \) */
       - set \( \Pi_{i,j} \leftarrow \emptyset \);
     - for repetition \( s = 1, 2, \cdots, C \) /* Constant repetitions of \( \text{ALG}_{\text{Bicrit-Orient}} \) */ do
       - use \( \text{ALG}_{\text{Bicrit-Orient}} \) to find tour \( \pi_{i,j,s} \) with budget \( \gamma^i \), profit \( \{w^j_v\}_{v \in V} \), and error \( \epsilon \);
       - append tour \( \pi_{i,j,s} \) to \( \Pi_{i,j} \), i.e., \( \Pi_{i,j} \leftarrow \Pi_{i,j} \cup \pi_{i,j,s} \);
       - reset \( w^j_v = 0 \) for \( v \in \Pi_{i,j} \);
     - end
     - /* Check whether \( j \) is a “critical” scale */
     - use \( \text{ALG}_{\text{Orient}} \) to find tour \( \pi^o_{i,j} \) with budget \( \gamma^i \) and profit \( \{w^j_v\}_{v \in V} \);
     - set \( T_{i,j} \leftarrow \sum_{v \in \pi^o_{i,j}} w^j_v \);
     - if \( T_{i,j} \geq 1/300 \) or \( j = \ell \) then
       - append tour \( \Pi_i := \Pi_{i,j} \cup \Pi_{i,j-1} \) to \( \Pi \), i.e., \( \Pi \leftarrow \Pi \cup \Pi_i \);
       - Break;
     - end
   - end
   - end
   - end

2. **Probing stage:**
   - for phase \( i = 0, 1, \cdots \) do
     - visit vertices in the order of \( \Pi_i \) and apply the following selection and stopping criteria ;
     - **Selection Criterion:** select every vertex visited ;
     - **Stopping Criterion:** total reward reaches \( k \);
   - end
   - Return set of vertices selected.

We assume without loss of generality that the stochastic reward \( R_v \leq k \) almost surely for each vertex \( v \in V \). Our algorithm \( \text{ALG}_{\text{Stoch-Reward}} \) for Stoch-Reward \( k \)-TSP problem is given in Algorithm 3. It is an instantiation of the Meta-Algorithm \( \text{ALG}_{\text{Meta}} \) (Algorithm 1) by setting the phase parameter \( \gamma = 1.1 \), number of scales \( \ell = [\log k] \), and number of repetitions \( C = 6000 \). For each scale \( j \) in phase \( i \), we set the random variable \( X^j_v \) for any vertex \( v \in V \setminus \Pi \) in \( \text{ALG}_{\text{Meta}} \) to be the stochastic reward \( R_v \) truncated at \( k/2^j \) and then scaled down to \([0, 1]\). We identify the “critical” scale \( j_{\text{crit}} \) in \( \text{ALG}_{\text{Meta}} \) as follows: For each scale \( j \) in phase \( i \), denote \( \Pi_{i,j} \) the \( C = 6000 \) repetitions of \( \text{ALG}_{\text{Bicrit-Orient}} \) and let \( T_{i,j} \) be the profit obtained by the 3-approximation Orienteering algorithm \( \text{ALG}_{\text{Orient}} \) in \( V \setminus (\Pi_i \cup \Pi_{i,j}) \). The “critical” scale \( j_{\text{crit}} \) is the smallest scale \( j \) such that \( T_{i,j} \geq 1/300 \), i.e., sufficient profit remains outside even after \( C \) repetitions. We add the two tours corresponding to the “rich” scale \( j_{\text{crit}} \) and the “poor”
scale \( j_{\text{crit}} - 1 \) into \( \Pi \). In the case when there is no scale \( j \) with \( T_{i,j} \geq 1/300 \), we simply set \( j_{\text{crit}} \) to be the last scale \( \ell \). In the probing stage, the selection and the stopping criteria are straightforward: we collect reward from every visited vertex and stop when the total reward reaches \( k \).

### 4.2 Proof of Theorem 1

Recall from Section 3.1 that to prove Theorem 1, we only need to prove the precondition in Lemma 7. The remainder of this section proves this precondition for \( \text{ALG}_\text{Stoch-Reward} \) as given in the following Lemma 10.

\[ \textbf{Lemma 10.} \quad \text{For } \gamma = 1.1, \text{ any phase } i > 0 \text{ in the probing stage of } \text{ALG}_\text{Stoch-Reward} \text{ satisfies} \]

\[
u_i(\sigma_{i-1}) \leq 100 \cdot \nu_i^*(\sigma_{i-1}) + \frac{u_{i-1}(\sigma_{i-1})}{\gamma^2}. \tag{2} \]

Before proving Lemma 10, we discuss the high-level intuition of our proof.

**Intuition.** Assume without loss of generality that \( u_i^*(\sigma_{i-1}) < 0.01 \), i.e., \( \text{OPT} \) finds \( k \) reward within budget \( \gamma^4 \) with probability at least 0.99, as otherwise the lemma trivially holds. Now the plan is to show that with constant probability, \( \text{ALG}_\text{Stoch-Reward} \) finds more reward than \( \text{OPT} \) restricted to budget \( \gamma^4 \), even when all rewards in \( \sigma_{i-1} \) are given to \( \text{OPT} \) for free. This allows us to focus on the remaining graph with vertex set \( V_i := V \setminus \sigma_{i-1} \) where we repeat \( \text{ALG}_\text{Bicrit-Orient} \) for different scales.

Our arguments rely on the notion of “richness”. We call a scale \( j \) “rich” if \( T_{i,j} \geq 1/300 \) and otherwise “poor”. A scale being poor indicates that not much reward can be collected outside the \( C \) repetitions of \( \text{ALG}_\text{Bicrit-Orient} \) for that scale, in which case we can use Lemma 8 to argue that \( \text{OPT} \) cannot find much reward outside. A scale being rich implies that each repetition of \( \text{ALG}_\text{Bicrit-Orient} \) for that scale finds a significant amount of reward, in which case we can apply Lemma 9 to argue that \( \text{ALG}_\text{Stoch-Reward} \) finds much more reward than \( \text{OPT} \) in the \( C \) repetitions for that scale. Our critical scale \( j_{\text{crit}} \) corresponds to the transition from poor to rich scales. Since the algorithm includes both \( j_{\text{crit}} \) and \( j_{\text{crit}} - 1 \), roughly the reason why our analysis works is that we use the poor scale \( j_{\text{crit}} - 1 \) to argue \( \text{OPT} \) cannot find much reward outside our tours and we use the rich scale \( j_{\text{crit}} \) to argue \( \text{OPT} \) cannot find much more reward inside. The final analysis has to do some case analysis depending on whether the transition ever happens or not.

**Proof of Lemma 10.** We fix any outcome \( \sigma_{i-1} \) of vertices visited by \( \text{ALG}_\text{Stoch-Reward} \) in the first \( i - 1 \) phases in its probing stage. The lemma trivially holds in the case where \( u_i^*(\sigma_{i-1}) \geq 0.01 \) as we have \( 100u_i^*(\sigma_{i-1}) \geq 1 \). If \( u_{i-1}(\sigma_{i-1}) = 0 \) which means that \( \text{ALG}_\text{Stoch-Reward} \) already collects reward \( k \) before entering phase \( i \) in the probing stage, then \( u_i(\sigma_{i-1}) = 0 \) and again the lemma trivially holds. We therefore assume that \( u_i^*(\sigma_{i-1}) < 0.01 \) and that \( u_{i-1}(\sigma_{i-1}) = 1 \). Now proving Lemma 10 is equivalent to proving

\[
u_i(\sigma_{i-1}) \leq 100u_i^*(\sigma_{i-1}) + 1/\gamma^2. \tag{3} \]

To prove (3), we need the following notation. Denote \( V_i := V \setminus \sigma_{i-1} \) the vertex set of the remaining graph where vertices in \( \sigma_{i-1} \) are excluded. Denote \( \Pi_i(\text{OPT}) \subseteq V_i \setminus \Pi_i \), the (random) set of vertices visited by \( \text{OPT} \) outside \( \sigma_{i-1} \cup \Pi_i \), within budget \( \gamma^4 \), and denote \( \Pi_i(\text{OPT}) \subseteq \Pi_i \), the (random) set of vertices visited by \( \text{OPT} \) inside \( \Pi_i \). We consider three cases:
Case (1): (Scale 0 is rich) \( T_{i,0} \geq 1/300 \). In this case, our algorithm appends tour \( \Pi_i := \Pi_{i,0} \) to \( \Pi \) (recall that \( \Pi_{i,-1} = \emptyset \)), and these will be the phase \( i \) vertices visited in the probing stage. We show that \( T_{i,0} \geq 1/300 \) implies that each repetition of \( \text{ALG}_{\text{Bicrit-Orient}} \) has large expected reward (notice the random rewards are not truncated at scale 0). As we repeat \( \text{ALG}_{\text{Bicrit-Orient}} \) for \( C = 6000 \) times, the tour \( \Pi_{i,0} \) has expected reward much larger than the target \( k \).

Since \( T_{i,0} \) is the profit of a valid Orienteering tour with length at most \( \gamma^i \), for each \( s \in \{1, \ldots, C\} \) we have \( T_{i,0,s} \geq T_{i,0} - \epsilon \geq 1/300 - \epsilon \), where \( \epsilon = 1/10^5 \) is the small error term for \( \text{ALG}_{\text{Bicrit-Orient}} \) in Lemma 6. Thus,

\[
\sum_{v \in \Pi_{i,0}} \mathbb{E}[\min \{R_v/k, 1\}] \geq 20 - 6000\epsilon \geq 19.
\]

Notice that \( R_v/k \in [0,1] \), so applying Chernoff bound (Theorem 5) we have

\[
1 - u_i(\sigma_{i-1}) \geq \mathbb{P}\left( \sum_{v \in \Pi_{i,0}} R_v \geq k \right) = \mathbb{P}\left( \sum_{v \in \Pi_{i,0}} \min \{R_v/k, 1\} \geq 1 \right) \geq 0.9,
\]

which means \( u_i(\sigma_{i-1}) \leq 0.1 \leq 1/\gamma^2 \). This proves (3) and finishes the proof of Lemma 10 in this case.

Case (2): (Scale \( \ell \) is poor) \( T_{i,j} \leq 1/300 \) for every scale \( j = 0, \ldots, \ell \). In this case, our algorithm adds \( \Pi_i := \Pi_{i,j} \cup \Pi_{i,j-1} \) to \( \Pi \), and these will be the phase \( i \) vertices visited in the probing stage. We argue that the assumption of \( T_{i,j} \leq 1/300 \) implies that with constant probability \( \text{OPT} \) finds no reward outside \( \sigma_{i-1} \cup \Pi_i \) within budget \( \gamma^i \). If \( \text{OPT} \) still manages to find \( k \) reward, then all \( k \) reward must come from vertices in \( \sigma_{i-1} \cup \Pi_i \), in which case \( \text{ALG}_{\text{Stoch-Reward}} \) also finds \( k \) reward. In this case our argument already works with the vertices \( \Pi_{i,j} \) added to \( \Pi \), i.e., we do not even need vertices in \( \Pi_{i,j-1} \).

Since \( \text{ALG}_{\text{Orient}} \) is a 3-approximation Orienteering algorithm, for any set of vertices \( S \subseteq V_i \setminus \Pi_i \) that can be visited within budget \( \gamma^i \), we have \( \sum_{v \in S} \mathbb{E}[\min \{R_v \cdot 2^\ell/k, 1\}] \leq 3T_{i,\ell} \leq 0.01 \). Since \( \ell = \lfloor \log k \rfloor \), we have \( k/2^\ell \in [1,2] \), and therefore

\[
\sum_{v \in S} \mathbb{E}[\min \{R_v, 1\}] \leq \sum_{v \in S} \mathbb{E}[\min \{2 \cdot R_v \cdot 2^\ell/k, 1\}] \leq 0.02. \tag{4}
\]

Recall that \( \Pi_{i,\text{(OPT)}} \subseteq V_i \setminus \Pi_i \) denotes the (random) set of vertices visited by \( \text{OPT} \) outside \( \sigma_{i-1} \cup \Pi_i \) within budget \( \gamma^i \). Since each \( \min \{R_v, 1\} \in \{0,1\} \), the best probability of obtaining truncated reward at least 1 in \( V_i \setminus \Pi_i \) within budget \( \gamma^i \) is achieved by a non-adaptive strategy. Therefore, Markov’s inequality together with (4) implies that

\[
\mathbb{P}\left( \sum_{v \in \Pi_{i,\text{(OPT)}}} \min \{R_v, 1\} \geq 1 \right) \leq 0.02.
\]

Since \( u_i^*(\sigma_{i-1}) < 0.01 \), we have that with probability at least 1 - 0.01 - 0.02 = 0.97, \( \text{OPT} \) finds \( k \) reward in \( V \) but 0 reward outside \( \sigma_{i-1} \cup \Pi_i \). In this case, \( \text{ALG}_{\text{Stoch-Reward}} \) also finds \( k \) reward among vertices visited in the first \( i \) phases. So we have \( u_i(\sigma_{i-1}) \leq 1 - 0.97 = 0.03 \leq 1/\gamma^2 \), which establishes (3) in this case.

Case (3): (Transition from poor to rich scale at \( j_{\text{crit}} \)) \( T_{i,0} \leq 1/300 \) but \( T_{i,j} > 1/300 \) for some \( j \in [\ell] \). In this case, let \( j_{\text{crit}} = \min \{ j \in [\ell] : T_{i,j} > 1/300 \} \) be our critical scale. The algorithm appends \( \Pi_i := \Pi_{i,j_{\text{crit}}-1} \cup \Pi_{i,j_{\text{crit}}} \) to \( \Pi \). To prove that \( \text{ALG}_{\text{Stoch-Reward}} \) will not continue to phase \( i + 1 \) with constant probability, we show that the following two events happen with constant probability.
1. OPT doesn’t find too much reward outside $\sigma_{i-1} \cup \Pi_i$ within budget $\gamma^i$.
2. ALG$_{Stoch-Reward}$ finds much more reward inside $\Pi_i$ than OPT does since it is restricted to budget $\gamma^i$.

We show that the first event follows from $T_{i,j_{\text{max}}-1} \leq 1/300$ while the second event follows from $T_{i,j_{\text{max}}} \geq 1/300$. From these we conclude that with constant probability, ALG$_{Stoch-Reward}$ obtains at least as much reward as OPT restricted to budget $\gamma^i$.

We first argue that OPT doesn’t find too much reward outside $\sigma_{i-1} \cup \Pi_i$. Specifically, we prove that

$$\mathbb{P}\left[ \sum_{v \in \Pi_i(\text{OPT})} R_v < k/2^{j_{\text{max}}-1} \right] \geq 0.5. \tag{5}$$

Notice that $T_{i,j_{\text{max}}-1} \leq 1/300$ together with the fact that ALGOrient is a 3-approximation for Orienteering implies that for any set of vertices $S \subseteq V_i \setminus \Pi_i$ that can be visited within distance $\gamma^i$, we have

$$\sum_{v \in S} \mathbb{E}\left[ \min \{ R_v \cdot 2^{j_{\text{max}}-1}/k, 1 \} \right] \leq 0.01.$$

Since the random variables $\min \{ R_v \cdot 2^{j_{\text{max}}-1}/k, 1 \} \in [0, 1]$, applying Lemma 8 we have

$$\mathbb{P}\left[ \sum_{v \in \Pi_i(\text{OPT})} \min \{ R_v \cdot 2^{j_{\text{max}}-1}/k, 1 \} \geq 1 \right] \leq 2 \exp \left( -\frac{0.99^2/2}{0.01 + 0.99/3} \right) \leq 0.5,$$

which immediately implies (5).

Now we argue that inside $\Pi_i$, we find much more reward than OPT does when it’s restricted to budget $\gamma^i$. Specifically, we prove that

$$\mathbb{P}\left[ \sum_{v \in \Pi_i \setminus \Pi_i(\text{OPT})} R_v \geq k/2^{j_{\text{max}}-1} \right] \geq 0.8, \tag{6}$$

where recall that $\Pi_i(\text{OPT}) \subseteq \Pi_i$ is the (random) set of vertices visited by OPT inside $\Pi_i$ within budget $\gamma^i$. Notice that $T_{i,j_{\text{max}}} > 1/300$ together with Lemma 9 implies that

$$\sum_{v \in \Pi_i \setminus \Pi_i(\text{OPT})} \mathbb{E}[\min\{R_v \cdot 2^{j_{\text{max}}/k}, 1\}] \geq (6000 - 1) \cdot (T_{i,j_{\text{max}}} - \epsilon) - \epsilon \geq 19.$$

Applying Chernoff bound (Theorem 5), we have

$$\mathbb{P}\left[ \sum_{v \in \Pi_i \setminus \Pi_i(\text{OPT})} \min\{R_v \cdot 2^{j_{\text{max}}/k}, 1\} \geq 2 \right] \geq 0.8,$$

which implies (6).

Now we complete the proof of (3) in this final case. From (5) and (6) and our assumption that $u^*_i(\sigma_{i-1}) < 0.01$, we have that with probability at least $1 - 0.5 - 0.2 - 0.01 \geq 1/4$, all the following three events hold: (1) $\sum_{v \in \Pi_i(\text{OPT})} R_v < k/2^{j_{\text{max}}-1}$, (2) $\sum_{v \in \Pi_i \setminus \Pi_i(\text{OPT})} R_v \geq k/2^{j_{\text{max}}-1}$, and (3) OPT obtains at least $k$ reward within budget $\gamma^i$. When all these three events hold, ALG$_{Stoch-Reward}$ also finds at least $k$ reward before visiting any vertex from phase $i + 1$. Therefore, $u_i(\sigma_{i-1}) \leq 3/4 \leq 1/\gamma^2$, and this completes the proof of Lemma 10. \qed
5 Stoch-Cost k-TSP

In this section we prove Theorem 2, which is restated below for convenience. Throughout this section, we will remove the restriction that a vertex \( v \) can only be selected if we are currently at \( v \) because this is equivalent to the original problem up to a factor of 2.

\[ \textbf{Theorem 2.} \text{ The Stoch-Cost } k\text{-TSP problem has a non-adaptive } O(1)\text{-approximation algorithm.} \]

Recall, an additional challenge for Stoch-Cost \( k\)-TSP is that there is no obvious way to truncate the cost distributions \( C_v \), even if the remaining target \( k' \) is known. Truncating at the “average” cost per remaining reward (i.e., \( \mathbb{P}[C_v \leq O(\gamma^t/k')] \)) will fail when some vertices in the optimal tour have costs much smaller than \( O(\gamma^t/k') \), while the other vertices have much higher costs. We overcome this by considering \( \mathbb{P}[C_v \leq O(\gamma^t/2^i)] \) for all possible scales \( j \in \{0, \cdots, i \cdot \log \gamma + \log n \} \). To identify a “critical” scale, we evaluate the maximum target a tour at a given scale can get with constant probability within cost budget \( 2^i \). We show this can be approximately computed via dynamic programming.

The rest of this section is devoted to proving Theorem 2.

5.1 The Algorithm

Our algorithm \( \text{ALG}_{\text{Stoch-Cost}} \) for Stoch-Cost \( k\)-TSP is given in Algorithm 4. \( \text{ALG}_{\text{Stoch-Cost}} \) is an instantiation of our Meta-Algorithm \( \text{ALG}_{\text{Meta}} \) in Algorithm 1 by setting the phase parameter \( \gamma = 1.1 \) and number of repetitions \( C = 6000 \). The number of scales in phase \( i \geq 0 \) will be \( \ell_i = [i \cdot \log \gamma + \log n] \). (Notice, unlike Stoch-Reward \( k\)-TSP, the number of scales changes with phase.) For scale \( j \) in phase \( i \), we set a random variable \( X_j^v \) for vertex \( v \in V \setminus \Pi \) in \( \text{ALG}_{\text{Meta}} \) to be the indicator variable that cost \( C_v \leq \gamma^t/2^i \).

We identify a “critical” scale \( \tilde{\gamma}_{\text{crit}} \) as follows: For any phase \( i \geq 0 \) and scale \( j \in \{0, \cdots, \ell_i\} \), define \( Y_{i,j} \in \mathbb{Z}_{\geq 0} \) to be the maximum number of vertices that can be selected from \( \Pi_{i,j} \cup \Pi_{i,j-1} \) with probability at least 0.2 within cost budget \( 3\gamma^t \). Ideally, we want to compute \( Y_{i,j} \) for every scale \( j \in \{0, \cdots, \ell_i\} \) and set the critical scale to be the one that maximizes \( Y_{i,j} \). Unfortunately, \( Y_{i,j} \) cannot be computed efficiently as the corresponding problem is NP-Hard. To get around this issue, we compute an approximate value \( \tilde{Y}_{i,j} \) in Step 15 of \( \text{ALG}_{\text{Stoch-Cost}} \) via a dynamic programming sub-procedure \( \text{ALG}_{\text{DP}} \). We discuss the details of \( \text{ALG}_{\text{DP}} \) in Section 5.3, where we prove the following Lemma 11 which roughly says that the \( \tilde{Y}_{i,j} \) computed by \( \text{ALG}_{\text{Stoch-Cost}} \) is a reasonably good approximation of \( Y_{i,j} \).

\[ \textbf{Lemma 11.} \text{ For any phase } i \geq 0 \text{ and any scale } j \in \{0, \cdots, \ell_i\}, \text{ the approximate value } \tilde{Y}_{i,j} \text{ computed in Step 15 of } \text{ALG}_{\text{Stoch-Cost}} \text{ satisfies that (1) } \tilde{Y}_{i,j} \geq Y_{i,j}, \text{ and (2) } \tilde{Y}_{i,j} \text{ vertices can be selected from } \Pi_{i,j} \cup \Pi_{i,j-1} \text{ within cost budget } 6\gamma^i \text{ with probability at least 0.2.} \]

After computing \( \tilde{Y}_{i,j} \) for each scale \( j \in \{0, \cdots, \ell_i\} \), we simply set \( \tilde{\gamma}_{\text{crit}} \) to be the scale that maximizes \( \tilde{Y}_{i,j} \) and add the two tours corresponding to scales \( \tilde{\gamma}_{\text{crit}} - 1 \) and \( \tilde{\gamma}_{\text{crit}} \) into \( \Pi \).

In the probing stage, the Stopping Criterion is natural: we stop whenever the number of selected vertices reaches \( k \). The selection process needs some care since not all vertices visited in the previous phases are selected. Our algorithm therefore runs two selection processes consecutively: In Selection-Process 1, we select as many unselected vertices from those visited in the previous phases within total cost \( \gamma^t \). This is to ensure that we select from \( \sigma_{t-1} \) at least as many vertices as \( \text{OPT} \) restricted to budget \( \gamma^t \). In Selection-Process 2, we select as many vertices as possible from \( \Pi_t \) within total cost \( 6\gamma^t \). The above Lemma 11 guarantees that at least \( \tilde{Y}_{i,\tilde{\gamma}_{\text{crit}}} \) vertices can be selected in this process with probability at least 0.2.
Algorithm 4 ALGStoch-Cost for Stoch-Cost $k$-TSP problem.

1 Pre-processing stage:
2 set $\gamma \leftarrow 1.1$, $\epsilon \leftarrow 1/10^5$, $\Pi \leftarrow \emptyset$ and $C \leftarrow 6000$; 
3 for phase $i = 0, 1, \cdots$ do 
4 set $\Pi_{i-1} \leftarrow \emptyset$; 
5 for scale $j = 0, \cdots, \ell_i$, where $\ell_i = \lceil i \cdot \log \gamma + \log n \rceil$ do 
6 set profit $w^j_v = \mathbb{P}[C_v \leq \gamma^i/2^j] \cdot 1[v \in V \setminus \Pi]$; /* Scale $j$ “truncates” at $\gamma^i/2^j$ */ 
7 set $\Pi_{i,j} \leftarrow \emptyset$; 
8 for repetition $s = 1, 2, \cdots, C$ /* Constant repetitions of ALG$_{Bicrit-Orient}$ */ do 
9 use ALG$_{Bicrit-Orient}$ to find tour $\pi_{i,j,s}$ with budget $\gamma^i$, profit $\{w^j_v\}_{v \in V}$ and error $\epsilon$; 
10 append tour $\pi_{i,j,s}$ to $\Pi_{i,j}$, i.e., $\Pi_{i,j} \leftarrow \Pi_{i,j} \circ \pi_{i,j,s}$; 
11 reset $w^j_v = 0$ for $v \in \Pi_{i,j}$; 
12 end /* Approximately compute the maximum number of vertices that can be 
13 selected from $\Pi_{i,j} \cup \Pi_{i,j-1}$ within cost budget $3\gamma^i$ and with probability at 
14 least 0.2 */ find the largest integer $\tilde{Y}_{i,j} \leq n$ such that ALG$_{DP}$(\tilde{Y}_{i,j}, 3\gamma^i, \Pi_{i,j} \cup \Pi_{i,j-1}) \geq 0.2$; 
15 /* Identify a “critical” scale */ 
16 set $\tilde{j}_{crit} \leftarrow \arg \max_j \tilde{Y}_{i,j}$ and $\Pi_i \leftarrow \Pi_{i,j_{crit}} \cup \Pi_{i,j_{crit}-1}$; 
17 append tour $\Pi_i$ to $\Pi$, i.e., $\Pi \leftarrow \Pi \circ \Pi_i$; 
18 end 
19 
20 Probing stage: 
21 for phase $i = 0, 1, \cdots$ do 
22 set $\sigma_{i-1} \leftarrow \bigcup_{t=0}^{i-1} \Pi_t$; 
23 visit vertices in the order of $\Pi_i$ and apply the following selection and stopping 
24 criteria; /* Select (unselected) vertices visited in previous phases */ 
25 Selection-Process 1: select as many vertices as possible from $\sigma_{i-1}$ within total 
26 cost $\gamma^i$; /* Select vertices visited in the current phase */ 
27 Selection-Process 2: select as many vertices as possible from $\Pi_i$ within total 
28 cost $6\gamma^i$; 
29 Stopping Criterion: total number of vertices selected reaches $k$; 
30 end 
31 Return the set of selected vertices
5.2 Proof of Theorem 2

Recall from Section 3.1 that to prove Theorem 2, we only need to prove the precondition in Lemma 7. The remainder of this section proves this precondition for $\text{ALG}_{\text{Stoch-Cost}}$ as stated in the following Lemma 12.

Lemma 12. For $\gamma = 1.1$, any phase $i > 0$ in the probing stage of Stoch-Cost $k$-TSP satisfies

$$u_i(\sigma_{i-1}) \leq 100u_i^*(\sigma_{i-1}) + \frac{u_{i-1}(\sigma_{i-1})}{\gamma^2}. \tag{7}$$

Before proving Lemma 12, we need some notation.

Notation. For any (possibly adaptive) algorithm ADAP, we say ADAP has a distance budget of $B$ if it is allowed to travel a total distance of at most $B$; we say ADAP has a cost budget of $B$ if it is allowed to select vertices up to a total cost of $B$; we say ADAP has a total budget of $B$ if its total distance travelled plus the total cost of selecting vertices is restricted to be at most $B$. An algorithm satisfying a budget constraint is said to be within that budget.

For any phase $i$, denote $V_i := V \setminus \sigma_{i-1}$ the set of vertices in the remaining graph where vertices in $\sigma_{i-1}$ are excluded. For any fixed outcome $\sigma_{i-1}$ and any target $Y \in \mathbb{Z}_{\geq 0}$, denote $p_i^Y(\sigma_{i-1})$ the probability that $\text{OPT}$ selects at least $Y$ vertices from $V_i$ within total budget $\gamma^i$ and $p_i,Y(\sigma_{i-1})$ the probability that the tour $\Pi_i \subseteq V_i$ found by $\text{ALG}_{\text{Stoch-Cost}}$ contains $Y$ vertices which can be selected within cost budget $6\gamma^i$.

The proof of Lemma 12 relies on the following Lemma 13, which says that if $\text{OPT}$ selects $Y$ vertices in $V_i$ within total budget $\gamma^i$ with probability at least 0.9, then we can select $Y$ vertices in $\Pi_i$ within cost budget $6\gamma^i$ with probability at least 0.2. The proof of Lemma 12 from Lemma 13 is standard, see Appendix C.

Lemma 13. For any phase $i \geq 0$, any target $Y \in \mathbb{Z}_{\geq 0}$ and any outcome $\sigma_{i-1}$ of vertices visited in the previous $i - 1$ phases, if $p_i^Y(\sigma_{i-1}) \geq 0.9$ then we have $p_i,Y(\sigma_{i-1}) \geq 0.2$.

We need some notation to prove Lemma 13.

Notation. We say a vertex $v \in V$ is qualified for scale $j \in \{0, \ldots, \ell_i\}$ if its cost $C_v \leq \gamma^i/2^j$. For each scale $j \in \{0, \ldots, \ell_i\}$, denote $\pi^*_j$ the optimal Orienteering tour in $V_i \setminus \Pi_{i,j}$ with budget $\gamma^i$ where each vertex $v \in V_i \setminus \Pi_{i,j}$ has profit $\mathbb{P}[C_v \leq \gamma^i/2^j]$. Define $T^*_j := \sum_{v \in \pi^*_j} \mathbb{P}[C_v \leq \gamma^i/2^j]$ and $T_{i,j} := \sum_{v \in \Pi_{i,j}} \mathbb{P}[C_v \leq \gamma^i/2^j]$ to be the total Orienteering profit of tour $\pi^*_j$ and $\Pi_{i,j}$, respectively. Denote $\Pi_{i,j}(\text{OPT}) \subseteq V_i \setminus (\Pi_{i,j} \cup \Pi_{i,j-1})$ the (random) set of vertices visited by $\text{OPT}$ outside $\sigma_{i-1}$ and $\Pi_{i,j}$ within total budget $\gamma^i$, and $\Pi_{i,j}(\text{OPT}) \subseteq \Pi_{i,j} \cup \Pi_{i,j-1}$ the (random) set of vertices visited by $\text{OPT}$ inside $\Pi_{i,j} \cup \Pi_{i,j-1}$ within total budget $\gamma^i$.

Intuition. We discuss our high-level proof strategy for Lemma 13. Our arguments again rely on the notion of “richness”. Recall from above that $T_{i,j}$ denotes the Orienteering profit of tour $\Pi_{i,j}$ at scale $i$. We call a scale $j$ “rich” if $T_{i,j} \geq Y$ and otherwise “poor”. A scale $j$ being poor roughly (but not quite) indicates that OPT cannot find enough low-cost vertices qualified for scale $j$ outside the tour $\Pi_{i,j}$. A scale $j$ being rich implies that $\Pi_{i,j}$ contains enough vertices that are qualified for scale $j$, which is an immediate consequence of Jogdeo-Samuels inequality (Theorem 3). We plan to find a critical scale $j_{\text{crit}}$ that corresponds to the transition from rich to poor scales. Notice that such a critical scale $j_{\text{crit}}$ might be different from the critical scale $j_{\text{crit}}$ found by our algorithm, but we show that it suffices to argue about $j_{\text{crit}}$ since $j_{\text{crit}}$ is only better.
To argue about \( j_{crit} \), we consider the tours corresponding to both scales \( j_{crit} \) and \( j_{crit} - 1 \). Roughly we use the poor scale \( j_{crit} \) to argue that \( \text{OPT} \) cannot find enough low-cost vertices outside these tours and we use the rich scale \( j_{crit} - 1 \) to argue that we have enough replacements for these low-cost vertices without paying too much cost. Our final analysis is a case analysis depending on whether the transition ever happens or not. The proof here is more involved than that in Section 4 as we also need to take into account the amount of Orienteering profit outside the \( C = 6000 \) repetitions of \( \text{ALG}_{\text{Bicrit-Orient}} \) for each scale \( j \).

**Proof of Lemma 13.** Recall that for any phase \( i \geq 0 \) and scale \( j \in \{0, \ldots, \ell_i\} \), we defined \( Y_{i,j} \) to be the maximum number of vertices that can be selected from \( \Pi_{i,j} \cup \Pi_{i,j-1} \) with probability at least 0.2 within cost budget \( 3\gamma^i \). We show in the following that \( p^*_i, Y(\sigma_{i-1}) \geq 0.9 \) implies there exists a “critical” scale \( j_{crit} \in \{0, \ldots, \ell_i\} \) with \( Y_{i,j_{crit}} \geq Y \). This critical scale \( j_{crit} \) might be different from the critical scale \( \tilde{j}_{crit} \) identified by \( \text{ALG}_{\text{Stoc-Cost}} \). But since \( j_{crit} \) maximizes \( \tilde{Y}_{i,j} \) among all scales \( j \in \{0, \ldots, \ell_i\} \), it follows from property (1) in Lemma 11 that \( \tilde{Y}_{i,j_{crit}} \geq \tilde{Y}_{i,j} \geq Y_{i,j_{crit}} \geq Y \). Now using property (2) in Lemma 11 we have that \( \tilde{Y}_{i,j_{crit}} \geq Y \) vertices can be selected from \( \Pi_{i,\tilde{Y}_{i,j}} \cup \Pi_{i,\tilde{Y}_{i,j_{crit}}-1} \) within cost budget \( 6\gamma^i \) with probability at least 0.2. It follows that \( p_i, Y(\sigma_{i-1}) \geq 0.2 \). Therefore, the existence of a critical scale \( j_{crit} \) with \( Y_{i,j_{crit}} \geq Y \) would imply Lemma 13.

In the following, we consider three different cases and prove the existence of such a critical scale \( j_{crit} \) with \( Y_{i,j_{crit}} \geq Y \) in each case.

**Case (1): (Scale 0 is poor) \( T_{i,0} < Y \).** We show in this case that \( p_i, Y(\sigma_{i-1}) \geq 0.9 \) implies that scale 0 is a “critical” scale with \( Y_{i,0} \geq Y \). Notice that any vertex \( v \in V_i \) not qualified for scale 0 has cost \( C_v \geq \gamma^i \). Therefore, \( \text{OPT} \) cannot select any vertex that is not qualified for scale 0 within total budget \( \gamma^i \).

We start by showing that \( T_{i,0} \leq 0.1 \). To prove this, we assume for the purpose of contradiction that \( T_{i,0} > 0.1 \). It follow from Lemma 8 that

\[
\mathbb{P}
\left[
\left| \left\{ v \in \Pi_{i,0}(\text{OPT}) : C_v \leq \gamma^i \right\} \right| \leq 200T_{i,0}^* \right] \geq 0.9. \tag{8}
\]

From Lemma 9 we have that

\[
\sum_{v \in \Pi_{i,0} \cap \Pi_{i,0}(\text{OPT})} \mathbb{P}[C_v \leq \gamma^i] \geq (6000 - 1) \cdot (T_{i,0}^* - \epsilon) - \epsilon \geq 5000T_{i,0}^*. 
\]

So it follows from Chernoff bound (Theorem 5) that

\[
\mathbb{P}
\left[
\left| \left\{ v \in \Pi_{i,0} \setminus \Pi_{i,0}(\text{OPT}) : C_v \leq \gamma^i \right\} \right| \geq 500T_{i,0}^* \right] \geq 0.9. \tag{9}
\]

Since \( T_{i,0} < Y \), from Theorem 3 we have that

\[
\mathbb{P}
\left[
\left| \left\{ v \in \Pi_{i,0} : C_v \leq \gamma^i \right\} \right| \leq Y \right] \geq 0.5. \tag{10}
\]

Now we count the number of vertices found by \( \text{OPT} \) that are qualified for scale 0 within total budget \( \gamma^i \). It follows from union bound that with probability at least 0.2, all three events in (8), (9) and (10) hold, in which case \( \text{OPT} \) finds at most \( Y - 300T_{i,0}^* \) vertices qualified for scale 0 within total budget \( \gamma^i \). Therefore, in order to select at least \( Y \) vertices, \( \text{OPT} \) needs to select vertices that are not qualified for scale 0 within total budget \( \gamma^i \), which is a contradiction to the assumption that \( p^*_i, Y(\sigma_{i-1}) \geq 0.9 \).
Therefore we must have $T^*_{i,0} = 0.1$. Applying Markov’s inequality, the probability that OPT finds any vertex qualified for scale 0 in $V_i \setminus \Pi_{i,0}$ is upper bounded by $T^*_{i,0} \leq 0.1$. When this happens and when OPT selects $Y$ vertices within total budget $\gamma^i$, all vertices selected by OPT are from $\Pi_{i,0}$. Therefore, with probability at least $p^*_{Y}(\sigma_{i-1}) - 0.1 \geq 0.8$, we can select $Y$ vertices from $\Pi_{i,0}$ within cost budget $\gamma^i$ which implies that $Y_{i,0} \geq Y$.

Case (2): (All scales are rich) $T^*_{i,j} \geq Y$ for every scale $j = 0, \ldots, \ell_i$. In this case we show that $\ell_i$ is a “critical” scale with $Y_{i,\ell_i} \geq Y$. Notice that selecting any $Y$ vertices qualified for scale $\ell_i$ has cost at most $Y \cdot \gamma^i/2^{\ell_i} \leq 2 \leq 6\gamma^i$. Since $T^*_{i,\ell_i} \geq Y$, it follows from Theorem 3 that with probability no less than 0.5, at least $Y$ vertices in $\Pi_{i,\ell_i}$ are qualified for scale $\ell_i$ (notice we don’t even need the tour $\Pi_{i,\ell_i-1}$ in this case). This implies that $Y_{i,\ell_i} \geq Y$.

Case (3): (Transition from rich to poor scale at $j_{\text{crit}}$) $T^*_{i,j} \geq Y$ but $T^*_{i,j} < Y$ for some $j \in [\ell_i]$. In this case, let $j_{\text{crit}} = \arg \min_j \{ j \in [\ell_i] : T^*_{i,j} < Y \}$. We show in the following that $j_{\text{crit}}$ is a “critical” scale with $Y_{i,j_{\text{crit}}} \geq Y$. To prove this, we show that the following two events happen with constant probability:

1. $T^*_{i,j_{\text{crit}}} < Y$ implies that OPT doesn’t find enough vertices qualified for scale $j_{\text{crit}}$. This gives a lower bound on the cost of the set of vertices selected by OPT within total budget $\gamma^i$.
2. $T^*_{i,j_{\text{crit}}-1} \geq Y$ implies that $\text{ALG}_{\text{Stoch-Cost}}$ finds enough vertices qualified for scale $j_{\text{crit}} - 1$. This can be used to upper bound the cost of $\text{ALG}_{\text{Stoch-Cost}}$.

We first consider the sub-case where $T^*_{i,j_{\text{crit}}} \leq 0.1$. This is the case where not many vertices qualified for scale $j_{\text{crit}}$ can be found outside $\Pi_{i,j_{\text{crit}}} \cup \Pi_{i,j_{\text{crit}}-1}$. In this case, we have $\sum_{v \in \Pi_{i,j_{\text{crit}}}(\text{OPT})} \mathbb{P}[C_v \leq 2\gamma^i/2^{j_{\text{crit}}}] \leq T^*_{i,j_{\text{crit}}}$. It follows from Markov’s inequality that with probability at least 0.9, OPT finds no vertex in $V_i \setminus (\Pi_{i,j_{\text{crit}}} \cup \Pi_{i,j_{\text{crit}}-1})$ that is qualified for scale $j_{\text{crit}}$, in which case any vertex $v \in V_i \setminus (\Pi_{i,j_{\text{crit}}} \cup \Pi_{i,j_{\text{crit}}-1})$ selected by OPT has cost $C_v \geq \gamma^i/2^{j_{\text{crit}}}$. Since $T^*_{i,j_{\text{crit}}-1} \geq Y$, it follows from Theorem 3 that with probability at least 0.5, we have $\{ v \in \Pi_{i,j_{\text{crit}}} \cup \Pi_{i,j_{\text{crit}}-1} : C_v \leq \gamma^i/2^{j_{\text{crit}}-1} \} \geq Y$. Furthermore, $p^*_{Y} \geq 0.9$ implies that with probability at least 0.9, OPT selects $Y$ vertices within total budget $\gamma^i$. It follows from union bound that all three events above happen with probability at least 0.2, in which case we can select $Y$ vertices from $\Pi_{i,j_{\text{crit}}} \cup \Pi_{i,j_{\text{crit}}-1}$ within cost budget $2\gamma^i$. This implies that $Y_{i,j_{\text{crit}}} \geq Y$.

Now we deal with the other sub-case where $T^*_{i,j_{\text{crit}}} > 0.1$. This represents the situation where many vertices qualified for scale $j_{\text{crit}}$ can be found outside $\Pi_{i,j_{\text{crit}}} \cup \Pi_{i,j_{\text{crit}}-1}$. Roughly, Lemma 8 implies in this case that OPT finds at most $200T^*_{i,j_{\text{crit}}}$ low-cost vertices in $V_i \setminus (\Pi_{i,j_{\text{crit}}} \cup \Pi_{i,j_{\text{crit}}-1})$. In general, these vertices might have very tiny cost. However, we show in the following Claim 14 that increasing the cost of each one of these low-cost vertices to $\gamma^i/2^{j_{\text{crit}}}$ will increase their total cost by at most $O(\gamma^i)$. This allows us to lower bound the cost of the set of vertices selected by OPT within total budget $\gamma^i$.

\begin{itemize}
  \item[$\triangleright$ Claim 14. ] We have $200T^*_{i,j_{\text{crit}}} \cdot \gamma^i/2^{j_{\text{crit}}} \leq \gamma^i/2$.
\end{itemize}

Before proving Claim 14, we complete the proof of Lemma 13. Since $T^*_{i,j_{\text{crit}}} > 0.1$, from Lemma 8 we have

\begin{equation}
\mathbb{P}\left[ \left\{ v \in \Pi_{i,j_{\text{crit}}}(\text{OPT}) : C_v \leq \gamma^i/2^{j_{\text{crit}}} \right\} \leq 200T^*_{i,j_{\text{crit}}} \right] \geq 0.9. \tag{11}
\end{equation}
Since $T_{i,j_{on}} \geq Y$, it follows from Theorem 19 that
\[
P\left[ \left\{ v \in \Pi_{i,j_{on}} \cup \Pi_{i,j_{on}-1} : C_v \leq \gamma^i / 2^{j_{on} - 1} \right\} \right] \geq 0.5. \tag{12}
\]
Together with the assumption that $p^*_{i,Y} \geq 0.9$, we have from union bound that with probability at least 0.2, both events in (11) and (12) hold and that OPT selects at least $Y$ vertices within total budget $\gamma^i$. When all three events happen, we can replace $Y - |\Pi_{i,j_{on}}(OPT)|$ vertices in $\Pi_{i,j_{on}}(OPT)$ by $Y - |\Pi_{i,j_{on}}(OPT)|$ vertices in $(\Pi_{i,j_{on}} \cup \Pi_{i,j_{on}-1}) - \Pi_{i,j_{on}}(OPT)$ that are qualified for scale $j_{on} - 1$. Claim 14 together with (11) imply that after such replacements, we reach a subset of $Y$ vertices in $\Pi_{i,j_{on}} \cup \Pi_{i,j_{on}-1}$ with total cost at most $2(\gamma^i + \gamma^i / 2) = 3\gamma^i$. So we conclude that with probability at least 0.2, we can select at least $Y$ vertices from $\Pi_{i,j_{on}} \cup \Pi_{i,j_{on}-1}$ within cost budget $3\gamma^i$. This implies that $Y_{i,j_{on}} \geq Y$ and finishes the proof of Lemma 13. 

Now we are left to prove Claim 14.

Proof of Claim 14. We consider the tour $\Pi_{i,j_{on}}$. Denote respectively $\Pi'_{i,j_{on}}(OPT) \subseteq \Pi_{i,j_{on}}$ and $\Pi''_{i,j_{on}}(OPT) \subseteq V_i \setminus \Pi_{i,j_{on}}$ the (random) set of vertices visited by OPT inside and outside $\Pi_{i,j_{on}}$ within total budget $\gamma^i$. Since $T_{i,j_{on}} < Y$, it follows from Theorem 3 that
\[
P\left[ \left\{ v \in \Pi_{i,j_{on}} : C_v \leq \gamma^i / 2^{j_{on}} \right\} \right] \geq 0.5. \tag{13}
\]
Since $T_{i,j_{on}} > 0.1$, Lemma 8 gives
\[
P\left[ \left\{ v \in \Pi''_{i,j_{on}}(OPT) : C_v \leq \gamma^i / 2^{j_{on}} \right\} \right] \leq 200T_{i,j_{on}}^* \geq 0.9. \tag{14}
\]
Lemma 9 followed by Chernoff bound gives
\[
P\left[ \left\{ v \in \Pi_{i,j_{on}} - \Pi'_{i,j_{on}}(OPT) : C_v \leq \gamma^i / 2^{j_{on}} \right\} \right] \geq 600T_{i,j_{on}}^* \geq 0.9. \tag{15}
\]
From the assumption that $p^*_{i,Y} \geq 0.9$, we have
\[
P\left[ \left\{ \text{OPT selects at least } Y \text{ vertices within total budget } \gamma^i \right\} \right] \geq 0.9. \tag{16}
\]
By union bound, all four events in (13)-(16) happen with positive probability, in which case OPT selects at least $400T_{i,j_{on}}^* \gamma^i / 2^{j_{on}}$ vertices that are not qualified for scale $j_{on}$ within total budget $\gamma^i$. This implies that $400T_{i,j_{on}}^* \gamma^i / 2^{j_{on}} \leq \gamma^i$ from which Claim 14 immediately follows.

### 5.3 The Dynamic Programming Sub-procedure ALGDP

In this section, we give our dynamic program ALGDP and prove Lemma 11 restated below for convenience.

**Lemma 11.** For any phase $i \geq 0$ and any scale $j \in \{0, \cdots, \ell_i\}$, the approximate value $\tilde{Y}_{i,j}$ computed in Step 15 of ALGStoch-Cost satisfies that (1) $\tilde{Y}_{i,j} \geq Y_{i,j}$, and (2) $\tilde{Y}_{i,j}$ vertices can be selected from $\Pi_{i,j} \cup \Pi_{i,j-1}$ within cost budget $6\gamma^i$ with probability at least 0.2.

Recall, our dynamic program ALGDP is used to approximately compute the maximum number of vertices that can be selected from a certain tour with probability at least 0.2 within cost budget $3\gamma^i$. Essentially, ALGDP solves the following sub-problem: We are given a target $T \in \mathbb{Z}_{\geq 0}$, a budget $B \geq 0$ and $n$ independent non-negative stochastic costs. The goal is to find the probability $P_{T,B}$ that there exists a subset $S$ of size $T$ with sum of its costs at most $B$. Since this general problem is NP-hard, we give a dynamic program that finds something between $P_{T,B}$ and $P_{T,2B}$. Lemma 11 follows immediately from the following Lemma 15.
Lemma 15. Given n independent non-negative random variables \( V = \{C_1, C_2, ..., C_n\} \), a target \( T \in \mathbb{Z}_{\geq 0} \) and a budget \( B \geq 0 \). Let \( P_{T,B} \) denote the probability that there exists a subset \( S \subseteq V \) of size at least \( T \) and \( \sum_{i \in S} C_i \leq B \). Then there’s an efficient dynamic programming \( \text{ALG}_{DP}(T, B, V) \) that outputs a value \( \tilde{P}_{T,B} \) s.t. \( P_{T,B} \leq \tilde{P}_{T,B} \leq P_{T,2B} \).

Proof of Lemma 11. We first prove property (1). Recall that \( Y_{i,j} \) is the maximum number of vertices that can be selected from \( \Pi_{i,j} \cup \Pi_{i,j-1} \) with probability at least 0.2 within cost budget \( 3\gamma^i \), and \( \tilde{Y}_{i,j} \) is the largest integer such that \( \text{ALG}_{DP}(\tilde{Y}_{i,j}, 3\gamma^i, \Pi_{i,j} \cup \Pi_{i,j-1}) \geq 0.2 \). Consider the set of stochastic costs in \( \Pi_{i,j} \cup \Pi_{i,j-1} \). By definition, we have \( P_{Y_{i,j}, 3\gamma^i} \geq 0.2 \). It follows from Lemma 15 that \( \text{ALG}_{DP}(Y_{i,j}, 3\gamma^i, \Pi_{i,j} \cup \Pi_{i,j-1}) \geq 0.2 \). This implies that \( \tilde{Y}_{i,j} \geq Y_{i,j} \) and proves property (1).

Now we prove property (2). Applying Lemma 15 we have \( P_{Y_{i,j}, 6\gamma^i} \geq \text{ALG}_{DP}(\tilde{Y}_{i,j}, 3\gamma^i, \Pi_{i,j} \cup \Pi_{i,j-1}) \geq 0.2 \). It follows that \( \tilde{Y}_{i,j} \) vertices can be selected from \( \Pi_{i,j} \cup \Pi_{i,j-1} \) within cost budget \( 6\gamma^i \) with probability at least 0.2. This establishes property (2) and finishes the proof of Lemma 11.

Proof of Lemma 15. We begin by discretizing each \( C_i \) to be \( C_i := \lfloor C_i \cdot n/B \rfloor \in \mathbb{N} \) and define \( \tilde{P}_{T,n} \) the probability that there exists a subset \( S \subseteq V \) s.t. \( |S| \geq T \) and \( \sum_{i \in S} C_i \leq n \). Notice that \( \sum_{i \in S} \tilde{C}_i \leq n \) implies that \( \sum_{i \in S} C_i \leq 2B \). Therefore we have \( P_{T,B} \leq \tilde{P}_{T,n} \leq P_{T,2B} \). In the following, we give a dynamic programming \( \text{ALG}_{DP} \) that computes the value \( \tilde{P}_{T,n} \) and we will set \( \tilde{P}_{T,B} \) in the statement of the lemma to be \( \tilde{P}_{T,n} \). Assume without loss of generality that \( \tilde{C}_i \leq n + 1 \) as one can truncate the distribution of \( \tilde{C}_i \) at \( (n+1) \) without changing \( \tilde{P}_{T,n} \).

Denote \( A(i,j) \) the jth smallest value among the first \( i \) random variables. We build a DP table where each entry \( P[i,j,\ell,m] \) (for \( i \in \{1, \ldots, n\} \), \( j \in \{1, \ldots, T\} \), \( \ell \in \{0, \ldots, n\} \) and \( m \in \{0, \ldots, n\} \)) denotes the probability that the smallest \( j \) values among the first \( i \) random variables sum up to \( \ell \) and the jth smallest value among the first \( i \) random variables is equal to \( m \), i.e. \( \sum_{s=1}^j A[i,s] = \ell \) and \( A[i,j] = m \).

Initial values: \( \text{ALG}_{DP} \) initializes certain entries of the DP table as follows.

- Case 1 (impossible events): set \( P[i,j,\ell,m] \) to be 0 if \( j > i \), \( m > \ell \) or \( m \cdot j < \ell \).

- Case 2 (\( j = 1 \)): set \( P[i,1,\ell,m] = \prod_{s \in [i]} P[\tilde{C}_s \geq \ell] - \prod_{s \in [i]} P[\tilde{C}_s > \ell] \) if \( \ell = m \), and 0 otherwise.

Note that all the entries corresponding to \( i = 1 \) are already included in the two cases above.

Recursion: \( \text{ALG}_{DP} \) uses the following recursion.

\[
P[i,j,\ell,m] = P[\tilde{C}_j > m] \cdot P[i-1,j,\ell,m] + \sum_{u=0}^{m-1} P[\tilde{C}_j = u] \cdot P[i-1,j-1,\ell-u,m] + P[\tilde{C}_j = m] \cdot \left( \sum_{u=0}^{m} P[i-1,j-1,\ell-m,m-u] - \sum_{u=1}^{m} P[i-1,j,\ell-u,m-u] \right). 
\]

(17)

Output: after computing all the entries of the DP table, \( \text{ALG}_{DP} \) outputs \( \tilde{P}_{T,n} \) that equals \( \sum_{\ell=0}^{T} \sum_{m=0}^{\ell} P[n,T,\ell,m] \).

Now we prove the correctness of \( \text{ALG}_{DP} \). Given the definition of \( P[i,j,\ell,m] \), we can immediately verify that the assignment of initial values and the final output are correct if all the entries of the DP table computed from (17) are also correct. To see the correctness of the recursion, we consider the outcome of \( \tilde{C}_i \). When \( \tilde{C}_i > m \), in order to satisfy \( \sum_{s=1}^{j} A[i,s] = \ell \)
and $A[i,j] = m$, one must have that $\overline{C}_i$ is not in the $j$ smallest values among the first $i$ random variables. This verifies the first term in (17). When $\overline{C}_i = u < m$, in order to satisfy $\sum_{s=1}^{j-1} A[i,s] = \ell$ and $A[i,j] = m$, one must have that $\overline{C}_i$ is one of the $j$th smallest values among the first $i$ random variables. Also notice that in this case, the $(j-1)$th smallest value among the first $(i-1)$ random variables is still $m$ and that $\sum_{s=1}^{j-1} A[i-1,s] = \ell - \overline{C}_i$. This gives the second term in (17).

Now we verify the last term in (17, which corresponds to the case where $\overline{C}_i = m$. In this case, we might as well select $\overline{C}_i$ as one of the $j$ smallest values among the first $i$ random variables. In order to satisfy $\sum_{s=1}^{j-1} A[i,s] = \ell$ and $A[i,j] = m$, we need the smallest $(j-1)$ values among the first $(i-1)$ random variables to sum up to $\ell - m$ and the $(j-1)$th smallest value to be at most $m$, i.e. $\sum_{s=1}^{j-1} A[i,s] = \ell - m$ and $A[i,j-1] \leq m$. The probability of this event is exactly $\sum_{u=0}^{m} P[i-1,j-1,\ell-m,u]$. However, in order to ensure that $A[i,j] = m$, we also need the $j$th smallest value among the first $(i-1)$ random variables to be at least $m$ (i.e. $A[i-1,j] \geq m$) and the outcomes that don’t satisfy this condition needs to be excluded from the previous event. Putting everything together, we have the following:

$$\mathbb{P}\left\{ \sum_{s=1}^{j-1} A[i-1,s] = \ell - m, A[i-1,j-1] \leq m, A[i-1,j] \geq m \right\}$$

$$= \mathbb{P}\left\{ \sum_{s=1}^{j-1} A[i-1,s] = \ell - m, A[i-1,j-1] \leq m \right\}$$

$$- \mathbb{P}\left\{ \sum_{s=1}^{j-1} A[i-1,s] = \ell - m, A[i-1,j-1] \leq m, A[i-1,j] < m \right\}$$

$$= \sum_{u=0}^{m} P[i-1,j-1,\ell-m,u] - \sum_{u=1}^{m} P[i-1,j,\ell-u,m-u].$$

This immediately gives the last term in (17) and finishes the proof of Lemma 15.
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A Missing Proofs in Section 2

Lemma 6 (Bi-criteria Orienteering). There is an efficient algorithm $\text{ALG}_{\text{Bicrit-Orient}}$ that finds a tour of length $O(1) \cdot B$ while collecting at least $(\text{OPT}_{\text{Orient}} - \epsilon)$ profit, where $\epsilon = 1/\text{poly}(n)$ can be made arbitrarily small.

Proof of Lemma 6. Assume without loss of generality that $\text{OPT}_{\text{Orient}} > 0$. Denote $\rho = 3$ the approximation factor of $k$-TSP algorithm $\text{ALG}_k$ from [8]. Denote $R_{\max} := \max_{v \in V} R_v$ and $R_{\min} := \min_{v \in V} R_v$ the maximum and minimum profit in the Orienteering instance.

Notice, $\text{OPT}_{\text{Orient}} \in [R_{\min}, n \cdot R_{\max}]$. $\text{ALG}_{\text{Bicrit-Orient}}$ applies binary search in $[R_{\min}, n \cdot R_{\max}]$, starting with profit target $(R_{\min} + n \cdot R_{\max})/2$. For each profit target $\lambda$, $\text{ALG}_{\text{Bicrit-Orient}}$ runs $\text{ALG}_k$-TSP with target reward $\lambda$ to obtain a tour $\Pi_{\lambda}$ whose length is denoted as $\ell(\Pi_{\lambda})$. $\text{ALG}_{\text{Bicrit-Orient}}$ performs binary search over $\lambda \in [R_{\min}, n \cdot R_{\max}]$ until finding two values $\lambda_l < \lambda_h \leq \lambda_l + \epsilon$ such that $\ell(\Pi_{\lambda_l}) \leq \rho B$ and $\ell(\Pi_{\lambda_h}) > \rho B$, in which case $\text{ALG}_{\text{Bicrit-Orient}}$ returns the tour $\Pi_{\lambda_h}$. Here we assumed without loss of generality that $\ell(\Pi_{R_{\max}}) > \rho B$ as otherwise $\text{ALG}_{\text{Bicrit-Orient}}$ can simply return the tour $\Pi_{R_{\max}}$. Notice that $\ell(\Pi_{\lambda_h}) > \rho B$ implies that $\text{OPT}_{\text{Orient}} < \lambda_h$ and therefore $\text{ALG}_{\text{Bicrit-Orient}}$ finds reward at least $\lambda_l \geq \lambda_h - \epsilon > \text{OPT}_{\text{Orient}} - \epsilon$. The length of the tour found by $\text{ALG}_{\text{Bicrit-Orient}}$ is $\ell(\Pi_{\lambda_h}) \leq \rho B = O(1) \cdot B$. This finishes the proof of Lemma 6. 

B Missing Proofs in Section 3

Lemma 7 (Key Lemma). If for some universal constants $C > 0$, $\gamma > 1$, any phase $i \geq 1$, and any possible $\sigma_{i-1}$, the algorithm $\text{ALG}_{\text{Meta}}$ satisfies

$$u_i(\sigma_{i-1}) \leq C \cdot u_i^*(\sigma_{i-1}) + \frac{u_{i-1}(\sigma_{i-1})}{\gamma^2},$$

then $\text{ALG}_{\text{Meta}}$ is a non-adaptive $O(1)$-approximation algorithm.

Proof of Lemma 7. For any phase $i \geq 0$, denote $u_i$ the probability that $\text{ALG}_{\text{Meta}}$ enters phase $i + 1$ in the probing stage and $u_i^*$ the probability that $\text{OPT}$ has cost more than $\gamma^i$. Taking expectation over $\sigma_{i-1}$ for the pre-condition of Lemma 7, we have $u_i \leq C \cdot u_i^* + u_{i-1}/\gamma^2$. It follows that

$$\sum_{i \geq 1} u_i \cdot \gamma^i \leq C \cdot \sum_{i \geq 1} u_i^* \cdot \gamma^i + \frac{1}{\gamma} \sum_{i \geq 1} u_i \cdot \gamma^i,$$
which gives
\[(1 - 1/\gamma) \cdot \sum_{i \geq 1} u_i \cdot \gamma^i \leq O(1) \cdot \sum_{i \geq 1} u^*_i \cdot \gamma^i + 1/\gamma.\] \hspace{1cm} (18)

We also notice that
\[\text{OPT} \geq \sum_{i \geq 0} (u^*_i - u^*_{i+1}) \cdot \gamma^i = (1 - 1/\gamma) \cdot \sum_{i \geq 1} u^*_i \cdot \gamma^i + 1,\]

and that
\[\text{ALG}_{\text{Meta}} \leq O(1) \cdot \sum_{i \geq 0} (u_i - u_{i+1}) \cdot \gamma^{i+1} = O(1) \cdot \sum_{i \geq 0} u_i \cdot \gamma^i.\]

It follows from (18) that \(\text{ALG}_{\text{Meta}} \leq O(1) \cdot \text{OPT}.\) This finishes the proof of Lemma 7. ▶

C Missing Proofs in Section 5

Lemma 12. For \(\gamma = 1.1,\) any phase \(i > 0\) in the probing stage of Stoch-Cost k-TSP satisfies
\[u_i(\sigma_{i-1}) \leq 100u^*_i(\sigma_{i-1}) + \frac{u_{i-1}(\sigma_{i-1})}{\gamma^2}.\] \hspace{1cm} (7)

Proof of Lemma 12. We fix any outcome \(\sigma_{i-1}\) of vertices visited by \(\text{ALG}_{\text{Stoch-Cost}}\) in the first \(i - 1\) phases of its probing stage. The lemma trivially holds in the case where \(u^*_i(\sigma_{i-1}) \geq 0.01\) as we have 100u^*_i(\sigma_{i-1}) \geq 1. If \(u_{i-1}(\sigma_{i-1}) = 0\) which means that \(\text{ALG}_{\text{Stoch-Cost}}\) already selects \(k\) vertices before entering phase \(i\) in the probing stage, then \(u_i(\sigma_{i-1}) = 0\) and again the lemma trivially holds. We therefore assume that \(u^*_i(\sigma_{i-1}) < 0.01\) and that \(u_{i-1}(\sigma_{i-1}) = 1.\)

Now proving Lemma 12 is equivalent to proving
\[u_i(\sigma_{i-1}) \leq 100u^*_i(\sigma_{i-1}) + 1/\gamma^2.\] \hspace{1cm} (19)

Denote \(k(\sigma_{i-1})\) the remaining target at the beginning of phase \(i\) in the probing stage of \(\text{ALG}_{\text{Stoch-Cost}}.\) We first consider Selection-Process 1 and denote \(N_{\text{old}}(\sigma_{i-1})\) the number of vertices selected from \(\sigma_{i-1}\) in this process. We assume without loss of generality that \(N_{\text{old}}(\sigma_{i-1}) < k(\sigma_{i-1}),\) as otherwise our algorithm has already selected \(k\) vertices after Selection-Process 1 and (19) immediately follows. Since Selection-Process 1 uses cost budget \(\gamma^i\) to select as many unselected vertices from \(\sigma_{i-1}\) as possible, \text{OPT} can select at most \(N_{\text{old}}(\sigma_{i-1}) + k - k(\sigma_{i-1})\) vertices from \(\sigma_{i-1}\) within total budget \(\gamma^i\). Denote \(N_{\text{new}}(\sigma_{i-1}) := k(\sigma_{i-1}) - N_{\text{old}}(\sigma_{i-1})\) the remaining target for \(\text{ALG}_{\text{Stoch-Cost}}\) after Selection-Process 1. It follows that in order to select \(k\) vertices within total budget \(\gamma^i,\) \text{OPT} needs to select at least \(N_{\text{new}}(\sigma_{i-1})\) vertices from \(V_i\) within total budget \(\gamma^i\) with probability at least 0.99. Applying Lemma 13 with \(Y = N_{\text{new}}(\sigma_{i-1}),\) it follows that our algorithm finds at least \(N_{\text{new}}(\sigma_{i-1})\) vertices from \(V_i\) which can be selected within cost budget \(6\gamma^i\) with probability at least 0.2. This implies that \(u_i(\sigma_{i-1}) \leq 0.8 \leq 1/\gamma^2\) and (19) is established. ▶
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1 Introduction
The last major financial crisis and its aftermath have highlighted the systemic risks and resulting hazards for society that arise in financial markets, which are characterized by different, highly interconnected financial institutions. Over the last decade an increased research effort has been underway to analyze, understand, and manage the systemic risks in financial markets. Main aspects of interest are contagion effects and cascading defaults, as well as recommendations for suitable regulation on a national and international level.

A prominent approach in the area of systemic risk stems from the seminal work by Eisenberg and Noe [13]. Here the set $V$ of financial institutions (or firms) is the node set of a directed graph $G = (V, E)$. The directed and weighted edges $e \in E$ express the debt
relations among firms. In addition, each firm has non-negative external assets, which capture the value of property rights (such as real-estate, gold, business and mortgage loans, etc.) that the firm has acquired from non-financial institutions. Eisenberg and Noe discuss a clearing mechanism for such a market, in which every firm uses its available assets to pay its debt. The clearing follows basic balance sheet identities and evolves rather mechanically. It is commonly assumed that payments are distributed among all creditors in a pro-rata fashion, i.e., for each interbank debt (i.e., each outgoing edge) firm \( v \) allocates a proportional share of its available assets. Similarly, a firm receives the payments for its incoming edges (so-called internal assets), which in turn are also paid proportionally to outgoing edges (until all debt is paid or all assets are distributed). In this way, clearing payments constitute a fixed point of the system. Eisenberg and Noe discuss existence and uniqueness issues of such fixed point payments.

While the model has been studied intensively over the last two decades, there are a plethora of open questions, especially towards understanding strategic and game-theoretic issues. In this paper, our focus are the strategic incentives and their consequences for clearing mechanisms in financial markets. For example, rather than using pro-rata payments, financial institutions often put priority on clearing certain debts first. In this way, a firm \( v \) could profit substantially when using a suitable priority-based payment scheme – by clearing certain debt first, the money propagates through the network and returns to \( v \) in the form of additional internal assets. In the Eisenberg-Noe model, it is easy to see that the intuitive pro-rata clearing mechanism is not always incentive compatible, and strategic incentives of this kind can arise frequently.

In this paper, we study the properties of priority-based clearing mechanisms for financial markets. We focus on payment schemes that constitute a pure Nash or even a strong equilibrium in the underlying strategic payment game for the firms. In this way, firms have no unilateral or coalitional incentives to deviate from the payment schemes proposed by the clearing mechanism. Depending on the granularity of priorities, the resulting games have different properties. In particular, if priorities are implemented over debt contracts, existence of a pure Nash or a strong equilibrium becomes strongly \( \text{NP} \)-hard to decide. Instead, if firms can assign each unit of money arbitrarily to any open debt, a strong equilibrium always exists and can be computed in strongly polynomial time. Moreover, in this case, there is even a strong equilibrium that maximizes the sum of all assets of all firms.

Our results imply interesting insights for bankruptcy settlement of insolvent firms. It turns out that only insolvent firms face a potential strategic decision about where to allocate money in order to maximize the internal assets through network effects (or, equivalently, minimize the remaining debt after clearing the network). In case there is a benevolent and centralized bankruptcy settlement, we show that it can implement a clearing mechanism with monotone payment strategies that leads to a socially optimal clearing state. It comes with the additional guarantee of giving no coalition of firms an incentive to pay their debts differently.

Instead, if clearing payments are determined by suitable negotiation in a decentralized fashion resulting in some arbitrary Nash or strong equilibrium, the total amount of internal assets available to the firms in the system can deteriorate drastically. Similar problems arise if a centralized clearing mechanism is restricted to payment schemes based on priorities over single loans (rather than units of money). This can lead to non-existence of pure equilibria in the resulting games. Even if equilibria exist, they can be undesirable since the total amount of internal assets of all firms can be drastically smaller than in an optimal solution. This shows a marked contrast between centralized and decentralized bankruptcy settlement and highlights how the structure of permissible payment strategies impacts the performance and the structural properties of the clearing mechanism.
1.1 Contribution

In this paper, we study the properties of priority-based clearing mechanisms for financial markets. We assume the network of liabilities is given, but insolvency resolution is driven by strategic considerations. In particular, we analyze payment schemes that constitute a pure Nash or even a strong equilibrium in the underlying strategic payment game for the firms.

Below, we introduce basic preliminaries of the Eisenberg-Noe model. In addition, we introduce two classes of priority-based payment strategies for the firms and analyze the resulting clearing mechanisms. For an edge-ranking strategy, a firm ranks its debt contracts and assigns its assets in order of the ranking. As a superset of strategies, we consider coin-ranking strategies, where money is considered in units (“coins”). Instead of contracts, each firm ranks single coin payments to the contracts. By letting the value of a coin approach zero, coin-ranking strategies become equivalent to monotone strategies, where the payments of a firm are simply a monotone function of its total available assets.

In Section 2 we present structural insights on the clearing states for a strategy profile in an edge- or coin-ranking game. In such a profile, each firm is choosing an edge- or coin-ranking strategy to pay its debt. For each such profile, we prove that the possible clearing states form a lattice with respect to the vector of assets of each firm (Theorem 3). In particular, there is a unique clearing state that pointwise maximizes the assets available to each firm (given this strategy profile). In the full version [6] we show that it can be computed in strongly polynomial time. We assume that this state defines the assets and, thus, the utility of each firm in the strategy profile. Similar properties were shown in [13] for profiles composed of pro-rata payment strategies.

In Section 3 we study coin-ranking games and strategic choice of payments. Our interest lies in the existence, computational complexity, and social quality of equilibria. We show that there always is a strategy profile that represents a strong equilibrium, in which no coalition of firms has an incentive to deviate. Furthermore, it maximizes social welfare, i.e., the sum of all assets or total revenue available to all firms. Such a strong equilibrium can be computed in strongly polynomial time (Theorem 6). It can be represented compactly, even though the strategy shall rank all (possibly pseudo-polynomially many) coins that a firm might have available. In contrast, it is strongly NP-hard to find a best-response strategy for a single firm in a given arbitrary strategy profile of a coin-ranking game (Theorem 9).

For worst-case equilibria and the strong price of anarchy, we show that the deterioration of social welfare in a strong equilibrium compared to a social optimum is tightly characterized by the min-max length of cycles in any social optimum (Theorem 11). This implies that networks with optimal money circulation composed of small cycles yield a small inefficiency in strong equilibria. In contrast, a worst-case Nash equilibrium, which is stable only against unilateral deviations, can be arbitrarily worse than a social optimum, even in simple games with a constant number of firms (Proposition 10).

In Section 4 we study equilibria in edge-ranking games, where all firms are restricted to play edge-ranking strategies. Restricting the strategy space to rankings over contracts can have devastating consequences for the existence and social quality of equilibria. In edge-ranking games, pure Nash and strong equilibria can be absent, and deciding their existence is strongly NP-hard (Theorem 14). The same hardness applies for computing a social optimum, and for computing a pure Nash or strong equilibrium when it is guaranteed to exist. Even the best strong equilibrium can be a factor of $\Omega(n)$ worse than the social optimum in terms of social welfare (Proposition 16). For pure Nash equilibria, even the best one can be arbitrarily worse than a social optimum (Proposition 17).
1.2 Related Work

Financial Networks. On a conceptual level, we study issues of strategic choice and computational complexity in financial networks. There have been works addressing computational complexity of diverse issues, such as pricing options with [3] and without information asymmetry [7], finding clearing payments with credit default swaps [27], or estimating the number of defaults when providing a shock in the financial system [20]. In addition, many extensions to the model by Eisenberg and Noe have been proposed in the literature on financial markets. However, even models including cross-holdings of equity [28], default costs [26], or debt contracts of different maturities [15] follow the idea of the basic approach that all contracts have to be cleared consistently, i.e., clearing payments locally adhere to the rather mechanical clearing rule and constitute a fixed point solution globally. Indeed, Barucca et al. [5] have recently shown that many of the above models can be unified in terms of self-consistent network valuations. A well-known result of such models is the “robust-yet-fragile” property exhibited by financial networks, i.e., contagion arises in an all-or-nothing fashion akin to the formation of a giant connected component in random graph models [17]. This provides important insights into systemic risk and advises the need for macro-prudential regulation.

Accordingly, the rather mechanical pro-rata payments are also usually presumed in models studying contagion effects arising from overlapping portfolios [8, 9]. In this case, distressed firms are selling assets which in turn decreases the value of these assets by market impact. Here, it is commonly assumed that firms mechanically sell all their assets in a pro-rata fashion. In turn, the resulting market impact is modeled as a known function parametrized by the market depth or liquidity of each asset. In contrast, especially decisions regarding the portfolio composition of financial firms yield substantial potential for strategic consideration in reality.

To our knowledge, strategic aspects are currently reflected mostly in models of network formation [14, 1]. A three period economy is assumed where firms can invest into risky assets. To do so, they strategically decide to borrow funds from outside investors as well as other firms. Thereby a network of financial cross-holdings is endogenously formed as each firm maximizes their expected profit. The results show that risk-seeking firms tend to over-connect leading to stronger contagion and systemic risk as compared to the socially optimal risk-sharing allocation. Note that in this case, strategic aspects only play a role in the formation of inter-bank relations whereas the clearing mechanism is assumed to follow the same process as in [13]. Another strategic variant of the model by Eisenberg and Noe has been considered in [2] in the form of a two-period model. Firms strategically store some amount from their first period endowment with an interest rate in order to increase the available assets in the second period. The clearing in both rounds is based on pro-rata payments. Each firm optimizes a function of the remaining debts in both periods.

Flow Games. On a more technical level, our game-theoretic approach is related to a number of existing game-theoretic models based on flows in networks. In cooperative game theory, there are several notions of flow games based on a directed flow network. Existing variants include games, where edges are players [12, 21, 22, 18, 11, 4], or each player owns a source-sink pair [25, 24]. The total value of a coalition $C$ is the profit from a maximum (multi-commodity) flow that can be routed through the network if only the players in $C$ are present. There is a rich set of results on structural characterizations and computability of solutions in the core, as well as other solution concepts for cooperative games. In contrast to our work, these games are non-strategic. Instead, here we consider each player as a single node with a strategic decision about flow allocation.
More recently, a class of strategic flow games has been proposed in [23, 19]. There is a capacitated flow network with a set of sources nodes. At each source node, a given amount of flow enters the network. Each node of the network is owned by a single player. Each player always owns a designated sink node, as well as one or more additional nodes from the network. A player can choose a flow strategy for each of her nodes. The flow strategy specifies, for every node $v$ and every $x \geq 0$, how an incoming flow of $x$ at $v$ is distributed onto the outgoing edges (if any). Each flow strategy needs to fulfill flow conservation constraints at every node, subject to capacity on the outgoing edges. Each player aims to maximize the incoming flow at its sink node.

For these games there exist a number of $\Sigma_2^p$-completeness results for, e.g., determining the value of a game in a two-player Stackelberg variant, or determining the existence of a pure Nash equilibrium in a multi-player variant. In the latter game, computing a best response can also be $\text{NP}$-hard. Our approach is related to these games. However, motivated by financial networks we assume each firm is a single (source) node. The firm optimizes the incoming flow at its node (without it being a sink node). We study the computational complexity and social quality of equilibria. Moreover, strategic incentives arise mainly from cycles in the network – a condition absent in the existing work on max-flow games [23, 19] where the network is assumed to be acyclic.

The problem of calculating a clearing state for a given strategy profile in our games is closely related to the notion of a stable flows. In the stable flow problem, each node is equipped with an externally given preference order over both incoming and outgoing arcs. There always exists a stable flow, and the set of stable flows forms a lattice [16]. In fact, there is an augmenting path algorithm for computing a stable flow with polynomial running time [10].

1.3 Financial Networks with Payment Strategies

Network Model. We consider a financial network model due to Eisenberg and Noe [13]. There is a network $G = (V, E)$ with node set $V$ of institutions or firms. Each firm $v \in V$ has external assets of value $a^x_v \geq 0$. Moreover, the firms are related via a set $E$ of liabilities. Each liability $(u, v) \in E$ is a directed edge from firm $u \in V$ to firm $v \in V$. The weight $c(e) \geq 0$ of some edge $e = (u, v)$ is the amount of money that $u$ owes to $v$. We follow standard notation in graph theory and denote by $E^+(v) = \{(v, u) \in E\}$ and by $E^-(v) = \{(u, v) \in E\}$ the set of outgoing and incoming edges of $v \in V$, respectively. The total liabilities $\ell(v)$ of firm $v$ is the total amount of money firm $v$ owes to other firms, i.e.,

$$
\ell(v) = \sum_{e \in E^+(v)} c(e).
$$

We strive to understand issues of computational complexity. As such, we will assume that all numbers in the input, i.e., all $a^x_v$ and $c(e)$, are integer numbers.

We consider clearing mechanisms based on strategic payments decisions. A money flow $g_e$ on edge $e$ satisfies $0 \leq g_e \leq c(e)$. Given a money flow on each edge, the internal assets of firm $v$ are the total incoming money from other firms, i.e.,

$$
a^i_v = \sum_{e \in E^-(v)} g_e.
$$

The total assets of $v$ are the sum of external and internal assets $a_v = a^x_v + a^i_v$. A firm is insolvent if its total assets are strictly smaller than its total liabilities, i.e., $a_v < \ell(v)$. 
Eisenberg and Noe define a clearing mechanism with money flows given by pro-rata payments. In their clearing mechanism, each firm \( v \) distributes its total assets \( a_v \) proportionally on its outgoing edges until all debt is paid. More formally, every edge \( e \in E^+(v) \) is assigned a money flow of \( g_e(a_v) = \min \left\{ \frac{c(e) \cdot a_v}{\ell(e)} \right\} \). Firm \( v \) keeps the surplus \( a_v - \ell(v) \geq 0 \) for itself, if any.

**Payment Strategies.** In this paper, we analyze incentives when firms strategically manipulate their payments. As such, we study money flow games defined as follows. Each firm \( v \in V \) chooses as a strategy a parametrized flow function \( f_e(y) \) for every outgoing edge \( e \in E^+(v) \) and every \( y \geq 0 \). The strategy \( f^v = (f_e(y))_{e \in E^+(v)} \) must satisfy for every \( y \geq 0 \)

\[
0 \leq f_e(y) \leq c(e) \quad \text{(capacity constraint)}
\]
\[
\sum_{e \in E^+(v)} f_e(y) = \min\{y, \ell(v)\} \quad \text{(no-fraud constraint)}
\]

Intuitively, the strategy specifies, for every possible value \( y \geq 0 \) of total assets available to firm \( v \), how \( v \) will allocate these assets to pay its debts. The capacity constraint ensures that no debt is overpaid, the no-fraud constraint requires that \( v \) does not embezzle assets as long as there is unpaid debt. This definition includes pro-rata payments as one possible strategy profile. Given a strategy profile \( f = (f^v)_{v \in V} \), a clearing state \( a = (a_v)_{v \in V} \) is a vector of assets such that

\[
a_v = a_v^0 + \sum_{e = (u,v) \in E^-(v)} f_e(a_u) \quad \text{(fixed point constraint)}
\]

holds for all nodes \( v \in V \). Equivalently, this ensures that for a given strategy profile \( f \), there is a clearing state \( a \) such that the flow \( g \) defined by \( g_e = f_e(a_u) \) is in fact a money flow. The utility of firm \( v \) is \( a_v \), i.e., \( v \)'s goal is to choose a strategy to maximize its total assets in the clearing state.

**Proposition 1.** If all \( f_e(y) \) are continuous, there exists at least one clearing state.

The proof is a straightforward application of Brouwer’s fixed point theorem and thus omitted. If strategies are not continuous, it is easy to construct examples where no clearing state exists. Still, even for a continuous strategy profile \( f \), there could be multiple clearing states \( a \) (even for pro-rata profiles). Given sufficiently complex strategy profiles with compact representation, computation of a clearing state might even become computationally difficult.

In the rest of the paper, we focus on a set of rich and meaningful strategy spaces, for which we can single out a unique clearing state with a simple algorithm. An intuitive and well-motivated class of strategies can be derived via rankings or seniorities.

**Edge-Ranking Games.** In an edge-ranking game, each player \( v \in V \) spends its assets to pay its debts according to a strict and total order over \( E^+(v) \), which we represent by a permutation \( \pi_v = (e_1, e_2, \ldots) \). \( v \) first pays all debt of edge \( e_1 = \pi_v(1) \), then \( e_2 = \pi_v(2) \), etc. until all debt is paid or it runs out of assets. Formally, \( f_e(y) = \min\{c(e), \max\{0, y - \sum_{j < i} c(e_j)\}\} \). The edge-ranking strategy of \( v \) is fully described by the ranking \( \pi_v \), hence we denote a strategy profile in edge-ranking games by \( \pi = (\pi_v)_{v \in V} \).

**Coin-Ranking Games.** As a strict superset of such strategies, consider the case where each player \( v \in V \) can spend its assets to pay its debts in a monotone fashion. In coin-ranking games, we rely on integrality of all values for \( c_e \) and \( a_v^e \), and interpret money flow as being
discretized into “coins” of value 1. Thus, for a *coin-ranking strategy*, the parametrized flow functions $f_e(y)$ for every outgoing edge $e \in E^+(v)$ are defined on the non-negative integer numbers $f_e(y) : \mathbb{N}_0 \to \mathbb{N}_0$. They are characterized by capacity and no-fraud constraints, and, for every $y, y' \in \mathbb{N}_0$ with $y \geq y'$

$$f_e(y) \geq f_e(y') \quad \text{(monotonicity constraint)}$$

(4)

Note that, by letting the value of a coin tend to 0, coin-ranking strategies become arbitrary *monotone strategies* $f_e(y) : \mathbb{R}_0^+ \to \mathbb{R}_0^+$.

Coin-ranking strategies generalize edge-ranking strategies. Maybe counterintuitively, every coin-ranking game is also a special edge-ranking game – replacing each edge $e$ with weight $c(e)$ many multi-edges of unit weight expands a coin-ranking game into an equivalent edge-ranking game. There is a one-to-one correspondence between coin-ranking strategies in the original game and edge-ranking strategies in the expanded game. Intuitively, for a coin-ranking strategy in the original game, a player $v$ pays the first coin of assets to the multi-edge $\pi_v(1)$, the second coin to $\pi_v(2)$, etc. in the expanded edge-ranking game until all debt is paid or $v$ runs out of assets. The expansion of the game implies a pseudo-polynomial blowup in representation size, but nevertheless, the structural equivalence is very useful for characterizing and analyzing solutions to coin-ranking games.

Note that the representation of a coin-ranking strategy might require pseudo-polynomial size even in the original non-expanded game. We discuss this issue below in Section 3.1. It turns out that in every coin-ranking game, we can restrict attention to a subset of compactly representable coin-ranking strategies.

**Clearing States and Utilities.** For a given strategy profile $\pi$ in an edge- or coin-ranking game, we determine the utility using a clearing state $\hat{a}$, where we choose the one that maximizes the total revenue in the network, i.e., the sum of total assets available to all firms

$$\text{Rev}(\pi, a) = \sum_{v \in V} a_v = \sum_{v \in V} a_v^+ + \sum_{e = (u,v) \in E} f_e(a_u) = \sum_{v \in V} a_v^+ + \sum_{e \in E^+(v)} f_e(a_u).$$

Note that the choice of $\hat{a}$ and thus, the resulting revenue significantly depends on the strategy profile $\pi$. In many cases, for a fixed strategy profile $\pi$, the clearing state $\hat{a}$ is unique, and there is no choice based on maximum revenue. Moreover, in case there are several clearing states for a strategy profile $\pi$ in an edge-ranking game, it turns out that they can be arranged into a lattice with coordinate-wise maximum inducing a partial order. We choose the coordinate-wise maximal clearing state, since it maximizes $\text{Rev}(\pi, a)$ as a natural measure of social welfare. In this sense, the properties of edge-ranking games mirror the conditions shown for pro-rata payments in [13]. We prove these conditions in the subsequent section.

## 2 Clearing States

### 2.1 Circulation Structure in Money Flow Games

We observe a useful circulation representation of clearing states in money flow games. Given a strategy profile $f$, the fixed point and no-fraud constraints imply for any clearing state $a$ the conservation of money flow. Now using an auxiliary source $s$, we can represent all money flows in $a$ in the form of a circulation. We build a circulation network $G'$ by adding node $s$, for every $v \in V$ we add an auxiliary edge $(v, s)$ with capacity $c((v, s)) = \infty$, and for every
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$v \in V$ with $a^e_v > 0$ we add an auxiliary edge $(s, v)$ with $c((s, v)) = a^e_v$. In this way, external assets of $v$ become internal assets via a flow on edge $(s, v)$. Surplus assets of $w$ become a flow on edge $(w, s)$, i.e., the internal assets of $s$.

Proposition 2. For every clearing state $a$ of a strategy profile $f$ in a money flow game, the flow in $G'$ can be decomposed and represented as a circulation. The auxiliary source $s$ has assets of $a_s = \sum_{v \in V} a^e_v$, and all auxiliary edges $(s, v)$ are saturated.

Proof. This is a simple consequence of fixed point and no-fraud constraints. Surplus at firm $v \in E$ exists only if $v$ pays all debt

$$\sum_{e \in E^+(v)} f_e(a_v) = \min(a_v, \ell(v)).$$

Moreover, the total external assets constitute the total net revenue:

$$\sum_{v \in V} a^e_v = \sum_{v \in V} a_v^x + \sum_{v \in V} \sum_{e=(u,v) \in E^-(v)} f_e(a_u) - \sum_{v \in V} \sum_{e=(u,v) \in E^-(v)} f_e(a_u)$$

$$= \sum_{v \in V} a_v - \sum_{e \in E^+(v)} f_e(a_v) = \sum_{v \in V} \max\{0, a_v - \ell(v)\}$$

The net revenue of every firm gets routed to the auxiliary source $s$ and constitutes the assets $a_s$. Thus $a_s = \sum_{v \in V} \max\{0, a_v - \ell(v)\} = \sum_{v \in V} a^e_v$, and all auxiliary edges $(s, v)$ are saturated. Overall, by routing the surplus assets to $s$, we obtain exact flow conservation at every node. As such, the flow can be decomposed and represented as a circulation.

2.2 Structure for Monotone Strategies

Lattice Structure. Consider an arbitrary money-flow game and a strategy profile $f$ of monotone strategies. Let $A$ be the set of feasible clearing states for a strategy profile $f$. We show that $(A, \geq)$ forms a lattice with the coordinate-wise comparison. Formally, $a \geq a'$ iff $a_v \geq a'_v$ for all $v$; and $a > a'$ iff $a_v > a'_v$ for all $v$ and $a_v > a'_v$ for at least one $v$.

Theorem 3. For every strategy profile $f$ in a money-flow game with monotone strategies, the pair $(A, \geq)$ forms a lattice.

Proof. Consider $A = \left\{ a \mid 0 \leq a_v \leq a^e_v + \sum_{e=(u,v) \in E^-(v)} c(e), \ \forall v \in V \right\}$, a superset of all possible asset vectors. Obviously, $(A, \geq)$ forms a lattice with the coordinate-wise comparison defined above. For a given strategy profile $f$, the map $g : A \rightarrow A$ with $g(a)_v = a^x_v + \sum_{e=(u,v) \in E^-(v)} f_e(a_u)$ is a monotone function for every firm $v \in V$, since for every edge $e = (u,v) \in E$ the strategy of firm $u$ implies that $f_e$ is monotone in $a_u$. Obviously, the set of clearing states $A$ is the set of fixed-point asset vectors of $g$. The result follows by applying the Knaster-Tarski theorem.

Solvent Firms. The previous result implies uniqueness of $\hat{a}$ for a given monotone strategy profile $f$. We observe another interesting property, which shows that in monotone money flow games the maximal clearing state $\hat{a}$ is unique as long as all insolvent firms stick to their strategy. Since every strategy satisfies capacity and no-fraud constraints, the payments of solvent firms remain the same if they receive the same assets, and vice versa. Consequently, strategies of solvent firms have no impact on the asset vector $\hat{a}$. For any solvent firm $v$, every strategy constitutes a best response.
Proposition 4. For a given money flow game, consider any monotone strategy profile $f$, the corresponding clearing state $\hat{a}$, and any solvent firm $v$ with $\hat{a}_v \geq l(v)$. Every strategy $f^v$ is a best response for $v$ against the other strategies $f_{-v}$ and results in the same clearing state $\hat{a}$.

Proof. Consider a deviation $f^v$, the resulting state $f' = (f^v, f^{-v})$ and the resulting revenue-maximizing clearing state $a'$. Suppose that $\hat{a} \neq a'$. Firm $v$ is solvent under $\hat{a}$, thus $\sum_{e \in E^+(v)} f_e(\hat{a}_e) = l(v)$ and $f_e(\hat{a}_e) = c(e)$. Using Theorem 3 we can assume w.l.o.g. that $\hat{a} > a'$ (i.e., $\hat{a}_u \geq a'_u$ for all firms $u$, and $\hat{a}_w > a'_w$ for at least one firm $w$). We construct an equivalent game, in which we remove all edges in $E^+(v)$ and instead increase external assets to $\hat{a}^x(u) = a^x_u + c(e)$ for all $u$ with $(v, u) \in E^+(v)$. Observe that $\hat{a}$ is still a feasible clearing state in the constructed game. However, any clearing state $a$ in the original game with $a_v \geq l(v)$ induces $f(a_v) = c(e)$ independent of the chosen strategies of $v$ due to the non-fraud condition. Thus, any clearing state $a$ with $a_v \geq l(v)$ in the new game is still a feasible clearing state in the old game. We conclude that $\hat{a}$ is a feasible clearing state under $f'$. This is a contradiction to the maximality of $a'$.

3 Coin-Ranking Games

3.1 Representation

An instance of a money flow game is given by the network $G$ and integer numbers for edge weights $c(e)$ and external assets $a^x_v$. Hence, the representation of the instance is logarithmic in input numbers for $c(e)$ and $a^x_v$. In contrast, if we consider arbitrary coin-ranking strategies $f^v$ for firm $v$, this specifies a ranking over all coins of value 1. This is linear in $\sum_{e \in E^+(v)} c(e)$ and, thus, only pseudo-polynomial in the instance representation. Our first observation is that in every coin-ranking game, we can restrict attention to threshold-ranking strategies with a polynomial representation. A threshold-ranking strategy $\pi^v = (\pi_v, \tau_v)$ is composed of a permutation $\pi_v$ over $E^+(v)$ and a vector of thresholds $\tau_v = (\tau_e)_{c \in E^+(v)}$ with $0 \leq \tau_e \leq c(e)$ for every $e \in E^+(v)$.

The interpretation is as follows. In $\pi^v$, firm $v$ first pays $\tau_e$ to every edge $e \in E^+(v)$, sequentially in the order given by $\pi_v$. Then, it pays the remaining $c(e) - \tau_e$ to every edge in the order given by $\pi_v$. That is, $v$ first considers edge $\pi_v(1)$ and pays the first $\tau_{\pi_v(1)}$ coins to this edge. The next $\tau_{\pi_v(2)}$ coins are paid to edge $\pi_v(2)$ etc. until $\sum_{j=1}^{E^+(v)} \tau_{\pi_v(j)}$ coins are paid to the edges (or $v$ runs out of assets). Then, the remaining $c(\pi_v(1)) - \tau_{\pi_v(1)}$ coins are paid to edge $\pi_v(1)$, then the next $c(\pi_v(2)) - \tau_{\pi_v(2)}$ coins to $\pi_v(2)$ etc.

Indeed, we can restrict attention to threshold-ranking strategies in coin ranking games. The formal proof is deferred to the full version [6].

Proposition 5. For every strategy profile $f$ in a coin-ranking game with clearing state $\hat{a}$ and every firm $v$, there is a threshold-ranking strategy $\pi^v_v$ such that the profile $(\pi^v_v, \pi_{-v})$ has the same clearing state $\hat{a}$ and, thus, the same utilities for all firms.

3.2 Existence and Computation of Equilibria

Our first result is that in every coin-ranking game there is a strong equilibrium that maximizes the total revenue of all firms. This strong equilibrium can be computed in polynomial time. In particular, consider the instance $(G, c, a^x)$ as a money flow game and an arbitrary clearing state, i.e., a circulation of maximum value in the circulation network $G'$. This circulation is also a clearing state of a strong equilibrium in threshold-ranking strategies.
For every coin-ranking game, there is a strong equilibrium with money flows that maximize the total revenue in the network. The strong equilibrium can be computed in polynomial time.

Proof. Consider the circulation network \( G' = (V, E') \). An optimal circulation \( f^* \) that maximizes the total flow value saturates all outgoing auxiliary edges from \( s \). Hence, it maximizes the total assets of all firms

\[
\sum_{e \in E'} f^*_e = 2 \sum_{v \in V} a_v^x + \sum_{e \in E} f^*_e = \sum_{v \in V} a_v^x + \text{Rev}(f^*)
\]

\( f^* \) can be computed in strongly polynomial time [29]. Since all edge weights are integral, we can assume all \( f^*_e \) are integral. We can turn this circulation into a clearing state for a strategy profile with threshold-ranking strategies. Every firm \( v \) chooses an arbitrary order \( \pi_v \) over \( E^+(v) \) and sets thresholds \( \tau_e = f^*_e \). Clearly, in this strategy profile the optimal circulation corresponds to the maximum-revenue clearing state \( \hat{a} \).

Let us prove that this strategy profile \( \pi \) is a strong equilibrium. A coalition \( C \subseteq V \) of firms has a profitable deviation \( \pi'_C = (\pi'_v)_{v \in C} \) if upon joint deviation of \( C \) to \( \pi'_C \), the resulting assets \( a' \) in the new profile \( (\pi'_C, \pi_{-C}) \) are strictly better, i.e., \( a'_v > \hat{a}_v \) for every \( v \in C \). We will show that no coalition \( C \subseteq V \) has a profitable deviation.

Suppose for contradiction that there is a coalition \( C \) with a profitable deviation. Examine the new profile \( (\pi'_C, \pi_{-C}) \) and consider a firm \( v \in C \). Since \( a'_v > \hat{a}_v \), there must be an edge \( (u, v) \in E^-(v) \) that has strictly more incoming flow in the new profile \( f'_e(a'_u) > f_e(a_u) \). Now consider node \( u \). If \( u \in C \), then \( a'_u > a_u \), so there is again some edge \( E^-(u) \) that has strictly more incoming flow in the new profile. Otherwise, if \( u \not\in C \), then \( u \) still plays the threshold-ranking strategy obtained from \( f^* \). Since this is a monotone strategy, a higher flow on \( (u, v) \) can only occur if \( u \) has larger assets. Thus, \( a'_u > a_u \), so there is again some edge \( E^-(u) \) that has more incoming flow in the new profile.

We can repeat this argument indefinitely. As such, there must be a cycle of edges that all have more flow under \( (\pi'_C, \pi_{-C}) \) than under \( \pi \). Such a cycle, however, can be used to increase the flow circulation. This contradicts that \( \hat{a} \) represents an optimal circulation.

For the profitable deviation, we can even allow arbitrary continuous strategies and any choice of clearing state for the deviation profile. As such, the strategy profile obtained from \( f^* \) is a strong equilibrium even in general money flow games (with suitable choice of clearing state).

Remark 8. If one allows deviations that weakly improve the coalition (i.e., \( a'_u \geq \hat{a}_u \) for all \( u \in C \) and \( a'_v > \hat{a}_v \) for at least one \( v \in C \)), it is a simple exercise to see that there are coin-ranking games, in which no stable state (termed super-strong equilibrium) exists.

While it is computationally easy to compute a socially optimal strong equilibrium, computing a best-response strategy for a general strategy profile can be strongly \( \text{NP} \)-hard, since best responses can provide answers to computationally hard decision problems. For the following result, we assume the coin-ranking game is given in the edge-ranking representation as a network with unit-weight multi-edges. Note that the edge weights in our instances of interest can be restricted to the set \( \{0, 1\} \). Thus, our construction needs no multi-edges, and the representation incurs no overhead. A proof of the following theorem is given in the full version [6].

Theorem 9. For a given strategy profile \( f \) of a coin-ranking game, deciding whether a given firm \( v \) has a best response resulting in assets at least \( k \) is strongly \( \text{NP} \)-complete. This holds even in coin-ranking games without external assets and all edge weights in \( \{0, 1\} \).
3.3 Total Revenue of Equilibria

In this section, we analyze the total revenue in pure Nash and strong equilibria. We relate this value to the social optimum, i.e., the total sum of assets for all firms in the best strategy profile. Clearly, since we proved existence of a system optimal strong equilibrium, the price of stability for Nash and strong equilibria are both 1. We bound the prices of anarchy for Nash and strong equilibria. The proof of the next Proposition is given in the full version [6].

▶ Proposition 10. The price of anarchy for Nash equilibria is unbounded, even in coin-ranking games without external assets.

The total revenue depends crucially on the emergence of cycles in the strategy profile. This requires an effort that is inherently coalitional, as such it might be unsurprising that in general Nash equilibria fail to provide good revenue guarantees.

To analyze the quality of strong equilibria, we again consider the coin-ranking game in the form of unit-weight multi-edges. Consider an optimal circulation $f^*$ of maximum total revenue in the circulation network $G'$. Since we have unit-weight edges, we can assume that the optimal circulation has binary flows on each edge. Let $C(f^*) = \{C_1, \ldots, C_k\}$ be a decomposition of $f^*$ into cycles of unit flow. We denote by $d = \min_{C \in C(f^*), i \in [n]} |C_i|$, the min-max size of any cycle, in any decomposition $C(f^*)$ of any optimal circulation $f^*$.

▶ Theorem 11. In coin-ranking games, the strong price of anarchy is at most $d$.

Proof. Consider an optimal circulation $f^*$ and a decomposition $C(f^*)$ such that all flow cycles $C_i \in C(f^*)$ have size at most $|C_i| \leq d$. The total revenue in $f^*$ is given by

$$\text{Rev}(f^*) = \sum_{C_i \in C(f^*)} |C_i| - \sum_{v \in V} a_v^z$$

since the circulation also accounts for the assets of the auxiliary source $s$.

Now consider a strong equilibrium $\pi$ in the coin-ranking game with clearing state $\hat{a}$. It yields a binary money flow in the network. Suppose there is a cycle $C_i \in C(f^*)$ such that $f_e(\hat{a}_u) = 0$ for all $e = (u, v) \in C_i$. Then the firms in this cycle have an incentive to jointly deviate and place the edges of $C_i$ on first position in their ranking. Then the clearing state $\hat{a}$ will emerge as before, adding a flow of 1 along the cycle $C_i$. This is a profitable deviation for the firms of $C_i$.

Consequently, for every cycle $C_i \in C(f^*)$ there must be at least one edge $e = (u, v) \in C_i$ such that $f_e(a_u) = 1$. Thus, the revenue in the strong equilibrium $\pi$ is

$$\text{Rev}(\pi, \hat{a}) \geq \sum_{C_i \in C(f^*)} 1$$

and the ratio is at most $d$.

▶ Proposition 12. For every $d \geq 2$, there is a coin-ranking game with strong price of anarchy of $d - 1$. 
Proof. The game is given by a graph $G$ with $d + (d - 1)(d - 2)$ firms. $G$ is constructed as follows. The firms $v_1, \ldots, v_d$ are called central firms and they form a cycle of length $d$. For each $i = 1, \ldots, d - 1$, there are firms $(v_{i,j})_{j=1, \ldots, d-2}$ that form additional cycles of length $d$ with the edge $(v_i, v_{i+1})$. Thus, the set of edges is given by

$$E = \{(v_i, v_{i+1}) \mid i \in \{1, \ldots, d - 1\}\} \cup \{(v_d, v_1)\} \cup \bigcup_{i=2, \ldots, d} (\{(v_i, v_1^i)\} \cup \{(v_{i,j}^i, v_{i,j+1}^i) \mid j = 1, \ldots, d - 3\} \cup \{(v_{d+2}^i, v_{i-1}^i)\})$$.

All edges have unit weight. An example of the instance with $d = 5$ is depicted in Figure 1. Observe that only firms $v_i$, $i = 2, \ldots, d$ have multiple outgoing edges. We claim that $\pi_i = ((v_i, v_{i+1}^i), (v_i, v_1^i))$ and $\pi_d = ((v_d, v_1^d), (v_d, v_3^d))$ is a strong equilibrium. In order to see this, let $\hat{\alpha}$ be the clearing state corresponding to $\pi$. The clearing state is given by

$$\hat{\alpha}_v = \begin{cases} 1 & \text{if } v = v_1, v_2, \ldots, v_d, \\ 0 & \text{otherwise,} \end{cases}$$

that is, $\text{Rev}(\pi, \hat{\alpha}) = d$. Now, assume there is a non-empty coalition of player $S \subseteq \{v_2, \ldots, v_d\}$ that all strictly increase their assets by a joint deviation. Note that $v_d$ only has a single incoming edge, so $v_d \notin S$. Thus, the cycle $v_d, v_1^d, \ldots, v_{d-2}^d, v_{d-1}$ cannot carry any flow. We conclude that $v_{d-1}$ only has one edge that can carry flow. Iterating this argument yields $S = \emptyset$, a contradiction.

However, the optimal flow emerges with the strategy profile $\pi_i = ((v_i, v_{i+1}^i), (v_i, v_1^i))$ and $\pi_d = ((v_d, v_1^d), (v_d, v_3^d))$. It is easy to observe that this yields a total revenue of $(d - 1)d$. Thus, the strong price of anarchy in this instance is $d - 1$.

4 Edge-Ranking Games

4.1 Existence and Computation of Equilibria

With coin-ranking strategies we assume that firms have flexibility in allocation of single units of assets. In this section, we focus on a more restricted class of strategies, in which firms simply rank their outgoing edges and allocate assets in order of this ranking until they run
Proposition 13. There is an edge-ranking game without a pure Nash equilibrium.

Proof. Consider the game in Figure 2. The capacities of the edges are depicted next to the edges. Firms $v_2$ and $v_3$ each have external assets of 2, the other firms have 0 external assets. Firms $v_1$, $v_2$ and $v_3$ are the only ones with multiple outgoing edges. The strategy choices of the other firms are fixed. Due to the symmetry of the network, we can assume w.l.o.g. $\pi_{v_1} = (v_1,v_4,v_7)$. There are two possible strategy choices for each of the nodes $v_2$ and $v_3$. Checking all four resulting strategy profiles yields the utility matrix shown in Table 1 for firms $v_2$ and $v_3$. Inspecting the utilities, we see that there is no pure Nash equilibrium.

The following theorem shows that a number of natural decision and optimization problems in edge-ranking games are indeed computationally intractable. Note that for coin-ranking games, these problems are either trivial (a strong equilibrium always exists) or can be solved in polynomial time (a strong equilibrium, which also represents a profile with maximum total revenue, can be computed in strongly polynomial time). The proof of the following theorem is deferred to the full version [6].

Theorem 14. Given an edge-ranking game the following problems are strongly $NP$-hard:

1. Deciding whether a pure Nash equilibrium exists or not.
2. Deciding whether a strong equilibrium exists or not.
3. Computing a pure Nash equilibrium, when it is guaranteed to exist.
4. Computing a strong equilibrium, when it is guaranteed to exist.
5. Computing a strategy profile with maximum total revenue.
Remark 15. It is unclear whether the problem of deciding existence of a pure Nash equilibrium in an edge-ranking game is in \( \text{NP} \) or not, due to \( \text{NP} \)-hardness of verification that a firm plays a best response (see Theorem 9). It is easy to see that the decision problem is in \( \Sigma_2^p \). The problem could be \( \Sigma_2^p \)-complete, similar to related decision problems in strategic max-flow games [23, 19]. Proving such a result is an interesting open problem.

4.2 Total Revenue of Equilibria

For edge-ranking games, the lower bound on the price of anarchy observed for coin-ranking games does apply, i.e., the price of anarchy can be unbounded. The restriction to edge-ranking strategies can have a drastic effect even on the quality of the best equilibrium in case it exists. In particular, in edge-ranking games the strong price of stability can be as high as \( \Omega(n) \), and the price of stability might even be unbounded.

Proposition 16. For every \( \varepsilon > 0 \), there is an edge-ranking game with strong price of stability of at least \( n/2 - \varepsilon \).

Proof. We consider a slight modification of the instance in Proposition 12. In contrast to the instance described in the proof of Proposition 12, the edges \((v_1, v_n), (v_n, v_1), (v_1, v_2)\) have a weight \( M + 1 \) and all other edges a weight of \( M \). The only node with more than a single outgoing edge is still \( v_1 \). If \( \pi_{v_1} = ((v_1, v_n), (v_1, v_2)) \), player \( v_1 \) gets assets of \( M + 1 \), which is optimal. The total revenue for \( \pi \) is \( 2M + 2 \). \( \pi \) is the only Nash equilibrium and the only strong equilibrium.

In contrast, for profile \( \pi' \) with \( \pi'_{v_1} = ((v_1, v_2), (v_1, v_n)) \), firm \( v_1 \) only gets a revenue of \( M \), but the total revenue is \( nM \). Thus, the strong price of stability is \( nM/(2M + 2) = n/(2M + 2) \), which is at least \( n/2 - \varepsilon \) for \( M \geq n/(2\varepsilon) - 1 \). ▷

Proposition 17. There is an edge-ranking game with unbounded price of stability.

Proof. Consider the game in Figure 3, which uses the game without pure equilibrium from Figure 2. We add three firms. \( w_1 \) has external assets equal to 1, \( w_2 \) and \( w_3 \) no external assets. These firms have a cycle \( C \) of edges \((w_1, w_2)\) and \((w_2, w_3)\) with weight \( M \gg 2 \), as well as edge \((w_3, w_1)\) with weight \( M - 2 \). In addition, there are edges \((w_1, v_9)\) and \((w_2, v_9)\) of weight 2.

In an optimal circulation, \( w_1 \) and \( w_2 \) prioritize the edges of \( C \), leading to total revenue of \( \Theta(M) \). In contrast, a pure Nash equilibrium can only exist if the \( w \)-firms ensure that the external assets of \( w_1 \) are routed to \( v_9 \), in which case a Nash equilibrium can exist (as observed
in the proof of Theorem 14). Clearly, both \( w_1 \) and \( w_2 \) have an incentive to deviate towards \( C \). Hence, if either \( w_1 \) or \( w_2 \) places the edge to \( v_9 \) in first rank and the other does not, a unilateral deviation suffices to close \( C \)– thereby leaving the \( v \)-nodes with instability. However, if both \( w_1 \) and \( w_2 \) play strategies \( \pi_{w_1} = ((w_1, v_9), (w_1, w_2)) \) and \( \pi_{w_2} = ((w_2, v_9), (w_2, w_3)) \), no unilateral deviation can lead to flow along \( C \). In this case, a pure Nash equilibrium evolves. Obviously the total revenue in this equilibrium is at most a constant. Hence, the price of stability is as large as \( \Omega(M) \).

5 Conclusions

In this paper, we have studied clearing mechanisms for financial networks and analyzed their properties from a computational and game-theoretic perspective. Our main results show that in these games, solvent firms have no strategic incentives, i.e., the game is played exclusively among insolvent firms. If firms are using coin-ranking strategies, every social optimum that maximizes the sum of all assets in the network constitutes a strong equilibrium. Moreover, it can be computed in strongly polynomial time. This result implies that a centralized bankruptcy settlement can achieve a clearing state, in which the social welfare is maximized and no coalition of firms gets incentivized to deviate. In contrast, when considering decentralized clearing and arbitrary strong equilibria, the social welfare depends on the length of cycles in the money circulation of a social optimum. For pure Nash equilibria, the deterioration in social welfare can be severe due to the lack of coordination among firms. Alternatively, when restricting the strategy spaces to edge-ranking strategies, we show that pure Nash and strong equilibria can be absent, hard to compute, and highly undesirable in terms of social welfare.

There are many open problems that arise from our work. For example, real-life markets involve a number of complex financial products (such as derivatives, credit-default swaps, etc.). Their impact on stability and computational complexity of financial markets is only beginning to attract attention in the literature. In this context, there are a variety of important game-theoretic aspects with respect to pricing, information revelation, or network creation, which are crucial for understanding financial markets and represent interesting avenues for future work.
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Abstract

In the past decade, the design of fault tolerant data structures for networks has become a central topic of research. Particular attention has been given to the construction of a subgraph $H$ of a given digraph $D$ with as fewest arcs/vertices as possible such that, after the failure of any set $F$ of at most $k \geq 1$ arcs, testing whether $D - F$ has a certain property $P$ is equivalent to testing whether $H - F$ has that property. Here, reachability (or, more generally, distance preservation) is the most basic requirement to maintain to ensure that the network functions properly. Given a vertex $s \in V(D)$, Baswana et al. [STOC’16] presented a construction of $H$ with $O(2^k n)$ arcs in time $O(2^k nm)$ where $n = |V(D)|$ and $m = |E(D)|$ such that for any vertex $v \in V(D)$: if there exists a path from $s$ to $v$ in $D - F$, then there also exists a path from $s$ to $v$ in $H - F$. Additionally, they gave a tight matching lower bound. While the question of the improvement of the dependency on $k$ arises for special classes of digraphs, arguably the most basic research direction concerns the dependency on $n$ (for reachability between a pair of vertices $s,t \in V(D)$) – which are the largest classes of digraphs where the dependency on $n$ can be made sublinear, logarithmic or even constant? Already for the simple classes of directed paths and tournaments, $\Omega(n)$ arcs are mandatory. Nevertheless, we prove that “almost acyclicity” suffices to eliminate the dependency on $n$ entirely for a broad class of dense digraphs called bounded independence digraphs. Also, the dependence in $k$ is only a polynomial factor for this class of digraphs. In fact, our sparsification procedure extends to preserve parity-based reachability. Additionally, it finds notable applications in Kernelization: we prove that the classic Directed Feedback Arc Set (DFAS) problem as well as Directed Edge Odd Cycle Transversal (DEOCT) (which, in sharp contrast to DFAS, is $W[1]$-hard on general digraphs) admit polynomial kernels on bounded independence digraphs. In fact, for any $p \in \mathbb{N}$, we can design a polynomial kernel for the problem of hitting all cycles of length $\ell$ where $(\ell \mod p = 1)$. As a complementary result, we prove that DEOCT is NP-hard on tournaments by establishing a combinatorial identity between the minimum size of a feedback arc set and the minimum size of an edge odd cycle transversal. In passing, we also improve upon the running time of the sub-exponential FPT algorithm for DFAS in digraphs of bounded independence number given by Misra et al. [FSTTCS 2018], and give the first sub-exponential FPT algorithm for DEOCT in digraphs of bounded independence number.
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1 Introduction

In most real-life applications, even the most reliable networks are highly prone to unexpected failures of a small number of links that connect their nodes. In the past decade, the design of fault tolerant data structures for networks has become a central topic of research [7, 9, 13, 47, 44, 12, 16, 17, 18, 11, 26, 45, 46]. Generally, the scenario under study concerns the design of a structure that, after the failure of any set \( F \) of at most \( k \geq 1 \) arcs (representing links) in a given digraph \( D \) (representing a network), should provide a fast answer to certain types of queries that address the properties of \( D - F \). The most common queries of this form address the reachability between two vertices, or, more generally, the length of a shortest path existent, if any, between them. Indeed, reachability (or, more generally, distance preservation) is the most basic requirement to maintain to ensure that the network functions properly. In this context, particular attention has been given to the case where the data structure should consist of a subgraph or a minor of \( D \) with as fewest arcs/vertices as possible [7, 47, 9, 11, 8, 45, 13]. Then, queries can be answered by standard means as the usage of BFS or Dijkstra’s algorithm. In particular, these simple data structures are of interest as they also double as sparsifiers. The study of various graph sparsifiers – such as flow-sparsifiers [38] which are closely related to the aforementioned data structures – is a fundamental, active area of research in computer science and structural graph theory [22, 5, 29, 38, 15].

More concretely, in the Fault-Tolerance \((S, T)\)-Reachability problem (or FTR\((S, T)\) for short), we are given a digraph \( D \), two (not necessarily disjoint) terminals sets \( S, T \subseteq V(D) \), and a positive integer \( k \). The objective is to construct a subgraph \( H \) of \( D \) with minimum number of arcs/vertices such that, after the failure of any set of at most \( k \) arcs in \( D \), the following property is preserved for any two vertices \( s \in S \) and \( t \in T \): if there still exists a directed path from \( s \) to \( t \) in \( D \), then there also still exists a directed path from \( s \) to \( t \) in \( H \). Clearly, a trivial lower bound on the number of arcs in \( H \) is \( m = \Omega(n^2) \). For the case where \( |S| = 1 \) and \( T = V(D) \), Baswana et al. [9] presented a construction of a subgraph \( H \) with \( O(2^k n) \) arcs in time \( O(2^k nm) \) where \( n = |V(D)| \) and \( m = |E(D)| \). Additionally, they gave a tight matching lower bound: for any \( n, k \in \mathbb{N} \) where \( n \geq 2^k \), there exists a digraph on \( n \) vertices where \( H \) must have \( \Omega(2^k n) \) arcs.

Naturally, the question of the improvement of the dependency on \( k \) arises for special classes of digraphs. However, an arguably more radical research direction to pursue concerns the dependency on \( n \).
Which are the largest classes of digraphs for which FTR($S,T$) admits subgraphs whose size dependency on $n$ can be made sublinear, logarithmic or even constant?

At first glance, when we consider the simplest sparsest digraph existent, this pursuit seems futile. Indeed, already in the case where $S = \{s\}$, $T = \{t\}$, $k = 1$ and $D$ is a directed path from $s$ to $t$, the only solution is to choose $H = D$. At second glance, when we consider the simplest densest digraph existent, again we reach a dead-end: for $S$, $T$ and $k$ as before, define $D$ as the tournament obtained by adding, to a directed path $s = v_1 \rightarrow v_2 \rightarrow \ldots \rightarrow v_n = t$, all arcs going from $v_i$ to $v_j$ for every $j + 1 < i$; then, to construct $H$, we must select the entire path.

We show that “almost acyclicity” suffices to eliminate the dependency on $n$ entirely for a broad class of dense digraphs called bounded independence number digraphs. Furthermore, one can achieve a polynomial dependence in terms of $k$ for this digraph class.

To step beyond the strict confinement of tournaments where all relations (arcs) between the input entities (vertices) must be both present and known, Fradkin and Seymour [33] initiated the study of bounded independence digraphs. Formally, for any integer $\alpha \geq 1$, the class of $\alpha$-bounded independence digraphs, denoted by $D_{\alpha}$, is defined as follows.

$$D_{\alpha} = \{D \mid D \text{ is a digraph and the maximum size of an independent set in } D \text{ is at most } \alpha\}.$$

For this class of digraphs, Fradkin and Seymour [33] studied the $k$-DISJOINT PATHS problem, and showed that it admits a polynomial time algorithm for any fixed value of $k$. Observe that $D_{\alpha}$ is hereditary, and for $\alpha = 1$, it coincides with the class of tournaments. Furthermore, even for $\alpha = 2$, it contains digraphs with a linear fraction of vertex pairs that have no arc between them – thus, it can accommodate the lack of a large number of links/relations.

Our main technical contribution is the following combinatorial lemma.

**Lemma 1.1.** Given a digraph $D \in D_{\alpha}$, positive integers $k$ and $\ell$, and $S \subseteq V(D)$ such that every strongly connected component of $D - S$ has at most $\ell$ vertices, the FAULT-TOLERANCE ($S,S$)-REACHABILITY (FTR($S,S$)) problem admits a solution $H$ on $|S|^2(k\ell)^{O(\log n)}$ vertices. Furthermore, such a solution $H$ can be found in polynomial time.

In particular, when $D - S$ is acyclic, $\ell = 1$. Thus, if $|S|$ and $\ell$ are independent of $n$ (such as the case where $|S| = |T| = \ell = 1$ discussed earlier), the dependency on $n$ is eliminated.

(We remark that a solution for FAULT-TOLERANCE ($S,T$)-REACHABILITY where $S \neq T$ is subsumed by a solution for FAULT-TOLERANCE ($S \cup T, S \cup T$)-REACHABILITY.) Note that we extend the class of digraphs dealt with beyond acyclicity at two fronts: enabling $S$ to be a modulator, thus $D - S$ rather than $D$ should be “almost acyclic”; enabling the strongly connected components to be of size that is ("small" but) larger than 1.

In fact, our result generalizes to parity reachability. More precisely, in the FAULT-TOLERANCE ($S,T$)-PARITY REACHABILITY problem, we are given a digraph $D$, two terminal sets $S, T \subseteq V(D)$, positive integers $k$ and $p$, and a non-negative integer $r$. The objective is to construct a subgraph $H$ of $D$ with as few arcs/vertices as possible, such that, after the failure of any set of at most $k$ arcs in $D$, the following property is preserved for any two vertices $s \in S$ and $t \in T$: if there exists a directed path from $s$ to $t$ in $D$ whose length $q$ satisfies $(q \mod p = r)$, then there also exists a directed path from $s$ to $t$ in $H$ whose length $q'$ satisfies $(q' \mod p = r)$. For this problem, we prove the following combinatorial lemma.
Lemma 1.2. Given a digraph $D \in \mathcal{D}_\alpha$, positive integers $k, \ell, p$, a non-negative integer $r$, and $S \subseteq V(D)$ such that every strongly connected component of $D - S$ has at most $\ell$ vertices, the Fault-Tolerance $(S, S)$-Parity Reachability problem admits a solution $H$ on $(|S| \alpha(pk)^{O(4^{\alpha r})})$ vertices. Furthermore, such a solution $H$ can be found in polynomial time.

1.1 Applications in Kernelization

Directed Feedback Arc Set. From the perspective of Parameterized Complexity, with the exception of Directed Multicut, the Directed Feedback Arc/Vertex Set (DFA/VS) problem is the most well studied parameterized problem on digraphs. (On general digraphs, the vertex and arc versions of the problem are equivalent [23].) Formally, this problem is defined as follows.

**Directed Feedback Arc Set (DFAS)**

**Input:** A digraph $D$ and a non-negative integer $k$.

**Parameter:** $k$

**Question:** Does there exist $S \subseteq E(D)$ of size at most $k$ such that $D - S$ is a DAG?

We remark that this problem is among Karp’s 21 original NP-complete problems [35]. Already a decade ago, the DFAS problem has been shown to be fixed-parameter tractable (FPT) parameterized by the solution size $k$ [19]. Specifically, Chen et al. [19] developed an algorithm that solves DFAS in time $O(k!4^k k^4 n^2)$, based on the powerful machinery of important separators [23]. Since then, the quest to assert the existence of a polynomial kernel for this problem has been unfruitful. Over the years, it has been repeatedly posed as a major challenge in the subfield of Kernelization [23, 28, 42, 41] (also see [1] for a major challenge in the subfield of Kernelization [23, 28, 42, 41] (also see [1] for a number of workshops and schools where it was posed as an open problem). In fact, the two specific problems whose polynomial kernelization complexity is completely unknown and their resolution is raised most frequently are DFAS and Multiway Cut [23, 28]. At the front of parameterized algorithms, the recent work by Lokshtanov et al. [39] improved upon the polynomial factor of the aforementioned algorithm by the design of an $O(k!4^k k^5 (m + n))$-time algorithm. It is known that unless the Exponential Time Hypothesis (ETH) is false, parameterized by the treewidth $tw$ of the underlying undirected graph, DFAS cannot be solved in time $2^{\Omega(tw \log tw)} \cdot n^{O(1)}$. However, it is unknown whether DFAS is solvable in time $2^{o(k \log k)} \cdot n^{O(1)}$. In this regard, the only lower bound known is of $2^{\Omega(k)} \cdot n^{O(1)}$ under the ETH [23, 39].

Particular attention has been given to the parameterized complexity of DFAS on tournaments. The classical complexity (NP-hardness) of DFAS on tournaments has a curious history. More than two decades ago, this problem was conjectured to be NP-hard by Bang-Jensen and Thomassen [6]. In 2008, Ailon et al. [2] proved that this problem does not admit a polynomial-time algorithm unless $\text{NP} \subseteq \text{BPP}$. Later, the reduction of Ailon et al. [2] was derandomized independently by Alon [3] and Charbit et al. [14], to prove that DFAS on tournaments is NP-hard. With respect to Parameterized Complexity, Alon et al. [4] proved that DFAS on tournaments admits a sub-exponential time parameterized algorithm (with running time $2^{O(\sqrt[k]{\log^2 k})} \cdot n^{O(1)}$), to which end they introduced the method of chromatic coding. Later, the $\log^2 k$ factor in the exponent was shaved in independent works by Feige [30] and Karpinski and Schudy [36]. Fomin and Pilipczuk [32] presented a general approach, based on a bound on the number of $k$-cuts in transitive tournaments, to achieve the same running time for DFAS on tournaments. Based on this approach, Misra et al. [43] developed a sub-exponential time parameterized algorithm for DFAS on digraphs in $\mathcal{D}_\alpha$, with running time $2^{O(\alpha \sqrt[k]{\log(\alpha k)})} \cdot n^{O(\alpha)}$. Yet, the (arguably more) intriguing question
of the existence of a polynomial kernel for DFAS on digraphs in $D_\alpha$ remained unsolved. On tournaments, Bessy et al. [10] have proved that DFAS admits a linear-vertex kernel (improving upon polynomial kernels given in [4, 27]). Based on our combinatorial lemma (Lemma 1.1), we establish the following theorem.

**Theorem 1.3.** DFAS on $D_\alpha$ admits a kernel of size $k^{O(4^{\alpha})}$.

In addition to its rich history in theoretical studies, the elimination of directed feedback loops is highly relevant to rank aggregation, Voting Theory, the resolution of inconsistencies in databases, and the prevention of deadlocks [48, 10, 34, 37, 19, 31]. While in a wide-variety of applications, most relations between the entities in a network are both present and known, it is generally unrealistic (in real-world partial and noisy data) that all relations will be so. Then, the usage of a bounded independence digraphs naturally comes into play. In passing, using Theorem 1.3, we also improve the running time for DFAS on digraphs in $D_\alpha$, given by Misra et al. [43], by eliminating the dependence of $\alpha$ in the exponent of $n$. That is, we have the following theorem.

**Theorem 1.4.** DFAS on $D_\alpha$ can be solved in $2^{f(\alpha)\sqrt{k}\log k} \cdot n^{O(1)}$, where $f(\alpha)$ is some function of $\alpha$ and $n$ is the number of vertices in $D$.

**Directed Edge Odd Cycle Transversal.** The Directed Edge Odd Cycle Transversal (DEOCT) problem is the parity-based version of DFAS, formally defined as follows. (On general digraphs, the vertex and arc versions of the problem are equivalent [40]).

**Directed Edge Odd Cycle Transversal (DEOCT)**

**Parameter:** $k$

**Input:** A digraph $D$ and a non-negative integer $k$.

**Question:** Does there exist $S \subseteq E(D)$ of size at most $k$ such that $D - S$ has no odd cycle?

Observe that a tournament has no directed cycle if and only if it has no directed triangle (a cycle on three vertices). In turn, this simple observation implies that, given a tournament $D$, any subset $S$ of the vertices of $D$ has the following property: $D - S$ is a DAG if and only if it has no directed odd cycle. Thus, the vertex versions of DFAS and DEOCT on tournaments are equivalent. However, for DFAS and DEOCT the situation is not so clear. Indeed, it is not difficult to come up with a tournament $D$ and a subset of arcs $S$ of $D$ such that $D - S$ is not a DAG, yet it has no directed odd cycle (see, e.g., Fig. 1). Nonetheless, we are able to prove that given a tournament $D$ and a subset $S$ of the arcs of $D$ such that $D - S$ has no directed odd cycle, there exists a subset of arcs $S'$ of $D$ such that $D - S'$ is a DAG and $|S'| \leq |S|$. In particular, we thus establish the following result.

**Theorem 1.5.** DEOCT on tournaments is NP-hard.

The question of the parameterized complexity of DEOCT was explicitly stated as an open problem [24] for the first time in 2007, immediately after the announcement of the first parameterized algorithm for DFAS. Since then, the problem has been re-stated several
times [20, 21, 42, 41]. Recently, Lokshnanov et al. [40] proved that DEOCT is \(\text{W}[1]\)-hard. Specifically, this means that DEOCT is highly unlikely to be FPT or admit a kernel of any size (even exponential in \(k\)). Based on the parity-based generalization of our combinatorial lemma (Lemma 1.2), we establish a polynomial kernel for DEOCT on \(D_\alpha\), which stands in sharp contrast to its aforementioned status on general digraphs.

**Theorem 1.6.** DEOCT on \(D_\alpha\) admits a kernel of size \((\alpha k)^{O(4k^3)}\).

In fact, we present combinatorial results stronger than Lemma 1.2 that yield a polynomial kernel for a more general version of DEOCT, where instead of hitting directed odd cycles, the objective is to hit directed cycles whose length \(\ell\) satisfies \((\ell \mod p = 1)\) for an integer \(p \in \mathbb{N}\) given as input.\(^1\)

<table>
<thead>
<tr>
<th>Modulo (p) Directed Cycle Transversal (mod((p))-DCT)</th>
<th>Parameter: (k)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input: A digraph (D) and non-negative integers (k) and (p).</td>
<td></td>
</tr>
<tr>
<td>Question: Does there exist (S \subseteq E(D)) of size at most (k) such that (D - S) has no cycle of length 1 (\mod p)?</td>
<td></td>
</tr>
</tbody>
</table>

**Theorem 1.7.** mod\((p)\)-DCT on \(D_\alpha\) admits a kernel of size \((p\alpha k)^{O(4^p n^3)}\).

Having Theorem 1.6 at hand, we also show how to employ the general approach of Fomin and Pilipczuk [32] to derive a sub-exponential time parameterized algorithm for DEOCT on digraphs in \(D_\alpha\).

**Theorem 1.8.** DEOCT on \(D_\alpha\) admits an algorithm with running time \(2^{O(f(\alpha)\sqrt{\ell \log k})} \cdot n^{O(1)}\), where \(f(\alpha)\) is a function of \(\alpha\) and \(n\) is the number of vertices in \(D\).

### 1.2 Towards the proof of Lemmas 1.1: Cut Preserving Sets

The most central notion in this paper is of a cut preserving set. Informally, for a digraph \(D\), a pair of vertices \(s, t\) and an integer \(k\), a set \(Z \subseteq V(D)\) is called a \(k\)-cut preserving set\(^2\) for \((s, t)\) in \(D\) if it preserves all \((s, t)\)-arc cuts of size at most \(k\). That is, \(A\) is an \((s, t)\)-arc cut with at most \(k\) arcs in \(D\) if and only if \(A\) is a such a cut in \(D[Z]\). Observe that the graph induced on such a \(k\)-cut preserving set \(Z\) is a candidate solution for \(\text{FTR}\{\{s\}, \{t\}\}\) problem. Clearly \(V(D)\) is a \(k\)-cut preserving set for any pair of vertices \(s, t\). The intent is to have such a set of “small” size. Towards this, let us discuss some properties that suffice for \(Z\) to be a \(k\)-cut preserving set for \((s, t)\) in \(D\).

Since \(Z \subseteq V(D)\), any \((s, t)\)-arc cut of \(D\) is an \((s, t)\)-arc cut of \(D[Z]\). For the other direction, we need the property that, for any \(A \subseteq E(D)\) of size at most \(k\), the existence of an \((s, t)\)-path in \(D - A\) implies the existence of an \((s, t)\)-path in \(D[Z] - A\). Let us now see which properties suffice to imply the above property. We begin with a special case. Suppose there is a “large” flow from \(s\) to \(t\) in \(D\). In particular, suppose there are at least \(k+1\) internally vertex-disjoint \((s, t)\)-paths in \(D\). Then, in \(Z\) it is enough to keep the vertices of some \(k+1\) vertex-disjoint \((s, t)\)-paths, as no arc set of size at most \(k\) can hit all these paths. The more involved case occurs when the flow from \(s\) to \(t\) in \(D\) is at most \(k\). Consider any \((s, t)\)-path \(P\) in \(D\). Ideally (if we did not have a size constraint on \(Z\)) we would have preserved all the

---

\(^1\) Note that a fundamental difference between this result and Lemma 1.2 is that the latter only works for any modulo and not just 1.\(^2\) This is not the way it is defined later. However, for the sake of exposition, we start with this definition and refine it to have properties that also guarantee this property implicitly.
vertices of $P$ in $Z$. Clearly, this can be expensive in terms of the size of $Z$. Nevertheless, we can merge the ideas above (the “large-flow idea” and the “keep-full-path idea”) to get the desired result. To see this, let $P$ be a $(s, t)$-path in $D$. Let $Z$ be a set of vertices such that, either all the vertices of $P$ are in $Z$ or if the vertices of a $(u, v)$-subpath of $P$ are not in $Z$, then there are $k + 1$ internally vertex-disjoint $(u, v)$-paths in $D[Z]$. That is, if the vertices of a subpath are missing in $Z$, then $Z$ contains a witness of a large flow for the endpoints of this subpath. Observe that such a set $Z$ suffices to be a $k$-cut preserving set for $(s, t)$ in $D$. This is because if $P$ is an $(s, t)$-path in $D − A(A ⊆ E(D)$ and $|A| ≤ k)$, then either all the vertices of $P$ are in $Z$ or for any missing $(u, v)$-subpath of $P$, since there are $k + 1$ vertex-disjoint $(u, v)$-paths in $D[Z]$, at least one still remains in $D[Z] − A$. Thus, in $D[Z] − A$, one can find an $(s, t)$-path: for the missing subpaths of $P$ in $Z$, there exists some other path between the same endpoints in $D[Z] − A$ which together yield an $(s, t)$-walk (and hence an $(s, t)$-path) in $D[Z] − A$. These properties are formalized in Definition 3.1.

1.2.1 About Computing $k$-Cut Preserving Sets

Next we give an intuition for how one can compute such $k$-cut preserving sets for a digraph $D ∈ D_{α}$, each of whose strongly connected component has size at most $ℓ$. For exposition purposes, consider (for now), only the case where $D$ is acyclic (i.e. $ℓ = 1$). With a certain technical argument, the general case reduces to this one. Moreover, we use the definition of a $k$-cut preserving set from the beginning of this section for this illustration as it allows us to convey our ideas in a clearer manner.

The proof will use induction on $α$. As the base case, consider the case when $α = 1$, that is, $D$ is a transitive tournament. As $D$ is transitive, there exists a topological ordering of the vertices of $D$. Consider the set $S$ of vertices between $s$ and $t$ in this ordering. Note that any path from $s$ to $t$ only uses vertices in $S$. So, either $S$ is smaller than $k + 1$, and then $S ∪ \{s, t\}$ is a $k$-cut preserving set for $(s, t)$, or it can be seen that there is no arc-cut for $(s, t)$ of size at most $k$. In the latter case, the union of $\{s, t\}$ and any subset of $k + 1$ vertices of $S$ is a $k$-cut preserving set for $(s, t)$; indeed, in the subgraph induced by the union there is still no arc-cut for $(s, t)$ of size at most $k$.

Now, let us hint at how the inductive step of the proof works. First, we note that, if $P_1, ⋯, P_{k+1}$ are $k + 1$ internally vertex-disjoint $(s, t)$-paths, then $Z = ∪_{i∈[k+1]} P_i$ is a $k$-cut preserving set for the pair $(s, t)$, because there is no arc-cut of $(s, t)$ in both $D$ and $D[Z]$ of size at most $k$. Moreover, since $D$ is acyclic and $D ∈ D_{α}$, if these paths exist, then Observation 2.1 implies that we can assume that all these paths are shorter than $2α + 1$ and thus $|Z| ≤ k(2α + 1)$.

The last argument means that we can assume the existence of a $(s, t)$-vertex cut of size at most $k$. For simplicity, suppose that $\{c_1, c_2\}$ is a minimal $(s, t)$-vertex -cut. Since $\{c_1, c_2\}$ is a vertex cut, any path from $s$ to $t$ in $D$ can be decomposed as a path from $s$ to $c_i$, a path from $c_i$ to $c_j$ and then a path from $c_j$ to $t$, where $i$ and $j$ are two indices (possibly equal) in $\{1, 2\}$. Here, we mean that none of the three paths contains $c_i$ or $c_j$ as an internal vertex. For $i ∈ \{1, 2\}$, let $S_i$ be the union of the set of vertices of the paths from $s$ to $c_i$ that intersect $\{c_1, c_2\}$ only on the last vertex, and $T_i$ be the union of the set of vertices of the paths from $c_i$ to $t$ that intersect $\{c_1, c_2\}$ only on the first vertex. Finally, for distinct $i, j ∈ \{1, 2\}$, let $C_{i, j}$ be the union of the set of vertices of the paths from $c_i$ to $c_j$. Because of the last remark on how any path from $s$ to $t$ can be decomposed, taking the union of six $k$-cut preserving sets-namely, for each $i, j ∈ \{1, 2\}$, $i ≠ j$, for $(s, c_i)$ in $D[S_i]$, $(c_i, t)$ in $D[T_i]$ and $(c_i, c_j)$ in $D[C_{i, j}]$, gives a $k$-cut preserving set for $(s, t)$ in $D$. Now, the question is how to use the induction hypothesis to find a $k$-cut preserving set for each of these pairs. Consider first
the digraph induced by the vertices in \( S_1 \). Because \( \{c_1,c_2\} \) is a minimal \((s,t)\)-vertex cut, the only vertices of \( S_1 \) that can possibly have “outgoing arcs towards” \( t \) in \( S_1 \) are \( s \) and \( c_1 \). Moreover, since \( \{c_1,c_2\} \) is a minimal \((s,t)\)-vertex cut, there exists a path from \( c_1 \) to \( t \) in \( D \) and thus \( t \) is reachable from any vertex of \( S_1 \). However, since \( D \) is acyclic, this means that there is no arc from \( t \) to any of the vertices of \( S_1 \), else we would get a closed walk and thus a cycle. This implies that \( D[S_1 \setminus \{s,c_1\}] \in D_{\alpha-1} \) as any independent set of \( S_1 \setminus \{s,c_1\} \) can be extended with \( t \). We cannot apply the induction hypothesis to find a \( k \)-cut preserving set for \((s,c_1)\) in \( S_1 \) because the independence number of \( D[S_1] \) could be equal to \( \alpha \), however the above shows the spirit of the arguments that will be used to find subgraphs with smaller independence number where we can apply the induction hypothesis. A similar argument would also give that the independence number of \( D[T_1 \setminus \{c_1,t\}] \) is at most \( \alpha - 1 \) as any independent set can be extended using \( s \).

The previous argument does not apply to \( C_{1,2} \), because the vertices of \( C_{1,2} \) can be adjacent to \( s \) or \( t \) (some vertices of \( C_{1,2} \) can be adjacent to \( s \) and some can be adjacent to \( t \)). This is the case that requires a stronger and more technical definition for a \( k \)-cut preserving set. In particular, we need to understand what happens to the vertices of \( D \) that are on a path from \( s \) to \( t \) but do not belong to a \( k \)-cut preserving set for this pair.

### 1.3 Deriving Polynomial Kernels for DFAS

Let us now briefly explain how to derive a polynomial kernel for DFAS when the input digraph belongs to \( D_{\alpha} \), from our result on fault-tolerant subgraphs. First note that if \( D \in D_{\alpha} \) then every induced cycle in \( D \) has length at most \( 2\alpha + 1 \). Let \((D,k)\) be an instance of DFAS, and consider a maximal set of arc disjoint induced cycles in \( D \). If this set consists of more than \( k \) cycles, then any solution to \((D,k)\) has to pick one arc per cycle, and \((D,k)\) is a NO instance. If not, let \( S \) be the union of these cycles. \( S \) is a set of less than \((2\alpha + 1) \cdot k \) vertices such that \( D - S \) is acyclic. Therefore, we can apply our result to find a solution \( H \) to the problem of Fault-Tolerance (\( S,S \))-Reachability of size at most \( |S|^{2k^{O(\alpha)}} \). We claim that \( H \) is the desired kernel. Indeed, suppose that \( A \) is a set of arcs such that \( H - A \) is acyclic, but \( D - A \) contains a cycle. By construction of \( S \), this cycle must use vertices of \( S \). However, we know that if a path exists between two vertices of \( S \) in \( D - A \), then such a path also exists in \( H - A \). This implies the existence of a closed walk in \( H - A \), a contradiction.

### 2 Preliminaries

For standard notations and terminology that is not defined here, we refer to [25].

**Sets.** For positive integer \( i,j, [i] \) denotes the set \( \{1,\ldots,i\} \) and \([i,j]\) denote the set \( \{i,i+1,\ldots,j\} \). For a set \( S \), \( S^2 \) denotes the set of ordered pairs of \( S \), that is \( S^2 = \{(u,v) \mid u \in S, v \in S\} \).

**Digraphs.** For a digraph \( D \), \( V(D) \) denotes the vertex set of \( D \) and \( E(D) \) denotes the arc set of \( D \). For any \( X \subseteq V(D) \) (resp. \( X \subseteq E(D) \)), \( D - X \) denotes the digraph obtained by deleting the vertices (resp. edges) of \( X \). For any \( v \in V(D) \), \( N^+_D(v) \) (resp. \( N^-_D(v) \)) denotes the set of out-neighbours (resp. in-neighbours) of \( v \) in \( D \), that is \( N^+_D(v) = \{ u \in V(D) \mid (v,u) \in E(D) \} \) (resp. \( N^-_D(v) = \{ u \in V(D) \mid (u,v) \in E(D) \} \)). Whenever the digraph \( D \) is clear from the context, we drop the subscript \( D \) in \( N^+_D(v) \) (resp. \( N^-_D(v) \)). For any \( X,Y \subseteq V(D) \), \( E(X,Y) \) denotes the set of arcs of \( D \) with tail in \( X \) and head in \( Y \), that is, \( E(X,Y) = \{ (u,v) \in E(D) \mid u \in X, v \in Y \} \). A digraph \( D \) is called strongly connected if for each \( u,v \in V(D) \) there
is a path from \( u \) to \( v \) and, a path from \( v \) to \( u \) in \( D \). A set \( X \subseteq V(D) \) is called a strongly connected component of \( D \) if \( D[X] \) is a strongly connected digraph and for each \( X' \supseteq X \), \( D[X'] \) is not a strongly connected digraph. A tournament is a digraph where there is exactly one arc between each pair of vertices. A digraph with no cycles is called a directed acyclic graph (dag). A tournament with no cycles is called a transitive tournament.

**Paths.** A path \( P \) is a graph such that there exists an ordering \((v_1, \ldots, v_q)\) of its vertex set \( V(P) \) such that \( E(P) = \{(v_i, v_{i+1}) \mid i \in [q-1]\} \). Such a path is called a \((v_1, v_q)\)-path, \( v_1, v_q \) are called the end-points of \( P \) and \( v_2, \ldots, v_{q-1} \) are called the internal vertices of \( P \). A path \( P \) is even (resp. odd) if the number of arcs/edges in it is even (resp. odd). We say that \( P \) is a path in the digraph \( D \) if \( P \) is a subgraph of \( D \). We say that \( P \) is an induced path in \( D \) if \( P \) is an induced subgraph of \( D \). For paths \( P \) and \( P' \), by \( P \circ P' \) we denote the composition of \( P \) and \( P' \), that is, the path obtained by appending \( P' \) after \( P \). For paths \( P, P_1, P_2, \ldots, P_q \) such that \( P = P_1 \circ P_2 \circ \ldots \circ P_q \), we say that \( P_1 \circ P_2 \circ \ldots \circ P_q \) is a partition of \( P \). For a digraph \( D \) and \( X \subseteq V(D) \), we say that a \((u, v)\)-path \( P \) in \( D \) is \( X \)-free if none of the internal vertices of \( P \) are from \( X \). The \( X \)-based partition of \( P \) in \( D \) is the partition \( P = P_1 \circ \ldots \circ P_q \) such that the union of the end-points of \( P_i \), \( i \in [q] \), is exactly the set \( (X \cap V(P)) \cup \{u, v\} \). A semi-\( X \)-based partition of \( P \), \( P = P_1 \circ \ldots \circ P_q \), is such that the end-points of the paths \( P_i \), \( i \in [q] \), are a subset of \( (X \cap V(P)) \cup \{u, v\} \). Paths \( \{P_1, \ldots, P_q\} \) are internally vertex-disjoint if for all distinct \( i, j \in [q] \), the sets of internal vertices of \( P_i \) and \( P_j \) are disjoint.

**Vertex and Arc Cuts.** For a digraph \( D \) and \( u, v \in V(D) \), a \((u, v)\)-arc cut is a set of arcs of \( D \), say \( X \), such that \( D - X \) has no \((u, v)\)-path. A \((u, v)\)-vertex cut is a set of vertices of \( D \), say \( Y \), such that \( D - Y \) has no \((u, v)\)-path and \( u, v \not\in Y \) if \((u, v) \not\in E(D)\).

**Observation 2.1.** Let \( D \in \mathcal{D}_\alpha \). The length of the shortest cycle in \( D \) is at most \( 2\alpha + 1 \). Also, the length of any induced path in \( D \) is at most \( 2\alpha + 1 \).

In this article, we focus of the proof of Lemma 1.1 alone. The proofs of Lemma 1.2 and Theorems 1.6, 1.8, 1.5, 1.6, 1.7, 1.8 will be made available later in the full version of the paper.

### 3 Finding Small \( k \)-Cut Preserving Sets

We give the precise definition of a \( k \)-cut preserving set here.

**Definition 3.1 (\( k \)-Cut Preserving Set).** For digraph \( D \), an ordered pair \((u, v)\) of vertices of \( D \) and a positive integer \( k \), \( \{u, v\} \subseteq Z \subseteq V(D) \) is a \( k \)-cut preserving set for \((u, v)\) in \( D \) if the following holds. For any \((u, v)\)-path \( P \) in \( D \), there exists a semi-\( Z \)-based partition \( P_1 \circ \ldots \circ P_q \) of \( P \) with the following two properties. For each \( i \in [q] \), \( P_i \) is an \((s_i, t_i)\)-path in \( D \) with \( s_i, t_i \in Z \). Moreover, either \( V(P_i) \subseteq Z \) or there exists a list \( \mathcal{L}_i \) of \( k + 1 \) internally vertex-disjoint \((V(D) \setminus Z)\)-free \((s_i, t_i)\)-paths. A list \( \mathcal{L}_i \) with the above property is called a replacement kit for \( P_i \) in \( Z \). Such a semi-\( Z \)-based partition of \( P \) is called a \( Z \)-replacement witness for \( P \).

Before moving to the computational aspects of a \( k \)-cut preserving set, we give the following lemma that can be considered as the main utility of \( k \)-cut preserving sets, and relate to the intuition we gave in the previous section.

**Lemma 3.2.** Let \( D \) be a digraph, \( u, v \in V(D) \) and \( Z \) be a \( k \)-cut preserving set for \((u, v)\) in \( D \). For any set \( A \subseteq E(D) \) of at most \( k \) arcs, if there exists a \((u, v)\)-path in \( D - A \), then there also exists one in \( D[Z] - A \).
Proof. Consider some $A \subseteq E(D)$ such that $|A| \leq k$. Suppose there exists a $(u, v)$-path $P$ in $D - A$. Since $Z$ is a $k$-cut preserving set for the pair $(u, v)$, there exists a semi-$Z$-based partition $P = P_1 \circ \ldots \circ P_d$ such that for each $j \in [d]$, $P_j$ is an $(s_j, t_j)$-path, $s_j, t_j \in Z$ and, either $V(P_j) \subseteq Z$, in which case $P_j$ is a path in $D[Z] - A$, or there exist $k + 1$ internally vertex-disjoint $(s_j, t_j)$-paths in $D[Z]$. In the later case, at least one of the $k + 1$ paths is in $D[Z] - A$ (because $|A| \leq k$). This implies the existence of a walk from $u$ to $v$ (and hence also a $(u, v)$-path) in $D[Z] - A$. This concludes the proof. ▷

The main goal of this section is to prove the following lemma.

Lemma 3.3 (k-Cut Preserving Lemma). Let $D$ be an acyclic digraph, and $u, v \in V(D)$ be such that $N^-(u) = N^+(v) = \emptyset$. Additionally, let $D - \{u, v\} \in \mathcal{D}_n$. Then there exists a $k$-cut preserving set for $(u, v)$ in $D$ of size at most $f(\alpha)$, where $f(1) = k^3 + 5k^2 + 3k$ and for $\alpha > 1$, $f(\alpha) = k^2g(\alpha) + 2k^2h(\alpha)$, $g(\alpha) = (2k + (k + k\alpha(\alpha - 1))^2)f(\alpha - 1) + h(\alpha) = (k + 1\alpha(\alpha - 1))^2f(\alpha - 1)$. Moreover, such a set can be found in time $n\alpha(1)$, where $n = |V(D)|$.

Note that $V(D)$ is always a $k$-cut preserving set for any pair of vertices $(u, v)$ in $D$, for any $k$. We now define a notation, for the sake of convenience, that will be used throughout this section. For any digraph $D$, $u, v \in V(D)$ and $X \subseteq V(D)$, let $\text{ver}(u, v; X)$ denote the union of the sets of vertices of all $X$-free $(u, v)$-paths in $D$. Observe that $\text{ver}(u, v; X) \cap X \subseteq \{u, v\}$. We begin by making an observation that forms the base line for computing small sized $k$-cut preserving sets using an appropriate induction.

Observation 3.4. Let $D$ be a digraph, $u, v \in V(D)$, $Z \subseteq V(D)$ and $k$ be a positive integer. Let $P$ be a $(u, v)$-path in $D$, and $P = P_1 \circ \ldots \circ P_d$ be a semi-$Z$-based partition of $P$. If for each $i \in [d]$, there is a $Z_i$-replacement witness for $P_i$ in $D_i$, for some $Z_i \subseteq Z$ and $D_i$ subgraph of $D$, then there is a $Z$-replacement witness for $P$.

Proof. For each $i \in [d]$, let $P_i = P_{1i} \circ \ldots \circ P_{ci}$ be a $Z_i$-replacement witness for $Z_i$ in $D_i$. Then, consider the semi-$Z$-based partition $P = P_{11} \circ \ldots \circ P_{1c_1} \circ P_{21} \circ \ldots \circ P_{2c_2} \circ \ldots \circ P_{dc_d}$. Then, for each $i \in [d]$ and $j \in [c_i]$, either $V(P_{ij}) \subseteq Z_i \subseteq Z$, or there exists a list $Z_{i,j}$ containing $k + 1$ internally vertex-disjoint $(V(D_i) \setminus Z_i)$-free $(x_{i,j}, y_{i,j})$-paths in $D_i$ such that $P_{ij}$ is a $(x_{i,j}, y_{i,j})$-path. Since $Z_i \subseteq Z$ and $D_i$ is a subgraph of $D$, the paths in $\mathcal{L}_{i,j}$ are $(V(D) \setminus Z)$-free and exist in $D$. ▷

Next, we give two lemmas (Lemmas 3.5 and 3.6) that basically use Observation 3.4 in a more concrete setting required to prove the k-Cut Preserving Lemma by induction on the size of the maximum independent set in the digraph.

Lemma 3.5. Let $D$ be a digraph, $u, v \in V(D)$ and $k$ be a positive integer. Let $C$ be some $(u, v)$-vertex cut in $D$. For each $c \in C$, let $Z(u, c)$ (resp. $Z(c, v)$) be a $k$-cut preserving set for $(u, c)$ (resp. $(c, v)$) in $D[\text{ver}(u, c; C)]$ (resp. $D[\text{ver}(c, v; C)]$). For each $(c, c') \in C^2$, $c \neq c'$, let $Z(c, c')$ be a $k$-cut preserving set for $(c, c')$ in $D[\text{ver}(c, c'; C)]$. Then, $Z := \bigcup_{c \in C} Z(u, c) \cup Z(c, v) \cup \bigcup_{(c, c') \in C^2, c \neq c'} Z(c, c')$ is a $k$-cut preserving set for $(u, v)$ in $D$.

Proof. First observe, from the definition of a k-cut preserving set and the construction of $Z$, that $C \subseteq Z$. Consider any $(u, v)$-path $P$ in $D$. Let $P = P_1 \circ \ldots \circ P_q$ be the $C$-based partition of $P$. Since $C \subseteq Z$, $P_1 \circ \ldots \circ P_q$ is a semi-$Z$-based partition of $P$. Then $P_1$ is a $C$-free $(u, c_1)$-path in $D$ for some $c_1 \in C$, $P_q$ is a $C$-free $(c_2, v)$-path in $D$ for some $c_2 \in C$, and for each $i \in [2, q - 1]$, $P_i$ is a $C$-free $(c_i, c_{i+1})$-path in $D$, for some
Thus, $P_1$ is a $(u, c_1)$-path in $D[\text{ver}_D(u, c_1; C)]$, $P_2$ is a $(c_2, v)$-path in $D[\text{ver}_D(c_2, v; C)]$, and for each $i \in [2, q - 1]$, $P_i$ is a $(c_j, c_{j+1})$-path in $D[\text{ver}_D(c_j, c_{j+1}; C)]$. Since $Z(u, c_1), Z(c_2, v), \cup_{i \in [2, q - 1]} Z(c_j, c_{j+1}) \subseteq Z$, we are done by Observation 3.4.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure2}
\caption{(c_1, c_2) is a $(u, v)$-vertex-cut, the green parts correspond to the $Z(c_i, v)$ and the blue vertices are the vertices of $X$. $P_1$ is a path of Type $(u, \square)$, $P_2$ is a path of Type $(\square, \square)$ and $P_3$ is a path of Type $(\square, \square, v)$ with $y \in Y$.}
\end{figure}

\textbf{Lemma 3.6.} Let $D$ be a digraph, $u, v \in V(D)$, and $k$ be a positive integer. Let $C$ be some $(u, c)$-vertex cut in $D$. For each $c \in C$, let $Z(u, c)$ (resp. $Z(c, v)$) be a $k$-cut preserving set for $(u, c)$ (resp. $(c, v)$) in $D[\text{ver}_D(u, c; C)]$ (resp. $D[\text{ver}_D(c, v; C)]$). Let $X = N_D^-(v) \cap \cup_{e \in C} Z(c, v)$. For each $(a, b) \in (C \cup X)^2$, $a \neq b$, let $Z(a, b)$ be a $k$-cut preserving set for $(a, b)$ in $D[\text{ver}_D(a, b; C \cup N_D^-(v))]$. Then, $Z := \cup_{e \in C} (Z(u, c) \cup Z(c, v)) \cup \cup_{(a, b) \in (C \cup X)^2, a \neq b} Z(a, b)$ is a $k$-cut preserving set for $(u, v)$ in $D$.

\textbf{Proof.} First observe that $(u, v) \cup C \cup X \subseteq Z$. Let $Y = N_D^-(v) \setminus X$. We begin by defining some special types of paths (see Figure 2).

1. A path $P$ is of Type $(u, \square)$ (resp. $(\square, v)$) if it is a $C$-free $(u, c)$-path (respectively $(c, v)$-path) in $D$ for some $c \in C$.
2. A path $P$ is of Type $(\square, \square)$ if it is a $(C \cup N_D^-(v))$-free $(a, b)$-path in $D$ for some $(a, b) \in (C \cup X)^2$.
3. A path $P$ is of Type $(\square, \square, v)$ if it is a $(c, v)$-path in $D$ for some $c \in C$ and there exists $y \in V(P) \cap Y$ such that the $(c, y)$-subpath of $P$ is $C$-free.\footnote{Specifically, if there exists $y \in V(P) \cap Y$ with this property, then the first vertex of $P$ that belongs to $Y$ also has that property.}

We now begin with the proof of the lemma. Let $P$ be some $(u, v)$-path. We need to show that there is a $Z$-replacement witness for $P$. Let $P = P'_1 \circ \ldots \circ P'_q$ be the $(C \cup X)$-based partition of $P$. If $P$ is not $Y$-free, that is, $V(P) \cap Y \neq \emptyset$, let $s' \in [q]$ be the least integer such that $V(P'_{s'}) \cap Y \neq \emptyset$. If $P$ is $Y$-free, let $s' = q$. Let $s \leq s'$ be the largest integer such that $P_s$ is an $(a, b)$-path, where $a \in C$ and $b \in C \cup X \cup \{v\}$. WE first show that such a $s$ always exists. From the definition of $s'$, either there exists some $y \in Y$ in $V(P'_{s'})$ or $v \in V(P'_{s'})$. In the later case, since $C$ is a $(u, v)$-vertex cut, there exists $c \in C$ such that $c$ appears on $P$. Since $P = P'_1 \circ \ldots \circ P'_q$ is a $C \cup X$-based partition of $P$, there exists $s \leq s'$ such that $P_s$ is a $(a, b)$-path where $a \in C$. In the former case again, since $y \in Y \subseteq N_D^-(v)$ and $C$ is a $(u, v)$-vertex cut using previous arguments the existence of the desired $s$ is guaranteed.
Consider the partition \( P = P_1 \circ \ldots \circ P_s \), such that \( P_i = P_i' \), if \( i < s \) and \( P_s = P_s' \circ P_{s+1}' \circ \ldots \circ P_q' \). Observe that, since \( C \cup X \subseteq Z \), \( P = P_1 \circ \ldots \circ P_s \) is a semi-\( Z \)-based partition of \( P \).

\[ \triangleright \text{Claim 3.7.} \quad P_i \text{ is a Type } (u, \Box) \text{ path, for each } i \in [2, s-1], \quad P_i \text{ is a Type } (\mathbb{X}, \mathbb{X}) \text{ path and,} \]
\[ \quad P_s \text{ is either a Type } (\Box, v) \text{ or Type } (\Box, \Box, v) \text{ path.} \]

\[ \text{Proof.} \quad \text{Recall that } P = P_1' \circ \ldots \circ P_q' \text{ is the } (C \cup X)\text{-based partition of } P. \text{ Thus, we have the following.} \]

1. For each \( i \in [q] \), \( P_i' \) is \((C \cup X)\)-free path.
2. For each \( i \in [2, q-1] \), \( P_i' \) is a \((a, b)\)-path, where \((a, b) \in (C \cup X)^2\).
3. Since \( C \) is a \((u, v)\)-vertex cut in \( D \) and \( X \subseteq N_D^-(v) \), \( P_1' \) is a \((u, c)\)-path for some \( c \in C \).
4. From the choice of \( s \), for each \( i \in [s-1] \), \( V(P_i') \cap Y = \emptyset \). Since for \( i \in [s-1] \), \( P_i = P_i' \) and \( X \cup Y = N_D^-(v) \), \( P_i \) is \((C \cup N_D^-(v))\)-free.

Thus, from Points 2 and 4, for each \( i \in [s-1] \), \( P_i \) is of Type \((\Box, v)\). Also, from Points 3 and 4, \( P_1 \) is of Type \((u, \Box)\). We now show that \( P_s \) is of Type \((\Box, v)\) or \((\Box, \Box, v)\). From the choice of \( s \) and the construction of \( P_s \), \( P_s \) is a \((c, v)\)-path for some \( c \in C \). If \( P \) is \( Y \)-free, then \( P_s \) is of Type \((\Box, v)\), otherwise, \( P_s \) is of Type \((\Box, \Box, v)\).

For each \( i \in [s] \), define \( Z_i \) and \( D_i \) as follows.

\[ Z_i = \begin{cases} 
Z(u, c) & \text{if } i = 1, \text{ } P_1 \text{ is a } (u, c)\text{-path, } c \in C \\
Z(a, b) & \text{if } i \in [2, s-1], \text{ } P_i \text{ is a } (a, b)\text{-path, } (a, b) \in (C \cup X)^2 \\
Z(c, v) & \text{if } i = s, \text{ } P_s \text{ is a } (c, v)\text{-path, } c \in C
\end{cases} \]

\[ D_i = \begin{cases}
D[\text{ver}_D(u, c; C)] & \text{if } i = 1, \text{ } P_1 \text{ is a } (u, c)\text{-path, } c \in C \\
D[\text{ver}_D(a, b; (C \cup N_D^-(v)))] & \text{if } i \in [2, s-1], \text{ } P_i \text{ is a } (a, b)\text{-path, } (a, b) \in (C \cup X)^2 \\
D[\text{ver}_D(c, v)] & \text{if } i = s, \text{ } P_s \text{ is a } (c, v)\text{-path, } c \in C
\end{cases} \]

Recall the construction of \( Z \) from the lemma statement. Observe that for each \( i \in [s] \), \( Z_i \subseteq Z \). From Observation 3.4, to give a \( Z \)-replacement witness for \( P_i \), it is enough to give a \( Z_i \)-replacement witness for each \( P_i \), in \( D_i \), \( i \in [s] \). Thus, the following claim will finish the proof of the lemma.

\[ \triangleright \text{Claim 3.8.} \quad \text{For each } i \in [s], \text{ } P_i \text{ has a } Z_i\text{-replacement witness in } D_i. \]

\[ \text{Proof.} \quad \text{We prove the claim using the following cases.} \]

\begin{itemize}
  
  \item \textbf{Case } \( i = 1 \): From Claim 3.7, \( P_1 \) is a \( C \)-free \((u, c)\)-path in \( D \) for some \( c \in C \). Thus, \( P_1 \) is a \((u, c)\)-path in \( D_1 \). Since \( Z_1 \) is a \( k \)-cut preserving set for \((u, c)\) in \( D_1 \), there exists a \( Z_1 \)-replacement witness for \( P_1 \) in \( D_1 \).

  \item \textbf{Case } \( i \in [2, s-1] \): From Claim 3.7, when \( i \in [2, s-1] \), then \( P_i \) is a \((C \cup N_D^-(v))\)-free \((a, b)\)-path in \( D \) for some \((a, b) \in (C \cup X)^2 \). Thus, \( P_i \) is an \((a, b)\)-path in \( D_i \). Since \( Z_i \) is a \( k \)-cut preserving set for \((a, b)\) in \( D_i \), there exists a \( Z_i \)-replacement witness for \( P_i \) in \( D_i \).

  \item \textbf{Case } \( i = s \): From Claim 3.7, \( P_s \) is of either Type \((\Box, v)\) or Type \((\Box, \Box, v)\).

  \item \( P_s \) is of Type \((\Box, v)\): From the definition of Type \((\Box, v)\), \( P_s \) is a \( C \)-free \((c, v)\)-path in \( D \), for some \( c \in C \). Thus, \( P_s \) is a \((c, v)\)-path in \( D_s \). Since \( Z_s \) is a \( k \)-cut preserving set for \((c, v)\) in \( D_s \), there exists a \( Z_s \)-replacement witness for \( P_s \) in \( D_s \).

\end{itemize}
As explained in Section 1.2, the proof of Lemma 3.3 will distinguish whether there is a path where the length of each \( k \)-vertex disjoint paths. Since every \( k \)-vertex disjoint paths, \( P \) is the \( (c,y) \)-subpath of \( P \). Recall that \( Y = N_P(v) \setminus X \). Consider the \( (c,v) \)-path in \( D \), denoted by \( P_c \), obtained by appending the arc \((y,v)\) at the end of \( P_c \). That is, \( P_c = P_c \oplus (y,v) \). Since \( P_c \) is a \( C \)-free path, so is \( P_c \). Thus \( P_c \) is a \((c,v)\)-path in \( D_c \). Since \( Z \) is a \( k \)-cut preserving set for \((c,v)\) in \( D_c \), there exists a semi-\( Z \)-based partition of \( P \), which is a \( Z \)-replacement witness for \( P \) in \( D_c \). Let \( P_c = P_{c,1} \circ \cdots \circ P_{c,r} \) be one such partition. Since \( y \in Y = N_P(v) \setminus X \) and \( Z \nsubseteq X \), \( y \notin Z \). Thus, \( y \) is an internal vertex of \( P_{c,r} \). Let \( P_{s,r} \) be an \((x,v)\)-path. Clearly, \( x \in Z \) because \( P_s = P_{s,1} \circ \cdots \circ P_{s,r} \) is a semi-\( Z \)-based partition. Let \( P^1_{s,r} \) be the \((x,v)\)-subpath of \( P_{s,r} \). We claim that \( P_s = P_{s,1} \circ \cdots \circ P_{s,r-1} \circ P^1_{s,r} \) is a semi-\( Z \)-based partition of \( P_s \). It is clear from the discussion above that \( P_s = P_{s,1} \circ \cdots \circ P_{s,r-1} \circ P^1_{s,r} \) is a semi-\( Z \)-based partition of \( P_s \). We will now show that \( P_s \) is a \( Z \)-replacement witness for \( P_s \) in \( D_c \).

Since \( P_s = P_{s,1} \circ \cdots \circ P_{s,r} \) is a \( Z \)-replacement witness for \( P_s \), we have that for each \( j \in [r] \), \( V(P_{s,j}) \subseteq Z \) or there exists a list \( L_j \) containing \( k + 1 \) vertex disjoint paths from the start vertex of \( P_{s,j} \) to its end vertex. Also, since \( y \notin Z \) and \( y \) is an internal vertex of \( P_{s,r} \), \( V(P_{s,r}) \nsubseteq Z \). Thus, there is a list \( L_r \) containing \( k + 1 \) vertex disjoint \((x,v)\)-paths (recall \( x \) and \( v \) are the start and end vertices, respectively, of \( P_{s,r} \)). Since \( P_s = P_{s,1} \circ \cdots \circ P_{s,r-1} \circ P^1_{s,r} \) and \( P^1_{s,r} \) is an \((x,v)\)-path, from the above discussion for each \( j \in [r-1] \), either \( V(P_{s,j}) \subseteq Z \) or there exists a list \( L_j \) containing \( k + 1 \) vertex disjoint paths from the start vertex of \( P_{s,j} \) to its end vertex. Also, there exists a list, \( L_r \), containing \( k + 1 \) vertex disjoint paths from the start vertex of \( P^1_{s,r} \) to its end vertex. This completes the proof of the claim.

As argued earlier, this completes the proof of the lemma.

3.1 Finding a Small \( k \)-Cut Preserving Set for a Pair with Large Flow

As explained in Section 1.2, the proof of Lemma 3.3 will distinguish whether there is a \( k \) vertex-cut for \((s,t)\) or not. The case where there is a \( k \) vertex-cut is the easiest one, and will be dealt with the following lemma by simply keeping \( k + 1 \) vertex disjoint paths.

Lemma 3.9. Let \( D \in \mathcal{D}_k \) be an acyclic digraph and \( u,v \in V(D) \) be such that each \((u,v)\)-vertex cut in \( D \) has size at least \( k + 1 \). Then, a \( k \)-cut preserving set for \((u,v)\) in \( D \) of size at most \((2a - 1)(k + 1) + 2 \) exists and is computable in \( n^{O(1)} \) time, where \( n = |V(D)| \).

Proof. Since every \((u,v)\)-vertex cut in \( D \) has size at least \( k + 1 \), from Menger’s Theorem, there are at least \( k + 1 \) vertex-disjoint \((u,v)\)-paths in \( D \). Let \( Q_1, \ldots, Q_{k+1} \) be a collection of some \( k + 1 \) of these paths. We will now obtain a collection of \( Q_1, \ldots, Q_{k+1} \) vertex disjoint paths where the length of each \( Q_i \) is at most \( 2a - 1 \). To this end, we define each \( Q_i \) as some shortest \((u,v)\)-path using the vertices of \( V(Q_i) \). We first claim that the length of \( Q_i \) is at most \( 2a - 1 \). For the sake of contradiction, suppose not. Then, from Observation 2.1, there exist \( x, y \in V(Q_i) \) such that \((x,y) \in E(D) \). Since \( D \) is acyclic, \( x \) appears before \( y \) in the path \( Q_i \). This contradicts that \( Q_i \) is a shortest \((u,v)\)-path in \( V(Q_i) \). Let \( Z = \bigcup_{i \in [k+1]} V(Q_i) \). Clearly, \([u,v] \subseteq Z \) and \(|Z| \leq (2a - 1)(k + 1) + 2 \). The size bound follows because the length of each \( Q_i \) is at most \( 2a - 1 \), and \( u,v \) are the vertices common in each \( Q_i \). To show that \( Z \) is a \( k \)-cut preserving set for \((u,v) \) in \( D \), consider the semi-\( Z \)-based partition of \( P \) that is \( P \) itself. Then, \([Q_1, \ldots, Q_{k+1}] \) is the list for \( P \) containing \( k + 1 \) internally vertex-disjoint \((V(D) \setminus Z)\)-free \((u,v)\)-paths.

\[\text{ITCS 2020}\]
3.2 Finding a Small $k$-Cut Preserving Set of a Pair in a Tournament

As explained before, the proof of Lemma 3.3 will use induction on $\alpha$. The next lemma handles the base case where $\alpha = 1$. It is somewhat more complicated compared to the arguments in Section 1.2; the reason for the complication is that we consider the digraph $D$ such that the $D - \{u, v\} \not\in \mathcal{D}_\alpha$. Thus $D$ is not “exactly” a tournament. This is required in the inductive case for the proof of Lemma 3.3.

\begin{lemma}
Let $D$ be an acyclic digraph. Let $u, v \in V(D)$ be such that $N^+(u) = N^-(v) = \emptyset$ and $D - \{u, v\}$ is a tournament. Then, a $k$-cut preserving set for $(u, v)$ in $D$ of size at most $k^3 + 5k^2 + 3k$ exists and is computable in polynomial time.
\end{lemma}

\begin{proof}
If all $(u, v)$-vertex cuts in $D$ have size at least $k + 1$, then the correctness follows from Lemma 3.9. Thus, for the rest of the proof assume that there is a $(u, v)$-vertex-cut in $D$ of size at most $k$. Let $C = \{c_1, \ldots, c_l\}$ be a minimal $(u, v)$-vertex cut in $D$ of size $\ell \leq k$.

\begin{claim}
$C \subseteq N_D^+(u) \cup N_D^-(v)$.
\end{claim}

\begin{proof}
Suppose not. Then, there exists $c_i \in C$ such that $c_i \notin N_D^+(u) \cup N_D^-(v)$. Since $C$ is a minimal $(u, v)$-vertex cut in $D$, there exists a path, say $P$, from $u$ to $v$ in $D - (C \backslash \{c_i\})$. Let $u'$ be the first vertex on $P$ after $u$ and $v'$ be the last vertex of $P$ before $v$. Since $D - \{u, v\}$ is an acyclic tournament, $(u', v') \in E(D)$. Since $u', v' \notin C$, we get a $(u, v)$-path in $D - C$, contradicting that $C$ is a $(u, v)$-vertex cut in $D$.
\end{proof}

Let $I = \{i \in \ell \mid c_i \in N_D^+(v)\}$ and $J = \{j \in \ell \mid c_j \in N_D^-(u)\}$. For all $i \in I$, let $U_i = \text{ver}_D(u, c_i; C)$ and $D_i = D[U_i]$. For all $j \in J$, let $V_j = \text{ver}_D(c_j, v; C)$ and $D_j = D[V_j]$. For all $(i, j) \in [\ell]^2$, $i \neq j$, let $Q_{i,j} = \text{ver}_D(c_i, c_j; \emptyset)$ and $D_{i,j} = D[Q_{i,j}]$.

For each $i \in I$ (resp. $j \in J$, resp. $(i, j) \in [\ell]^2$, $i \neq j$), we will compute a $k$-cut preserving set $Z_i$ (resp. $Z_j$, resp. $Z_{i,j}$) of $(u, c_i)$ (resp. $(c_j, v)$, resp. $(c_i, c_j)$) in $D_i$ (resp. $D_j$, resp. $D_{i,j}$) of size at most $2k + 3$ (resp. $2k + 3$, resp. $k + 3$). The procedure to do so is as follows.

- Computing $Z_i, i \in I$: First observe that $U_i$ is a candidate for $Z_i$. Thus, if $|U_i| \leq 2(k + 1)$, set $Z_i = U_i$. Otherwise, we have that $|U_i| \geq 2k + 3$. Since $D - \{u, v\}$ is an acyclic tournament, let $\pi$ be the unique topological ordering of $D - \{u, v\}$. We divide this case further into two cases.

Case 1: $|N^+(u) \cap U_i| \leq k$: Let $\tilde{U}_i$ be the last $k + 1$ vertices of $U_i$ in $\pi$. Observe that $\tilde{U}_i \subseteq N^-(c_i) \cup U_i$. Define $Z_i = (N^+(u) \cap U_i) \cup \tilde{U}_i \cup \{u, c_i\}$. Clearly, $|Z_i| \leq 2k + 3$.

To prove that $Z_i$ is a $k$-cut preserving set for $(u, c_i)$ in $D_i$, consider some $(u, c_i)$-path $P$ in $D_i$, such that $V(P) \not\subseteq Z_i$. We will show a $Z_i$-replacement witness for $P$ in $D_i$.

Consider the semi-$Z_i$-based partition of $P$, $P = P_1 \lor P_2$, where $P_1$ is the arc $(u, x) \in E(P)$, for some $x \in N^+(u) \cap U_i$ and $P_2$ is the $(x, c_i)$-subpath of $P$. Clearly, $V(P_1) \subseteq Z_i$. We claim that there are $k + 1$ vertex-disjoint $(x, c_i)$-paths in $Z_i$. To see this, consider the following argument. Since $V(P) \not\subseteq Z_i$, there exists a vertex $y \in V(P)$ such that $y \notin Z_i$. Then, $y \in V(P_2)$. Since $y \notin Z_i$, it in particular holds that $y \notin \tilde{U}_i$.

Thus, all the vertices of $\tilde{U}_i$ appear after $y$ in $\pi$. Since there is a $(x, y)$-path in $D_i$, $x$ appears before $y$ in $\pi$. Thus, $x$ appears before all the vertices of $\tilde{U}_i$ in $\pi$. Thus, because $D - \{u, v\}$ is a tournament, $\tilde{U}_i \subseteq N^+(x) \cap U_i$. Since $\tilde{U}_i \subseteq N^-(c_i) \cap U_i$, there are $|\tilde{U}_i|$ many vertex disjoint $(x, c_i)$-paths in $Z_i$. This completes the proof.

Case 2: $|N^+(u) \cap U_i| > k$: First observe that all the vertices of $N^+(u) \cap U_i$ appear before $c_i$ in $\pi$. Since $\pi$ is a topological ordering of $D - \{u, v\}$, there are $|N^+(u) \cap U_i| > k$ vertex-disjoint $(u, c_i)$-paths in $Z_i$. Thus, each $(u, c_i)$-vertex cut in $D_i$ has size at least $k$. 

$k + 1$. In this case, let $Z_i$ be the $k$-cut preserving set for $(u, c_i)$ in $D_i$ obtained from Lemma 3.9. Observe that $|Z_i| \leq k + 3$.

Computing $Z_j$, $j \in J$: $Z_j$ can be computed using arguments symmetric to the previous case.

Computing $Z_{i,j}$, $(i, j) \in [\ell]^2$, $i \neq j$: First observe that all the vertices of $Q_{i,j} \setminus \{c_i, c_j\}$ appear after $c_i$ and before $c_j$ in $\pi$. Thus, there are $|Q_{i,j} \setminus \{c_i, c_j\}|$ many vertex-disjoint $(c_i, c_j)$-paths in $D_{i,j}$. If $|Q_{i,j}| \leq k - 2$, then set $Z_i = Q_{i,j}$, otherwise let $Z_i$ be the $k$-cut preserving set for $(c_i, c_j)$ in $D_{i,j}$ obtained from Lemma 3.9. In either case, $|Z_i| \leq k + 3$.

Let $Z := \bigcup_{i \in I} Z_i \cup \bigcup_{j \in J} Z_j \cup \bigcup_{(i,j) \in \ell^2, i \neq j} Z_{i,j}$. Observe that $C \subseteq Z$. First note that $|Z| \leq |I|(2k + 3) + |J|(2k + 3) + \ell^2(k + 3) \leq k^3 + 5k^2 + 3k^2$ (the last inequality holds because $|I| + |J| = \ell$ and $\ell \leq k$). We will now show that $Z$ is a $k$-cut-preserving set for $(u, v)$ in $D$. To see this, consider some $(u, v)$-path $P$, in $D$. Since $C$ is a $(u, v)$-vertex-cut in $D$ there exists a vertex of $C$ on $P$. Let $c_i$ be the first vertex of $C$ on $P$ and $c_j$ be the last vertex of $C$ on $P$ $(c_i$ could be the same as $c_j)$. Let $P_1$ be the $(u, c_i)$-subpath of $P$, $P_2$ be the $(c_i, c_j)$-subpath of $P$ and $P_3$ be the $(c_j, v)$-subpath of $P$ (if $c_i$ is the same as $c_j$, then $P_2$ is empty). Thus, $P = P_1 \circ P_2 \circ P_3$ is a semi-$Z$-based partition of $P$ (as $C \subseteq Z$). Since $Z_i$ is a $k$-cut preserving set for $(u, c_i)$ in $D_i$, $Z_i$ is a $k$-cut preserving set for $(c_i, c_j)$ in $D_{i,j}$ and $Z_i, Z_j, Z_{i,j} \subseteq Z$, from Observation 3.4, $Z$ is a $k$-cut preserving set for $(u, v)$ in $D$.

### 3.3 Finding a small $k$-cut preserving set for a pair in a $D \in D_\alpha$

We are now ready to prove Lemma 3.3.

**Lemma 3.3 ($k$-Cut Preserving Lemma).** Let $D$ be an acyclic digraph, and $u, v \in V(D)$ be such that $N^-(u) = N^+(v) = \emptyset$. Additionally, let $D \setminus \{u, v\} \in D_\alpha$. Then there exists a $k$-cut preserving set for $(u, v)$ in $D$ of size at most $f(\alpha)$, where $f(1) = k^3 + 5k^2 + 3k$ and for $\alpha > 1$, $f(\alpha) = k^2g(\alpha) + 2\alpha h(\alpha)$, $g(\alpha) = (2k + k(f(\alpha - 1))^2)f(\alpha - 1)$ and $h(\alpha) = (k^2 + k)g(\alpha) + k(k(\alpha - 1)$. Moreover, such a set can be found in time $n^{\Omega(1)}$, where $n = |V(D)|$.

**Proof.** We prove this lemma using induction on $\alpha$. When $\alpha = 1$, the proof follows from Lemma 3.10.

**Claim 3.12.** Let $x, y \in V(D) \setminus \{x, y\}$. Then, a $k$-cut preserving set for $(x, y)$ of size $g(\alpha)$ in any digraph $D'$ that is a subgraph of $D$ where $u, v \notin V(D')$, can be found in polynomial time.

**Proof.** Let $W$ be a minimum $(x, y)$-vertex-cut in $D'$. If $|W| > k$, then the claim follows from Lemma 3.9. Thus, we are now in the case where $|W| \leq k$. For each $w \in W$, let $Z(w)$ be a $k$-cut preserving set for $(x, w)$ (resp. $Z(w, y)$) in $D'[\text{ver}_{D'}(x, w; W)]$ (resp. $D'[\text{ver}_{D'}(w, y; W)]$). Let $B = N_{D'}(y) \cap \bigcup_{w \in W} Z(w, y)$. For each $(a, b) \in (W \cup B)^2$, let $Z(a, b)$ be a $k$-cut preserving set for $(a, b)$ in $D'[\text{ver}_{D'}(a, b; W \cup N^-(y))]$. Then, from Lemma 3.6, $Z(x, y) := \bigcup_{w \in W} (Z(x, w) \cup Z(w, y)) \cup \bigcup_{(a, b) \in (W \cup B)^2} Z(a, b)$ is a $k$-cut preserving set for $(x, y)$ in $D'$.

We will now show that for any $w \in W$ and $(a, b) \in (W \cup B)^2$, each digraph among $D'[\text{ver}_{D'}(x, w; W)]$, $D'[\text{ver}_{D'}(w, y; W)]$ and $D'[\text{ver}_{D'}(a, b; W \cup N_{D'}(y))]$ has independence number strictly smaller than $\alpha$. Then, from induction hypothesis and the expression for $Z(x, y)$ written above, we will conclude that a $k$-cut preserving set for $(x, y)$ in $D'$ of size $g(\alpha)$ can be found in polynomial time. To see that the independence number of $D'[\text{ver}_{D'}(x, w; W)]$
is strictly less than $\alpha$, observe that $y$ is not adjacent to any vertex in $ver_\Delta'(x,w;W)$, as $W$ is an $(x,y)$-vertex cut in $\hat{D}$. Thus, any independent set of $\hat{D}'[ver_\Delta'(x,w;W)]$ together with $y$ is an independent set of $\hat{D}'$ and hence of $D$. Since $y \not\in \{u,v\}$, $u,v \not\in V(D')$ and the independence number of $D - \{u,v\}$ is $\alpha$, we have that the independence number of $\hat{D}'[ver_\Delta'(x,w;W)]$ is strictly smaller than $\alpha$. A similar argument holds for $\hat{D}'[ver_\Delta'(w,y;W)]$ as in this case $x$ is not adjacent to any vertex of $ver_\Delta'(w,y;W)$. For $\hat{D}'[ver_\Delta'(a,b;W \cup N_D^-(y))]$, since $ver_\Delta'(a,b;W \cup N_D^-(y)) \cap N_D^+(y) = \emptyset$, $u,v \not\in V(D')$ and $N_D^+(y) = \emptyset$, any independent set of $\hat{D}'[ver_\Delta'(a,b;W \cup N_D^-(y))]$ together with $y$ is an independent set in $D - \{x,y\}$. Since $D - \{x,y\}$ has independence number $\alpha$, $\hat{D}'[ver_\Delta'(a,b;W \cup N_D^-(y))]$ has independence number strictly smaller than $\alpha$.

Let $C$ be a minimum $(u,v)$-vertex-cut in $D$. If $|C| > k$, then the lemma follows from Lemma 3.9. Thus, for the remainder of the proof we assume that $|C| \leq k$. For each $c \in C$, let $U_c = ver_\Delta(u,c;C)$, $V_c = ver_\Delta(c,v;C)$, $Z(u,c)$ be a $(u,c)$ $k$-cut-preserving set in $D[U_c]$, and $Z(c,v)$ be a $(c,v)$ $k$-cut-preserving set in $D[V_c]$. For each $(c,c') \in C^2$, $c \neq c'$, let $Q_{c,c'} = ver_\Delta(c,c';C)$, and $Z(c,c')$ be a $k$-cut-preserving set in $D[Q_{c,c'}]$. Then from Lemma 3.5, $Z := \bigcup_{c,c'} Z(u,c) \cup Z(c,v) \cup \bigcup_{(c,c') \in C^2, c \neq c'} Z(c,c')$ is a $k$-cut-preserving set for $(u,v)$ in $D$. Since $C \cap \{u,v\} = \emptyset$, from Claim 3.12, for each $(c,c') \in C^2$, $c \neq c'$, $Z(c,c')$ of size $g(\alpha)$ can be computed in polynomial time. In the remainder of the proof, we will show how to compute $Z(u,c)$ and $Z(c,v)$, for any $c \in C$, of the desired size. We will only give the proof of construction of $Z(u,c)$ as the proof for $Z(c,v)$ is symmetrical.

 }> Claim 3.13. For any $c \in C$, $Z(u,c)$ of size $h(\alpha)$ can be computed in polynomial time.

Proof. For ease of notation, let $\hat{D} = D[U_c]$. Let $A$ be a minimum $(u,c)$-vertex-cut in $\hat{D}$. First note that $A \cap \{u,v\} = \emptyset$. If $|A| > k$, then the claim follows from Lemma 3.9. Thus, for the remainder of the proof, assume that $|A| \leq k$.

For each $a \in A$, let $\hat{U}_a = ver_\hat{\Delta}(u,a;A)$, $\hat{V}_a = ver_\hat{\Delta}(a,c;A)$, $\hat{Z}(u,a)$ be a $(u,a)$ $k$-cut-preserving set in $\hat{D}[\hat{U}_a]$ and $\hat{Z}(a,c)$ be a $(a,c)$ $k$-cut-preserving set in $\hat{D}[\hat{V}_a]$. For each $(a,a') \in A^2$, $a \neq a'$, let $R_{a,a'} = ver_\hat{\Delta}(a,a';A)$ and $\hat{Z}(a,a')$ be a $k$-cut-preserving set in $\hat{D}[R_{a,a'}]$. Then from Lemma 3.5, $Z(u,c) := \bigcup_{a \in A} (\hat{Z}(u,a) \cup \hat{Z}(a,c)) \cup \bigcup_{(a,a') \in A^2, a \neq a'} \hat{Z}(a,a')$ is a $k$-cut-preserving set for $(u,c)$ in $D$. Since $A \cap \{u,v\} = \emptyset$ and $c \in \{u,v\}$, from Claim 3.12, for each $a \in A$, $(a,a') \in A^2$, $a \neq a'$, $\hat{Z}(a,c)$ and $\hat{Z}(a,a')$ of size $g(\alpha)$ can be computed in polynomial time. Moreover, the independence number of $\hat{D}[\hat{U}_a] - \{u,a\}$ is strictly smaller than $\alpha$ because $c \neq v$ is not adjacent to any vertex in $\hat{U}_a$, besides possibly $u$ and $a$. Thus, for each $a \in A$, a set $\hat{Z}(u,a)$ of size $f(\alpha - 1)$ can be computed in polynomial time by the induction hypothesis. This finishes the proof of the claim.

Thus, from the previous arguments and Claim 3.13, we have that $Z$ is a $k$-cut preserving set for $(u,v)$ in $D$ of size at most $k^2g(\alpha) + 2kh(\alpha)$.

A rough computation gives that, for any $k$, $g(\alpha) \leq 6k^2f(\alpha - 1)$ and $h(\alpha) \leq 8k^4f(\alpha - 1)$. This implies that $f(\alpha) \leq 22k^8f(\alpha - 1)^3$. By noting that $f(1) \leq 22k^3$, we can show the following observation.

> Observation 3.14. For any $\alpha$ and $k$, there exists a $k$-cut preserving set of size smaller than $f(k,\alpha) = (22k^3)^k$. 


3.4 \( k \)-Cut Preserving Sets for a Set of Vertices

Below we also define a notion of \( k \)-cut preserving sets for a set of vertices. Such a notion will come handy in our applications. Given a digraph \( D \) and \( X \subseteq V(D) \), for each \((u,v) \in X^2\), we define the digraph \( D_X^{(u,v)} \) as follows (note that \( u \) could be equal to \( v \)). Let \( R = V(D) - X \). Then, \( D_X^{(u,v)} \) is the supergraph of \( D[R] \) obtained by adding two new vertices \( u^+ \) and \( v^- \) together with the following set of additional arcs: \( \{(u^+, x) : x \in R, (u, x) \in E(D)\} \cup \{(x, v^-) : x \in R, (x, v) \in E(D)\} \).

\begin{definition}[\( k \)-Cut Preserving Set for a Set of Vertices] For any digraph \( D \), a positive integer \( k \) and \( X \subseteq V(D) \), we say that \( X \subseteq Z \subseteq V(D) \) is a \( k \)-cut preserving set for \( X \), if for all \((u,v) \in X^2\), \( Z \) is a \( k \)-cut preserving set for \((u,v) \in D_X^{(u,v)}\).
\end{definition}

\begin{lemma} For any digraph \( D \in \mathcal{D}_a \), a positive integer \( k \), and \( S \subseteq V(D) \) such that \( D - S \) is a digraph, a \( k \)-cut preserving set for \( S \) of size at most \( |S|^3/f(k, \alpha) \) can be found in polynomial time, where \( f(k, \alpha) \leq (22k^3)^{4\alpha} \).
\end{lemma}

\textbf{Proof.} For each pair \((u,v) \in S^2\), let \( Z_{(u,v)} \) be the \( k \)-cut preserving set for \((u,v) \in D_X^{(u,v)} \) obtained from Lemma 3.3. From the definition of \( k \)-cut preserving set for \( S \), \( Z = \bigcup_{(u,v) \in S^2} Z_{(u,v)} \) is a \( k \)-cut preserving set for \( S \). From Observation 3.14, for any \((u,v) \in S^2\), \(|Z_{(u,v)}| \leq f(k, \alpha)\). Thus, we conclude the correctness of the lemma. \hfill \( \blacksquare \)

4 Fault-Tolerant \((S,S)\)-Reachability

In this section, we prove Lemma 1.1. Recall that \((D, S, \ell, k)\) is an instance of FTR\((S,S)\) where \( D \in \mathcal{D}_a \), \( S \subseteq V(D) \) and \( \ell, k \) are positive integers such that each strongly connected component of \( D - S \) has size at most \( \ell \). The goal is to compute a subgraph \( H \) of \( D \) of size \( k2^{O((\ell + 1)\alpha)} \) such that, for any \( A \subseteq E(D) \) of size at most \( k \), for any \( s, t \in S \), if \( D - A \) has an \((s,t)\)-path, then so does \( H - A \). It is not difficult to see from Lemma 3.2 that if \( Z \) is a \( k \)-cut preserving set for \( S \) in \( D \), then \( H = D[Z] \) is a solution for \((D,S,\ell,k)\) for any \( \ell \). When \( \ell = 1 \), \( D - S \) is acyclic and hence a \( k \)-cut preserving set for \( S \) can be computed using Lemma 3.16. When \( \ell > 1 \), in order to use Lemma 3.16 we modify the digraph \( D \) to turn \( D - S \) acyclic. We now describe the operation, which we call \textit{dagify}, that is used to turn \( D - S \) acyclic. Informally, for each strongly connected component \( SC \) of \( D \) we turn it into an independent set while preserving the paths in \( D \) that use the vertices of \( SC \). This is achieved by creating a new vertex for every ordered pair of vertices (say, \((u,v)\)) in \( SC \). Such a vertex represents the existence of a \((u,v)\)-path in the strongly connected component \( SC \). In fact, in the path in the modified graph, each new vertex corresponding to some pair \((u,v)\) can be replaced by some \((u,v)\)-path from the strongly connected component \( SC \) to yield a path in the original graph. Then, arcs between two vertices in this newly constructed vertex set are put in such a way that the concatenation of the paths corresponding to these new vertices gives a path in \( D \). This idea is formalized below.

\begin{definition}[\textit{dagify}(\(D,R\))] Let \( D \) be a digraph, \( R \subseteq V(D) \) and \( S \subseteq V(D) \). Let \( SC_1, \ldots, SC_d \) be the strongly connected components of \( D[R] \). For a \( a \in [d] \), let \( \lvert V(SC_a) \rvert = |V(SC_a)| \). Then, \( D^1_R := \text{dagify}(D,R) \) is the digraph defined as:

\begin{description}
\item[Vertex set of \( D^1_R \):] For each \( a \in [d] \), let \( SC^a_1 = \{v^a_{i,j} : (v^a_i, v^a_j) \in SC_a \} \). Let \( R' = \bigcup_{a \in [d]} SC^a_{1} \) and \( V(D^1_R) = R' \cup S \).
\item[Arc set of \( D^1_R \):] It contains all the arcs of \( D \) with both end-points in \( S \). For each \( a \in [d] \), \( SC^a_1 \) is an independent set in \( D^1_R \). For any \( a \in [d] \), \( s \in S \) and \( i, j \in [n_a] \), \((s, v^a_{i,j}) \in E(D^1_R) \) if and only if \((s, v^a_{i,j}) \in E(D) \). Similarly, \((v^a_{i,j}, s) \in E(D^1_R) \) if and only if \((v^a_{i,j}, s) \in E(D) \). We put the arcs between \( SC^a_1 \) and \( SC^b_1 \), for distinct \( a, b \in [d] \) as follows. For any \( i, j \in [n_a] \) and \( i', j' \in [n_b] \), \((v^a_{i,j}, v^b_{i',j'}) \in E(D^1_R) \) if and only if \((v^a_{i,j}, v^b_{i',j'}) \in E(D) \).
\end{description}
\end{definition}
For a set of vertices of $X^\dagger \subseteq D^R_\dagger$, full-comp$(X^\dagger)$ denotes the set of vertices of $V(D)$ such that, for each $v_i^a \in X^\dagger$, all the vertices of $SC^a_i$ belong to full-comp$(X^\dagger)$. Also all the vertices of $S$ that belong to $X^\dagger$, belong to full-comp$(X^\dagger)$. Observe that $|\text{full-comp}(X^\dagger)| \leq \ell^2 \cdot |X|^\dagger$, where $\ell$ is the upper bound on the size of each $SC^a_i$. Note from the construction above that, for any $s,t \in S$ and an $(s,t)$-path $P^l$ in $D^R_\dagger$, there exists an $(s,t)$-path $P$ in $D$ such that $V(P) \subseteq \text{full-comp}(P^l)$. The following observations state a few properties of the digraph $D^R_\dagger$ that would be useful when we want to find a $k$-cut preserving set for $D^R_\dagger$ using Lemma 3.16.

Observation 4.2. $D^R_\dagger[R^l]$ is acyclic.

Proof. Recall, from the construction of $D^R_\dagger$, that $R^l = \bigcup_{a \in [d]} SC^a_\dagger$ and each $SC^a_i$ is an independent set in $D^\dagger_i$. Without loss of generality, let $SC_1, \ldots, SC_d$ be the strongly connected components of $D[R]$ ordered as in their topological ordering. Then, there is no arc from a vertex of $SC_b$ to a vertex of $SC_a$, for any $b > a$, in $D$. Thus, from the construction of $D^R_\dagger$, there is no arc from any $v_i^a$ to any $v_i^b$ ($b > a$). This shows that $D^R_\dagger[R^l]$ is acyclic.

Observation 4.3. If $D \in D_\alpha$ and every strongly connected component of $D[R]$ has size at most $\ell$, then $D^R_\dagger \in D_\ell \alpha$.

Proof. Recall that $R^l = \bigcup_{a \in [d]} SC^a_\dagger$ and $D^R_\dagger[SC^a_\dagger]$ has no arc. From the construction of $D^R_\dagger$, for each $a \in [d]$, $|SC^a_\dagger| \leq \ell^2$. Finally, since $D \in D_\alpha$, from the construction of $D^R_\dagger$, the size of any maximum independent set in $D^R_\dagger$ is at most $\max_{a \in [d]} |SC^a_\dagger| \cdot \alpha \leq \ell^2 \alpha$.

We define some terminology that would come handy later. For any $A \subseteq E(D)$, we say that a vertex $v \in V(D)$ is affected by $A$ if there exists some arc of $A$ that is incident on $v$. The set affected by $A$ in $D^R_\dagger$ is the set of vertices of $D^R_\dagger$ containing the union of the vertices in $SC^a_\dagger$, for each $a \in [d]$ such that a vertex in $SC^a_\dagger$ is affected by $A$ in $D$.

Observation 4.4. Let $D$ be a digraph, $R \subseteq V(D)$ and $S = V(D) \setminus R$. Let $A^\dagger$ be the set affected by $A$ in $D^R_\dagger$. Recall the construction of $D^R_\dagger$ from Definition 4.1. For some $v_i^a, v_j^b \in R^l$, let $P^l$ be an $A^\dagger$-free $(v_i^a, v_j^b)$-path in $D^R_\dagger$ and $P^l$ has size at most $k$. Let $X \subseteq E(D)$ be any arc of $A$. Then there exists a $(v_i^a, v_j^b)$-path $P$ in $D$ such that: $V(P) \subseteq \text{full-comp}(P^l)$ and, $P$ does not use any arc of $A$.

Proof. Recall the construction of dagify$(D,R)$. Replace any path $P$ obtained from $P^l$ by replacing all the vertices of $R^l$ as follows. If for any $c \in [d]$, $i^*, j^* \in [n_c]$, $v_{i^*, j^*} \in V(P^l)$, then replace $v_{i^*, j^*}$, in $P^l$ by any $(v_{i, j}^c, v_{i, j}^c)$-path in the strongly connected component $SC^c_i$. Clearly, the path $P$ obtained is a $(v_i^a, v_j^b)$-path in $D$ and $V(P) \subseteq \text{full-comp}(P^l)$. Also from the definition of $A^\dagger$ and the fact that $P^l$ is $A^\dagger$-free, we get that $P$ cannot use an arc of $A$.

From the construction in Definition 4.1, for any $s,t \in S$, for an $(s,t)$-path $P$ in $D$, we can associate a unique $(s,t)$-path $P^l$ in $D^R_\dagger$. This is elaborated below. Consider the digraph $D^R_\dagger$ obtained by dagify$(D,R)$. $(v_i^a, v_j^a) \in SC^a_\dagger$ for some component $SC^a_i$ of $D[R]$. Let $s, t \in S$. Let $P$ be an $S$-free $(s,t)$-path in $D$. For any such path $P$, we define the notion of a reduced path of $P$ in $D^R_\dagger$ as follows. Consider the unique partition $P = P_u \circ P_i \circ \ldots \circ P_{i_j} \circ P_t$ such that $P_u$ is an arc $(s, u)$ where $u \in V(SC^a_i)$, $P_t$ is an arc $(v, t)$ where $v \in V(SC^a_i)$ and for each $j \in [q]$, $V(P_{i_j}) \subseteq V(SC^a_i)$, where $i_1, \ldots, i_q \in [d]$ and $i_1 < \ldots < i_q$. For each $j \in [q]$, let $P_{i_j}$ be a $(v_{i, j}^c, v_{i, j}^c)$-path. Consider the vertex $v_{i_{q+1}} \in V_{i_{q+1}} \subseteq R^l \subseteq V(D^R_\dagger)$. From the construction of $D^R_\dagger$, we get the $(s, t)$-path $P^l = s \circ v_{i_1, r_1} \circ v_{i_2, r_2} \circ \ldots \circ v_{i_q, r_q} \circ t$ in $D^R_\dagger$. This $(s,t)$-path $P^l$ in $D^R_\dagger$ is called the reduced path of $P$ in $D^R_\dagger$. 

47:18 Fault Tolerant Subgraphs with Applications in Kernelization
We need to show that there is some walk from

This finishes the proof of the lemma. ▷

Directed Edge Odd Cycle Transversal

Specifically, we proved that the classic tolerance, we also showed that our sparsification procedure finds applications in Kernelization. Already when paths and tournaments admit no sparsifier whose output is a digraph of less than \( k \) arcs. In particular, it outputs a digraph whose size is completely independent of \( n \) and polynomial in \( k \), while even the simple classes of directed paths and tournaments admit no sparsifier whose output is a digraph of less than \( n - 1 \) arcs already when \( k = 1 \). Apart from being interesting on its own from the perspective of fault tolerance, we also showed that our sparsification procedure finds applications in Kernelization. Specifically, we proved that the classic Directed Feedback Arc Set problem as well as Directed Edge Odd Cycle Transversal (which, in sharp contrast, is \( W[1] \)-hard on general digraphs) admit polynomial kernels on bounded independence number digraphs. In fact, for any \( p \in \mathbb{N} \), we designed a polynomial kernel for hitting all cycles of length \( \ell \) where \( \ell \mod p = 1 \). Additionally, we derived complementary results that assert the NP-hardness of DEOCT on tournaments, as well as its admittance of a sub-exponential time parameterized algorithm on digraphs of bounded independence.

\[ \text{\textbf{Conclusion}} \]

In this paper, we presented a sparsification procedure for the class of acyclic digraphs (or more generally, “almost” acyclic) of bounded independence, to preserve the (both normal and parity-based) reachability from a given terminal set \( S \) to a given terminal set \( T \) under the failure of any set of at most \( k \) arcs. In particular, it outputs a digraph whose size is completely independent of \( n \) and polynomial in \( k \), while even the simple classes of directed paths and tournaments admit no sparsifier whose output is a digraph of less than \( n - 1 \) arcs already when \( k = 1 \). Apart from being interesting on its own from the perspective of fault tolerance, we also showed that our sparsification procedure finds applications in Kernelization. Specifically, we proved that the classic Directed Feedback Arc Set problem as well as Directed Edge Odd Cycle Transversal (which, in sharp contrast, is \( W[1] \)-hard on general digraphs) admit polynomial kernels on bounded independence number digraphs. In fact, for any \( p \in \mathbb{N} \), we designed a polynomial kernel for hitting all cycles of length \( \ell \) where \( \ell \mod p = 1 \). Additionally, we derived complementary results that assert the NP-hardness of DEOCT on tournaments, as well as its admittance of a sub-exponential time parameterized algorithm on digraphs of bounded independence.
We conclude the paper with a few directions for further research. Our result, currently, holds when the input digraph $D$ is “almost acyclic” and has bounded independence number. From the example of the tournament described in the introduction (the one that is obtained by taking a transitive tournament and reversing the arcs along the Hamiltonian path defined by its topological ordering), it seems that some notion of “almost acyclic” might be necessary to have fault tolerant subgraphs whose size avoid the dependence on $n$. On the other hand, it might be possible to ask for something weaker than bounded independence number. For example, forbidding the existence of an induced $P_\alpha$, the directed path on $\alpha$ vertices.

**Question 1.** Does $\text{FTR}(S, S)$ admit a subgraph of size independent of $n$ on digraphs that are “almost acyclic” and have no induced $P_\alpha$, for some fixed positive integer $\alpha$?

It is not very difficult to observe that our results (Lemmas 1.1 and 1.2) also hold when the input graph is undirected and has bounded independence number. It would be interesting (because of the arguments discussed earlier) if one could obtain similar results when the input undirected graph has no induced $P_\alpha$.

**Question 2.** Does $\text{FTR}(S, S)$ admit a subgraph of size independent of $n$ when the input graph is undirected and has no induced $P_\alpha$, for some fixed positive integer $\alpha$?

It would also be interesting to discover other (di)graph classes where the dependence on $n$ of the size of the output subgraph can be sublinear, for example, $\log n$, for $\text{FTR}(S, S)$ and also for other fault tolerant graph properties.

---
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Abstract

Biological neural computation is inherently asynchronous due to large variations in neuronal spike timing and transmission delays. So-far, most theoretical work on neural networks assumes the synchronous setting where neurons fire simultaneously in discrete rounds. In this work we aim at understanding the barriers of asynchronous neural computation from an algorithmic perspective. We consider an extension of the widely studied model of synchronized spiking neurons [Maass, Neural Networks 97] to the asynchronous setting by taking into account edge and node delays.

Edge Delays: We define an asynchronous model for spiking neurons in which the latency values (i.e., transmission delays) of non self-loop edges vary adversarially over time. This extends the recent work of [Hitron and Parter, ESA’19] in which the latency values are restricted to be fixed over time. Our first contribution is an impossibility result that implies that the assumption that self-loop edges have no delays (as assumed in Hitron and Parter) is indeed necessary. Interestingly, in real biological networks self-loop edges (a.k.a. autapse) are indeed free of delays, and the latter has been noted by neuroscientists to be crucial for network synchronization.

To capture the computational challenges in this setting, we first consider the implementation of a single NOT gate. This simple function already captures the fundamental difficulties in the asynchronous setting. Our key technical results are space and time upper and lower bounds for the NOT function, our time bounds are tight. In the spirit of the distributed synchronizers [Awerbuch and Peleg, FOCS’90] and following [Hitron and Parter, ESA’19], we then provide a general synchronizer machinery. Our construction is very modular and it is based on efficient circuit implementation of threshold gates. The complexity of our scheme is measured by the overhead in the number of neurons and the computation time, both are shown to be polynomial in the largest latency value, and the largest incoming degree $\Delta$ of the original network.

Node Delays: We introduce the study of asynchronous communication due to variations in the response rates of the neurons in the network. In real brain networks, the round duration varies between different neurons in the network. Our key result is a simulation methodology that allows one to transform the above mentioned synchronized solution under edge delays into a synchronized under node delays while incurring a small overhead w.r.t space and time.

2012 ACM Subject Classification Theory of computation → Design and analysis of algorithms

Keywords and phrases asynchronous communication, asynchronous computation, spiking neurons, synchronizers

Digital Object Identifier 10.4230/LIPIcs.ITCS.2020.48

Acknowledgements We are thankful to Roei Tell and Gil Cohen for helpful discussions on Boolean Circuits. We also thank Yoram Moses for referring us to related work on asynchronous digital circuits and discussing the connections between the two settings.
1 Introduction

Understanding how the brain works, as a computational device, is a central challenge of modern neuroscience, artificial intelligence, and lately also in theoretical computer science and distributed computing [18, 19, 20, 17, 16, 32, 6, 39, 37]. This line of work usually assumes a simple synchronized model [23, 24] in which neurons fire simultaneously in discrete rounds in response to their neighboring neurons that fired in the previous round. This model, while being very convenient for algorithm design, does not take into account the inherent asynchronous nature of neural communication. In the neuroscience literature it has been noted that the asynchronous nature of these networks mostly stems from two independent sources [29]: edge delays (known as response latency\(^1\)) [35, 5] and node delays (known as refractory period) [34, 3]. In this paper, we aim at understanding the computational cost incurred by such asynchronous communication. The overhead is measured by the overhead in the number of neurons and computation time required to compute a certain function. We believe that understanding the computational power, limitations and the connections between these models go beyond the setting of spiking neurons, and might also be relevant for the theory of digital logic design and circuit computation in general.

The Standard Synchronous Model [23, 24]. Before describing our asynchronous models, we first revise the standard synchronous model formally defined by Maass. In this model, the network evolves in discrete, synchronous rounds as a Markov chain where each neuron \( u \) in the network is a probabilistic threshold gate with a threshold (or bias) value \( b(u) \). In every round \( t \), the firing probability of neuron \( u \) only depends on the firing status of its incoming neighbors in the preceding round \( t - 1 \). Formally, the potential \( \text{pot}_t(u) \) of neuron \( u \) in round \( t \) is defined by the weighted sum over its incoming neighbors that fired in round \( t - 1 \). The neuron \( u \) fires in round \( t \) with probability that depends on the quantity \( \text{pot}_t(u) - b(u) \).

1.1 Asynchronous Computation with Bounded Edge Delays

We define an asynchronous model with edge delays bounded\(^2\) by some given integer \( L \). The dynamic of the network \( \mathcal{N} \) is specified by a latency function \( \ell : V \times V \times N \rightarrow \mathbb{N} \leq L \) interpreted as follows: For every neuron \( u \) firing in round \( \tau \), its spike reaches its outgoing neighbor \( v \) within \( \ell(u, v, \tau) \) rounds where \( \ell(u, v, \tau) \in [1, L] \) might be chosen adversarially for every \( u \neq v \), and every round \( \tau \). The network solution \( \mathcal{N} \) should then output the desired solution for any adversarial choice of the latency function \( \ell \). Setting \( L = 1 \) yields the standard synchronous model.

Asynchronous computation with edge delays was recently introduced by Hitron and Parter [12]. Their model is similar to ours only that in their model, the edge latencies are required to be fixed over time, whereas in our model the adversary is allowed to change it from round to round. The model of Hitron and Parter includes an additional restriction on the adversary (that sets the latency values) by requiring that self-spikes, i.e., of the form \( \langle u, u, \tau \rangle \) have no latency and arrive within a single round to their destination. This assumption is justified in [12] by the experimental evidence that self-spikes in brain networks have almost no delays [14]. It is commonly believed in the neuroscience community that this no-delay property of self-edges is in fact essential for network synchronization [33, 21, 40, 8].

---

1 Throughout, we use the terms edge-delay and latency interchangeably.
2 This bound is crucial as will be later implied by our lower bound results that depend on \( L \). E.g., both the computation time and the size of the network in this model must depend on \( L \).
In this work, we provide a theoretical support for this hypothesis by showing that without such an assumption, one cannot even implement a single AND gate in this model. This impossibility result holds already in a setting where \( L = 2 \), the edge latencies are fixed over time (as assumed in [12]), and the computation time and network size are allowed to be unbounded. For this reason, we will mostly consider in this paper nice latency functions in which all self-spikes have a latency value of one round.

### 1.2 Asynchronous Computation with Bounded Node Delays

We next turn to consider an alternative source for asynchronous communication due to variations in the response timing of the individual neurons in the network. In real brain networks, for every neuron \( u \) there is a predefined time interval between two consecutive spikes of \( u \). The length of this interval, which we call round, varies considerably among different neurons in the network [34, 3]. This poses the challenge of creating a synchronized response at the network level. To account this behavior, we consider a model in which network’s evolution proceeds in seconds. A second in this context is simply the smallest measurable time unit. For a given integer \( T \geq 1 \), the dynamics is specified by a node-delay function \( t : V \rightarrow \mathbb{N}_{\leq T} \) interpreted as follows: the round duration of each neuron \( v \) consists of \( t(v) \) seconds. Specifically, the \( i^{th} \) round of \( v \) is defined by the time interval \( R_i(v) = [(i - 1)t(v) + 1, i \cdot t(v)] \) for every \( i \geq 1 \). The neuron \( u \) fires in the second \( i \cdot t(v) \) (i.e., at the end of its \( i^{th} \) round) only if the total potential due to spikes arriving in the interval \( R_i(v) \) is sufficiently large. The network solution \( \mathcal{N} \) should then output the desired solution for any adversarial choice of the node-delay function \( t \). The input parameter \( T \) sets a bound on the differences between the round duration over all neurons in the network. Setting \( T = 1 \) yields the standard synchronous model.

Observe that the edge and node delay models do not imply one another. In the edge latency model, even though the spikes arrive in adversarially chosen rounds, all neurons in round \( \tau \) still depend only on the spikes arriving in round \( \tau \). Thus, the duration of a round for all the neurons in the network is the same: a single tick (or a second) of the global clock. In contrast, in the node delay model, the adversary selects the round duration for each neuron which has two physical interpretations. First, it determines the time duration over which the potential due to arriving spikes is accumulated. In addition, it also determines the time interval between two consecutive spikes by the given neuron. In one of our most technically involved results, we show a non-trivial reduction between the edge delay and the node delay models, provided that the input network satisfies certain properties.

Finally, we note that this model has several variations which are in fact supported by our simulation results (from edge delays to node delays). In particular, one can consider a more elaborated setting in which the duration of each round per node varies in an adversarial manner over time, i.e., the node-delay function in such a model is of the form \( t : V \times \mathbb{N}_{\geq 1} \rightarrow \mathbb{N}_{\leq T} \) interpreted as follows: the \( i^{th} \) round duration on each neuron \( v \) consists of \( t(v,i) \) seconds. For example, in such a model the \( i^{th} \) round of node \( u \) can consists of 2 seconds while its \((i+1)^{th}\) round might consist of 100 seconds. In another variation, both edge and node delays are combined and the dynamic is specified by an \( L \)-bounded edge latency function \( t : V \times V \times \mathbb{N}_{\geq 1} \rightarrow \mathbb{N}_{\leq L} \) and a \( T \)-bounded node-delay function \( t : V \times \mathbb{N}_{\geq 1} \rightarrow \mathbb{N}_{\leq T} \).

### 1.3 Synchronizers

In the spirit of Awerbuch and Peleg’s synchronizers for distributed networks [2] and the recent work of [12], our primary goal with respect to upper bound results is to provide a general simulation methodology that takes any \( n \)-neuron network \( \mathcal{N} \) that solves the problem
in the standard synchronized setting (i.e., in which all spikes arrive within a single round) and transforms it into an “analogous” network \( \text{Sync}(\mathcal{N}) \) in the edge delay setting while incurring a small overhead in the number of neurons and the computation time (w.r.t the base network \( \mathcal{N} \)).

For the setting in which the edge latencies are fixed over time and bounded by some integer \( L \), Hitron and Parter [12] showed such a simulation using their efficient constructions for neural timers and counters. Their synchronized network solution \( \text{Sync}(\mathcal{N}) \) has \( O(n + L \log L) \) neurons and \( O(rL^3) \) rounds where \( r \) is the computation time of the base network \( \mathcal{N} \). While being quite efficient in terms of space and time, the synchronizers of [12] are heavily built up on the strong assumption that the latency values of the edges are fixed over time. In this paper, we aimed at understanding the edge latency setting in its most general form, and ask:

\[ \text{Can one provide a general synchronization scheme in a setting that allows the latency of the network edges to vary in an adversarial manner in each round?} \]

A priori it is not so clear if one can compute even basic Boolean functions without assuming that the latency values are fixed. We answer this question in the affirmative by presenting a modular synchronization scheme using a different approach than that taken in [12]. The benefit of this approach is in its modularity. We start by understanding the implementation of a single NOT gate in this model in terms of upper and lower bounds on the space and the time of the computation. We then use this synchronized NOT solution as a building block in the final synchronized network solution. Specifically, the synchronized NOT gates are used to build synchronized circuits (and hence threshold gates) which in turn combined into a whole synchronized network solution. The space and time overheads incurred by our solution are polynomial in \( L \) (the bound on the latency) and \( \Delta \), the maximal incoming degree in the base network \( \mathcal{N} \).

We next turn to consider synchronizers for the node delay model. Our approach is based on showing a simulation result that takes any synchronized solution \( \text{sync}_E(\mathcal{N}, L) \) obtained by the synchronizer in the \( L \)-bounded edge latency model, and transforms it into a synchronized solution \( \text{sync}_V(\mathcal{N}, T) \) that works in the \( T \)-bounded node delay model for \( L = \Theta(T^2) \).

- Remark. It is noteworthy that in contrast to the distributed setting of Awerbuch and Peleg [2] where the network size does not depend on the latencies, in the neural setting it is not the case. As our lower bound constructions, both the computation time and the network size must depend (in fact, polynomially) on the largest edge latency. For this reason, for any practical purposes, the study of asynchronous communication, in general, must assume bounded delays.

### 1.4 Our Results

We study the cost and limitations of asynchronous neural computation in a biologically plausible yet simple model of spiking neural networks. Our main focus is in the edge latency model where the dynamic is specified by an \( L \)-bounded function \( \ell : V \times V \times N \rightarrow N_{\leq L} \). The node delay model is concerned only towards the end of the paper (Appendix C), as it is handled via reduction to the edge delay setting. In the first part of the paper, we show several negative results for the \( L \)-bounded model. This includes an impossibility results for delay on self-loop edges, as well as size and time lower bound on an implementation of a NOT gate in this model. In the second part, we consider the construction of synchronizers in this generalized setting. We note that these constructions are self-contained and are technically different from [13].
Negative Results. We first show that without assuming a minimal latency value on the self-loop edges, one cannot compute $\text{AND}(x, y)$ given two Boolean inputs $x$ and $y$, even when the edge latency values are fixed over time and the largest latency is $L = 2$.

Theorem 1 (Impossibility for Arbitrary Latency Functions). There exists no network that computes $\text{AND}(x, y)$ in a setting that allows the adversary to pick latencies in $\{1, 2\}$ for all edges in the network.

The proof goes by showing that for any given candidate network solution $N$, there exists a bad latency function $\ell$ under which $N$ fails to compute $\text{AND}(x, y)$. This holds even when the latencies are fixed over time. From that point on, we restrict attention to nice latency functions, that assign latency value 1 to the self-loop edges in the network.

Definition 2. A latency function is nice if $\ell(u, u, \tau) = 1$ for every $u \in V$ and round $\tau$.

Our key technical contributions are lower bounds on the network size and the computation time for computing the $\text{NOT}(x)$ function in the $L$-bounded setting. Informally speaking, the $\text{NOT}(x)$ function appears to be a “complete” function for the purpose of synchronization in this asynchronous model. Indeed, our $\text{NOT}(x)$ implementation captures most of the essence of the $L$-bounded model. To obtain the final synchronization scheme we mainly glue together synchronized NOT units. For this reason, we spend much attention into understanding the tightness of our constructions by providing nearly matching lower bound results.

Lemma 3 (Size and Time Lower Bounds for Async. Computation of $\text{NOT}(x)$). Any network that computes $\text{NOT}(x)$ in the $L$-bounded asynchronous setting must use $\Omega(L)$ neurons and $\Omega(L^3)$ time (the time lower bound is tight).

This should be compared with the size lower bound of $\Omega(\log L)$ shown by [13] for their simplified asynchronous setting.

Positive Results. Our end result is a synchronizer that given any network $N$ in the standard synchronous setting and an integer $L$, computes a network $\text{sync}_E(N, L)$ that performs the “same” computation as $N$ in the $L$-bounded edge delay setting.

Theorem 4 (Synchronizers for Edge Delays). There exists a synchronizer that given a network $N$ with $n$ neurons, maximum in-degree $\Delta$, and maximum edge latency $L$, constructs a network $\text{sync}_E(N, L)$ that has an “analogous” execution in the $L$-bounded edge-delay setting with a total number of $\tilde{O}(L^4 \cdot \text{poly}(\Delta) \cdot n)$ neurons and a time overhead of $\tilde{O}(L^5 \cdot \log \Delta)$.

Although the construction is inspired by the work of Awerbuch and Peleg [2], the implementation is very different as our neurons, unlike processors in a distributed network, are memoryless. Thus, they cannot aggregate the incoming messages as in [2]. Our construction is also different than that of [13], as the latter crucially depends on having fixed latencies over time.

For the node delay model, in Appendix C we show that given a network $N$ in the standard synchronous setting and an integer $T$, one can compute an analogous network $\text{sync}_V(N, T)$ in the node-delay model with bounded node delay $T$ by taking the following approach. Apply the algorithm of Theorem 4 with $N$ and $L = \Theta(T^2)$. This results with a network $\text{sync}_E(N, L)$

\[^3\] The $\tilde{O}$ hides a factor of $\text{poly}(\log(n \cdot r))$, where $r$ is the number of simulation rounds.
that performs the same computation as $N$ in the $L$-bounded edge delay model. The desired network $\text{sync}_V(N, T)$ is then obtained by multiplying the edge weights of a carefully defined edge subset in $\text{sync}_E(N, L)$ by a factor of $T$. The quite delicate analysis then shows that the network $\text{sync}_V(N, T)$ indeed simulates the original network $N$ upon any selection of the node-delay function $t: V \rightarrow \mathbb{N} \leq T$. By setting $L = \tilde{O}(T^2)$ in Theorem 4, we show the following for the node delay model:

\textbf{Theorem 5 (Synchronizers for Node Delays).} There exists a synchronizer that given a network $N$ with $n$ neurons, maximum in-degree $\Delta$, and maximum node delay $T$, constructs a network $\text{sync}_V(N, T)$ that has an “analogous” execution in the $T$-bounded node-delay setting with a total number of $\tilde{O}(T^8 \cdot \text{poly}(\Delta) \cdot n)$ neurons and a time overhead of $\tilde{O}(T^{10} \cdot \log \Delta)$.

We note that our preference to take a modular approach rather than an optimized one inevitably leads to suboptimal space and time bounds in both Theorems 4 and 5. For example, Theorem 5 is shown via a simulation result, which further deepens our understanding of the connections between these models. We believe that by employing a more direct approach for building synchronizers in the node-delay model, one should get a considerably improved dependency in the delay bound $T$.

1.5 Our Approach in a Nutshell

We next provide the high level ideas for the key contributions. Throughout, unless stated otherwise we consider the edge delay model where the dynamics is specified by an arbitrary latency function.

\textbf{Size and Time Lower Bound for Computing NOT($x$).} A network $N$ with input neuron $x$ and an output neuron $z$ computes the function $\text{NOT}(x)$ in the asynchronous setting if the following holds: when $x = 0$, the output $z$ fires in at least one round regardless of the latency function; and when $x = 1$ the output $z$ never fires for any latency function. To show a size lower bound of $\Omega(L)$ we take the following approach. First, we reduce any network $N$ that computes $\text{NOT}(x)$ into a simpler and yet not larger network $N_{\text{simple}}$. In the latter network the only inhibitor is the input $x$ which also has a self-loop of large positive weight, and outgoing edges of very large negative weight to all the excitatory neurons in $N_{\text{simple}}$. In the latter network the only inhibitor is the input $x$ which also has a self-loop of large positive weight, and outgoing edges of very large negative weight to all the excitatory neurons in $N$. The second part of the proof shows a lower bound for $N_{\text{simple}}$ using its specialized structure. We will assume towards a contradiction that the in-degree of each neuron in $N_{\text{simple}}$ is less than $L$ and exhibit two conflicting latency functions $\ell_0, \ell_1$ that satisfy the following. If $N_{\text{simple}}$ computes $\text{NOT}(x)$ with $\ell_0$ and with $x = 0$, then it must fail to compute $\text{NOT}(x)$ with the function $\ell_1$ and $x = 1$. To compute these latency functions, we partition the simulation into blocks $T_0, \ldots$, each containing $L$ rounds. In each phase $i$, we set the latency values for all the edges and all the rounds in block $T_i$. Throughout, we will keep the invariant that there exists no neuron that fires when $x = 0$ and with $\ell_0$, but does not fire when $x = 1$ and with $\ell_1$. By the correctness of the network, the output neuron must fire at least once when $x = 0$, thus leading to the contradiction. In the very high level, the fact that the in-degree of each vertex is small is used in order to spread over the at most $L$ incoming spikes of each neuron $u$ in a balanced manner over the $L$ rounds of the block. This will prevent the firing of a neuron $z$ when $x = 0$. Our lower bound is complemented by an upper bound of $O(L^2)$ as described next.
The Generalized Synchronization Scheme. The scheme is based on gradual steps.

Step I: Synchronization of NOT and OR Gates. We start by considering the asynchronous computation of simple Boolean functions NOT(x) and OR(x₁, ..., xₙ) with a small number of neurons. The key challenge is in implementing the NOT gate. When x = 1, the output gate is required not to fire (i.e., output 0) throughout the entire execution. In contrast, when x = 0 the output gate should fire at least once during the execution. The construction is combinatorial and uses a similar logic to the lower bound arguments. It contains a collection of L + 1 neurons with outgoing edges to the output. The above mentioned lower bound result shows that the incoming degree of z must be at least L − 2.

Step II: Synchronization of a Boolean Circuit. Any Boolean circuit A can be implemented by NOT and OR gates. To simulate the computation of A in the asynchronous setting, we replace each gate gᵢ in A by its synchronized implementation Sync(gᵢ) constructed in Step (I). For a gate gᵢ in layer j with incoming gates gᵢ₁, ..., gᵢₖ, the input to the sub-network Sync(gᵢ) are the output neurons of the sub-networks Sync(gᵢ₁), ..., Sync(gᵢₖ). The synchronization between the layers of the circuit is governed by a directed chain of O(dL³) neurons. The head of the chain fires in the first round of the simulation and activates the network. The sub-networks Sync(gᵢ) of gates gᵢ in layer j are activated by the Θ(j · L³) neuron in this chain. These parameters are set so that we can be sure that the modules of layer j are activated, only after the spikes from the output neurons of the previous layer have reached the input of this layer. Overall the synchronized transformed network Sync(A) has O(d · L³ + m · L²) neurons, where d is the depth of A and m is the number of gates. The overtime in the computation is O(d · L⁴) rounds.

Step III: Synchronization of a Single (Probabilistic) Threshold Gate. To synchronize a single deterministic threshold gate, we use the fact that a threshold gate with incoming degree Δ can be implemented by a Boolean circuit with poly(Δ) neurons and depth O(log Δ). This allows us to use the synchronized construction of the previous step. Turning to probabilistic threshold gates, here it is much less clear how to implement such a gate by a Boolean circuit. We take the following approach. First, we use the fact from [20] that a spiking neuron with bias b(u) is equivalent to a deterministic neuron u’ whose bias is sampled from the Logistic distribution with mean b(u). Therefore our key challenge is in sampling a value from a given Logistic distribution. To do that, we use a collection of k (input-less) spiking neurons each fires independently with probability half. These neurons provide us the random bits for this process of sampling. In fact, these fair coins tosses allows one to sample a value almost uniformly at random in the range [0, 2ᵏ]. We will then use the method of inverse transform sampling to convert this almost-uniform sampled value to a value that is sampled from the Logistic distribution up to a small error in the sampling. Using Taylor expansion of the natural log function, we implement this Uniform to Logistic transformation by a collection of simple arithmetic operations applied on a collection of Boolean neurons. The total error in our sampling is set to be small enough so that the output distribution of the Boolean circuit is almost indistinguishable from that of the probabilistic threshold gate.

Grand Finale: Synchronization of a Spiking Neural Network. Finally, given an SNN network N of (probabilistic) threshold gates the synchronized network Sync(N) is obtained as follows. Each threshold gate gᵢ in N is replaced by its synchronized implementation Sync(gᵢ).

---

4 The probabilistic threshold gates of SNN.
The key challenge is in synchronizing these modules so that every neuron \( v \) in \( \mathcal{N} \) (i.e., not only the output neuron) has an equivalent neuron \( v' \) in \( \text{sync}(\mathcal{N}) \) that simulates \( v \) for any possible latency function throughout the entire simulation. See Fig. 1 for an illustration.

**From Edge Delays to Node Delays.** Given a network \( \mathcal{N} \) to be simulated and an integer \( T \), our goal is to build a synchronizer \( \text{sync}_V(\mathcal{N}, T) \) that simulates \( \mathcal{N} \) in the \( T \)-bounded node-delay model. To do that, we first compute a network \( \text{sync}_E(\mathcal{N}, L) \) that simulates \( \mathcal{N} \) in the \( L \)-bounded edge-delay model for \( L = \Theta(T^2) \). Then the output network \( \text{sync}_V(\mathcal{N}, T) \) is obtained by dividing some of the edge weights in \( \text{sync}_E(\mathcal{N}, L) \) by a factor of \( T \). The correctness argument is based on showing that for every node-delay function \( t : V \rightarrow \mathbb{N}_{\leq T} \), there exists an edge-delay function \( \ell : V \times V \times \mathbb{N}_{\geq 0} \rightarrow \mathbb{N}_{\leq L} \) such that the execution of the network \( \text{sync}_E(\mathcal{N}, L) \) with the edge-delay function \( \ell \) (in the edge-delay model) is similar to the execution of the network \( \text{sync}_V(\mathcal{N}, T) \) with the node-delay function \( t \) (in the node-delay model). Since the network \( \text{sync}_E(\mathcal{N}, L) \) simulates the original network \( \mathcal{N} \) for any edge-delay function, it will imply that the network \( \text{sync}_V(\mathcal{N}, T) \) simulates the original network \( \mathcal{N} \) for any node-delay function as desired.

**Additional Related Work.** Asynchronized communication in spiking neural networks has been studied in several settings. Maass [22, 25] considered a quite elaborated model for deterministic neural networks with arbitrary response functions for the edges, and a vector firing times for all neuron. The approach of [22] mostly concerned the computational power of this model upon choosing the best parameters for the network. I.e., showing feasibility results for various functions. In contrast, in this work our goal is to bound the computation time and the network size under this asynchronous setting. Khun et al. [15] studied the asynchronous dynamics under the stochastic model of DeVille and Peskin [7].

Turning to the setting of logical circuits, there is a long line of work on the asynchronous setting under various model assumptions [1, 11, 36, 4] that do not quite fit the memory-less setting of spiking neurons. A more related work to our setting is by Martin, Manohar and Moses [28, 26, 27] who studied the computational power of asynchronous digital circuits. In particular, they characterize the necessary and sufficient conditions for a valid operation of a given circuit in the asynchronous setting. For example, they showed that if all edges and nodes suffer from an unbounded delay then the computational power of the circuit must be very limited. The focus in our work is quite different. Instead of studying the computational power of the asynchronous setting, we bound the computational overhead for solving concrete problems.

**2 The Synchronous and Asynchronous SNN Models**

A deterministic neuron \( u \) is modeled by a deterministic threshold gate. Letting \( b(u) \) to be the threshold value of \( u \), then \( u \) outputs 1 if the weighted sum of its incoming neighbors exceeds \( b(u) \). A spiking neuron is modeled by a probabilistic threshold gate which fires with a sigmoidal probability that depends on the difference between its weighted incoming sum and \( b(u) \).
Neural Network Definition. A Neural Network (NN) \( \mathcal{N} = (X, Z, Y, w, b) \) consists of \( n \) input neurons \( X = \{x_1, \ldots, x_n\} \), \( m \) output neurons \( Y = \{y_1, \ldots, y_m\} \), and \( k \) auxiliary neurons \( Z = \{z_1, \ldots, z_k\} \). In spiking neural network (SNN), the neurons can be either deterministic threshold gates or probabilistic threshold gates. The directed weighted synaptic connections between \( V = X \cup Z \cup Y \) are described by the weight function \( w : V \times V \rightarrow \mathbb{R} \). A weight \( w(u, v) = 0 \) indicates that a connection is not present between neurons \( u \) and \( v \). Finally, for any neuron \( v \), the value \( b(v) \in \mathbb{R} \) is the threshold value (activation bias). The in-degree of every input neuron \( x_i \) is zero, i.e., \( w(u, x) = 0 \) for all \( u \in V \) and \( x \in X \). Additionally, each neuron is either inhibitory or excitatory: if \( v \) is inhibitory, then \( w(v, u) \leq 0 \) and if \( v \) is excitatory, then \( w(v, u) \geq 0 \) for every \( u \). This restriction arises from the biological structure of the neurons.

Network Dynamics in the Synchronous Setting. The network evolves in discrete, synchronous rounds as a Markov chain. The firing probability of every neuron in round \( \tau \) depends on the firing status of its neighbors in round \( \tau - 1 \), via a standard sigmoid function, with details given below. For each neuron \( u \), and each round \( \tau \geq 0 \), let \( \sigma_r(u) = 1 \) if \( u \) fires (i.e., generates a spike) in round \( \tau \). Let \( \sigma_0(u) \) denote the initial firing state of the neuron. The firing state of each input neuron \( x_i \) in each round is the input to the network. For each non-input neuron \( u \) and every round \( \tau \geq 1 \), let \( \text{pot}(u, \tau) \) denote the membrane potential at round \( \tau \) and \( p(u, \tau) \) denote the firing probability \( \{ \Pr[\sigma_\tau(u) = 1]\} \), calculated as \( \text{pot}(u, \tau) = \sum_{v \in V} w(v, u) \cdot \sigma_{\tau-1}(v) - b(u) \) and \( p(u, \tau) = \frac{1}{1 + e^{-\lambda \text{pot}(u, \tau)}} \), where \( \lambda > 0 \) is a temperature parameter which determines the steepness of the sigmoid. Clearly, \( \lambda \) does not affect the computational power of the network, thus we set \( \lambda = 1 \).

2.1 Network Dynamics in the Edge Delay Setting

The dynamic of the network is governed by a latency function \( \ell : V \times V \times \mathbb{N} \rightarrow \mathbb{N} \) interpreted as follows. For every directed edge \( e = (u, v) \) and round \( \tau \), a spike generated by \( u \) in round \( \tau \) arrived at \( v \) after \( \ell(u, v, \tau) \) rounds. In the synchronous setting, \( \ell(u, v, \tau) = 1 \) for every \( u, v, \tau \).

For every neuron \( v \) and round \( \tau \), let \( A(u, \tau) = \{(v, \tau') | v \in V, \tau' + \ell(v, u, \tau') = \tau\} \) denote all the spike events that if occur, arrive to \( u \) at round \( \tau \). The state of \( u \) in round \( \tau \) is given by:

\[
\text{pot}(u, \tau) = \sum_{(v, \tau') \in A(u, \tau)} w(v, u) \cdot \sigma_{\tau'}(v) - b(u) \quad \text{and} \quad \sigma_\tau(u) = 1 \text{ iff } \text{pot}(u, \tau) \geq 0. \tag{1}
\]

If \( u \) is a probabilistic threshold gate then it fires with probability \( p(u, \tau) = \frac{1}{1 + e^{-\lambda \text{pot}(u, \tau)}} \).

When \( \ell(u, v, \tau) = \ell(u, v, \tau') \) for every \( u, v \) and \( \tau' \neq \tau \), we may omit \( \tau \) and write \( \ell(u, v) \).

Definition 6 (The \( L \)-bounded Edge-Delay Setting). Given is a network \( \mathcal{N} \) and an integer \( L \). It is assumed the network contains a special neuron, the starter, that fires in the first round of the simulation. The dynamic is determined by a latency function \( \ell \). This function \( \ell \) can be chosen arbitrarily among all \( L \)-bounded nice functions.

Definition 7 (Computation of a Boolean Function in the \( L \)-bounded Edge-Delay Setting). Let \( f : \{0, 1\}^n \rightarrow \{0, 1\}^k \) be a Boolean function. A network \( \mathcal{N} \) with \( n \) input neurons \( x_1, \ldots, x_n \) and \( k \) output neurons \( z_1, \ldots, z_k \) computes \( f \) in this setting if for every nice \( L \)-bounded function \( \ell \) and for every fixed possible assignment to the input neurons \( b_1, \ldots, b_n \) the following holds: (i) If \( f_i(b_1, \ldots, b_n) = 1 \), then there exists a round in which \( z_i \) fires, where \( f_i(\cdot) \) is the \( i^{th} \) bit in the output of \( f \). (ii) If \( f_i(b_1, \ldots, b_n) = 0 \) then \( z_i \) does not fire throughout the entire execution. Furthermore, the network \( \mathcal{N} \) computes the function \( f \) in \( r \) rounds if \( \mathcal{N} \) computes \( f \), and for every nice \( L \)-bounded function \( \ell \), input bits \( b_1, \ldots, b_n \) and index \( i \) such that \( f_i(b_1, \ldots, b_n) = 1 \), \( z_i \) fires in some round \( \tau \leq r \).
Note that by this definition, for a network $\mathcal{N}$ that computes a Boolean function $f$ within $r$ rounds, to evaluate the output of the function it is sufficient to inspect the state of the output bits over the first $r$ rounds of the network’s simulation. Furthermore, as edge delays are allowed to be chosen in an adversarial manner, one cannot hope for having all output neurons fire in the exact same around. One mechanism that we use to keep the output neurons fire simultaneously is by using self-loop edges whose latency values is fixed to be 1.

**Synchronizers.** A synchronizer $\nu$ is an algorithm that gets as input a network $\mathcal{N}$ and outputs a network $\mathcal{N}' = \nu(\mathcal{N})$ that contains all the neurons of $\mathcal{N}$, plus additional auxiliary neurons. One of the auxiliary neurons in $\mathcal{N}'$ is a *starter* neuron that fires in the first round of the simulation. The network $\mathcal{N}'$ works in the asynchronous setting and should have *similar execution* to $\mathcal{N}$ in the sense that for every neuron $v \in V(\mathcal{N})$, the firing pattern of $v$ in the asynchronous network should be similar to the one in the synchronous network. The output network $\mathcal{N}'$ simulates each round of the network $\mathcal{N}$ by a *phase*.

**Definition 8 (Phases).** We partition the execution of $\mathcal{N}'$ into phases $1, 2, \ldots$, using a function $r : V(\mathcal{N}) \times \mathbb{N} \to \mathbb{N}$ that defines the beginning of phase $p$, i.e. the $p^{th}$ phase is the round interval $[r(v, p), r(v, p + 1)]$.

**Definition 9 (Similar Executions (Deterministic Networks)).** The synchronous execution $\Pi$ of a deterministic network $\mathcal{N}$ is specified by a list of states $\Pi = \{\sigma_1, \ldots, \}$ where each $\sigma_i$ is a binary vector describing the firing status of the neurons in round $i$. The asynchronous execution of the network $\mathcal{N}' = \nu(\mathcal{N}, L)$ with a latency function $\ell$ denoted by $\Pi'(\ell)$ is defined analogously only when applying the asynchronous dynamic of Eq. (1). The execution $\Pi'(\ell)$ is divided into phases according the a function $r : V(\mathcal{N}) \times \mathbb{N} \to \mathbb{N}$.

The network $\mathcal{N}$ and the pair $(\mathcal{N}', \ell)$ have a *similar execution* if $V(\mathcal{N}) \subseteq V(\mathcal{N}')$, and in addition, a neuron $v \in V(\mathcal{N})$ fires in round $p$ in the execution $\Pi$ iff $v$ fires during phase $p$ in $\Pi'(\ell)$. The networks $\mathcal{N}$ and $\mathcal{N}'$ are *similar* if $\mathcal{N}$ and $(\mathcal{N}', \ell)$ have a similar execution for every nice latency function $\ell$.

Note that specifically, if a synchronous network $\mathcal{N}$ computes a Boolean function $f$ by round $r$ and $\mathcal{N}$ and $\mathcal{N}'$ are similar, then $\mathcal{N}'$ computes $f$ by phase $r$. Therefore, if we know that each phase is of at most $q$ rounds, we get that $\mathcal{N}'$ computes $f$ in $r \cdot q$ rounds.

Finally, we note that the extension for randomized networks with probabilistic gates is quite straightforward if one simply fixed the random coins used by the neurons over the simulation. That is, to be able to faithfully compare the simulation of two random networks, one has to fix the random coins of both of the simulations to be the same. For this reason, given an input randomized network $\mathcal{N}$ in the synchronized model, we maintain all the random coins generated by the neurons of the network over the simulation. These random coins are then fed to the network $\mathcal{N}'$ (i.e., obtained by applying our synchronizers). Since we compare two randomized networks that use the same set of random coins, we can treat these networks as deterministic. In Appendix C we provide the analogous definitions for the $T$-bounded node-delay model. Throughout the main paper, we consider only the edge-delay model and to avoid cumbersome notation that synchronized network solutions for this model are denoted by $\nu(\mathcal{N})$ (rather than $\nu(\mathcal{N}, L)$).

### 3 Negative Results

**Impossibility Result for Arbitrary Latency Functions.** We start by considering Theorem 1, and show that if the latency values are allowed to be set in an adversarial manner in $\{1, 2\}$, then there exists no network that computes the AND of two Boolean inputs. In Appendix A, we show:
Lemma 10. Given input neurons $x, y$ and an output neuron $z$, there is no network computing $\text{AND}(x, y)$ under every latency function $\ell : V \times V \to \{1, 2\}$.

In the high level, we show that one can set the latency values such that all the spikes that depend on the value of $x$ (resp., $y$) arrive at odd (resp., even) rounds. Therefore, at any round, there is no neuron that fires as a function of both $x$ and $y$.

Size and Time Lower Bound

In this section we show the proof for Lemma 3. Here we focus on the size lower bound although the high level proof strategy for the time lower bound is quite similar. The time lower bound is presented in Appendix A.1. Our proof strategy is as follows. First we reduce any network $N$ that computes $\text{NOT}(x)$ in the asynchronous setting, to a network $N_{\text{simple}}$ with a simpler structure that makes it easier to make arguments on it. The second part of the argument shows the lower bound for simple networks. All missing proofs of this section are in Appendix A.

Definition 11 (Strong Neurons and Simple Networks). A neuron $u$ is strong in a given network if $w(u, u) \geq b(u)$, and otherwise it is weak. Note that specifically, an excitatory neuron $u$ with $b(u) \leq 0$ is strong. Given a single input neuron $x$, we say that a network $N$ is simple if the following hold: (i) $x$ is a strong neuron and has an outgoing edge of infinite negative weights to all other neurons in the network; and (ii) all other neurons are excitatory.

We note that the simple network is not a legally defined neural network: the input neuron has an incoming edge (self-loop), and it is an inhibitor with a positive self-loop. However, this network definition is only for the sake of the analysis and as such, it is not restricted to follow any rule.

Reduction to Simple Networks. Given a network $N$ with an input neuron $x$, define $N_{\text{simple}}$ as follows. Exclude all the inhibitory neurons from $N_{\text{simple}}$ and take all edges between excitatory neurons to be as in $N$. Then, add a self-loop of infinite weight to the input neuron $x$, and connect it to every neuron with infinite negative weight.

Lemma 12. If $N$ computes $\text{NOT}(x)$ within $r$ rounds starting with the initial state $\bar{\sigma}$, then also $N_{\text{simple}}$ computes it within $r$ rounds, when starting with the initial states as in $\bar{\sigma}$ restricted to the vertices of $N_{\text{simple}}$.

The proof goes by claiming that for any latency function $\ell_{\text{simple}}$ for $N_{\text{simple}}$, we can show the existence of a latency function $\ell$ for $N$ whose performance is only worse than that of $N_{\text{simple}}$ with $\ell_{\text{simple}}$. That is, when $x = 0$ (resp., $x = 1$) then the potential of all neurons in $N_{\text{simple}}$, $\ell_{\text{simple}}$ is not decreased (resp. increased) when compared to $N$, $\ell$. Since the network $N$ computes $\text{NOT}(x)$ with the latency function $\ell$ within $r$ rounds, we conclude that also $N_{\text{simple}}$ computes it with the latency function $\ell_{\text{simple}}$ within at most $r$ rounds.

Fix a $\text{NOT}(x)$ network $N$. For an integer $r$, a latency function $\ell$ for $N$ is $r$-good with the initial configuration $\bar{\sigma}$, if the network computes $\text{NOT}(x)$ within $r$ rounds. I.e., when $x = 0$, the output of $N$ fires in some round $\tau \leq r$, and when $x = 1$ it never fires when all latencies are given based on $\ell$. If $\ell$ is $r$-good for some integer $r$ we say it is good, and otherwise the

5 By infinite we mean large enough so that when the spike by $x$ arrives at some neuron $v$, $v$ would not fire.
latency function is bad (the network fails to compute NOT(x)). Note that in order for a network to compute NOT(x) within r rounds, it is required that any latency function is r-good for a fixed initial configuration.

**Lower Bound for Simple Networks.** Assume towards contradiction that there exists a simple network $\mathcal{N} = \mathcal{N}_{\text{simple}}$ with maximum in-degree $\Delta_{\text{in}} < L - 2$ that computes NOT(x). I.e., there exists an initial configuration $\tilde{\sigma}$ for all neurons but $x$ such that every latency function $\ell$ is good for $(\mathcal{N}, \tilde{\sigma})$. In what follows, we define two conflicting latency functions $\ell_0$ and $\ell_1$, such that if $\ell_0$ is good when the initial state of $x$ is 0, then it implies that $\ell_1$ is bad when the initial state of $x$ is 1.

**Defining the Latency Functions $\ell_0$ and $\ell_1$.** Recall that for every $b \in \{0, 1\}$, $\tilde{\sigma}_b = [b, \tilde{\sigma}]$ is the initial state vector where $x$ has the initial state $b$ and the initial states of all other neurons is specified by the vector $\tilde{\sigma}$. The construction of $\ell_0, \ell_1$ is inductive. To avoid cumbersome notation, we start the simulation in round $-1$ rather than in round 0. For this first round $-1$, let $\ell_0(v, u, -1) = 1$ for $v \neq x$, and $\ell_0(x, u, -1) = L$ for every $u \in \{0, 1\}$. Thus, the positive spikes (by any $v \neq x$) fired in round $-1$ arrive in round 0, and the negative spikes of $x$ arrive in round $L - 1$.

To define the latency of the edges in the remaining rounds $\tau \geq 0$, we partition them into blocks, each of size $L$ rounds where the $i$th block is $T_i = [iL, iL + (L - 1)]$ for every $i \geq 0$. We continue in steps $i = 1, \ldots$ where in step $i$, the latency values of $\ell_0(e, \tau), \ell_1(e, \tau)$ are defined for every edge $e$ in the network $\mathcal{N}$, and for every round $\tau \in T_i$. For every $b \in \{0, 1\}$ and a block $T_i$, define $A_{i,b}$ as the set of neurons that fire (hence active) in the first round of $T_i$ when executing $\mathcal{N}$ with the initial configuration $\tilde{\sigma}_b$, and the latency function $\ell_b$. Throughout the process of defining the latency functions, we maintain these invariants at the beginning of step $i$:

- (11) All the positive spikes generated at any round before the interval $T_i$ arrive to their destination by the first round of $T_i$. Furthermore, all negative spikes generated at any round before the interval $T_i$ arrive to their destination either by the first round of $T_i$ or on the last round of $T_i$, namely, round $iL + (L - 1)$.

- (12) $A_{i,0} \setminus \bigcup_{i' \leq i} A_{i',1} = \emptyset$.

We define the latency for the rounds in $T_i$, and then show that the invariants are maintained.

**Defining the latency function $\ell_1$ for $T_i$.** For every self-loop edge $e$ and every $\tau \in T_i$, let $\ell_1(e, \tau) = 1$. For every edge $e = (x, u)$ where $u \neq x$, and $\tau \in T_i \setminus \{iL, (L - 1)\}$, let $\ell_1(e, \tau) = (iL + (L - 1)) - \tau$, i.e., the spike of $x$ arrives $u$ in the last round of the interval $T_i$. For $e = (x, u)$ and $\tau = iL + (L - 1)$, let $\ell_1(e, \tau) = L$ so that the spike arrives in the last round of the next block, i.e., round $(i + 1)L + (L - 1)$. For every other edge $e = (v, u)$ with $v \neq x$, let $\ell_1(e, \tau) = (i + 1)L - \tau$, i.e., the spike arrives at the first $\tau$ round of the next block $T_{i+1}$.

**Defining the latency function $\ell_0$ for $T_i$.** As for $\ell_1$, for a self-loop edge $e$, we set $\ell_0(e, \tau) = 1$. For an edge $e = (x, u)$ we set $\ell_0(e, \tau)$ arbitrarily (since $x = 0$, those values are meaningless). We now fix a neuron $u$, and set the latency values of all its incoming edges $(v, u)$. Since we have already defined the latency values of all edges up to block $T_i$, at the beginning of step $i$, the sets $A_{i,0}, A_{i,1}$ can be computed. Let $g_1, \ldots, g_\omega$ be the weak incoming neighbors of $u$ in $A_{i,0}$, and $h_1, \ldots, h_\gamma$ be the strong incoming neighbors of $u$ in $A_{i,0}$. We consider two cases. The neuron $u$ is said to have a dominant neighbor if it has a neighbor with a sufficiently
large incoming weight, where the precise weight threshold depend on whether the incoming neighbor is weak or strong. Specifically, it has a dominant neighbor if it has either a weak neighbor $g_j$ with $w(g_j, u) \geq b(u)$, or a strong neighbor $h_j$ with $w(h_j, u) \geq b(u)/(L-1)$.

- **Case 1:** $u$ has a dominant neighbor. Let $\ell_0(e, \tau) = (i+1)L - \tau$ for every incoming edge $e = (v, u)$. That is, we schedule all the incoming spikes of $u$ in this block to arrive at $u$ in the first round of the next block $T_{i+1}$.

- **Case 2:** $u$ has no dominant neighbor. Since $\deg(u) < L-2$, we have that $\omega + s < L-2$, and in particular $\omega \leq L - 2$. For each weak neuron $g_j$, set $\ell_0(g_j, u, iL) = j + 1$. That is, the spike from $g_j$ in round $iL$ is scheduled to arrive at $u$ in round $iL + (j+1)$. For each strong neuron $h_i$, we split all the spikes generated by $h_i$ during the $\omega + 1$ rounds $iL, \ldots, iL + \omega$ in a balanced manner over $L - (\omega + 1)$ rounds. Specifically, we set the latency values of the at most $\omega + 1$ spikes by $h_i$ during the rounds $iL, \ldots, iL + \omega$ such that in each round $\tau \in [iL + (\omega + 2), (i+1)L]$, $u$ receives at most $(\omega + 1)/(L - (\omega + 1))$ spikes from $h_i$. For each $\tau \in [iL + (\omega + 1), iL + (L - 1)]$, let $\ell_0(h_i, u, \tau) = 1$, i.e., the spike arrives one round later. The latency of all the remaining edges $e$ and rounds $\tau$ in $T_i$ is set to $\ell_0(e, \tau) = (i+1)L - \tau$, so that it arrives in round $(i+1)L$.

In Appendix A.1.2, we prove that the invariants hold by induction on the number of rounds. Since the output $z$ is required to fire when $x = 0$ but must not fire when $x = 1$, we get the desired contradiction. In Appendix A.1, we show the time lower bound of $\Omega(L^3)$ rounds. This bound is tight, and the construction while having a similar high-level ideas is slightly more involved than the size lower bound.

### 4 Upper Bounds

#### 4.1 Synchronization of Logic Gates and Boolean Circuits

First observe that the simple implementation of an OR-gate works also in the asynchronous setting.

- **Observation 13 (OR gate).** Given input neurons $x_1, \ldots, x_n$ and output neuron $z$, there exists a deterministic network $\text{OR}_{\text{sync}}$ with no auxiliary neurons, that computes the OR gate of $x_1, \ldots, x_n$ using $L$ rounds. I.e., it holds that: (i) If $\sigma_0(x_1) \lor \ldots \lor \sigma_0(x_n) = 0$, then $\sigma_t(z) = 0$ for every $t$, and (ii) If $\sigma_0(x_1) \lor \ldots \lor \sigma_0(x_n) = 1$, then there exists a round $t \in [1, L]$ such that $\sigma_t(z) = 1$. Moreover, if an input neuron fires in round $\tau$, the output neuron $z$ fires in some round $t \in [\tau + 1, \tau + L]$.

We next consider the more technically involved setting of synchronizing a NOT gate.

- **Lemma 14 (NOT gate).** There is a network $\text{NOT}_{\text{sync}}$ of size $O(L^2)$ with input neuron $x$ and output neuron $z$, that computes NOT$(x)$ within $O(L^3)$ rounds. I.e., it holds that: (i) If $\sigma_0(x) = 1$, then $\sigma_t(z) = 0$ for every $t$, and (ii) If $\sigma_0(x) = 0$, then there exists a round $t \in [L, \Theta(L^3)]$ such that $\sigma_t(z) = 1$.

The following synchronous implementation assumes that the network contains a special starter neuron $v^*$ that fires at the beginning of the simulation, regardless of the input value of $x$. Later on in Section 4.3, when presenting the complete synchronization scheme, this neuron $v^*$ will receive the starting firing signal from the global pulse generator.

---

6 For simplicity, we assume that $(\omega + 1)$ divides $(L - (\omega + 1))$
Network Description. The network consists of the following components, see Figure 2.
1. A chain \( C = [c_0 = v^*, \ldots, c_{5L}, z] \) containing \( 5L^2 + 1 \) neurons. The head of the chain is the starter neuron that fires in the first round. For every \( i \geq 0 \), the neuron \( c_i \) has bias \( b(c_i) = 1 \). Moreover, for every \( i \geq 1 \) the neuron \( c_i \) has an incoming edge from \( c_{i-1} \) with weight 1.
2. A memory neuron \( m \) that remembers the initial state of \( x \). The memory neuron has a positive incoming edge from \( x \), as well as a self-loop both with weight 1 and bias \( b(m) = 1 \).
3. A reset inhibitory neuron \( r \) with an edge from \( m \) of weight \( w(m, r) = 1 \), and bias \( b(r) = 1 \).
4. A collection of \( L + 1 \) intermediate neurons \( v_0, \ldots, v_L \) that are connected to the output neuron \( z \), where each \( v_i \) has an incoming edge from the neuron \( c_{5iL} \in C \) with weight \( w(c_{5iL}, v_i) = 1 \), a self-loop of weight 1 and bias \( b(v_i) = 1 \). In addition, each \( v_i \) has a negative incoming edge from the reset neuron \( r \) with weight \( w(r, v_i) = -\infty \). Finally, each \( v_i \) has an edge to \( z \) with weight \( w(v_i, z) = 1 \) and bias \( b(z) = L + 1 \).

The correctness of the construction and the proof of Lemma 14 are deferred to Appendix B.1.

Synchronization of a Boolean Circuit. Given the synchronized sub-networks of Observation 13 and Lemma 14, we now show how to synchronize a Boolean circuit that contains OR and NOT gates.

- Lemma 15. Given a Boolean circuit \( A \) of OR and NOT gates with \( n \) inputs, \( k \) outputs, \( m \) gates and depth \( d \), there exists a deterministic network \( N = \text{sync}(A) \) with input neurons \( x_1, \ldots, x_n \), output neurons \( z_1, \ldots, z_k \) and \( O(dL^3 + mL^2) \) auxiliary neurons, that computes \( A \) in \( O(dL^3) \) rounds. I.e., it holds that (i) If \( [A(\sigma_0(x_1), \ldots, \sigma_0(x_n))]_i = 0 \) then \( \sigma_i(z_i, N) = 0 \) for every \( i \); and (ii) If \( [A(\sigma_0(x_1), \ldots, \sigma_0(x_n))]_i = 1 \), then there exists \( t \in [1, O(dL^4)] \) such that \( \sigma_t(z_i, N) = 1 \).

In the high-level, the network \( N = \text{sync}(A) \) is obtained by replacing each gate \( g_i \) with its synchronized module \( \text{Sync}(g_i) \). The input neurons to the gate modules in layer \( j \) of \( A \) are the output neurons of the gate modules of layer \( j - 1 \) in \( A \). The network then contains a chain of length \( O(d \cdot L^3) \) to control the synchronization between layers: the modules of layer \( j \) are activated only after the modules of the previous layer have completed their computation. See Appendix B.2.

4.2 Synchronization of a Single Threshold Gate

Deterministic Threshold Gate. Given a deterministic threshold gate \( g \) with \( \Delta \) inputs, one can implement \( g \) using a Boolean Circuit with \( \text{poly}(\Delta) \) gates and depth \( O(\log \Delta) \) (see Appendix B.3). Combining with the construction described in Lemma 15 we show the following:

- Lemma 16. Given a weighted threshold gate \( g = f(x_1, \ldots, x_\Delta) \), there exists a network \( N = \text{Sync}(g) \) with \( \Delta \) input neurons \( x_1, \ldots, x_\Delta \), an output neuron \( z \), and \( O(\log \Delta \cdot L^3 + \text{poly}(\Delta) \cdot L^2) \) auxiliary neurons that computes \( f \) within \( O(\log \Delta \cdot L^4) \) rounds. I.e. the output \( z \) fires in round \( \tau \in [2, O(\log \Delta \cdot L^4)] \) if and only if \( f(\sigma_0(x_1), \ldots, \sigma_0(x_\Delta)) = 1 \).

\footnote{For a vector of \( n \) bits \( x \in \{0, 1\}^n \), let \([x]_i\) denote the \( i^{th} \) bit of \( x \). I.e., if \( x = (x_1, \ldots, x_n) \), then \([x]_i = x_i \).}
Probabilistic Threshold Gate. We next turn to consider the more challenging setting of probabilistic threshold gates. To synchronize such gates, we first describe how to implement them by using a Boolean circuit $\mathcal{A}$ that contains two types of gates: deterministic threshold gates, and input-less gates which outputs 1 with probability 1/2. We hereafter denote the latter gates by uniformly random gates. The output distributions of the probabilistic threshold gate and the output gate of $\mathcal{A}$ will be very close up to a small additive error of $\epsilon \in (0,1)$. The synchronized probabilistic gate will be obtained by applying the synchronization scheme of Lemma 15 on the circuit $\mathcal{A}$.

Our key result might be of independent interest in the context of Boolean circuits:

► Lemma 17. Given a probabilistic threshold gate $g$ with $\Delta$ inputs, and an error parameter $\epsilon \in (0,1)$, there exists a Boolean circuit with depth $\text{poly}(\log \Delta, \log(1/\epsilon))$ and a total $\text{poly}(\Delta, \log(1/\epsilon))$ deterministic gates. In addition, there is a collection of $\text{O}(\log(1/\epsilon))$ uniformly random gates (each outputs 1 independently w.p. 1/2), and an output gate $g'$ that approximates $g$ in the following sense. Letting $p(\bar{x}), p'(\bar{x})$ be the probability that $g, g'$ output 1 given input $\bar{x}$, it holds that $|p(\bar{x}) - p'(\bar{x})| \leq \theta(\epsilon)$ for any fixed assignment of input $\bar{x}$.

Our starting point is the following useful fact from [20]:

► Observation 18. Let $g_1$ be a probabilistic gate with an incoming weighted sum $W$ and bias $b_1$. Let $g_2$ be a deterministic threshold gate with incoming weighted sum $W$ and bias $b_2$, where $b_2$ is sampled from the Logistic distribution with mean $b_1$ and scale 1. Then $\text{Pr}[g_1 = 1] = \text{Pr}[g_2 = 1] = 1/(1 + e^{-(W-b_1)})$.

The observation holds as the cumulative density function of the Logistic distribution is a Sigmoidal function. Since we already know how to implement a deterministic threshold gate using a Boolean circuit, the key challenge is in sampling a value from the Logistic distribution using a small number of uniformly random gates (i.e., fair coins). This is done in two key steps. First, using $O(\log 1/\epsilon)$ uniformly random gates, we sample a value from an $\epsilon^4$-discretization of the uniform distribution. Then, we use the method of inverse transform sampling to sample from a distribution that is $\Theta(\epsilon)$-close (in $L_1$ norm) to the Sigmoidal distribution. For a value $r$ sampled u.a.r in $[0,1]$, a sample from the Logistic distribution with mean $b$ and scale 1 is given by $b + \ln(r/(1-r))$. To compute the expression $b + \ln(r/(1-r))$ using a Boolean circuit, we approximate the $\ln(x)$ function using the first $O(\log 1/\epsilon)$ terms of the Taylor expansion. The almost-Logistic sample will serve as the bias of a deterministic threshold gate and be fed to the Boolean circuit of Lemma 16. The full description is given in Appendix B.4.

We can then synchronize the Boolean Circuit as described in Lemma 17.

► Corollary 19. Given a probabilistic threshold gate $g$ with $\Delta$ inputs, and an error parameter $\epsilon \in (0,1)$, there exists a network $\mathcal{N} = \text{Sync}(g)$ with $\Delta$ input neurons $x_1, \ldots, x_\Delta$, an output neuron $z$, and $\text{poly}(\Delta, \log 1/\epsilon) \cdot L^3$ auxiliary neurons such that $z$ approximates the gate $g$ within $\text{poly}(\log \Delta, \log 1/\epsilon) \cdot L^4$ rounds in the following sense. For any fixed input $\bar{x}$, with probability at least $1 - \Theta(\epsilon)$, it holds that $g$ outputs 1 iff $z$ fires in some round in $[1, \text{poly}(\log \Delta, \log 1/\epsilon) \cdot L^4]$.

---

8 A uniformly random gate is a fair coin, in contrast to probabilistic threshold gate that outputs 1 based on a Sigmoidal distribution.

9 Our sample is equivalent to sampling a value from the uniform distribution and then rounding it to the closest value of the form $i \cdot \epsilon^4$ for some integer $i$. 
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Figure 2 Left: synchronized network of a single NOT gate. Middle: A synchronized network for a Boolean circuit. Right: The transformation of a single neuron \( v_i \) in the synchronized network for the given SNN.

4.3 The Complete Synchronization Scheme

The complete synchronization scheme and the proof of Theorem 4 are given in Appendix B.5. In the high level, the construction has two parts: a global pulse generator, and a specific adaptation of the given network \( \mathcal{N} \) into a network \( \text{sync}(\mathcal{N}) \), see Figure 2.

The pulse generator is implemented by a directed cycle of length \( k = \tilde{O}(L^4 \log \Delta) \). The input layer and output layer in \( \text{sync}(\mathcal{N}) \) are exactly as in \( \mathcal{N} \). Let \( V \) be the neurons of \( \mathcal{N} \). For each auxiliary neuron \( v_i \in V \), we add its synchronized sub-network \( \text{Sync}(v_i) \) from Lemma 16 and Cor. 19. Recall that each neuron in \( \mathcal{N} \) implements either a threshold gate or a probabilistic threshold gate. For each such \( v_i \in V \), we also add an AND module \( \text{AND}_i \), which receives input from the sub-network \( \text{Sync}(v_i) \) and the pulse generator. The neuron \( v_i \) is set to be the output neuron of this \( \text{AND}_i \) module.

References

Assume towards contradiction there exists a network \( \mathcal{N} = (V, \{x, y\}, \{z\}, w, b) \) that computes the AND gate of the initial states \( x_0, y_0 \) of the inputs \( x \) and \( y \). It is then required that if \( x_0 \land y_0 = 1 \), then there exists a round in which \( z \) fires, and if \( x_0 \land y_0 = 0 \) then \( z \) is idle throughout the execution. Our goal is to show the existence of a bad assignment of latency values to the edges of \( \mathcal{N} \). Such bad assignment exists even if we fix the latency of each edge to the same value throughout the entire execution. We begin with some quick observations.

- The state of a neuron \( v \) in round \( \tau \), namely, \( \sigma_\tau(v) \), is fully determined by the network, the latency function, the input and the initial state \( \sigma_0 \), that is \( \sigma_\tau(v) = H(\mathcal{N}, \ell, \sigma_0, x_0, y_0, v, \tau) \) for some function \( H \).
- Given the network \( \mathcal{N} \) and a latency function \( \ell \), the state of a neuron \( v \) in round \( \tau \) is a function of the previous states of its incoming neighbors denoted as \( u_1 \ldots u_k \):
  \[ \sigma_\tau(v) = F_\ell(\sigma_{\tau-\ell(u_1,v)}(u_1), \ldots, \sigma_{\tau-\ell(u_k,v)}(u_k)). \]

**Definition 20.** For a neuron \( v \) and round \( \tau \), we say that the state \( \sigma_\tau(v) \) is \( x \)-independent (equivalently \( y \)-independent) if its value does not depend on the initial state of \( x \), i.e.
  \[ H(\mathcal{N}, \ell, \sigma_0, x_0 = 0, y_0, v, \tau) = H(\mathcal{N}, \ell, \sigma_0, x_0 = 1, y_0, v, \tau). \]

**Observation 21.** A concatenation of \( x \)-independent functions is also \( x \)-independent. Specifically, for round \( \tau \) and neuron \( v \) with incoming neighbors \( u_1, \ldots, u_k \), it holds that if \( \sigma_{\tau-\ell(u_1,v)}(u_1), \ldots, \sigma_{\tau-\ell(u_k,v)}(u_k) \) are \( x \)-independent then \( \sigma_\tau(v) \) is also \( x \)-independent.

Given the network \( \mathcal{N} \) we set the edge latencies as follows:
  \[ \ell(u, v) = \begin{cases} 1 & \text{if either } u = x \text{ or } v = x, \text{ but not both.} \\ 2 & \text{otherwise.} \end{cases} \]
We next show that for every neuron $v \in V$, its firing state in each round if either $x$-independent or $y$-independent. Specifically, the firing state of $z$ in each round does not depend on both $x_0$ and $y_0$. This will contradict the assumption that $z$ computes an AND gate of $x_0$ and $y_0$.

\[ \text{(Claim 22)} \quad \text{For every round } \tau \geq 1 \text{ it holds that: (1) For every } v \in V \setminus \{x\}, \text{ the firing state } \sigma_{\tau}(v) \text{ is } x\text{-independent if } \tau \text{ is even and } y\text{-independent if } \tau \text{ is odd. (2) } \sigma_{\tau}(x) \text{ is } x\text{-independent if } \tau \text{ is odd and } y\text{-independent if } \tau \text{ is even.} \]

\[ \text{Proof.} \quad \text{By induction on the round } \tau. \quad \text{For } \tau = 1, \text{ since all outgoing edges from } y \text{ have latency 2 (except for the edge } (y, x), \text{ if exists), in round 1 no neuron } v \in V \setminus \{x\} \text{ received a signal from } y \text{ and therefore } \sigma_{1}(v) \text{ is } y\text{-independent. Because the edge from } x \text{ to itself has latency 2, and the edge from } y \text{ to } x \text{ has latency 1, in round 1 the neuron } x \text{ can receive a signal from } y \text{ but not from } x \text{ and therefore also } \sigma_{1}(x) \text{ is } x\text{-independent. For } \tau = 2 \text{ and } v \neq x, \text{ since the edges from } x \text{ have latencies 1, and all other edges have latency 2, it holds that} \]

\[ \sigma_{2}(v) = F_{\tau}(\sigma_{1}(x), \sigma_{0}(y), \sigma_{0}(u_{1}), \ldots, \sigma_{0}(u_{k})), \]

where $u_{1}, \ldots, u_{k}$ are the neighbors of $v$ in $V \setminus \{x\}$. Because $\sigma_{1}(x)$ is $x$-independent, and $\sigma_{0}(u_{1})$ are the initial states, by Observation 21 we can conclude that $\sigma_{2}(v)$ is $x$-independent.

Next, for the input neuron $x$, since all its incoming edges (except for the self-loop) have latency 1 it holds that

\[ \sigma_{2}(x) = F_{\tau}(\sigma_{0}(x), \sigma_{1}(u_{1}), \ldots, \sigma_{1}(u_{k})). \]

Because $\sigma_{1}(v)$ is $y$-independent for all $v \neq x$, we conclude that $\sigma_{2}(x)$ is $y$-independent as well.

Assume the claim holds for every round $\tau' < \tau$ and we will show the claim holds for round $\tau$ as well. For $v \neq x$ with incoming neighbors $u_{1}, \ldots, u_{k}$ in $V \setminus \{x\}$, by the definition of the latencies it holds that

\[ \sigma_{\tau}(v) = F_{\tau}(\sigma_{\tau-1}(x), \sigma_{\tau-2}(u_{1}), \ldots, \sigma_{\tau-2}(u_{k})). \]

If $\tau$ is even, so is $\tau - 2$ and by the induction assumption $\sigma_{\tau-2}(u_{i})$ are $x$-independent. Because $\tau - 1$ is odd, $\sigma_{\tau-1}(x)$ is $x$-independent. Hence, by Observation 21 we conclude that $\sigma_{\tau}(v)$ is also $x$-independent. Similarly, if $\tau$ is odd, then by the induction assumption $\sigma_{\tau-2}(u_{i})$ and $\sigma_{\tau-1}(x)$ are $y$-independent, and therefore $\sigma_{\tau}(v)$ is also $y$-independent. Then, for the neuron $x$, it holds that

\[ \sigma_{\tau}(x) = F_{\tau}(\sigma_{\tau-2}(x), \sigma_{\tau-1}(u_{1}), \ldots, \sigma_{\tau-1}(u_{k})). \]

If $\tau$ is odd, by the induction assumption $\sigma_{\tau-2}(x)$ as well as $\sigma_{\tau-1}(u_{1}), \ldots, \sigma_{\tau-1}(u_{k})$ are $x$-independent and therefore $\sigma_{\tau}(x)$ is $x$-independent. On the other hand, if $x$ is even, then by the induction assumption $\sigma_{\tau-2}(x)$ and $\sigma_{\tau-1}(u_{1}), \ldots, \sigma_{\tau-1}(u_{k})$ are $y$-independent and therefore $\sigma_{\tau}(x)$ is also $y$-independent.

Since in each round the output neuron $z$ is either $x$-independent or $y$-independent, this contradicts the assumption and Lemma 10 follows.
A.1 Size Lower Bound for Computing $\text{NOT}(x)$

A.1.1 Reduction to Simple Networks, Proof of Lemma 12

The reduction is based on the following notion of domination between two configurations.

**Domination.** Given a network $\mathcal{N}$, a latency function $\ell$, and a vector of starting states $\bar{\sigma}$ for all neurons but the input $x$, for $b \in \{0, 1\}$ define $\text{pot}_b(u, \tau, \mathcal{N}, \ell, \bar{\sigma})$ as the potential of neuron $u$ in round $\tau$ in the simulation of $\mathcal{N}$ with the initial vector state $[b, \bar{\sigma}]$, i.e., with the initial state of $x$ being $b$ and all other initial states are as in $\bar{\sigma}$. When $\bar{\sigma}$ is clear from the context, we may omit it, and simply write $\text{pot}_b(u, \tau, \mathcal{N}, \ell)$. Given networks $\mathcal{N}_1, \mathcal{N}_2$ with vertices $V_1, V_2$ and latency functions $\ell_1, \ell_2$ respectively, we say that $\langle \mathcal{N}_1, \bar{\sigma}_1 \rangle$ and $\langle \mathcal{N}_2, \bar{\sigma}_2 \rangle$ are compatible if $V_1 \subseteq V_2$ and $\sigma_1$ and $\sigma_2$ agree on the mutual vertices of $V_1$, i.e., $\sigma_1(u) = \sigma_2(u)$ for every $u \in V_1$.

In our arguments, we consider a pair of compatible configurations $\langle \mathcal{N}_1, \bar{\sigma}_1 \rangle$ and $\langle \mathcal{N}_2, \bar{\sigma}_2 \rangle$ along with latency functions $\ell_1, \ell_2$ for these configurations. We say that $\langle \mathcal{N}_1, \bar{\sigma}_1, \ell_1 \rangle$ dominates $\langle \mathcal{N}_2, \bar{\sigma}_2, \ell_2 \rangle$ if $\langle \mathcal{N}_1, \bar{\sigma}_1 \rangle$ and $\langle \mathcal{N}_2, \bar{\sigma}_2 \rangle$ are compatible and in addition:

1. $\text{pot}_1(u, \tau, \mathcal{N}_1, \ell_1, \bar{\sigma}_1) \leq \text{pot}_1(u, \tau, \mathcal{N}_2, \ell_2, \bar{\sigma}_2)$ for every $u \in V_1 \setminus \{x\}$ and $\tau \geq 0$.
2. $\text{pot}_0(u, \tau, \mathcal{N}_1, \ell_1, \bar{\sigma}_1) \geq \text{pot}_0(u, \tau, \mathcal{N}_2, \ell_2, \bar{\sigma}_2)$ for every $u \in V_1 \setminus \{x\}$ and $\tau \geq 0$.

Let $V, V_{\text{simple}}$ be the vertex sets of $\mathcal{N}$ and $\mathcal{N}_{\text{simple}}$ respectively. Let $\bar{\sigma}_{\text{simple}}$ be the initial state vector that agrees with $\bar{\sigma}$ on all vertices in $V_{\text{simple}}$. Thus, $\langle \mathcal{N}_{\text{simple}}, \bar{\sigma}_{\text{simple}} \rangle$ and $\langle \mathcal{N}, \bar{\sigma} \rangle$ are compatible. For a number of rounds $r$, a latency function $\ell$ is $r$-good for $\langle \mathcal{N}, \bar{\sigma} \rangle$ if $\mathcal{N}$ computes $\text{NOT}(x)$ within $r$ rounds under $\ell$ when starting from the initial state vector $\bar{\sigma}$. Our proof strategy is as follows. We will show that every latency function $\ell_{\text{simple}}$ is $r$-good for $\langle \mathcal{N}_{\text{simple}}, \bar{\sigma}_{\text{simple}} \rangle$, by showing that there exists a function $\ell$ such that $\langle \mathcal{N}_{\text{simple}}, \bar{\sigma}_{\text{simple}}, \ell_{\text{simple}} \rangle$ dominates $\langle \mathcal{N}, \bar{\sigma}, \ell \rangle$.

Given a latency function $\ell_{\text{simple}}$ for the network $\mathcal{N}_{\text{simple}}$, let $\ell$ be a latency function for $\mathcal{N}$ which is similar on excitatory neurons and gives inhibitory neurons the latency value of the neuron $x$. I.e., $\ell(v, u, \tau) = \ell_{\text{simple}}(v, u, \tau)$ for every pair of excitatory neurons. In addition, $\ell(v', u, \tau) = \ell_{\text{simple}}(v, u, \tau)$ for every inhibitory neuron $v'$, and a neuron $u \in V_{\text{simple}}$. All remaining latency values (i.e., the incoming edges to the inhibitors of $\mathcal{N}$) can be chosen arbitrarily.

We show by induction on the round $\tau$, that (i) $\text{pot}_1(u, \tau, \mathcal{N}_{\text{simple}}, \ell_{\text{simple}}) \leq \text{pot}_1(u, \tau, \mathcal{N}, \ell)$ for every $u \in V_{\text{simple}} \setminus \{x\}$, $\tau \geq 0$, and (ii) $\text{pot}_0(u, \tau, \mathcal{N}_{\text{simple}}, \ell_{\text{simple}}) \geq \text{pot}_0(u, \tau, \mathcal{N}, \ell)$ for every $u \in V_{\text{simple}} \setminus \{x\}$ and $\tau \geq 0$. For $\tau = 0$, this is true as the potential values in $\tau = 0$ are simply the initial states, and the vector of initial states of $\bar{\sigma}$ and $\bar{\sigma}_{\text{simple}}$ are compatible. For the induction step, let $\tau \geq 1$, and assume correctness for all $\tau' \leq \tau - 1$. We will prove the claims for round $\tau$. Let $u$ be a neuron in $V_{\text{simple}} \setminus \{x\}$, and let $v_1, \ldots, v_k$ be its incoming excitatory neighbors.

**The initial state of $x$ is 0.** By the induction assumption, it holds that $\text{pot}_0(u, \tau', \mathcal{N}_{\text{simple}}, \ell_{\text{simple}}) \geq \text{pot}_0(u, \tau', \mathcal{N}, \ell)$ for every round $\tau' \leq \tau - 1$ and every neuron $v \in \{v_1, \ldots, v_k\}$. Thus every excitatory neuron $v_i$ that fires in round $\tau'$ in the simulation of $\mathcal{N}$, also fires in round $\tau'$ in the simulation of $\mathcal{N}_{\text{simple}}$ for every $\tau' \leq \tau - 1$. Combining with the definition of the latency function $\ell$, we get that each spike from $v_i$ that arrives to $u$ at round $\tau$ of the simulation of $\mathcal{N}$ also arrives $u$ in round $\tau$ in the simulation of $\mathcal{N}_{\text{simple}}$. Let $\omega$ be an inhibitory incoming neighbor of $u$ in $\mathcal{N}$, then $\omega$ does not exist in $\mathcal{N}_{\text{simple}}$. Also note that since $\sigma_0(x) = 0$, a negative spike from $x$ never arrives at $u$ in the simulation of network.
We show that the latency values defined in the step $i$ arrive at $u$ in $\mathcal{N}_{\text{simple}}$. Summing over the positive and negative spike weights, we get that $\text{pot}_0(u, \tau, \mathcal{N}_{\text{simple}}, \ell_{\text{simple}}) \geq \text{pot}_0(u, \tau, \mathcal{N}, \ell)$ for every $u \in V_1 \setminus \{x\}$.

**The initial state of $x$ is 1.** The initial state of $x$ is 1: By the induction assumption it holds that $\text{pot}_1(u, \tau', \mathcal{N}_{\text{simple}}, \ell_{\text{simple}}) \leq \text{pot}_1(u, \tau', \mathcal{N}, \ell)$ for every round $\tau' \leq \tau - 1$ and every $u \in \{v_1, \ldots, v_k\}$. Thus every $v_i$ that fires in round $\tau'$ in the simulation of $\mathcal{N}_{\text{simple}}$, also fires in round $\tau'$ in the simulation of $\mathcal{N}$. Combining with the definition of the latency function $\ell$, we get that each spike from $v_i$ that arrives at $u$ in round $\tau$ of the simulation of $\mathcal{N}_{\text{simple}}$ also arrives at $u$ in round $\tau$ in the simulation of $\mathcal{N}$.

Let $\omega$ be an inhibitory incoming neighbor of $u$ in $\mathcal{N}$. By the definition of the latency function $\ell$, and the fact that $x$ fires in every round, for each spike that $\omega$ fires and arrives at $u$ in round $\tau$ in $\mathcal{N}$, there is a spike from $x$ that arrives at $u$ in round $\tau$ in $\mathcal{N}_{\text{simple}}$. Since the edges from $x$ have weight $-\infty$, we get that the negative spikes weight arriving at $u$ in round $\tau$ in $\mathcal{N}_{\text{simple}}$ are larger (in absolute value) than the negative spikes in $\mathcal{N}$. Thus, summing up the both positive and negative spike weights, we get that $\text{pot}_1(u, \tau, \mathcal{N}_{\text{simple}}, \ell_{\text{simple}}) \leq \text{pot}_1(u, \tau, \mathcal{N}, \ell)$ for every $u \in V_{\text{simple}} \setminus \{x\}$. This proves the induction step for round $\tau$. We get that $\langle \mathcal{N}_{\text{simple}}, \bar{\sigma}_{\text{simple}}, \ell_{\text{simple}} \rangle$ dominates $\langle \mathcal{N}, \bar{\sigma}, \ell \rangle$.

Finally, we show that if $\langle N_1, \bar{\sigma}_1, \ell_1 \rangle$ dominates $\langle N_2, \bar{\sigma}_2, \ell_2 \rangle$ and $\ell_2$ is $r$-good for $\langle N_2, \bar{\sigma}_2, \ell_2 \rangle$, then also $\ell_1$ is $r$-good for $\langle N_1, \bar{\sigma}_1 \rangle$.

Consider the simulation of $\langle N_2, \bar{\sigma}_2, \ell_2 \rangle$, and assume that the initial state of $x$ is 0. Since $\ell_2$ is $r$-good for $N_2$, there is a round $\tau \leq r$ in which $z$ fires in $N_2$. Since $\langle N_1, \bar{\sigma}_1, \ell_1 \rangle$ dominates $\langle N_2, \bar{\sigma}_2, \ell_2 \rangle$, we can apply the condition of domination for $z, \tau$ and get that $z$ also fires in round $\tau$ in $N_1$. Now, assume that the initial state of $x$ is 1. Since $\ell_2$ is $r$-good for $N_2$, there is no round $\tau$ in which $z$ fires in $N_2$. Since $\langle N_1, \bar{\sigma}_1, \ell_1 \rangle$ dominates $\langle N_2, \bar{\sigma}_2, \ell_2 \rangle$, we can apply the condition of domination for $z$ and every $\tau$, and get that $z$ also never fires in $N_1$. Hence, $\ell_1$ is $r$-good for $N_1$. This completes the proof of the lemma.

### A.1.2 Size Lower Bound for Simple Networks

We show that the latency values defined in the step $i$ satisfy the invariant in the beginning of step $i + 1$.

**Proving that the Invariants Hold.** For round $i = 0$, the correctness of invariant (I1) hold since in the first round $\tau = -1$ all positive spikes are set to arrive in round 0 in both $\ell_0, \ell_1$, while a spike from $x$ arrives at round $\tau = L - 1$. As for the correctness of invariant (I2), note that both simulations are similar for all neurons $V \setminus \{x\}$, and, again, a spike from $x$ arrives only in round $L - 1$. Therefore the same neurons are active in round $\tau = 0$. Hence $A_{0,0} = A_{0,1}$ and we get correctness for (I2). We now show that the invariants are preserved after each step. Assume that the correctness holds at the beginning of each step $j \leq i$, and consider now the beginning of step $i + 1$.

- (I1) By the construction, in all of the cases, the values we set for $\ell_0, \ell_1$ in step $i$ are such that all spikes except the spike from $x$ generated at round $iL + (L - 1)$ which are generated in $T_i$ arrive at some round $\tau \leq (i + 1)L$, i.e. by the first round of $T_{i+1}$. Furthermore, spikes from $x$ generated at round $iL + (L - 1)$ is set to arrive in round $(i + 1)L + (L - 1)$. The invariant holds by combining with the correctness for all steps $i' \leq i$.

- (I2) We start by proving the following auxiliary claim.
Claim 23. Consider the simulation of $\mathcal{N}$ with initial state $\bar{s}_0$ and latency function $\ell_b$, and let $\tau$ be round in $T_i$. Then:

1. For a strong neuron $u \in A_{i,1}$, $u$ fires iff $\tau \in [iL, iL + (L - 2)] \subseteq T_i$. For a strong neuron $u \in A_{i,0}$, $u$ fires for every $\tau \in T_i$.
2. For a weak neuron $u \in A_{i,b}$, $u$ fires iff $\tau = iL$.
3. For $u \notin A_{i,b}$, $u$ is not active in round $\tau$.

Proof.

Case $b = 1$: We start by showing that all three claims hold for $b = 1$. By the definition of $\ell_1$, the only positive spikes received by any neuron in some round $\tau \in [iL+1, iL + (L - 1)]$ are self-loop spikes. Since a strong active neuron $u \in A_{i,1}$ receives an inhibiting spike from $x$ in round $iL + (L - 1)$, it is not active in this last round. For a weak neuron $u'$, its spike from the self-loop is not strong enough to make it active. Lastly, for $u \notin A_{i,1}$ since no negative spikes arrive at $u$ in round $iL$ we have that $b(u) > 0$. Due to the fact that no spikes arrive at $u$ in round $\tau$, we get that $u$ stays inactive.

Case $b = 0$: claim (1) holds since a strong $u \in A_{i,0}$ never gets inhibited as $x$ never fires. We will now consider claims (2) and (3) for a neuron $u$ that is either a weak neuron, or a strong neuron that is $not$ in $A_{i,0}$. By Invariant (I1), all the positive spikes from the previous blocks arrived by the first round of $T_i$. Thus if $u$ fires in any round $\tau \in [iL + 1, iL + (L - 1)]$ (i.e., any round which is not the first one in $T_i$), this must be due to the incoming spikes generated in the first round of $T_i$. We will now prove by induction on the round $\tau$ that $u$ does not fire in any round in $[iL + 1, iL + (L - 1)]$.

Induction Base, Round $\tau = iL + 1$: By the definition of the latency function $\ell_0$, no spike arrives at $u$ from an incoming neighbor in that round. Therefore, if $u$ is weak, then a spike from itself will not make it active in round $\tau$. In addition, if $u \notin A_{i,0}$ then $u$ did not fire in round $iL$, and thus receives no self-spikes in round $\tau$. Since no negative spikes arrive at $u$ in round $iL$, for every $u \notin A_{i,0}$, it must hold that $b(u) > 0$.

Induction Step $\tau \geq iL + 2$. Assume that the claims (2,3) hold up to round $\tau - 1$ and consider round $\tau \geq iL + 2$. Consider first the case that $u$ has either a weak neighbor $g_j$ with $w(g_j, u) \geq b(u)$, or alternatively a strong neighbor $h_j$ with $w(h_j, u) \geq b(u)/(L - 1)$.

Then by the definition of $\ell_0$ (Case I in our definition), all the spikes fired by the incoming neighbors of $u$ are scheduled to arrive in the first round of $T_{i+1}$. Therefore, $u$ does not receive any spike in round $\tau$, and remains inactive.

Next, consider the complimentary case where all the weak neighbors $g_j$ satisfy that $w(g_j, u) < b(u)$, and all the strong neighbors $h_j$ satisfy $w(h_j, u) < b(u)/(L - 1)$.

Case (1): $\tau \in [iL + 2, iL + \omega + 1]$. By the induction assumption on $\tau - 1$, $u$ did not fire in round $\tau - 1$. By the definition of $\ell_0$, $u$ receives a spike from at most one weak neighbor $g_j$ in round $\tau$, and since $w(g_j, u) < b(u)$, it does not fire in this round.

Case (2): $\tau \in [iL + (\omega + 2), iL + (L - 1)]$. Let $h_j$ be a strong active neighbor of $u$. By the definition of $\ell_0$, in round $\tau$, $u$ receives at most $(\omega + 1)/(L - (\omega + 1))$ of the spikes that fired by $h_j$ during the interval $[iL, iL + \omega]$. Furthermore, there is one additional spike that $h_j$ fired at round $\tau - 1$, that arrives at $u$ in round $\tau$. Note that $u$ does not receive spikes from weak neighbors in round $\tau$ since all spikes from weak neighbors arrive in an earlier round $\tau'' \in [iL + 2, iL + (\omega + 1)]$. In addition, since $u$ did not fire in round $\tau - 1$, it also does not get any self spikes in round $\tau$. Overall, $u$ receives at most $(\omega + 1)/(L - (\omega + 1)) + 1$ spikes by strong neighbors in round $\tau$, and no other spikes (by a weak neighbor or by $u$). Since the spikes from the strong
neighbors have weight of at most $b(u)/(L-1)$, and there are $s$ strong active neighbors, the overall weighted sum of the received spikes at round $\tau$ is at most

$$s \cdot ((\omega + 1)/(L - (\omega + 1)) + 1) \cdot \frac{b(u)}{L-1} <$$

$$s \cdot ((\omega + 1)/s + 1) \cdot \frac{b(u)}{L-1} = (s + \omega) \cdot \frac{b(u)}{L-1} < b(u),$$

where both inequalities follow as $s + \omega < L - 2$. Therefore, $u$ does not get activated at round $\tau$, claims (2)+(3) follow.

We are now ready to prove the induction step for (I2). Assume towards contradiction that there exists a neuron $u \in A_{i+1,0} \setminus \bigcup_{v \leq i+1} A_{v,1}$. Since $u$ is active in the first round of $T_{i+1}$, using Claim 23(3), it must have an incoming neighbor that fires in the first round of the previous block. Let $A_{i,0}(u) = \Gamma_{in}(u) \cap A_{i,0}$ be those neighbors.

\begin{itemize}
  \item [\textcircled{2} \textbf{Claim 24.}] For every strong neuron $v \in A_{i,0}(u)$, it holds that $w(v, u) < b(u)/(L-1)$.
  \item [\textcircled{3} \textbf{Claim 25.}] For every weak neuron $v \in A_{i,0}(u)$, it holds that $w(v, u) < b(u)$.
\end{itemize}

\textbf{Proof.} Consider such strong $v \in A_{i,0}(u)$. By Invariant (I2) for the beginning of step $i$, there exists a round $j \leq i$ such that $v \in A_{j,1}$. When running $\mathcal{N}$ with initial state $\bar{\sigma}_1$ and the latency function $\ell_1$, by Claim 23(1), $v$ fires in all of the $L - 1$ rounds of $[jL, (j+1)L - 2]$. By the construction of $\ell_1$, all these $L - 1$ spikes arrive in round $(j+1)L$. Therefore, if $(L-1) \cdot w(v, u) > b(u)$, then $u$ is activated in round $(j+1)L$, i.e., $u \in A_{j+1,1}$, in contradiction to the definition of $u$. Therefore $(L-1) \cdot w(v, u) < b(u)$ for every strong neuron $v$.

\textbf{Proof.} Consider such weak $v \in A_{i,0}(u)$. When running $\mathcal{N}$ with initial state $\bar{\sigma}_1$ and latency function $\ell_1$, by Claim 23(2), $v$ fires once in the interval $T_j$, i.e., in the first round $jL$. By the construction of $\ell_1$, this spike arrives in round $(j+1)L$. Therefore, if $w(v, u) \geq b(u)$, then $u$ is activated in round $(j+1)L$, implying that $u \in A_{j+1,1}$, contradiction to the definition of $u$. We therefore conclude that $w(v, u) < b(u)$ for every weak neuron $v \in A_{i,0}(u)$.

Let $\omega, s$ be the number of weak (resp., strong) neurons in $A_{i,0}(u)$. By Claims 25 and 23(2), all active weak neurons in $T_i$ fire only in the first round of that block. By the definition of the latency function, all these spikes are scheduled to the first $\omega$ rounds in $T_i$, and therefore none of them is scheduled to arrive on the first round of $T_{i+1}$. This implies that $u$ fires in that round due to the spikes generated by its strong neighbors. By Claim 24, $w(v, u) < b(u)/(L-1)$ for each such strong neighbor $v$ of $u$. This in particular implies that $u$ is a weak neuron, and by Claim 23 it did not fire in the last round of $T_i$. By the definition of the latency function, the spikes generated by such strong neighbors are divided almost evenly among $L - \omega$ rounds, up to the first round of $T_{i+1}$. Each round gets at most $s \cdot (\omega/(L-\omega) + 1)$, which is strictly less than $b(u)$ by Eq. (2). Leading to contradiction for the assumption that $u \in A_{i+1,0}$.

Since $\ell_1$ is a good latency function when starting with $x = 1$, we have that $z$ never fires and thus $z \notin \bigcup A_{i,1}$. By applying invariant (I2) on the output neuron $z$ for every round $\tau \geq 0$, we get that $z \notin \bigcup A_{i,0}$. By using Claim 23, we get that $z$ never fires with $\ell_0$ and $x = 0$. Contradiction to the fact that $\mathcal{N}$ solves $\text{NOT}(x)$. 

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure.png}
\caption{Illustration of the induction step for (I2).}
\end{figure}
A.2 Time Lower Bound for Computing NOT(x)

In this section we show the following.

- **Lemma 26.** Every network \( \mathcal{N} \) that computes \( \text{NOT}(x) \) in the \( L \)-bounded asynchronous setting requires \( \Omega(L^3) \) rounds.

By Lemma 12, we restrict attention to a simple network \( \mathcal{N} = \mathcal{N}_{\text{simple}} \) with one input neuron \( x \) that computes \( \text{NOT}(x) \). Similarly to the size lower bound, we define two conflicting latency functions \( \ell_0 \) and \( \ell_1 \), such that if \( \ell_1 \) is good when \( x_0 = 1 \), then the output neuron \( z \) of \( \mathcal{N} \) fires after \( \Omega(L^3) \) rounds in the simulation with the latency function \( \ell_0 \) and \( x_0 = 0 \).

- The simulation with the latency function \( \ell_0 \) is partitioned into consecutive blocks of \( L \) rounds, \( T_i = [iL, iL + (L - 1)] \) for every \( i \in \mathbb{N} \).
- The simulation with the latency function \( \ell_1 \) is based on the notion of important and unimportant rounds. Consider the \( L \)-round interval \( T_k = [k \cdot L, k \cdot L + (L - 1)] \) for \( k \in \mathbb{N} \). Among the first \( L/2 \) rounds, there is an important round once every 16 rounds, and the rest are unimportant. Furthermore, each of the last \( L/2 \) rounds of the interval are unimportant. I.e., the important rounds in the interval are \( \{kL + 16j \mid 16j < L/2, j \in \mathbb{N}\} \). Denote by \( \tau_i \) the \( i \)-th important round in the simulation. Note that by definition \( \tau_{i+1} - \tau_i \leq L/2 \).
- In our arguments, the configuration of the network in the \( j \)-th important round \( \tau_j \) of the simulation with \( \ell_1 \) and \( x_0 = 1 \) will be compared against the configuration in round \( iL \) (i.e., the first round of the block \( T_i \)) in the simulation with \( \ell_0 \) and \( x_0 = 0 \).
- Active subsets of neurons: For every \( i \in \mathbb{N} \), let \( A_{0,i} \) be the firing neurons (hence active) of round \( i \cdot L \) (the first round of the block \( T_i \)) in the simulation of \( \langle \mathcal{N}, \sigma_0, \ell_0 \rangle \). Similarly, let \( A_{1,i} \) be the firing neurons in round \( \tau_i \) of the simulation of \( \langle \mathcal{N}, \sigma_1, \ell_1 \rangle \). Also define \( A'_{b,i} = A_{b,i} \setminus \bigcup_{j \leq i - 1} A_{b,j} \), the neurons that fire for the first time in “round” \( i \).
- For every neuron \( u, b \in \{0, 1\} \) and \( i \in \mathbb{N} \), let \( A_{b,i}(u) = A_{b,i} \cap N_m(u) \), \( A'_{b,i}(u) = A'_{b,i} \cap N_m(u) \) where \( N_m(u) \) is the set of incoming neighbors of \( u \).
- For a subset of neurons \( V' \subseteq V \) and a neuron \( u \), let \( w(V', u) = \sum_{v \in V'} w(v, u) \). Moreover, let \( S(V') \) and \( W(V') \) be the strong\(^{10}\) and weak (respectively) neurons subsets of \( V' \).

A.2.1 Defining the latency functions \( \ell_0 \) and \( \ell_1 \)

Throughout, a spike event is represented by a triplet \( \langle v, u, \tau \rangle \) where \( v \in N_m(u) \) fires in round \( \tau \). Since the functions are nice, the latency values for the self spikes \( \langle u, u, \tau \rangle \) for every \( u \) and \( \tau \) are set to 1. For technical reasons, it is more convenient to start the simulations in round \( L - 1 \), rather than in round 0. For this first round \( L - 1 \), let \( \ell_0((v, u), -1) = 1 \) for every \( u \) and every \( v \neq x \), and \( \ell_0((x, u), -1) = L \) for every \( u \) and \( b \in \{0, 1\} \). As a result, the positive spikes (by any \( v \neq x \)) fired in round \( L - 1 \) arrive to their destination in round 0, and the negative spikes of \( x \) arrive in round \( L - 1 \). We now define the latency values for the remaining spikes.

**Defining the function \( \ell_0 \).** Note that when \( x_0 = 0 \), \( x \) never fires and thus there is no need to define \( \ell_0 \) values for the spikes of \( x \). We define \( \ell_0 \) iteratively in a block by block manner. Here we do not accumulate spikes and spikes generated in the \( i \)-th block \( T_i \) will arrive by the first round of the \((i+1)\)-th block \( T_{i+1} \). Fix a block \( T_i = [iL, iL + (L - 1)] \) for \( i \geq 0 \) and assume that the latency values \( \ell_0 \) for all prior spikes in rounds \( \tau < iL \) have already been defined.\(^{10}\)

\(^{10}\) Recall that a neuron \( u \) is strong if \( w(u, u) \geq b(u) \) and it is weak otherwise.
fixed. Thus the active set \(A_0,i\) can be determined. First, the algorithm checks if there is a way to spread all the spikes generated in rounds of \(T_i\) among the interval \([iL + 2, (i + 1)L]\), in a way that guarantees that \(u\) will not fire in any of the rounds this interval. In particular, no spike is scheduled to arrive in round \(iL + 1\). Otherwise, all spikes generated in this block are scheduled to arrive in round \((i + 1)L\) (the first round of the \((i + 1)\)th block).

**Defining the function \(\ell_1\).** The definition of the function \(\ell_1\) is more involved. Unlike the function \(\ell_0\) in which all spikes generated in block \(T_i\) are scheduled by round \((i + 1)L\), here the setting is slightly more sensitive. Specifically, the scheduling algorithm of \(\ell_1\) will make sure that non-self spikes arrive to their destination only in important rounds.

**Spikes by the input (inhibitory neuron) \(x\):** All spikes from \(x\) are scheduled to arrive in the last round of the blocks \(T_i\), namely, in rounds of the form \(i \cdot L + (L - 1)\). Formally, for every spike \(\langle x, u, \tau \rangle\) where \(\tau = i \cdot L + (L - 1)\) for some \(i \in \mathbb{N}\), let \(\ell_1((x, u), \tau) = L\) thus arriving in round \(\tau + L = (i + 1)L + L - 1\). For every \(\tau \in [iL, iL + (L - 2)]\), let \(\ell_1((x, u), \tau) = (iL + (L - 1)) - \tau\), thus arriving in round \(iL + (L - 1)\) as desired.

**Spikes by \(v \neq x\):** The latency values are defined in a round by round fashion, such that for every important round \(\tau_i\), every neuron \(u\) gets activated if possible. Otherwise the arrival of the spikes towards \(u\) are postponed (when possible) to the next important round \(\tau_{i+1}\). The spikes generated at non-important rounds will be always delayed to the next important round. This is always possible as the distance to the next important round is at most \(L/2\). For a subset of spikes \(S\), let \(w(S) = \sum_{\langle v, u, \tau \rangle \in S} w(v, u)\) be the total weight of the spikes in \(S\). For every important round \(\tau_i\), we will maintain a list of pending spikes \(\mathcal{R}_{\tau_i}(u)\) towards \(u\) that were not yet scheduled. In every step \(\tau \geq 0\), the algorithm will schedule the spikes generated in this round. If the round \(\tau\) is important, then the algorithm will also make decisions regarding the set of pending spikes \(\mathcal{R}_{\tau_i}(u)\).

We will keep the invariant that at the beginning of step \(\tau\), the latency value of all spikes scheduled to arrive by round \(\tau\) has already been determined. As we will see, the non-self spikes will always be scheduled to arrive in important rounds. As a result, a neuron \(u\) fires in an unimportant round \(\tau\) iff \(u\) is strong and it fired in round \(\tau - 1\). Initially, for every neuron \(u\), the algorithm adds every non-self spike \(\langle v, u, -1 \rangle\) to \(\mathcal{R}_{\tau_i}(u)\). For every \(\tau \geq 0\), we consider the following algorithm.

- All self-spikes \(\langle u, u, \tau' \rangle\) are given a latency value of \(\ell(u, u, \tau') = 1\).

- **Handling important rounds \(\tau_i\).** Consider a neuron \(u\). If \(u\) fired in round \(\tau_i - 1\), add the self-spike \(\langle u, u, \tau_i - 1 \rangle\) to the pending spike set \(\mathcal{R}_{\tau_i}(u)\). If the total weight of its pending spikes (towards \(u\)) is sufficiently large to make \(u\) fire, all the non-self spikes are scheduled to arrive in \(\tau_i\). Formally, if \(w(\mathcal{R}_{\tau_i}(u)) \geq b(u)\), schedule all these spikes to round \(\tau_i\) by setting \(\ell(v, u, \tau') = \tau_i - \tau'\) for every spike \(\langle v, u, \tau' \rangle \in \mathcal{R}_{\tau_i}(u)\). Otherwise, if the total weight of pending spikes is small, i.e., \(w(\mathcal{R}_{\tau_i}(u)) < b(u)\), the non-self spikes are deferred to the next important round \(\tau_{i+1}\) if possible (i.e., if the latency does not exceed its upper bound \(L\)). Formally, for every non-self pending spike \(\langle v, u, \tau' \rangle \in \mathcal{R}_{\tau_i}(u)\), if \(\tau_{i+1} - \tau' > L\) then let \(\ell((v, u), \tau') = L\) (i.e., \(\langle v, u, \tau' \rangle\) cannot be further deferred). Otherwise, add \(\langle v, u, \tau' \rangle\) to the pending spike set \(\mathcal{R}_{\tau_{i+1}}(u)\) of the next important round \(\tau_{i+1}\).

Finally, all spikes generated in round \(\tau_i\) are also (safely) added to the pending list \(\mathcal{R}_{\tau_{i+1}}(u)\).

- **Handling unimportant rounds.** The non-self spikes towards \(u\) generated in round \(\tau\) are added to the pending spike set \(\mathcal{R}_{\tau_{i+1}}(u)\) of the next important round \(\tau_{i+1}\) (after round \(\tau\)).
First observe that the function $\ell_1$ is valid: All self-spikes have a latency value of 1. Moreover, the non-self spikes have a latency value in $[1, L]$. To see this observe that for unimportant round $\tau$, a non-self spike $(v, u, \tau)$ is added to the pending list $R_{\tau+1}(u)$ where $\tau+1$ is the next important round after $\tau$. Due to the fact that $\tau+1 - \tau \leq L/2$, this assignment is valid. In addition, the pending spikes $(v, u, \tau) \in R_{\tau}(u)$ are deferred to $\tau+1$ only if $\tau+1 - \tau \leq L$.

### A.2.2 Proof of Lemma 26

The key lemma that establishes Lemma 26 is the following:

#### Lemma 27. For every neuron $u \neq x$ with $u \in A_{0,i}^t$ for $i < L^2/1024$, there exists some $i' \leq i$ such that $u \in A_{1,i'}^t$.  

By the correctness of the simple network $N$, the output neuron $z$ should not fire when $x_0 = 1$ and with the latency function $\ell_1$. In other words, $z \notin A_{1,i'}$ for any $i'$. By Lemma 27, we get that $z$ can only be in $A_{0,j}^t$ for some $j \geq L^2/1024$, hence firing when $x_0 = 0$ only after $\Omega(L^3)$ rounds. We start with the following simple observation.

#### Observation 28. In the simulation of $(N, \sigma_0^t)$ with $\ell_0^t$, it holds for every $i$ that: (i) each strong neuron $s \in A_{0,i}^t$ fires in every round of block $T_i$; (ii) each weak neuron $\omega \in A_{0,i}^t$ which is not $x$ fires only in the first round of block $T_i$; and (iii) every neuron $v \notin A_{0,i}^t$ does not fire in any round of block $T_i$.

**Proof.** (i). In the simulation with $\ell_0$ with $x_0 = 0$ there are no inhibiting spikes, and if a strong neuron $s$ fires in some round, it will keep on firing for the rest of the simulation.

(ii). By the definition of the latency function $\ell_0$, no spikes from incoming neighbors of the weak neuron $\omega$ arrive in round $iL + 1$, the second round of block $T_i$. We will prove by induction on $\tau \in [iL + 1, iL + (L - 1)]$ that $\omega$ does not fire in round $\tau$. For the base of the induction, since $\omega \neq x$ is excitatory and weak, it holds that $0 \leq w(\omega, \omega) < b(\omega)$, thus $\omega$ does not fire in round $iL + 1$. Assume that the claim holds up to round $\tau \geq iL + 1$ and consider round $\tau + 1$. Since $\omega$ did not fire in round $\tau$ by the induction assumption, it does not receive a self spike in round $\tau + 1$. By the definition of the function $\ell_0$, the non-self spikes that arrive in round $\tau + 1 < (i + 1)L$ cannot make $\omega$ fire. Thus $\omega$ does not fire in $\tau + 1$ and (ii) holds.

(iii). Let $v \notin A_{0,i}$, i.e., $v$ did not fire in round $iL$. Since $v$ does not receive negative spikes in round $iL$ (as the spikes of $x$ are always scheduled to the last round of the blocks). We can then conclude that $b(v) > 0$. Since in round $iL + 1$, it receives no self-spike and no other spike, it also did not fire in round $iL + 1$. The argument then follows inductively in the same manner as in (ii).

We next state the following claim which is crucial to complete the key lemma.

#### Claim 29. Fix a neuron $u \in A_{0,i}^t$ such that for every $v \in A_{0,i-1}$ it holds that $w(v, u) < b(u)$. Then the total weight of spikes fired towards $u$ in block $T_{i-1}$ is at least $L \cdot b(u)/8$.

We first complete the proof of Lemma 27 and only then prove Claim 29.

**Proof of Lemma 27.** The proof is shown by induction on the block $i$. For the base case of $i = 0$, note that the initial states and the latency functions for the neurons $V \setminus \{x\}$ in both simulations are the same, and that spikes from $x$ (that exist only in the simulation with $\ell_1$) arrive only in round $L - 1$. This implies that in both simulations the same neurons (except for $x$) are active in round $\tau = 0$, hence $A_{0,0} = A_{1,0} \setminus \{x\}$. Now consider the block $T_i$ for $1 \leq i < L^2/1024$. Let $u \in A_{0,i}^t$, i.e. $u$ fires for the first time in round $iL$ in the simulation with $\ell_0$ and $x_0 = 0$. 

Case 1: There exists a previously firing dominant incoming neighbor: First assume that $u$ has some incoming neighbor $v \in A_{0,i-1}$ with $w(v,u) \geq b(u)$. By definition $v \in A'_{0,j}(u)$ for some $j \leq i - 1$, and then by the induction assumption $v \in A_{1,i'}$ for some $i' \leq j \leq i - 1$. By definition of the latency function $\ell_1$, since $w(v,u) \geq b(u)$, the total weight of spikes from incoming neighbors will be sufficient to activate $u$ in the next important round, $\tau_{i'+1}$. Therefore, $u \in A_{1,i'+1}$, which implies $u \in A'_{1,i''+1}$ for some $i'' \leq i' + 1$. Since $i'' \leq i' + 1 \leq i$ the condition holds.

Case 2: All previously firing incoming neighbors are not dominant: By applying Claim 29 on $u$ and block $T_i$, we get that the total weight of spikes fired towards $u$ in block $T_{i-1}$ is at least $L \cdot b(u)/8$. Due to Observation 28, we get

$$L \cdot w(S(A_{0,i-1}(u)), u) + w(W(A_{0,i-1}(u)), u) \geq \frac{L}{8} \cdot b(u).$$

By the definition of $A'_{0,j}$ and the induction assumption, it holds that

$$A_{0,i-1} \subseteq \bigcup_{j \leq i-1} A'_{0,j} \subseteq \bigcup_{i' \leq i-1} A'_{1,i'}.$$

We now consider the simulation with $x_0 = 1$ and the latency function $\ell_1$, and partition all the rounds until $\tau_i$ into $k$ blocks of $L$ rounds (expect perhaps the last one). Formally, for every $j \leq k - 2$, let $B_j = [jL, jL + (L - 1)]$ and let $B_{k-1} = [(k - 1)L, \tau_{i-1} + 1]$. Denote by $S(B_j)$ and $W(B_j)$ the strong and weak (respectively) incoming neighbors of $u$ that fire in some round of $B_j$. Using these notations, we can write

$$\sum_{j=0}^{k-1} L \cdot w(S(B_j), u) + w(W(B_j), u) \geq \frac{L}{8} \cdot b(u).$$

Case 2.1: Most of the weight is in the last block. We first assume that

$$L \cdot w(S(B_{k-1}), u) + w(W(B_{k-1}), u) \geq \frac{L}{16} \cdot b(u).$$

Consider the algorithm that defines $\ell_1$, and recall that $R_{\tau_i}(u)$ is the set of pending spikes that were not yet scheduled when the algorithm considered the important round $\tau_i$. The interesting case is when $u$ did not fire in any round of $B_{k-1}$. In such a case, all the spikes generated towards $u$ in the rounds of $B_{k-1}$ were added to the pending list of $R_{\tau_i}(u)$. Note that each strong neuron $v \in S(B_{k-1})$ fires at least 16 spikes in $B_{k-1}$, since $\tau_i - \tau_{i-1} = 16$. Furthermore, each $v \in W(B_{k-1})$ fires at least one spike in $B_{k-1}$. Moreover, the gap between any $\tau_i, \tau_{i'} \in B_{k-1}$ and $\tau_i$ is at most $L$ rounds, so they do not exceed the maximal latency in $\tau_i$. Altogether, we get that

$$w(R_{\tau_i}(u)) \geq 16 \cdot w(S(B_{k-1}), u) \geq \frac{L}{16} \cdot b(u).$$

Therefore $u$ fires in $\tau_i$ and $u \in A_{1,i'}$ for some $i' \leq i$ as desired.

Case 2.2: Most of the weight is in the first $k - 1$ blocks. It remains to consider the complementary case where

$$\sum_{j=0}^{k-2} L \cdot w(S(B_j), u) + w(W(B_j), u) \geq \frac{L}{16} \cdot b(u).$$
Since \( i < L^2/1024 \) and each block \( B_j \) for \( j \leq k - 2 \) consists of \( L/32 \) important rounds, we have \( k \leq \frac{L^2/1024}{L/32} = \frac{L}{32} \). Therefore, by an averaging argument there exists \( B_j \) for \( j \leq k - 2 \) satisfying that:

\[
L \cdot w(S(B_j), u) + w(W(B_j), u) \geq 2 \cdot b(u). \tag{4}
\]

First observe that every strong neuron \( s \in S(B_j) \) fires for at least \( L/2 \) rounds in this block. The reason is that there is a gap of \( L/2 \) rounds between the last important rounds of \( B_j \) and the round where the inhibiting spike from \( x \) arrives. During this time interval every strong neuron in \( S(B_j) \) keeps on firing. Now, assume that \( u \) does not fire in any round of \( B_j \), and denote the first important round of \( B_{j+1} \) by \( \tau_u \). Again, consider the algorithm that defines \( \ell_1 \). Since \( u \) did not fire in any round of the block \( B_j \), all the spikes that are fired towards \( u \) in \( B_j \) are in the residual set \( R_{\tau_u}(u) \). Therefore by Eq. (4), we get that \( w(R_{\tau_u}(u)) \geq (L/2) \cdot w(S(B_j), u) + w(W(B_j), u) \geq b(u) \), and \( u \) fires in \( \tau_u \).

Therefore, we get that \( u \) fires either in some important round of \( B_j \) or in \( \tau_u \). In both cases there is a round \( \tau_{u'} \) with \( i'' \leq i \) such that \( u \in A_{i',u'} \). This implies \( u \in A'_{i',u'} \), and the condition holds.

Finally, it remains to prove Claim 29.

**Proof of Claim 29.** Recall that \( S(A_{0,i-1}(u)) \) and \( W(A_{0,i-1}(u)) \) are the strong and weak (respectively) incoming neighbors of \( u \) that fire in block \( T_{i-1} \). If \( w(S(A_{0,i-1}(u)), u) \geq b(u)/8 \), then by Observation 28 the total spike weight fired in block \( i-1 \) is at least \( L \cdot b(u)/8 \), and we are done. Therefore, it remains to consider the case where \( w(S(A_{0,i-1}(u)), u) < b(u)/8 \) and \( w(W(A_{0,i-1}(u))) < L \cdot b(u)/8 \). We will show that in this case, there is a way to schedule all spikes fired towards \( u \) in block \( T_{i-1} \) to arrive in rounds \( [(i-1)L+2, iL] \), such that \( u \) does not get activated in any of these rounds. By the definition of \( \ell_0 \), we get that \( u \) does not get activated in any of the rounds \( [(i-1)L + 2, iL] \), and in particular \( u \notin A'_{0,i-1} \), thus a contradiction.

First observe that \( b(u) > 0 \) since \( u \) did not fire in round \( (i-1)L \) (as \( u \notin A_{0,i-1} \)) and it did not receive any negative spike in that round (as all negative spikes arrive in the last rounds of the blocks). We next show that all the spikes generated in block \( T_{i-1} \) can be scheduled in rounds \( [(i-1)L+2, iL] \) without making \( u \) fire in any of these rounds. Since the scheduling algorithm of \( \ell_0 \) works in this manner, we will get a contradiction to the fact that \( u \in A_{0,i-1} \).

**Scheduling spikes from weak neighbors.** Let \( F_W = \{ (v,u,(i-1)L) \mid v \in W(A_{0,i-1}(u)) \} \) be the spikes of weak neighbors fired in the block \( T_{i-1} \). Recall that by Observation 28, these weak neurons fire only in the first round. Since these spikes are fired in round \( (i-1)L \), they can arrive in any of the rounds \( [(i-1)L + 2, iL] \). As the total weight of the weak spikes is at most \( Lb(u)/8 \), we show that we can schedule them in a greedy manner into at most \( L/2 + 2 \) rounds while keeping the total weight in each such round to strictly less than \( b(u) \). We traverse the weak spikes one by one, and start throwing them into rounds in \( [(i-1)L+2, iL] \). We add a spike to round \( \tau \) as long as the total weight of weak spikes scheduled to it is at most \( b(u)/2 \). If the addition of the next weak spike raises the weight to above \( b(u) \) it is deferred to the next round \( \tau + 1 \). Let \( \tau' \) be the last round to which the weak spikes are schedules. Since in each \( \tau \in [(i-1)L + 2, iL - 1] \) the total weight of weak spikes is at least \( b(u)/2 \), we get that \( \tau' \leq (i-1)L + L/4 + 3 \leq (i-1)L + L/2 \) as desired.

**Scheduling spikes from strong neighbors.** We next turn to show that also the strong spikes can be scheduled in a balanced manner in the remaining \( L/2 \) slots of the block \( T_{i-1} \) without activating the neuron \( u \). Let \( F_S = \{ (v,u,\tau) \mid v \in S(A_{0,i-1}), \tau \in T_{0,i-1} \} \) be the spikes of
We begin by proving the following auxiliary claim.

1) weighted incoming sum to \(q\)

Proof. For every \(\tau\) and \(\tau'\) to arrive in round \(\tau + L/2 + 1\). For \((v, u, \tau) \in F_S\) with \(\tau \geq (i-1)L + L/2\), schedule \((v, u, \tau)\) to arrive in round \(\tau + 1\). In this way, due to Observation 28, \(u\) receive two spikes from each \(v \in W(A_{0,i-1})\) in each round \(\tau \in [(i-1)L + L/2 + 1, iL]\). Since \(w(S(A_{0,i-1})) < b(u)/8\), we get that the total weight of spikes that \(u\) receives in each of these rounds is less than \(b(u)/4\), and therefore \(u\) does not get activated. Overall, all spikes generated in the block \(T_{i-1}\) are scheduled by \(\ell_0\) without activating the neuron \(u\) in any of the rounds \([(i-1)L + 2, iL]\), contradiction to the fact that \(u \in A_{i,0}\). The claim follows.

\(\triangleright\)

**B Missing Proofs for the Positive Results**

**B.1 Synchronization of Boolean Gates**

**Proof of Observation 13.** The network is as follows: connect each input neuron \(x_i\) to the output neuron \(z\) by an edge of weight \(w(x_i, z) = 1\), and let the bias of \(z\) be \(b(z) = 1\). First note that if all input neurons \(x_i\) did not fire in round 0, then \(\text{pot}(z, \tau) = -1\) for all \(\tau\), and \(z\) will not fire. If a neuron \(x_i\) fires in round \(\tau\), since the latency of each edge is at most \(L\), there is a round \(\tau' \in [\tau + 1, \tau + L]\) in which the spike from \(x_i\) arrives to \(z\). Thus, in round \(\tau'\), the weighted incoming sum to \(z\) is at least 1, therefore \(\text{pot}(z, \tau') \geq 0\) and \(z\) fires in round \(\tau'\).

The Complete Proof of Lemma 14. We analyze the correctness of the network \(\text{NOT}_{\text{sync}}\). We begin by proving the following auxiliary claim.

\(\triangleright\) **Claim 30.** If all the intermediate neurons \(v_0, \ldots, v_L\) fire starting round \(\tau\) for at least \(L(L + 1)\) rounds, then there exists a round \(\tau' \in [\tau + 1, \tau + L(L + 1)]\) in which the output neuron \(z\) fires (i.e., regardless of the latencies of the edges).

**Proof.** For every \(i \in \{0, 1, \ldots, L(L + 1)\}\), denote the \(L\)-length interval \(T_i = [\tau + i \cdot L, \tau + (i + 1)L - 1]\). In addition, define \(T = T_0 \cup \ldots \cup T_{L+1}\). Let \(q_i\) be the number of spikes that were fired in the interval of \(T_i\) but received by \(z\) in the next interval \(T_{i+1}\). Note that since the maximum edge latency is \(L\), in the worst case the spikes of interval \(T_i\) must arrive to \(z\) by the end of the next interval \(T_{i+1}\). We next prove by induction on \(i\) that either \(z\) fires by the end of the interval \(T_i\), or \(q_{i+1} \geq i \cdot L\). For the base of the induction, consider \(i = 0\). If \(z\) did not fire in some round during \(T_0\), we claim that \(q_1 \geq L\). Since all the \(L + 1\) neurons fire in every round during the interval, overall \(L(L + 1)\) many spikes where fired. By the fact that \(z\) did not fire during \(T_0\), we have that in each of these rounds, it received at most \(L\) spikes. This implies that \(z\) received at most \(L^2\) many spikes during \(T_0\), and therefore at least \(q_1 \geq L\) many spikes will be received by \(z\) in the interval \(T_1\). Assume that the claim holds up to \(i - 1\) and consider the \(i\)th interval. If \(z\) fired by the end of the \(i\)th interval \(T_i\), we are done. Otherwise, by induction assumption for \(i - 1\), we have that \(q_i \geq i \cdot L\). In addition, all these \(q_i\) spikes must be received at \(z\) during the interval \(T_i\). Then, in interval \(T_i\) we again have a total of \(L(L + 1)\) fresh spikes by the neurons \(v_0, \ldots, v_L\). This creates a total of \(L(L + 1) + i \cdot L\) spikes. As \(z\) did not fire in \(T_i\), it received at most \(L^2\) many spikes, leaving at least \(q_{i+1} \geq (L(L + 1) + i \cdot L) - L^2 \geq (i + 1)L\) spikes for the next interval. This completes the proof of the induction step.

Overall, for \(i = L\), we have that either \(z\) fired by the end of the interval \(T_L\), or that \(q_{L+1} \geq L(L + 1)\). In the latter case, since all these spikes must arrive during the last interval \(T_{L+1}\), by the pigeonhole principle there must be a round in this interval in which \(z\) received at least \(L + 1\) spikes and fire. This completes the proof of the claim. \(\triangleright\)
Proof of Lemma 14. Due to Claim 30, it remains to show that if \( x \) did not fire in round 0, then there must be a starting round \( \tau \), in which all the neuron \( v_0, \ldots, v_L \) fire for at least \( L(L + 1) \) rounds.

If \( x \) did not fire, then neither the memory neuron \( m \) nor the reset neuron \( r \) fire during the execution. Since we assume that \( v^* \) fires in round 0, it must hold that all these neurons fire starting some round \( \tau \in [5L^2, 5L^3 + 2L] \). This holds due to the self-loops on the neurons \( v_0, \ldots, v_L \), and the chain of length \( 5L^2 \). By Claim 30, there exists a round \( \tau' \in [\tau + 1, \tau + L(L + 1)] \) in which \( z \) fires.

We next show that if \( x \) fired in round 0, then \( z \) would not fire in any round. The key observation is as follows:

\textbf{Observation 31.} In order for \( z \) to fire in some round \( \tau \), it must receive spikes from at least two different \( v_i \) neurons.

\textbf{Proof.} To see this, note that since the maximum edge latency is \( L \), in round \( \tau \), \( z \) can receive spikes only from the \( L \) previous rounds \( \tau - L, \ldots, \tau - 1 \). In particular, a single neuron can be accounted for at most \( L \) many spikes received by \( z \) in a given round. Finally, since the bias of \( z \) is \( L + 1 \), and all edge weights are 1, we conclude that \( z \) must receive spikes from at least two neurons in order to fire. \( \blacksquare \)

When \( x \) fires in round 0, the memory neuron \( m \) fires from round \( \tau_m \in [1, L + 1] \) ahead, due to its self-loop. Hence, starting round \( \tau \in [2, 2L + 2] \), the reset neuron \( r \) starts firing at least once in every interval of \( 2L \) rounds. Recall that each \( v_i \) gets a negative spike from the inhibitor \( r \) and positive spike from the neuron \( c_0 \in C \). We next show that each neuron \( v_i \) gets inhibited at least \( L \) rounds before the activation of the neurons \( v_{i+1} \). As a result, at any point of time, there will be no two neurons \( v_i \) and \( v_j \) such that \( z \) received both of their spikes in the same round. By induction on \( i \), the first intermediate neuron \( v_0 \) has an incoming edge from \( c_0 = v^* \), and thus it begins to fire in some round \( \tau' \in [0, L] \). Due to the negative edge from the reset neuron \( r \), it stops firing before round \( 3L + 2 \). Since \( v_1 \) has an incoming edge from \( c_0 \), it starts firing only after round \( 5L + 1 \), and therefore \( z \) starts receiving spikes from \( v_1 \) only starting round \( 5L + 2 \). Assume the claim is correct for neurons \( v_0, \ldots, v_{i-1} \) and consider neuron \( v_i \). If the neuron \( v_i \) starts firing in round \( \tau \), by round \( \tau_i + 2L \) it is inhibited by \( r \). Because \( v_i \) starts to fire after receiving a spike from \( c_0 \), \( c_{i+1} \) and \( v_{i+1} \) starts firing after receiving a spike from \( c_0 \), neuron \( v_{i+1} \) begins to fire only after round \( \tau_i + 4L \), at least \( L \) rounds after \( v_i \) is inhibited.

Hence, \( z \) cannot receive input from two different neurons \( v_i, v_j \) at the same round, and the claim follows by combining Observation 31. Finally, the next observation plays a rule in the subsequent constructions.

\textbf{Observation 32.} The correctness still holds even if the chain starts to fire at some round \( \tau > 0 \). In this case the output neuron \( z \) fires in some round \( t \in [\tau + 1, \tau + \Theta(L^3)] \).

\textbf{Proof of Observation 32.} The correctness of the observation follows from the fact that the input neuron \( x \) activates the memory neuron \( m \), that keeps on firing (i.e., presenting the state of \( x \)) due to its self-loop. Thus all arguments in Lemma 14 still hold in case the chain starts to fire in any later round. \( \blacksquare \)
B.2 Synchronization of a Boolean Circuit, Proof of Lemma 15

The Construction. Given a Boolean circuit $\mathcal{A}$ of OR / NOT gates $g_1, \ldots, g_m$ of depth $d$, we describe a construction of an analogous neural network $\mathcal{N}$ with a similar execution. For every $g_i$, let $\text{Sync}(g_i)$ be the synchronized sub-network of the gate $g_i$. Specifically, for a NOT gate (resp., OR) $g_i$, the sub-network $\text{Sync}(g_i)$ is taken from Lemma 14 (resp., Observation 13).

Recall, that for a NOT gate $g_i$, its synchronized sub-network $\text{Sync}(g_i)$ contains a chain of neurons where the head of the chain $c_0$ will be denoted hereafter by $v_1^*$. The network $\mathcal{N}$ consists the following components:

1. Input neurons $x_1, \ldots, x_n$, and output neurons $z_1, \ldots, z_k$, that serve as the input and the output for the network $\mathcal{N}$.
2. A chain $C = [c_0, \ldots, c_q]$ containing $q + 1 = \alpha d L^3 + 1$ neurons, where $\alpha$ is a constant satisfying that $\alpha L^3 \geq 5L^3 + L$. For every $i \geq 0$, the neuron $c_i$ has bias $b(c_i) = 1$.

Moreover, for every $i \geq 0$, the neuron $c_i$ has a positive incoming edge from $c_{i-1}$ with weight $w(c_{i-1}, c_i) = 1$. Our simulation starts with neuron $c_0$ firing.
3. A $\text{Sync}(g_i)$ network (using Lemma 14 and Observation 13 respectively) for every gate $g_i$.

The connections between these components are as follows:

1. For every gate $g_i$ in the first layer, the input for its synchronized sub-network $\text{Sync}(g_i)$ is given by $x_{i,1}, \ldots, x_{i,k}$, namely, the input bits of the gate $g_i$ in the circuit $\mathcal{A}$.
2. For every gate $g_i$ in layer $j \geq 2$, denote by $g_{i,1}, \ldots, g_{i,k}$, the input of the gate $g_i$ in the circuit $\mathcal{A}$. In the network $\mathcal{N}$, the input to the sub-network $\text{Sync}(g_i)$ are the output neurons of the sub-networks $\text{Sync}(g_{i,1}), \text{Sync}(g_{i,1}), \ldots, \text{Sync}(g_{i,k})$.
3. The output gates of the network $\mathcal{N}$ are the output neurons of the sub-networks $\text{Sync}(o_1), \ldots, \text{Sync}(o_k)$, where $o_1, \ldots, o_k$ are the output gates of the circuit $\mathcal{A}$.
4. Finally, the synchronized sub-networks of the NOT gates are connected to the chain $C$ as follows. For each NOT gate $g_i$ in layer $j$, the $(jaL^3)^{th}$ neuron $c_{jaL^3}$ in the chain has an outgoing edge to $v_1^*$ with weight 1 (where $v_1^*$ is the head of the internal chain in $\text{Sync}(g_i)$), since the bias of $v_1^*$ is 1, a spike from $c_{jaL^3}$ makes $v_1^*$ fire.

Figure 3 illustrates the construction for a circuit with 4 NOT and OR gates of depth 3. We note that one can shave an L-factor in the size and time overhead of Lemma 15, by reusing the synchronization chain for all the Boolean gates in the network.

Correctness. Let $V$ be the total set of neurons in $\mathcal{N}$, and let $t : V \times V \times N \rightarrow [1, L]$ be a fixed (arbitrary) nice latency function. First note that in the global chain $C$, each of the neurons fires once, in a sequential manner. Recall, that we assume that the starter $c_0$ fires in round $\tau_0 = 0$. For every $j \in \{1, \ldots, d\}$, let $\tau_j$ be the round in which $c_{jaL^3}$ fires (i.e., the spike from $c_{jaL^3}$ is received at $c_{jaL^3}$ in round $\tau_j - 1$).

For every gate $g_i$ in the circuit $\mathcal{A}$ in layer $j \geq 1$, denote by $\text{out}(g_i, \mathcal{A})$ the final state of $g_i$ after receiving its inputs in the circuit $\mathcal{A}$. In addition, let $q_i$ be the output neuron in the sub-network $\text{Sync}(g_i)$, and let $\sigma_t(q_i, \mathcal{N})$ be the state of the neuron in round $t$ when simulating the network $\mathcal{N}$. Our goal is to show that for every $g_i$, its corresponding output $q_i$ in the network $\mathcal{N}$, has the same “output” as $g_i$ in the circuit $\mathcal{A}$.

Claim 33. For every layer $j \in \{1, \ldots, d\}$ and every gate $g_i$ in layer $j$ of circuit $\mathcal{A}$, its holds that: (i) If $\text{out}(g_i, \mathcal{A}) = 0$, then $\sigma_t(q_i, \mathcal{N}) = 0$ for every $t$, and (ii) If $\text{out}(g_i, \mathcal{A}) = 1$, then there exists $t \in [\tau_{j-1} + 1, \tau_j]$ such that $\sigma_t(q_i, \mathcal{N}) = 1$. 

The case where \( N \) Lemma 15 follows by using Claim 33 with \( \in \) in the chain out, it holds that has received the spike from \( \text{Sync} \) Since the neurons out of the sub-networks states (i.e., as the corresponding states in thing to take care of regarding a NOT gate prove the claim for layer \( 3 \)). Since the path from \( \text{Sync} \) \( \text{Not} \) gate we add the corresponding synchronized sub-network, where we connect the input and output neurons of the sub-network according to the original circuit. In addition we introduce a global chain that activates the sub-networks in each layer after the previous layers have already finished the computation. The first neuron in the global chain is set to be the starter neuron which fires in the beginning of the simulation.

Proof. We prove by induction on the layer \( j \). For \( j = 1 \), recall that the input neurons \( x_{i,1}, \ldots, x_{i,k} \) of the sub-network \( \text{Sync}(g_i) \) are the input neurons of the network \( \mathcal{N} \). Therefore, in round 0 in the simulation of \( \mathcal{N} \), the sub-network \( \text{Sync}(g_i) \) has the same input as gate \( g_i \) in the circuit \( \mathcal{A} \). Assume first that \( g_i \) is a NOT gate. Then the spike of the starter neuron \( c_0 \) arrived at the head chain \( v^*_i \) by round \( L \). Combining with Observation 32 we get that if \( \text{out}(g_i, \mathcal{A}) = 1 \) then \( \sigma_t(q_i, \mathcal{N}) = 1 \) for some \( t \in [L, L + 5L^3] \subseteq [1, \alpha L^3] \). In addition, if \( \text{out}(g_i, \mathcal{A}) = 0 \) then \( \sigma_t(q_i, \mathcal{N}) = 0 \) for every \( t \). The case where \( g_i \) is an OR gate is even simpler and follows by Observation 13. Since the path from \( c_0 \) to \( c_{\alpha L^3} \) in the chain \( C \) is of length \( \alpha L^3 \), we have that \( \tau_1 \geq \alpha L^3 \). Therefore \([1, \alpha L^3] \subseteq [\tau_0 + 1, \tau_1] \), and the claim holds for \( j = 1 \).

For the induction step, let \( j \geq 2 \), and assume correctness up to layer \( j - 1 \). We now prove the claim for layer \( j \). Let \( g_i \) be a gate in layer \( j \). By Observation 32, the important thing to take care of regarding a NOT gate \( g_i \) is to make sure that its inputs have the correct states (i.e., as the corresponding states in \( \mathcal{A} \)) by the time that the head of the chain \( v^*_i \) in \( \text{Sync}(g) \) has received the spike from \( c_{(j-1)\alpha L^3} \). Denote by \( q_{i,1}, \ldots, q_{i,k} \), the output neurons of the sub-networks \( \text{Sync}(g_{i,1}), \ldots, \text{Sync}(g_{i,k}) \). By the induction assumption, for each \( q_{i,h} \), if \( \text{out}(g_{i,h}, \mathcal{A}) = 0 \) then \( \sigma_t(q_{i,h}, \mathcal{N}) = 0 \) for every \( t \), and otherwise \( \sigma_t(q_{i,h}, \mathcal{N}) = 1 \) for some \( t \). Since the neurons \( q_{i,1}, \ldots, q_{i,k} \), the output neurons of \( g_i \), it holds that the sub-network \( \text{Sync}(g) \) gets the same input as the input of \( g \) in \( \mathcal{A} \), by round \( \tau_j - 1 \) of the simulation of \( \mathcal{N} \).

Now, assume that \( g_i \) is a NOT gate. Then, by round \( \tau_j - 1 + L \), the head of the chain \( v^*_i \) has received the spike from \( c_{(j-1)\alpha L^3} \). Combining with Observation 32, when \( \text{out}(q_i, \mathcal{N}) = 1 \), it holds that \( \sigma_t(q_i, \mathcal{N}) = 1 \) for some \( t \in [\tau_j - 1 + 1, \tau_j - 1 + L + 5L^3] \). In addition, when \( \text{out}(q_i, \mathcal{N}) = 0 \) then \( \sigma_t(q_i, \mathcal{N}) = 0 \) for every \( t \). Again, since the path from \( c_{(j-1)\alpha L^3} \) to \( c_{\alpha L^3} \) in the chain \( C \) is of length \( \alpha L^3 \), we have that \( \tau_j \geq \tau_j - 1 + L + 5L^3 \), and the claim follows. The case where \( g_i \) is an OR gate follows in a similar way by Observation 13.

Lemma 15 follows by using Claim 33 with \( j = d \), and noting that each output neuron \( z_i \) in \( \mathcal{N} \) is the output neuron \( q_{i,1} \) for some sub-network \( \text{Sync}(g_{i,1}) \) where \( g_{i,1} \) is a gate in layer \( d \) of \( \mathcal{A} \). This completes the correctness and the bound on the time overhead. We finally bound the
size of the network. The network $\mathcal{N}$ consists of a chain of $O(dL^3)$ neurons, and a $\text{Sync}(g_i)$ sub-network of size $O(L^2)$ for each gate $g_i$ in $\mathcal{A}$. Therefore, there are overall $O(dL^3 + mL^2)$ auxiliary neurons.

### B.3 Synchronization of a Single Deterministic Threshold Gate

We now turn to consider the synchronized implementation of a single deterministic threshold gate and prove Lemma 16.

Thanks to a result of [30], we can assume without loss of generality that the weights and bias values can be represented using binary vectors of length $\lceil\Delta \log \Delta\rceil$. Hastad [10] also showed that this bound is tight. In addition, we can also assume without loss of generality that $b(z) \geq 0$. The key part is to implement the single threshold gate by a Boolean circuit. This requires small adaptations from existing results in the area, specifically we will use the following known facts.

#### Fact 34 (Iterated Addition [31, 38]).

Given two input binary vectors $\bar{x} = [x_1, \ldots, x_\Delta]$ and $\bar{y} = [y_1, \ldots, y_\Delta]$, there exists a Boolean circuit with poly($\Delta$) gates and $O(1)$ depth that outputs the binary representation of $\text{dec}(\bar{x}) + \text{dec}(\bar{y})$.

#### Corollary 35 (Multiple Iterated Addition).

Given $\Delta$ input binary vectors $\bar{x}_1, \ldots, \bar{x}_\Delta$ where $\bar{x}_i \in \{0,1\}^m$ for some integer $m \geq 1$, there exists a Boolean circuit with poly($\Delta, m$) gates and $O(\log \Delta)$ depth that outputs the binary representation of $\sum_i \text{dec}(\bar{x}_i)$.

#### Observation 36 (Comparison).

Given two input binary vectors $\bar{x} = [x_1, \ldots, x_\Delta]$ and $\bar{y} = [y_1, \ldots, y_\Delta]$, there exists a Boolean circuit with poly($\Delta$) gates and $O(1)$ depth that outputs 1 iff $\text{dec}(\bar{x}) \geq \text{dec}(\bar{y})$.

We are now ready to implement a threshold gate by a small depth Boolean circuit of polynomial size. This lemma explains the dependency in the largest in-degree $\Delta$ of the final synchronized solution.

#### Lemma 37.

Given a threshold gate $g$ with Boolean inputs $x_1, \ldots, x_\Delta$ with weights $w_1, \ldots, w_\Delta$, and an output neuron $z$ with bias $b(z)$, there exists a Boolean circuit that computes $g$ (i.e., outputs 1 iff $\sum w_i \cdot x_i \geq b(z)$) using poly($\Delta$) gates and depth $O(\log \Delta)$.

**Proof.** Each input $x_i$ is connected to $\ell = \lceil\Delta \cdot \log \Delta\rceil$ neurons $w_{i1}, \ldots, w_{i\ell}$, where the edge weight $w(x_i, w_{ij})$ is 1 if the $j$th-bit in $w_i$ is 1 and 0 otherwise. We set the bias values to be $b(w_{ij}) = 1$. Thus, the outgoing edge weights of $x_i$ encode the binary representation of the weight $w_i$. As a result, once $x_i$ fires in round $\tau$, after at most $L$ rounds, $w_{ij}$ fires iff the $j$th bit in the representation of $w_i$ is 1. As we will see, those $\Delta^2 \cdot \log \Delta$ neurons $w_{i1}, \ldots, w_{i\ell}$ will serve as the input layer to the circuit. In addition, we also represent the bias of $z$ using $\ell$ neurons $b_1, \ldots, b_\ell$ that encode the binary representation of $b(z)$; the bias of $b_j = 1$ if the $j$th bit in $b(z)$ is 0, and $b_j = -1$ otherwise. Let $\bar{x}_\text{pos} = \{x_i \mid w_i \geq 0\}$ and $\bar{x}_\text{neg} = \{x_i \mid w_i < 0\}$. In the same manner, let $W_\text{pos} = \sum\{w_i \mid w_i \geq 0\}$ and $W_\text{neg} = \sum\{w_i \mid w_i < 0\}$. We will use the Multiple Iterated Addition circuit of Corollary 35 to compute the binary representation of $W_\text{pos}$ and $W_\text{neg} + b(z)$. Finally, we use the Comparison circuit of Observation 36 to compare those values, such that the output will be 1 iff $W_\text{pos} \geq W_\text{neg} + b(z)$, hence computing the function of the threshold gate.

The final synchronous implementation of $g$ is obtained by applying Lemma 15 on $\mathcal{C}$, i.e., \text{Sync}(g) $\leftarrow$ \text{Sync}(C). The construction uses a total $O(\log \Delta \cdot L^3 + \text{poly}(\Delta) \cdot L^2)$ auxiliary neurons, and computation time of $O(L^4 \cdot \log \Delta)$ rounds. This completes the proof of Lemma 16.
B.4 Probabilistic Threshold Gate

B.4.1 Description of the Boolean Circuit

The construction of the boolean circuit $A$ approximating a probabilistic threshold gate is achieved using two main steps. First we sample an almost uniform random variable, then we use the sampled value in order to approximate a sample from the Logistic distribution.

**Step 1: Sampling from the Almost Uniform Distribution.** We introduce $k = 4 \log(1/\epsilon)$ uniformly random gates, denoted as $r_1, \ldots, r_k$. Hence, $\text{dec}(\bar{r})$ encodes an integer number that is uniformly sampled between 0 and $\lceil (1/\epsilon)^4 \rceil$. In addition, we introduce $k$ input bits (with fixed value) $a_1, \ldots, a_k$ such that $\text{dec}(\bar{a}) = \lceil (1/\epsilon)^4 \rceil$. Thus, the value $r' = \text{dec}(\bar{r}) / \text{dec}(\bar{a})$ is sampled uniformly at random from the set $\{0, \epsilon^4, 2\epsilon^4, 3\epsilon^4, \ldots \}$.

**Step 2: Sampling from the Almost Logistic Distribution.** Next, we transform the sample $r'$ from Step 1 into a sample from an almost Logistic distribution. This is done by using the method of inverse transform sampling. In our context, for a sample $r$ u.a.r in $[0, 1]$, the value $b + \ln(r/(1-r))$ is a sample from the Logistic distribution with mean $b$ and scale 1. To compute the expression $b + \ln(r'/ (1-r'))$ using a Boolean circuit, we approximate the $\ln(x)$ function (up to $\pm \text{poly}(\epsilon)$) using the first $O(\log 1/\epsilon)$ terms of the Taylor expansion around a point $x_0$ where $0 \leq x_0 - x \leq 1/2$.

► **Definition 38 ($\epsilon$-Approximation of the $\ln(x)$ Function).** Given $x > 0$ and a positive integer $k$, let $\hat{\ln}_k(x)$ be the $\ln$-approximation of $x$ obtained by computing the first $k$ terms of the Taylor expansion around a point $x_0$, where $0 \leq x_0 - x \leq 1/2$. When $k$ is clear from the content we may omit it and simply write $\hat{\ln}(x)$.

The task of sampling from the (almost) Logistic distribution then boils into computing $f(r') = \hat{\ln}_k(r'/(1-r'))$ with $k = \lfloor 4 \log 1/\epsilon \rfloor$. We first use a Boolean circuit to distinguish between the case where $r' \leq 1-r'$, and the complementary case. Using the vectors $\bar{r}$ and $\bar{a}$, this can be done using integer operations and comparison as $r'/(1-r') = \text{dec}(\bar{r})/(\text{dec}(\bar{a}) - \text{dec}(\bar{r}))$. When $r' > 1-r'$, we calculate $f(-r')$, and then either add or subtracts it from the bias $b$ respectively.

In what follows, assume that $r' \leq 1-r'$, and therefore $r'/(1-r') \in [0, 1]$. To pick the point $x_0$ around which the Taylor approximation is expended, we let $x_0 = 1/2$ when $r'/(1-r') \leq 1/2$, and $x_0 = 1$ otherwise. This latter condition can also be easily checked with a Boolean circuit.

To finally be able to compute the function $\hat{\ln}_k(x)$ using a Boolean circuit, we must ensure that all our operations are applied on integers. Therefore, instead of computing $f(r')$, we will be actually computing $q \cdot f(r')$ for some large enough constant $q$ that guarantees that $q \cdot f(r')$ is an integer. Specifically, letting $q = (\text{dec}(\bar{a}) - \text{dec}(\bar{r}))^k$ does the job as the function $\hat{\ln}_k(x)$ is a polynomial of degree $k$. This factor of $q$ would not affect the correctness of the computation as it will be canceled out later on. Using the circuit for iterated addition [38, 31] and fast multipliers [9], we can compute $q \cdot f(r')$ using only integer addition and multiplication. The output of the final Boolean circuit is $\bar{y}$ where $\text{dec}(\bar{y}) = q \cdot b + q \cdot f(r')$. In the analysis section, we show that $\text{dec}(\bar{y})/q$ is sampled from a distribution that is $\text{poly}(\epsilon)$-close to the Logistic distribution with mean $b$. 
Putting all Together: The Output Circuit. Let $w_1, \ldots, w_\Delta$ be the weights of the probabilistic threshold gate $g$. To cancel out the multiplication of $q$ in the output bias value from the previous step, we multiply all the incoming weights by $q$ as well. We can then use the construction of Lemma 16 for a deterministic threshold gate with weights $w'_1 = q \cdot w_1, \ldots, w'_\Delta = q \cdot w_\Delta$ and bias $b'' = \text{dec}(\tilde{y})$. This completes the description of the construction.

B.4.2 Analysis and Proof of Lemma 17

We now turn to prove Lemma 17 and start with several auxiliary claims.

▷ Claim 39. Let $r_1, r_2 \in [0, 1]$ such that $|r_1 - r_2| \leq \epsilon^2$ and $\epsilon \leq r_1 \leq 1 - \epsilon$, then

$$|\ln(r_1/(1 - r_1)) - \ln(r_2/(1 - r_2))| \leq 2\epsilon.$$ 

Proof. By the definition of $r_1$ and $r_2$ we get the following inequalities:

$$|\ln(r_1/(1 - r_1)) - \ln(r_2/(1 - r_2))| = |\ln(r_1) - \ln(1 - r_1) - \ln(r_2) + \ln(1 - r_2)|$$

$$\leq |\ln(r_1 + \epsilon^2)| + |\ln(1 - r_1)|$$

$$\leq |\ln(1 + \epsilon^2/r_1)| + |\ln(1 + \epsilon^2/(1 - r_1))|$$

$$\leq 2\ln(1 + \epsilon) \leq 2 \cdot \epsilon,$$

where the last inequality is due to the Taylor expansion of $\ln(1 + x)$ around 0. 

Recall that given $x > 0$ and an integer $k > 0$, $\hat{\ln}_k(x)$ is the ln-approximation of $x$ obtained by computing the first $k$ terms of the Taylor expansion around a point $x_0$ where $0 < x_0 - x \leq 1/2$.

▷ Claim 40. Fix $r_1, r_2 \in [0, 1]$ such that $|r_1 - r_2| \leq \epsilon^2$ and $\epsilon \leq r_1 \leq 1 - \epsilon$, denote $\hat{\eta}_1 = b + \ln(r_1/(1 - r_1))$ and $\hat{\eta}_2 = b + \hat{\ln}(r_2/(1 - r_2))$. Then, $|\hat{\eta}_1 - \hat{\eta}_2| \leq 3\epsilon$.

Proof. Fix $x \in (0, 1)$. Since $\hat{\ln}(x)$ is obtained by using the first $k$ terms in the Taylor expansion of $\ln(x)$ around $x_0$, we have that $|\ln(x) - \hat{\ln}(x)| = \frac{1}{x_0} \cdot \frac{|x - x_0|}{k!} \cdot \eta^{(k)}$, where $\eta \in [x, x_0]$. Since $x_0 \geq x$, also $x_0 \geq \eta$. As $|x - x_0| \leq 1/2$, we get that $|\ln(x) - \hat{\ln}(x)| \leq (1/2)^k$. By plugging $k = \Theta(\log 1/\epsilon)$, we have that $|\ln(x) - \hat{\ln}(x)| \leq \epsilon$ for every $x$.

Thus, combining with Claim 39 we conclude the following:

$$|\hat{\eta}_1 - \hat{\eta}_2| = |b + \ln(r_1/(1 - r_1)) - b + \hat{\ln}(r_2/(1 - r_2))|$$

$$\leq \epsilon + |\ln(r_1/(1 - r_1)) - \ln(r_2/(1 - r_2))| + \epsilon$$

$$\leq \epsilon + |\ln(r_1/(1 - r_1)) - \ln(r_2/(1 - r_2))| \leq 3\epsilon.$$

▷ Claim 41. Consider two threshold gates $g_1, g_2$ with the same weighted sum and bias values $b_1 \leq b_2$ such that $b_2 - b_1 \leq \epsilon$. Then $|\Pr[g_1 = 1] - \Pr[g_2 = 1]| \leq \sqrt{\epsilon}$.

Proof. Let $W$ be the weighted incoming sum to both $g_1$ and $g_2$. The probability that $g_1$ outputs 1 is $1/(1 + e^{-(W - b_1)})$, and the probability that $g_2$ outputs 1 is $1/(1 + e^{-(W - b_2)})$. The following holds:

$$\Pr[g_2 = 1] = \frac{1}{1 + e^{-(W - b_2)}} \geq \frac{1}{1 + e^{-(W - b_1 - \epsilon)}} = \frac{1}{1 + e^{e^{-(W - b_1)}}}$$

$$\geq \frac{1}{e^{\epsilon} \cdot (1 + e^{-(W - b_1)})} \geq \frac{1}{(1 + \sqrt{\epsilon}) \cdot (1 + e^{-(W - b_1)})}$$

$$= (1 - \sqrt{\epsilon})/(1 + e^{-(W - b_1)}) \geq 1/(1 + e^{-(W - b_1)}) - \sqrt{\epsilon} = \Pr[g_1 = 1] - \sqrt{\epsilon}.$$
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In the third inequality we use the fact that $e < (1 + \sqrt{\epsilon})^\frac{1}{2}$ and thus $e^\epsilon < 1 + \sqrt{\epsilon}$. On the other hand, since $b_2 \geq b_1$ it holds that

$$\Pr[g_2 = 1] = 1/(1 + e^{-(W-b_2)}) \leq 1/(1 + e^{-(W-b_1)}) = \Pr[g_1 = 1].$$

Hence, we conclude that $|\Pr[g_2 = 1] - \Pr[g_1 = 1]| \leq \sqrt{\epsilon}$ as required.  

**Analysis of Step 1.** In the first step of the construction, since each uniformly random gate $r_i$ is $1$ with probability $1/2$, the value $\text{dec}(\vec{r})$ is a uniform sample in \{0, 1, \ldots, (1/\epsilon)^\frac{1}{2}\}. Therefore, $r' = \text{dec}(\vec{r})/\text{dec}(\vec{a}) = e^\epsilon \cdot \text{dec}(\vec{r})$ is sampled uniformly at random from \{0, $\epsilon^2$, $2\epsilon^2$, $3\epsilon^2$, \ldots, 1\}. By a simple coupling argument, sampling $r'$ is equivalent to the process of sampling a uniform random variable $r_1 \in [0, 1]$ and rounding it to the closest value of the form $i \cdot \epsilon^2$ for some integer $i$. In this manner, these two samples have an additive distance of at most $\epsilon^4$.

**Analysis of Step 2.** Denote the probability $z$ outputs $1$ by $q$, and the probability $u$ outputs $1$ by $p$. Recall that $g$ is the probabilistic gate and $g'$ is the output gate of the Boolean circuit that approximates $g$.

In the second step, we compute $\text{dec}(\vec{y}) = q \cdot (b + f(r'))$ where $q = (\text{dec}(\vec{a}) - \text{dec}(\vec{r}))^k$ and $f(r') = \ln(r'/(1-r'))$. Then $g'$ outputs $1$ iff $\text{dec}(\vec{y}) \leq W \cdot q$, or simply iff $b + f(r') \leq W$. Given that $r' \in [2\epsilon^2, 1-2\epsilon^2]$ by Claim 40, $b' = b + f(r')$ satisfies that $|b' - b| \leq 3\epsilon^2$ where $b'$ is a true sample from the Logistic distribution with mean $b$. Therefore, the following holds.

$$\Pr[g' = 1 \mid r' \in [2\epsilon^2, 1-2\epsilon^2]] = \Pr[W \geq b' \mid r' \in [2\epsilon^2, 1-2\epsilon^2]] \leq \Pr[W + 3\epsilon^2 \geq b' \mid r' \in [2\epsilon^2, 1-2\epsilon^2]] = 1/(1 + e^{-(W+b+3\epsilon^2)}),$$

and in addition

$$\Pr[g' = 1] \geq \Pr[W - 3\epsilon^2 \geq b' \mid r' \in [2\epsilon^2, 1-2\epsilon^2]] = 1/(1 + e^{-(W-b-3\epsilon^2)}).$$

Recall that $\Pr[g = 1] = \frac{1}{1+e^{-(W+b)}}$. By claim 41 we conclude that $|\Pr[g' = 1] - \Pr[g = 1]| \leq 3\epsilon$. We note that $r' \in [2\epsilon^2, 1-2\epsilon^2]$ with probability at least $1 - 4\epsilon^2$. Hence, we conclude that:

$$\Pr[g' = 1] \leq \Pr[g' = 1 \mid r' \in [2\epsilon^2, 1-2\epsilon^2]] + 4\epsilon^2 \leq \Pr[g = 1] + 3\epsilon + 4\epsilon^2 = p + \Theta(\epsilon),$$

and on the other hand:

$$\Pr[g' = 1] \geq (1 - 4\epsilon^2) \Pr[g' = 1 \mid r' \in [2\epsilon^2, 1-2\epsilon^2]] \geq (1 - 4\epsilon^2) (\Pr[g = 1] - 3\epsilon) \geq \Pr[g = 1] - \Theta(\epsilon).$$

Thus, $|\Pr[g = 1] - \Pr[g' = 1]| = O(\epsilon)$ as required.

**Complexity.** We assume that the bias and weights of the given probabilistic threshold gate $g$ are polynomial in $1/\epsilon$. We first claim that with high probability of $1 - \Theta(\epsilon)$, the approximate bias sampled from the almost Logistic distribution in also bounded by poly($1/\epsilon$).

▷ **Claim 42.** Given that $|\mu| = \text{poly}(1/\epsilon)$, for a random variable $x$ drawn from the logistic distribution with mean $\mu$ it holds that $|x| = \text{poly}(1/\epsilon)$ with probability greater than $1 - \epsilon$.

**Proof.** By the definition of the Logistic CNF function it holds that

$$\Pr[x > 2 \ln(1/\epsilon) + \mu] = 1 - \frac{1}{1 + e^{-2 \ln(1/\epsilon) - \mu + \mu}} = \frac{\epsilon^2}{1 + \epsilon^2} < \epsilon^2.$$
Thus we can assume from now on that all integer numbers can be representing using $O(\text{poly}(1/\epsilon))$ bits. Using circuits for fast integers multiplication as described in [9] and iterated addition [38, 31], there exists a Boolean circuit computing $W \cdot q$ as well as $b \cdot q$ using $\text{poly}(\Delta, \log(1/\epsilon))$ gates and $\text{poly}(\log \Delta, \log(1/\epsilon))$ depth. When computing the polynomial $q \cdot \ln(1/r')$ (of total degree $2k$), calculating each term requires $O(\log k)$ multiplicity operations. Since we have $k$ summands, in total we use $k \cdot \log k$ multiplicity operations, each requires $O(k \cdot \log k \cdot 2^{O(\log^2 k)})$ gates (and depth), and $\log k$ addition operations. The comparison circuits uses $\text{poly}(\log 1/\epsilon)$ gates and depth, and the final threshold gate circuit requires $\text{poly}(\Delta, \log 1/\epsilon)$ gates and depth $\text{poly}(\log \Delta, \log(1/\epsilon))$. We conclude that the Boolean circuit has $\text{poly}(\Delta, \log(1/\epsilon))$ gates and depth of $\text{poly}(\log \Delta, \log(1/\epsilon))$.

### B.4.3 Synchronizing a Probabilistic Threshold Gate

In order to construct a synchronized neural network computing the Boolean Circuit described in Lemma 17, we use the construction for synchronized Boolean circuits as described in Lemma 15. We are left with describing the implementation of the random bits $r$ and the constant bits $a$.

- In order to represent $a$, we introduce $k$ neurons $a_1, \ldots, a_k$. If the $i^{th}$ bit in the binary representation of $\text{dec}(a) = (1/\epsilon)^i$ equals 1 we set the bias of $a_i$ to be $b(a_i) = -1$ and otherwise we set the bias to be $b(a_i) = 1$. As a result, the neurons that represent the bits that are 1 in the binary representation fire on every round, and the other neurons idle thought the execution.

- In order to represent $r$ we introduce $k$ spiking neurons $r_1, \ldots, r_k$. For the computation to succeed, we need to sample each random variable $r_i$ only once. Therefore, each neuron $r_i$ has a very large bias $b(r_i) = \text{poly}(1/\epsilon)$ and an incoming edge from the starter neuron $s$ with weight $w(s, r_i) = b(r_i)$. As a result, as long as $r_i$ did not receive a spike from $s$, with high probability it does not fire. On the other hand, when neuron $r_i$ receives a spike from the starter neuron $v^*$ it fires with probability $1/2$.

### B.5 The Complete Synchronization Scheme

Finally, we describe the synchronizer for a given neural network and prove Theorem 4. We start by describing the construction for a network of deterministic threshold gates. The adaptation to a network of spiking neurons is quite straightforward as discussed in the end of the section. The construction has two parts: a global pulse generator that can be used to synchronize many networks, and an adaptation of the given network $\mathcal{N}$ into a network $\text{Sync}(\mathcal{N})$, see Figure 2. The pulse generator is implemented by a directed cycle $PG = [c_0, \ldots, c_k]$ of length $k = O(L^4 \log \Delta)$. All neurons in $PG$ have bias $b(c_i) = 1$. In addition, for every $i \geq 1$ neuron $c_i$ has an incoming edge from neuron $c_{i-1}$ with weight $w(c_{i-1}, c_i) = 1$, and the first neuron $c_0$ has an incoming edge from the last neuron $c_k$ with weight $w(c_0, c_k) = 1$. The last neuron of the chain $c_k$ will declare the end of each phase. We assume throughout that the simulation starts by a spike of the starter $v^* = c_0$.

**Modifications to the Network $\text{Sync}(\mathcal{N})$.** The input layer and output layer in $\text{Sync}(\mathcal{N})$ are **exactly** as in $\mathcal{N}$. We will now focus on the set of auxiliary neurons $V$ in $\mathcal{N}$. The network $\text{Sync}(\mathcal{N})$ contains the vertices $V$ of the original network $\mathcal{N}$, and in addition, for each neuron $v_i \in V$ we add the following components to the network:
A synchronized sub-network $\text{Sync}(v_i)$ using Lemma 16 implementing the threshold gate defined by neuron $v_i$. The input neurons to the sub-network $\text{Sync}(v_i)$ are the incoming neighbors of $v_i$ in $\mathcal{N}$. The first neuron $v_i^+$ in the internal chain of the sub-network $\text{Sync}(v_i)$ has an incoming edge from the $L^{\text{th}}$ neuron of PG cycle, namely $c_L$ with weight 1 and bias $b(v_i^+) = 1$. Denote the output of the sub-network $\text{Sync}(v_i)$ by $v_i^{\text{out}}$.

An AND module $\text{AND}_\gamma$ whose output neuron is $v_i$. This module is implemented by a circuit of $\text{OR}_{\text{sync}}$ and $\text{NOT}_{\text{sync}}$ gates with three layers (using simple De-morgan rule). The $\text{AND}_\gamma$ module receives input from the neuron $v_i^{\text{out}}$ and from the $(\alpha L + 4)$th neuron in PG, $c_{\alpha L + 4}$ where $\alpha$ is a large enough constant. The internal chains of the $\text{AND}_\gamma$ circuit receive input from neuron $c_\beta$ in PG where $\beta = \alpha L^4 + L$, making sure the circuit begins the execution after receiving all its inputs\(^{11}\).

**Modifications to the Circuit Synchronization of Sec. 4.1.** So far, we handled the synchronization of circuits. In order to handle general networks (e.g., that contains self-loops and recurrent edges), we need to apply small adaptations to the synchronized sub-networks of Sec. 4.1. Specifically, unlike circuits, in the execution of a network, certain neurons (or gates) might be activated several times. To be able to re-use the sync. sub-networks throughout the execution, we need to reset the states kept by their self-loops.

We therefore adapt the construction of the sync. sub-network presented in Section 4.1 to reset themselves at the end of their computation. For each $\text{NOT}_{\text{sync}}$ gate, we augment its internal chain by $3 \cdot L^2$ neurons, and the last neuron of this chain is connected to an inhibitor neuron $v_r$. The inhibitor $v_r$ has outgoing edges of weight $-\infty$ to all neurons in the sub-network. Due to Claim 30, it holds that the inhibition by $v_r$ (i.e., the round in which $v_r$ fires) occurs after the output neuron has already fired. Observe that the timing of the inhibition by $v_r$ is set in a way that guarantees that all gates in the sub-network will be idle from that point on (i.e., there will be no delayed spikes that arrive after this inhibition). For the sub-network $\text{OR}_{\text{sync}}$ which do not contain self-loops, no adaptation is needed.

### B.6 Correctness

Throughout, we fix a synchronous execution $\Pi_{\text{sync}}$ and an asynchronous execution $\Pi_{\text{async}}$. For every neuron $v$ and phase $p$, define the beginning of phase $p$ of $v$ in the asynchronous execution $(r(v, p))$ as the round in which the $p$th spike of $c_0$ is fired. I.e., the $p$th phase of $v$ is the time interval $[r(v, p), r(v, p + 1))$. For every round $p$, let $V^+_\text{sync}(p)$ be the set of neurons that fire in round $p$ in $\Pi_{\text{sync}}$ (i.e., the neurons with positive entries in $\sigma_p$). Similarly, let $V^+_\text{async}(p)$ be the set of neurons that fire during phase $p$.

\[\boxed{\text{Lemma 43. The networks } \text{Sync}(\mathcal{N}) \text{ and } \mathcal{N} \text{ have similar executions.}}\]

In order to show the networks $\text{Sync}(\mathcal{N})$ and $\mathcal{N}$ have similar executions, we show by induction on round (resp., phase) $p$ that $V^+_\text{sync}(p) = V^+_\text{async}(p)$. For $p = 1$, let $V^+_\text{sync}(0)$ be the neurons that fired at the beginning of the simulation in round 0. We will show that every neuron $v_i \in V$ fires in phase 1 iff $v_i \in V^+_\text{sync}(1)$. For $v_i \in V$, the spikes from its incoming neighbors in $V^+_\text{sync}(0)$ reach the sub-network $\text{Sync}(v_i)$ by round $L$. The global chain in $\text{Sync}(v_i)$ is then activated by the neuron $c_L$ in some round $\tau \in [L, L^2]$. Therefore, by Lemma 16 there exists a constant $\gamma$ such that $v_i^{\text{out}}$ fires in some round $\tau_i \in [2, \tau + \gamma \cdot \log \Delta \cdot L^4]$ iff the output of the

\(^{11}\)We say that the circuit receives its input, if every gate in the first layer has received the signals from its incoming input.
threshold function corresponding to \(v_i\) is 1, meaning that \(v_i \in V^+_{\text{sync}}(1)\). We next note that the first layer of the sub-network AND\(_i\) consists of two \(\text{NOT}_{\text{sync}}\) sub-networks with input from \(c_{\alpha L^4}\) and \(v_i^{\text{out}}\). Hence, by Observation 32 as long as \(\text{AND}_{\alpha}\) receives the information from \(c_{\alpha L^4}\) and \(v_i^{\text{out}}\) before the activation of the global chain of the network \(\text{AND}\), in some round \(\tau^*\) its output neuron fires by round \(\tau^* + O(L^4)\) iff both \(v_i^{\text{out}}\) and \(c_{\alpha L^4}\) fired.

The global chain of \(\text{AND}_{\alpha}\) is activated by neuron \(c_{\beta}\) for \(\beta = \alpha \cdot L^4 + L\) and therefore is indeed activated after \(\text{AND}_{\alpha}\) receives the spike from \(c_{\alpha L^4}\). In addition, we choose \(\alpha\) such that \(\alpha L^4 > L + \gamma \log \Delta \cdot L^4\). Therefore the neuron \(c_{\beta}\) fires after round \(\tau_{\alpha} + L\), i.e. after \(\text{AND}_{\alpha}\) received the spike from \(v_i^{\text{out}}\) as well. We conclude that \(v_i\) fires in some round \(\tau'' \in [\beta, O(L^4)]\) iff \(v_i^{\text{out}}\) fires in round \(\tau_{\alpha}\). We choose \(k\) to be large enough to make sure that \(c_k\) fires after round \(\tau''\) and therefore all neurons in \(V^+(1)\) fired during the first phase.

Next, we assume that \(V^+_{\text{sync}}(p) = V^+_{\text{async}}(p)\) and consider phase \(p + 1\). Let \(\tau_p\) be the round that \(c_0\) fired at the beginning of phase \(p\) and let \(\tau_{p+1}\) be the round in which \(c_0\) fired at the beginning of phase \(p + 1\). In addition, we denote the round in which \(c_{\alpha L^4}\) fired during phase \(p\) by \(\tau_{\alpha}\). By the induction assumption, neuron \(v_i\) fires between round \(\tau_p\) and round \(\tau_{p+1}\) iff \(v_i \in V^+_{\text{sync}}(p)\). Moreover, since the activation of the sub-network \(\text{AND}_{\beta}\) is performed by neuron \(c_{\beta}\), every \(v_i \in V^+_{\text{sync}}(p)\) fires after round \(\tau_{\alpha}\). We choose \(\alpha\) to be large enough such that by round \(\tau_{\alpha}\), all sub-networks \(\text{Sync}(v_i)\) have been reset due to the modification in the circuit synchronization. Hence, for neuron \(v_i \in V\), the spikes from its incoming neighbors in \(V^+_{\text{async}}(p)\) reach \(\text{Sync}(v_i)\) after the sub-network has already been reset. Thus, when the global chain of the sub-network \(\text{Sync}(v_i)\) is activated by the neuron \(c_{\beta}\), in round \(\tau_L \in [\tau_{p+1} + L, \tau_{p+1} + L^2]\), the sub-network \(\text{Sync}(v_i)\) received spikes from the incoming neighbors of \(v_i\) in \(V^+_{\text{async}}(p)\). Combining with Lemma 16 we conclude that \(v_i^{\text{out}}\) fires in round \(\tau_i \in [\tau_{p+1} + L, \tau_{p+1} + L^2 + \gamma \log \Delta \cdot L^4]\) iff \(v_i \in V^+_{\text{sync}}(p + 1)\). Thus, when neuron \(c_{\beta}\) fires in phase \(p + 1\), the sub-network \(\text{AND}_{\beta}\) has received the spikes from both \(v_i^{\text{out}}\) and \(c_{\alpha L^4}\). Since the global chain of \(\text{AND}_{\beta}\) is activated by the neuron \(c_{\beta}\), we conclude that \(v_i\) fires in some round \(\tau^* \in [\tau_{p+1} + \beta, \tau_{p+1} + \Theta(L^4)]\), iff \(v_i \in V^+_{\text{sync}}(p + 1)\). Choosing \(k\) to be large enough, \(\tau^*\) occurs before \(c_k\) fires and ends the phase.

**Synchronization of a Spiking Neural Network.** We next explain the adaptation of the construction given a network of auxiliary neurons \(N\). Let \(n\) be the number of auxiliary neurons in \(N\) and let \(t\) be the number of rounds. Each spiking neuron implemented by a probabilistic threshold gate can be made synchronized using Cor. 19 where we use an error parameter of \(\epsilon = 1/\text{poly}(n, t)\). Thus, The network \(\text{Sync}(N)\) consists of \(\text{poly}(\Delta, \log n \cdot t) \cdot L^4 \cdot n\) auxiliary neurons and uses \(\text{poly}(\log \Delta, \log n \cdot t) \cdot L^5\) rounds.

To compare the simulation of the given spiking neural network \(N\) and the synchronized network \(\text{Sync}(N)\), we fix the randomness used by \(N\) throughout the simulation and use these coins when simulated the network \(\text{Sync}(N)\). For neuron \(v \in V\) and round \(\tau \geq 1\), by Cor. 19, with probability at least \(1 - 1/\text{poly}(n \cdot t)\) it holds that \(v \in V^+_{\text{sync}}(\tau)\) iff \(v \in V^+_{\text{async}}(\tau)\). By applying the union bound over all \(n\) neurons and \(t\) rounds of the simulation, we conclude that with high probability \(N\) and \(\text{Sync}(N)\) have similar executions.

**C** Synchronization in the Node-Delay Model

**C.1 Network Dynamics in the Node Delay Setting**

Network evolution proceeds in **seconds**, namely, a sufficiently small time unit. For a given integer \(T \geq 1\), the dynamics is specified by a node-delay function \(t : V \to \mathbb{N}_{\leq T}\) interpreted as follows: the round duration on each neuron \(v\) consists of \(t(v)\) seconds. Specifically, the \(i^{th}\)
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round of \( v \) is defined by the time interval \( R_i(v) = [(i-1)t(v) + 1, i\cdot t(v)] \) for every \( i \geq 1 \). All spikes are assumed to arrive with a delay of a single second\(^{12}\). For the neuron \( v \) and integer \( i \), the set of spikes received at \( v \) during its \( i^{th} \) round is given by

\[
A(v, i) = \{(u, j \cdot t(u)) \mid j \cdot t(u) + 1 \in R_i(v)\}.
\]

The state of \( v \) in its \( i \)-round (i.e., at the second \( i \cdot t(v) \)) is given by:

\[
\text{pot}(v, i) = \sum_{(u, j \cdot t(u)) \in A(v, i)} w(u, v) \cdot \sigma_j(v) - b(v) \text{ and } \sigma_i(v) = 1 \text{ iff } \text{pot}(v, i) \geq 0.
\]

If \( v \) is a probabilistic threshold gate then it fires in second \( i \cdot t(v) \) with probability \( p(v, i) = \frac{1}{1 + e^{-\text{pot}(v, i)}} \).

Definition 44 (The \( T \)-bounded Node-Delay Setting). We are given a network \( \mathcal{N} \) and an integer \( T \). It is assumed the network contains a special neuron, the starter, that fires in the first round of the simulation. The dynamic is determined by a node-delay function \( t : V \rightarrow \mathbb{N}_{\leq T} \). This function \( t \) can be chosen arbitrarily.

Definition 45 (Computation of a Boolean Function in the \( T \)-bounded Node-Delay Setting). Let \( f : \{0, 1\}^n \rightarrow \{0, 1\}^k \) be a Boolean function. A network \( \mathcal{N} \) with \( n \) input neurons \( x_1, \ldots, x_n \) and \( k \) output neurons \( z_1, \ldots, z_k \) computes \( f \) in this setting if for every \( T \)-bounded function \( t : V \rightarrow \mathbb{N}_{\leq T} \) and for every fixed possible assignment to the input neurons \( b_1, \ldots, b_n \) the following holds: (i) If \( f_i(b_1, \ldots, b_n) = 1 \), then there exists a round in which \( z_i \) fires, where \( f_i(\cdot) \) is the \( i^{th} \) bit in the output of \( f \). (ii) If \( f_i(b_1, \ldots, b_n) = 0 \) then \( z_i \) does not fire throughout the entire execution.

Synchronizers for the Node-Delay. A synchronizer \( \nu \) is an algorithm that gets as input a network \( \mathcal{N} \) and integer \( T \), and outputs a network \( \mathcal{N}' = \text{sync}_\nu(\mathcal{N}, T) \) that contains all the neurons of \( \mathcal{N} \), plus additional auxiliary neurons. One of the auxiliary neurons in \( \mathcal{N}' \) is a starter neuron that fires in the first round of the simulation. The network \( \mathcal{N}' \) works in the asynchronous setting and should have similar execution to \( \mathcal{N} \) in the sense that for every neuron \( v \in V(\mathcal{N}) \), the firing pattern of \( v \) in the asynchronous network should be similar to the one in the synchronous network. The output network \( \mathcal{N}' \) simulates each round of the network \( \mathcal{N} \) by a phase.

Definition 46 (Phases). We partition the execution of \( \mathcal{N}' \) into phases \( 1, 2, \ldots \), using a function \( r : V(\mathcal{N}) \times \mathbb{N} \rightarrow \mathbb{N} \) that defines the beginning of phase \( p \). Hence, the \( p^{th} \) phase is the round interval \( [r(v, p), r(v, p + 1)] \).

Definition 47 (Similar Executions (Deterministic Networks)). The synchronous execution \( \Pi \) of a deterministic network \( \mathcal{N} \) is specified by a list of states \( \Pi = \{\sigma_1, \ldots, \} \) where each \( \sigma_i \) is a binary vector describing the firing status of the neurons in round \( i \). The asynchronous execution of the network \( \mathcal{N}' = \text{sync}_\nu(\mathcal{N}, T) \) with a node-delay function \( t : V \rightarrow \mathbb{N}_{\leq T} \) denoted by \( \Pi'(t) \) is defined analogously only when applying the asynchronous dynamic. The execution \( \Pi'(t) \) is divided into phases according the a function \( r : V(\mathcal{N}) \times \mathbb{N} \rightarrow \mathbb{N} \).

The network \( \mathcal{N} \) and the pair \( (\mathcal{N}', t) \) have a similar execution if \( V(\mathcal{N}) \subseteq V(\mathcal{N}') \), and in addition, a neuron \( v \in V(\mathcal{N}) \) fires in round \( p \) in the execution \( \Pi \) iff \( v \) fires during phase \( p \) in \( \Pi'(t) \).

\(^{12}\)As discussed in the introduction, this model can be generalized to support both edge-delays and node-delays, to isolate the node-delay effect we assume that all edges have latency of 1.
The networks $\mathcal{N}$ and $\mathcal{N}'$ are similar if $\mathcal{N}$ and $\langle \mathcal{N}', t \rangle$ have a similar execution for every node-delay function $t$.

As for the edge-delay model, the extension for randomized networks is made by fixing the random bits in the simulation of the input network.

### C.2 Reduction to the Edge-Delay Model: A Simulation Result

Given a neural network $\mathcal{N}$ and an integer parameter $T$, our goal is to construct a network $\mathcal{N}_R = \text{sync}_V(\mathcal{N}, T)$ in the $T$-bounded node-delay model that behaves similarly to $\mathcal{N}$, i.e., that $\mathcal{N}$ and $\mathcal{N}_R$ are similar according to Definition 47.

Given the network $\mathcal{N}$ and the delay bound $T$, we start by computing the network $\mathcal{N}_E = \text{sync}_V(\mathcal{N}, L)$ with $L = 5T^2$. The desired $\mathcal{N}_R = \text{sync}_V(\mathcal{N}_T)$ is obtained by changing some of the edge weights in $\mathcal{N}_E$. Our proof of correctness is based on similarity between a network in the node-delay model and a network in the edge-delay model.

**Similarity between the networks $\mathcal{N}_R$ and $\mathcal{N}_E$.** Fix integer parameters $T, L$. Given an edge-delay network $\mathcal{N}_E$, a latency function $\ell : E(\mathcal{N}_E) \times \mathbb{N} \to \mathbb{N}_{\leq L}$, a node-delay network $\mathcal{N}_R$ on the same neuron set and a node-delay function $t : V(\mathcal{N}_R) \to \mathbb{N}_{\leq T}$, we want to define similarity between the simulations $\langle \mathcal{N}_E, \ell \rangle$ and $\langle \mathcal{N}_R, t \rangle$, where both simulations use the same initial configuration.

This notion of similarity is based on defining different time scales in each of the simulations. Specifically, for every $i \geq 1$ and neuron $u \in V$ the time window $R_i(u)$ will be the time that $u$ collects spikes for its round $i$ in the simulation of $\langle \mathcal{N}_R, t \rangle$. Moreover, for every $i \geq 0$ the time window $L_i(u)$ correspond to the firing period of round $i$ of $u$ in the simulation of $\langle \mathcal{N}_R, t \rangle$, where

$$R_i(u) = [(i - 1) \cdot t(u) + 1, i \cdot t(u)]$$

and

$$L_i(u) = [i \cdot T \cdot t(u), i \cdot T \cdot t(u) + (T \cdot t(u) - 1)].$$

Furthermore, for every second $\tau_R$ in the simulation of $\langle \mathcal{N}_R, t \rangle$ we will have the corresponding block $B_{\tau_R} = [\tau_R \cdot T, \tau_R \cdot T + (T - 1)]$ in the simulation of $\langle \mathcal{N}_E, \ell \rangle$. For the simulation of $\langle \mathcal{N}_E, \ell \rangle$ define for every neuron $u$ and $i \geq 0$:

$$\sigma_i(u, \mathcal{N}_E) = \begin{cases} 1 & \text{u is strong and u fires in every } \tau_{\mathcal{E}} \in L_i(u) \\ 1 & \text{u is weak and u fires in } \tau_{\mathcal{E}} \in L_i(u) \text{ only for } \tau_{\mathcal{E}} = i \cdot T \cdot t(u) \\ 0 & \text{u never fires in } L_i(u) \\ 0 & \text{Otherwise.} \end{cases}$$

For the simulation of $\langle \mathcal{N}_R, t \rangle$ define for every neuron $u$ and $i \geq 0$:

$$\sigma_i(u, \mathcal{N}_R) = \begin{cases} 1 & \text{u fires in round } i \text{ of } u \text{ (i.e. in the second } i \cdot t(u)) \\ 0 & \text{Otherwise.} \end{cases}$$

**Definition 48.** The simulations $\langle \mathcal{N}_R, t \rangle, \langle \mathcal{N}_E, \ell \rangle$ are similar, denoted as $\langle \mathcal{N}_R, t \rangle \sim \langle \mathcal{N}_E, \ell \rangle$, if for every neuron $u$ and $i \geq 0$ it holds that $\sigma_i(u, \mathcal{N}_E) = \sigma_i(u, \mathcal{N}_R)$.

A network $\mathcal{N}_E$ in the $L$-bounded edge-delay model and a network $\mathcal{N}_R$ in the $T$-bounded node-delay model are similar, denoted by $\mathcal{N}_E \sim \mathcal{N}_R$, if for every node-delay function $t : V(\mathcal{N}_R) \to \mathbb{N}_{\leq T}$ there exists a latency function $\ell : E(\mathcal{N}_E) \times \mathbb{N} \to \mathbb{N}_{\leq L}$ such that $\langle \mathcal{N}_R, t \rangle \sim \langle \mathcal{N}_E, \ell \rangle$.

The key simulation lemma used in the synchronization scheme is as follows:
Lemma 49. Given a network \( \mathcal{N}_L \) in the \( L \)-bounded edge delay model such that:
1. \( b(u) > 0 \) for every neuron \( u \).
2. Every weak neuron \( v \) has no self-loop.
3. There is no edge from a strong neuron to a strong neuron.
4. Every negative edge has weight \(-\infty\).
5. For every neuron \( u \), either any excitatory incoming neighbor of \( u \) is weak, or any excitatory incoming neighbor of \( u \) is strong.
6. Let \( v \) be a strong incoming neighbor of a neuron \( u \), and let \( f \) be an inhibitor. Then if \( f \) has an edge to \( v \), it also has an edge to \( u \).

Then there exists a network \( \mathcal{N}_R \) in the \( T \)-bounded node-delay model with \( T \leq \sqrt{L/5} \) with \( V(\mathcal{N}_R) = V(\mathcal{N}_L) \) such that \( \mathcal{N}_R \) and \( \mathcal{N}_L \) are similar.

Defining the node-delay network \( \mathcal{N}_R \). The network \( \mathcal{N}_R \) is exactly as \( \mathcal{N}_L \), up to small adaption of the weights. Denote by \( w_L : V \rightarrow \mathbb{R} \) the weight function of the network \( \mathcal{N}_L \). Define the weight function \( w_R \) of \( \mathcal{N}_R \) as

\[
w_R(v, u) = \begin{cases} T \cdot w_L(v, u) & v \neq u, \ v \text{ is strong}, \\ w_L(v, u) & \text{Otherwise}. \end{cases}
\]

Correctness. We will show that \( \mathcal{N}_L \) and \( \mathcal{N}_R \) are similar. Fix a node-delay function \( t : V \rightarrow \mathbb{N}_{\leq T} \). First, we define the corresponding latency function \( \ell \) and prove it is valid, i.e. that \( \ell \) is nice and \( \ell(v, u, \tau) \in [1, L] \) for every neurons \( v, u \) and round \( \tau \). Then, we restate Lemma 49 in order to prove its correctness by induction on the round.

Definition of the latency function \( \ell \). First, set the latency of self-spikes to be of value 1. For a neuron \( u \), we say that \( u \) is weak-incoming if any excitatory incoming neighbor of \( u \) is weak, and we say that \( u \) is strong-incoming if any excitatory incoming neighbor of \( u \) is strong. Note that by property 5, every neuron \( u \) is either weak-incoming or strong-incoming.

For a strong-incoming neuron \( u \), an inhibitor \( v \) and \( \tau_L \geq 0 \), set \( \ell(v, u, \tau_L) = 2T^2 + 1 \). Now consider the remaining spikes, which are either positive spikes, or spikes to a weak-incoming neuron \( u \).

For every \( \tau_L \geq 0 \) define the latency value for the spike event \( \langle v, u, \tau_L \rangle \) as follows. Let \( j \) be an integer satisfying that \( \tau_L \in L_j(v) \), and let \( i \) be such that \( j \cdot t(v) + 1 \in R_i(u) \), hence \( \langle v, j \cdot t(v) \rangle \in A(u, i) \).

If \( v \) is weak, then for \( \tau_L = j \cdot T \cdot t(v) \) set \( \ell(v, u, \tau_L) = i \cdot T \cdot t(u) - \tau_L \). That is, the spike \( \langle v, u, \tau_L \rangle \) is scheduled to arrive in the first round of \( L_i(u) \). For \( \tau_L > j \cdot T \cdot t(v) \), set \( \ell(v, u, \tau_L) = 1 \). Otherwise, if \( v \) is strong, consider the following argument. For every second \( \tau_L \) in the edge-latency simulation, let \( \tau_R \) be the second in the node-delay simulation such that \( \tau_L \in \mathcal{B}_{\tau_R} \).

- Case (I): there exists a second in \( [\tau_R + 1, \tau_R + 2T] \) such that \( u \) fires in the node-delay simulation, let \( \tau_R^I \) be the first such second. Set \( \ell(v, u, \tau_L) = \tau_R^I \cdot T - \tau_L \), that is schedule \( \langle v, u, \tau_L \rangle \) to arrive in round \( \tau_R^I \cdot T \).

- Case (II): case I does not apply, and there is an inhibitor \( f \) which is an incoming neighbor of \( u \), and a second \( \tau_R' \in [\tau_R - T, \tau_R + 2T] \) such that \( f \) fires in \( \tau_R' \) in the node-delay simulation. Then for such \( \tau_R' \), set \( \ell(v, u, \tau_L) = \tau_R' \cdot T + (2T^2 + 1) - \tau_L \), that is schedule \( \langle v, u, \tau_L \rangle \) to arrive in round \( \tau_R' \cdot T + (2T^2 + 1) \).

- Case (III): neither case (I) nor case (II) apply. Set \( \ell(v, u, \tau_L) = 1 \).
The intuition is that for a positive spike in the edge-delay simulation, we look for a round such that \( u \) is supposed to fire in the next \( 2T^2 \) rounds. If we cannot find one, we want to send the spike to a round that we know it will not activate \( u \). This is a round in which \( u \) receives a negative spike (since negative spikes are of weight \(-\infty\)). If such round also does not exist, it implies that the total weight of positive incoming neighbors of \( u \) that fired in round \( \tau_L \) is low, and we can schedule all these spikes to arrive together in \( \tau_L + 1 \) without activating \( u \). We next show that \( \ell \) is valid.

\[ \triangleright \text{Claim 50. } \ell \text{ is a valid latency function for } \mathcal{N}_L. \]

\[ \text{Proof. First, since all self-spikes have latency value } 1, \ell \text{ is nice. For a negative spike } \langle v, u, \tau_C \rangle \text{ such that } u \text{ is strong-incoming, it holds that } \ell(v, u, \tau) = 2T^2 + 1 < L. \text{ Therefore we are left to show validity for positive spikes, and for negative spikes that are fired towards a weak-incoming neuron. Consider a spike } \langle v, u, \tau_C \rangle, \text{ and let } i \text{ be an integer satisfying that } \tau_C \in L_i(v). \text{ Furthermore, let } i \text{ be an integer such that } j \cdot \ell(v) + 1 \in R_i(u). \]

Next, assume that \( v \) is weak. We distinguish between two cases depending whether \( \tau_C \) is the first round in the block or not. For \( \tau_C = i \cdot T \cdot \ell(v) \) we have \( \ell(v, u, \tau_C) = i \cdot T \cdot \ell(u) - \tau_C \). Recall that \( R_i(u) = [(i - 1) \cdot \ell(u) + 1, i \cdot \ell(u)] \), thus \( j \cdot \ell(v) + 1 \leq i \cdot \ell(u) \), and \( \ell(v, u, \tau_C) = T \cdot (i \cdot \ell(u) - j \cdot \ell(v)) \geq T \geq 1 \). Furthermore \( j \cdot \ell(v) + 1 \geq (i - 1) \cdot \ell(u) + 1 \), hence \( i \cdot \ell(u) - j \cdot \ell(v) \leq \ell(u) \leq T \), and \( \ell(v, u, \tau_C) \leq T \cdot (i \cdot \ell(u) - j \cdot \ell(v)) \leq 1 \). Otherwise, i.e. for \( \tau_C \geq i \cdot T \cdot \ell(v) \), it holds that \( \ell(v, u, \tau_C) = 1 \), and thus \( \ell(v, u, \tau_C) \in [1, L] \).

It remains to consider the case where \( v \) is strong. Let \( \tau_R \) be the second in the node-delay simulation such that \( \tau_C \in B_{\tau_R} \). Consider the definition of \( \ell \) for a spike \( \langle v, u, \tau_C \rangle \). In case (I), we have \( \ell(v, u, \tau_C) = \tau_R \cdot T - \tau_C \), and since \( \tau_R \in [\tau_R + 1, \tau_R + 2T] \) it holds that \( 1 \leq \tau_R \cdot T - \tau_C \leq 2T^2 < L \). In case (II), since \( \tau_R \in [\tau_R - T, \tau_R + 2T] \), we have that \( \ell(v, u, \tau_C) = \tau_R \cdot T \cdot (2T^2 + 1) - \tau_C \in [1, 5T^2] \). Finally, in case (III) we simply have \( \ell(v, u, \tau_C) = 1 \). Hence, in all cases it holds that \( \ell(v, u, \tau_C) \in [1, L] \).

In order to show that \( \langle N_R, \ell \rangle \sim \langle N_L, \ell \rangle \), we restate the condition for similarity in the following lemma. We then prove the lemma by induction on the round \( \tau_C \).

\[ \triangleright \text{Lemma 51 (Restating Lemma 49). For every round } \tau_L \geq 0 \text{ of the simulation } \langle N_L, \ell \rangle \text{ and for every neuron } u, \text{ let } i \text{ be such that } \tau_C \in L_i(u). \text{ Then:} \]

1. If \( \sigma_i(u, N_R) = 1 \):
   - If \( \tau_C = i \cdot T \cdot \ell(u) \) then \( u \) fires in \( \tau_C \).
   - If \( \tau_C > i \cdot T \cdot \ell(u) \) then \( u \) fires iff \( u \) is strong.
2. If \( \sigma_i(u, N_R) = 0 \) then \( u \) does not fire in \( \tau_C \).

For the base case \( \tau_C = 0 \), the correctness follows the fact that both simulations have the same starting configuration. Now, let \( \tau_C \geq 1 \) and assume correctness for every \( \tau'_C \leq \tau_C - 1 \). Fix a neuron \( u \) and let \( i \) be an integer such that \( \tau_C \in L_i(u) \). We start with a useful auxiliary claim.

\[ \triangleright \text{Claim 52. Let } u \text{ be a weak-incoming neuron, } v \text{ an incoming neighbor of } u, \text{ and } \tau'_C \geq 0. \text{ Furthermore, let } j \text{ be such that } \tau'_C \in L_j(v), \text{ and } i \text{ such that } j \cdot \ell(v) + 1 \in R_i(u). \text{ Then the spike } \langle v, u, \tau'_C \rangle \text{ occurs and arrives to } u \text{ in round } \tau_C = i \cdot T \cdot \ell(u) \text{ in the simulation } \langle N_L, \ell \rangle \text{ iff } \tau'_C = j \cdot \ell(v) \text{ and the spike } \langle v, u, j \cdot \ell(v) \rangle \text{ occurs and arrives to } u \text{ in } R_i(u) \text{ in the simulation } \langle N_R, \ell \rangle. \]

\[ \text{Proof of Claim 52. Since } u \text{ is weak-incoming } v \text{ is weak, then by the induction assumption for } \tau'_C \text{ and the definition of } \ell, \text{ the spike event } \langle v, u, \tau'_C \rangle \text{ occurs and arrives in round } \tau_C \text{ iff there exists } j \text{ such that } \tau'_C = j \cdot T \cdot \ell(v) \text{ and } \sigma_j(v, N_R) = 1. \text{ This happens iff in the simulation } \langle N_R, \ell \rangle \text{ the spike event } \langle v, u, j \cdot \ell(v) \rangle \text{ occurs and arrives to } u \text{ in } R_i(u). \]

\[ \triangleright \]
We split the proof of Lemma 51 into two cases.

**Case 1:** u is weak-incoming. Assume $\tau_C = i \cdot T \cdot t(u)$, we want to show that u fires in round $\tau_C$ iff $\sigma_i(u, N_R) = 1$. By Claim 52, we get that the mapping $\langle v, u, j \cdot T \cdot t(v) \rangle \mapsto \langle v, u, j \cdot T \cdot t(v) \rangle$ is a bijection between the set of non self-spikes that u receives in $\tau_C$ in the simulation $(N_L, \ell)$ and the set of non-self spikes that u receives in $R_i(u)$ in the simulation $(N_R, t)$. As for self-spikes, note that if $\sigma$ to show that $\tau_C$ is strong-incoming.

Now, assume $\tau_C > i \cdot T \cdot t(u)$ and that either v is weak, or v is strong and $\sigma_i(u, N_R) = 0$. We want to show that u does not fire. Note that if v is weak then it has no self-loop, and if v is strong and $\sigma_i(u, N_R) = 0$ then by the induction assumption for $\tau_C - 1$, u does not fire in $\tau_C - 1$. Thus, in both cases u does not receive a self-spike in $\tau_C$. Furthermore, u has no strong neighbors, therefore by Claim 52 u does not receive any positive spikes from incoming neighbors. Since $b(u) > 0$, u does not fire in $\tau_C$. Finally, assume $\tau_C > i \cdot T \cdot t(u)$, and assume u is strong and $\sigma_i(u, N_R) = 1$. We want to show that u fires. Note that by Claim 52, u does not receive a negative spike in $\tau_C$. Furthermore, since $\sigma_i(u, N_R) = 1$ by the induction assumption for $\tau_C - 1$, u fires in $\tau_C - 1$ and therefore u receives a self-spike in $\tau_C$. Since $w_C(u, u) \geq b(u)$, u fires in $\tau_C$.

**Case 2:** u is strong-incoming. By the properties of $N_L$ there is no edge between strong neurons, and weak neurons have no self-loop. Hence u is weak and has no self-loop. We handle separately the following sub-cases:

**Case 2.1:** $\sigma_i(u, N_R) = 1$ and $\tau_C = i \cdot T \cdot t(u)$. We want to show that u fires in $\tau_C$. Let $\langle v, u, j \cdot t(v) \rangle$ be a positive spike in the simulation $(N_R, t)$ that arrives to u in $R_i(u)$, and let $\tau'_C$ be one of the T rounds $[j \cdot T \cdot t(v), j \cdot T \cdot t(v) + (T - 1)]$. Since v is strong then by the induction assumption for $\tau'_C$, v fires in $\tau'_C$, and therefore the spike event $\langle v, u, \tau'_C \rangle$ occurs in the simulation $(N_L, \ell)$. We now show that $\langle v, u, \tau'_C \rangle$ arrives to u in $\tau_C$, according to the definition of $\ell$ for spikes from strong neurons. Since $\sigma_i(u, N_R) = 1$, u fires in the second $r_R = i \cdot t(u)$ in the simulation $(N_R, t)$. Note that $j \cdot t(v) + 1 \in R_i(u)$ implies that $i \cdot t(u) - j \cdot t(v) \leq T$. Hence in particular $i \cdot t(u) \in [j \cdot t(v) + 1, j \cdot t(v) + 2T]$.

Let $r'_R \in [j \cdot t(v) + 1, j \cdot t(v) + 2T]$ with $r'_R < i \cdot t(u)$.

Note that $r'_R \in R_i(u)$, therefore $r'_R$ is not an end of a round of u. Hence u does not fire in $r'_R$. Therefore the second $r_R = i \cdot t(u)$ is the first second in $[j \cdot t(v) + 1, j \cdot t(v) + 2T]$ that u fires, and due to the definition of $\ell$ the spike $\langle v, u, \tau'_C \rangle$ arrives in round $\tau_C$.

Now, let f be an inhibitory incoming neighbor of u. By the definition of $\ell$, a spike from f to u can arrive only in a round of the form $\tau'_R = T + T^2 + 1$ for some second $\tau'_R$, which is not a multiplicity of T. Note that $\tau_C = i \cdot T \cdot t(u)$ is a multiplicity of T. Thus u does not receive a negative spike in $\tau_C$.

We get that in round $\tau_C$, u receives only positive spikes in $\tau_C$, and for every positive spike $\langle v, u, j \cdot t(v) \rangle$ that arrives to u in $R_i(u)$ and every $\tau'_C \in [j \cdot T \cdot t(v), j \cdot T \cdot t(v) + (T - 1)]$, u receives a spike $\langle v, u, \tau'_C \rangle$. Since $w_R(v, u) = T \cdot w_C(v, u)$ for every strong v and $[j \cdot T \cdot t(v), j \cdot T \cdot t(v) + (T - 1)]$ contains T rounds, we get that the total spike weight that u receives in $\tau_C$ is at least the total spike weight it receives in $R_i(u)$ in the node-delay simulation. Since $\sigma_i(u, N_R) = 1$, u receives in $R_i(u)$ a spike weight of at least $b(u)$, which implies the same for round $\tau_C$ in the edge-delay simulation. Thus u fires in round $\tau_C$. 


Case 2.2: $\sigma_i(u, N_R) = 0$ or $\tau_L > i \cdot T \cdot t(u)$. We want to show that $u$ does not fire in $\tau_L$. Towards contradiction, assume that it does. First note that if $u$ receives no positive spikes in $\tau_L$, then since $b(u) > 0$ $u$ does not fire in $\tau_L$. Otherwise, let $(v, u, \tau'_L)$ be a positive spike that arrives to $u$ in round $\tau_L$. Recall that since $v$ is strong, there are three cases for defining the latency value of $(v, u, \tau'_L)$.

We will now show that $(v, u, \tau'_L)$ belongs to case (II). It does not belong to case (I), since it does not hold that $\sigma_i(u) = 1$ and $\tau_L = i \cdot T$ If we are in case (II), then there exists an inhibitor $f$ which is connected to $u$ that fired in second $\tau'_R$ in the node-delay simulation that arrived in $\tau_L$, i.e. such that $\tau_L = \tau'_R \cdot T + (T^2 + 1)$. By the induction assumption for $\tau'_R \cdot T$, $u$ fires in round $\tau'_R \cdot T$ in the edge-delay simulation, and since $u$ is strong-incoming then by the definition of $\ell$ the spike $(f, u, \tau'_R \cdot T)$ arrives to $u$ in round $\tau'_R \cdot T + (T^2 + 1) = \tau_L$. Since negative spikes are of weight $-\infty$, $u$ does not fire in $\tau_L$. Therefore, $(v, u, \tau'_L)$ belongs to case (III).

By the definition of case (III), $(v, u, \tau'_L)$ was generated in round $\tau'_L = \tau_L - 1$. Let $j$ be such that $\tau_L - 1 \in L_j(v)$, and let $\tau_R$ such that $\tau_L - 1 \in B_{\tau_R}$. Furthermore, let $v$ be an excitatory incoming neighbor that fires in $\tau_L - 1$, let $j$ be such that $\tau_L - 1 \in L_j(v)$, and let $\tau_R$ such that $\tau_L - 1 \in B_{\tau_R}$. Our goal is to show that $v$ fires in $[\tau_R + 1, \tau_R + T]$ in the node-delay simulation, by showing that it receives enough positive spikes from its neighbors in this interval.

Let $f$ be an inhibitor that has an edge to $v$. By the network properties $f$ also has an edge to $u$, and since we are not in case (II) in the definition of $\ell$, $f$ does not fire in the interval $[\tau_R - T, \tau_R + 2T]$ in the node-delay simulation. This implies that $v$ does not receive a negative spike in $[\tau_R - T + 1, \tau_R + 2T + 1]$. Notice that $\tau_R \in [j \cdot t(v), (j + 1) \cdot t(v) - 1]$, and since $t(v) \leq T$ we get

$$R_{j+1}(v) = [j \cdot t(v) + 1, (j + 1) \cdot t(v)] \subseteq [\tau_R - T + 1, \tau_R + 2T + 1].$$

Therefore, $v$ does not receive a negative spike in $R_{j+1}(v)$.

By the induction assumption for $\tau_L - 1$ we have $\sigma_j(v, N_R) = 1$. Together with the fact that $v$ is strong and receives no negative spikes in $R_{j+1}(v)$, we get that $\sigma_{j+1}(v, N_R) = 1$, i.e. $v$ fires in the node-delay simulation in the second $(j + 1) \cdot t(v)$. This implies that $u$ receives a spike from $v$ in $(j + 1) \cdot t(v) + 1$, which is inside the interval $[\tau_R + 1, \tau_R + T]$. If so, let $W$ the total weight of the incoming neighbors of $u$ that fired in round $\tau_L - 1$. Since $u$ fires in round $\tau_L$, it holds that $W \geq b(u)$. We will show this implies that $u$ fires in some round in $[\tau_R + 1, \tau_R + 2T]$, which contradicts the fact that none of the arriving spikes belong to case I.

We showed that for every neuron $v$ that fires in $\tau_L - 1$ in the edge-latency simulation, $u$ receive a spike from $v$ in some round $\tau'_R \in [\tau_R + 1, \tau_R + T]$ in the node-delay simulation. By the definition of $w_R$ it holds that $w_R(v, u) = T \cdot w_L(v, u)$, and therefore we get

$$\sum_{\tau_R = \tau_R + 1}^{\tau_R + T} W_{\tau'_R} \geq T \cdot W.$$

By an averaging argument there is a second $\tau'_R \in [\tau_R + 1, \tau_R + T]$ with $W_{\tau'_R} \geq (T \cdot W)/T = W$.

Let $i'$ be an integer such that $\tau'_R \in R_{i'}(u)$. Therefore $u$ receive in $R_{i'}(u)$ a total positive spike weight of at least $W \geq b(u)$. Furthermore, since no spike belongs to case C.2, $u$ do not receive a negative spike in $R_{i'}(u) \subseteq [\tau_R + 1, \tau_R + 2T]$. Thus, $u$ fires in the second $i' \cdot t(u) \in [\tau_R + 1, \tau_R + 2T]$, a contradiction.
C.3 The Complete Synchronization Scheme

We are now ready to complete the proof of Theorem 5. We consider a neural network $\mathcal{N}$ and an integer parameter $T$. Set $L = 5T^2$ and let $\mathcal{N}_L = \text{sync}_E(\mathcal{N}, L)$ be the synchronized network of $\mathcal{N}$ in the $L$-bounded node-delay model. We will now show that $\mathcal{N}_L$ satisfies the properties in the conditions of Lemma 49.

**Showing that $\mathcal{N}_L$ satisfies the properties of Lemma 49.** Note that by the definition of the edge-delay synchronization scheme given in Section 4.3, every neuron $u \in \mathcal{N}_L$ is contained in one of the following modules: (1) an OR$_{\text{sync}}$ or NOT$_{\text{sync}}$ subnetwork (Section 4.1), (2) a chain of a threshold gate which is implemented as a boolean circuit subnetwork (Section B.3), or (3) the chain of the global pulse generator (Section 4.3). By the definitions of these modules, properties 1 and 2 hold. Moreover, together with the fact that edges between the modules connect only weak excitatory neurons, we also get property 3. Furthermore, note that the only inhibitors in the network are $r$ and $v_r$ neurons (which is later added in 4.3) in the NOT$_{\text{sync}}$ module, and all their edges have weight $-\infty$. Therefore, property 4 is satisfied.

The remaining properties 5 and 6 are relevant only for strong neurons. Therefore, consider the NOT$_{\text{sync}}$ module (Lemma 14), which is the only module that contains strong neurons. By the module definition, there are two possible types of strong neurons: (i) the memory neuron $m$, that is only connected to the reset neuron $r$; and (ii) intermediate neuron $v$, that is only connected to the output neuron $z$. In case (i), $v$ has only one incoming inhibitor, which is the neuron $v_r$ that resets the whole network after it finishes. Thus $v_r$ also has an edge to $r$. In case (ii), $v$ has two incoming inhibitors, $v_r$ and $r$, which both have an edge to $z$. Therefore property 6 holds. Furthermore, both $r$ and $z$ have no edges from weak neurons. Hence, property 5 holds.

Indeed, $\mathcal{N}_L$ satisfies the conditions of Lemma 49, and therefore there exists a network $\mathcal{N}_R$ in the $T$-bounded node delay model which is similar to $\mathcal{N}_L$. We are left to show the transitivity of similarity, i.e. that if $\mathcal{N} \sim \mathcal{N}_L$ and $\mathcal{N}_L \sim \mathcal{N}_R$, also $\mathcal{N} \sim \mathcal{N}_R$.

**Showing transitivity of similarity.** Let $t$ be a node-delay function for $\mathcal{N}_R$. First, by the similarities of the networks we get $V(\mathcal{N}) = V(\mathcal{N}_L) = V(\mathcal{N}_R)$. Moreover, by the definition of $\mathcal{N}_L \sim \mathcal{N}_R$ there exists a latency function $\ell$ for $\mathcal{N}_L$ such that $(\mathcal{N}_L, \ell) \sim (\mathcal{N}_R, t)$. Let $\Pi$ be the execution of $\mathcal{N}_L$, $\Pi_L$ be the execution of $(\mathcal{N}_L, \ell)$, and $\Pi_R$ be the execution of $(\mathcal{N}_R, t)$. Let the interval $[\tau_L(v, p), \tau_L(v, p + 1))$ be the $p^{th}$ phase of $\Pi_L$, and define $[\tau_R(v, p), \tau_R(v, p + 1))$ as the $p^{th}$ phase of $\Pi_R$, where the definition of $\tau_R(v, p)$ is as follows. Let $L^*_t(v)$ be the earliest block $L_t(v)$ whose first round $\tau^*_p$ is contained in phase $p$ of $\Pi_L$, then $\tau_R(v, p) = \tau^*_p/T$. We wish to prove the following claim.

\[\triangleright\text{ Claim 53.} \quad \text{For every neuron } v \text{ and } p \geq 0, v \text{ fires in round } p \text{ of } \Pi \iff v \text{ fires in phase } p \text{ of } \Pi_R.\]

First, note that by the construction of $\mathcal{N}_L = \text{sync}_E(\mathcal{N}, L)$, every neuron $v \in V(\mathcal{N})$ can fire only after the chain neuron $c_{\alpha L^3 + L}$ fires. Since $\alpha L^4 > t(v) \cdot T$ this implies that $v$ does not fire in the first $t(v) \cdot T$ rounds of each phase in $\Pi_L$. We prove the two directions of the claim.

Assume neuron $v$ fires in round $p$ in $\Pi$. Because $\mathcal{N} \sim (\mathcal{N}_L, \ell)$ there is a round $\tau_L$ in phase $p$ of $\Pi_L$ where $v$ fires. Since $v$ does not fire in the first $t(v) \cdot T$ rounds of each phase we have $\tau_L \geq \tau_L(v, p) + t(v) \cdot T$. Since $L_t(v)$ consists of $t(v) \cdot T$ rounds, the first round of $L_t(v)$ is in phase $p$. Therefore, $j \cdot t(v) \cdot T \geq \tau^*$, and therefore $j \cdot t(v) \geq \tau_R(v, p)$. 

Furthermore we have that $j \cdot t(v)$ is not in phase $p + 1$. Hence also $j \cdot \langle v \rangle < \tau_R(v, p + 1)$, i.e. $j \cdot t(v)$ is in phase $p$ of $\Pi$. Due to the similarity $\langle N_L, \ell \rangle \sim \langle N_R, t \rangle$, since $v$ fires in $L_j(v)$ it also fires in $j \cdot t(v)$. Hence $v$ fires in phase $p$ of $\Pi_R$.

Assume that $v$ fires in phase $p$ in $\Pi_R$. Assume this happens in round $\tau_R$, then $\tau_R \geq \tau_p^*/T$. Thus $j \cdot T \cdot t(v) \geq \tau_p^* \geq \tau_L(v, i)$. Furthermore, $j \cdot t(v) < \tau_p^*/T$ implies that round $j \cdot T \cdot t(v)$ was before phase $p + 1$ of $\Pi_L$. Therefore $j \cdot T \cdot t(v)$ is in phase $p$ of $\Pi_L$. By the similarity $\langle N_L, \ell \rangle \sim \langle N_R, t \rangle$ we have that $v$ fires in round $j \cdot T \cdot t(v)$ in $\Pi_L$. Hence $v$ fires in phase $p$ of $\Pi_L$. By the similarity $\mathcal{N} \sim \langle N_L, \ell \rangle$ we get that $v$ fires in round $p$ of $\Pi$. 
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1 Introduction

In this paper, we introduce and study certified algorithm, describe their properties, present a framework for designing certified algorithms, provide examples of certified algorithms for Max Cut/Min Uncut, Minimum Multiway Cut, $k$-medians and $k$-means. Recall the definition of an instance perturbation, which was given by Bilu and Linial [10].

Definition 1. Consider a combinatorial optimization or clustering problem. Suppose that every instance has a number of parameters $p_1, \ldots, p_m > 0$; for example, if the problem is a graph partitioning problem, the parameters are edge weights; if it is a constraint satisfaction problem, the parameters are constraint weights; if it is a clustering problem, the parameters are distances between points.

Let $\gamma \geq 1$. An instance $I'$ is a $\gamma$-perturbation of $I$ if it differs from $I$ only by the values of the parameters, and the parameters $p'_1, \ldots, p'_m$ of $I'$ satisfy the following inequality

\[ p_i \leq p'_i \leq \gamma p_i \quad \text{for every } i \]

(1)

alternatively, we may require that

\[ p_i / \gamma \leq p'_i \leq p_i \quad \text{for every } i. \]

(2)
Note that if $\gamma = 1$, then $I' = I$. Loosely speaking, the closer $\gamma$ to 1 is, the closer $I'$ to $I$ is. All problems we consider are scale invariant, so it will not matter whether we use formula (1) or (2). It will be convenient to use (1) for combinatorial optimization problems and (2) for clustering problems. The central definition of this paper is that of a certified algorithm.

▶ Definition 2. A $\gamma$-certified solution for instance $I$ is a pair $(I', s^*)$, where $I'$ is a $\gamma$-perturbation of $I$ and $s^*$ is an optimal solution for $I'$. A $\gamma$-certified algorithm (or a $\gamma$-certified approximation algorithm) is an algorithm that finds a $\gamma$-certified solution.\(^1\)

The definition of a certified algorithm is inspired by the notions of smoothed analysis \cite{18} and perturbation-resilience (also known as Bilu-Linial stability) \cite{10}. Recall that in the smoothed analysis framework, we analyze the performance of an algorithm on a small random perturbation of the input instance. That is, we show that, after we randomly perturb the input, the algorithm can solve it with the desired accuracy in the desired time. A certified approximation algorithm perturbs the input instance on its own and then solves the obtained instance exactly. Importantly, the perturbation does not have to be random or small. Now, let us talk about perturbation resilience.

▶ Definition 3 (\cite{10}). An instance $I$ is $\gamma$-perturbation-resilient\(^2\) if every $\gamma$-perturbation of $I$ has the same optimal solution as $I$ (we require that $I$ have a unique optimal solution).

Bilu and Linial \cite{10} initiated the study of perturbation resilience in 2010. Perturbation-resilient instances model practical instances, and the model is particularly well-suited for capturing problems arising in machine learning. As Bilu-Linial (as well as other authors, see \cite{6, 9}) argued most practically relevant instances should be perturbation-resilient. Since the seminal paper by Bilu and Linial, there has been a lot of research on algorithms for perturbation-resilient instances (see e.g., \cite{10, 9, 6, 16, 7, 3, 11, 8}, see also \cite{15} for a survey of known results) and by now there are a number of algorithms for perturbation-resilient instances of various graph partitioning, clustering, and other problems. A closely related notion to perturbation resilience is that of weak perturbation resilience.

▶ Definition 4 (\cite{16}). Consider an instance $I$. Let $s^*$ be an optimal solution and $N$ be a set of solutions, which includes all optimal solutions. Assume that for every $\gamma$-perturbation $I'$ of $I$, solution $s^*$ is better than every $s \not\in N$ with respect to the $I'$ objective. Then $I$ is $(\gamma, N)$-weakly perturbation-resilient. We say that an algorithm solves a weakly perturbation-resilient instance $I$, if given a $(\gamma, N)$-weakly perturbation-resilient instance, it finds a solution $s \in N$ (crucially, the algorithm does not know $N$.)

Intuitively, $N$ is the set of solutions that are close to $s^*$ in some sense. Say, $N$ might be the set of solutions that are at most $\varepsilon$ far from $s^*$ in some metric or have similar structural properties to $s^*$. Note that $(\gamma, \{s^*\})$-weak perturbation resilience is equivalent to $\gamma$-perturbation resilience. In general, the requirement that an instance $I$ be weakly perturbation-resilient is somewhat less restrictive than the one that $I$ be perturbation-resilient.

---

\(^1\) We call the solution “certified”, because, as we will see later, $I'$ “certifies” that $s^*$ is a $\gamma$-approximation.

\(^2\) Perturbation-resilient instances are also known as Bilu-Linial stable instances.
1.1 Overview: Properties of Certified Algorithms

Consider a $\gamma$-certified algorithm $A$ for a constraint satisfaction or graph partitioning problem (or any problem whose objective is homogeneous of degree 1)\(^3\). First of all, $A$ is also a $\gamma$-approximation algorithm, it always finds a $\gamma$-approximate solution. Then it exactly solves $\gamma$-perturbation-resilient instances and solves $(\gamma, N)$-weakly perturbation-resilient instances. Thus, we have both worst-case and beyond-worst-case guarantees for $A$. We believe that this property is very desirable in practice. In particular, if our instance is indeed perturbation-resilient, we will find an exact solution; if it is not, we will find a reasonably good approximate solution. Note that other algorithms do not satisfy this property: state-of-the-art approximation algorithms do not solve perturbation-resilient instances and state-of-the-art algorithms for perturbation-resilient instances do not provide a good approximation if the instance is not perturbation-resilient. Additionally, $A$ also satisfies some other properties; we prove in Theorems 10, 11, and 13 that:

- **Worst-Case Guarantees.** Algorithm $A$ finds a $\gamma$-approximate solution for any instance $I$; further, it finds a $\gamma$-approximate solution for the complimentary objective. For example, if the problem is a constraint satisfaction problem (CSP), then $A$ finds a solution that is a $\gamma$-approximation for the problems of (1) maximizing the weight of the satisfied constraints and (2) minimizing the weight of the unsatisfied constraints. Additionally, if the problem is a CSP, $A$ is also a $\gamma$-approximation algorithm for the variant of the problem with hard constraints.

- **Beyond-Worst-Case Guarantees.** Algorithm $A$ exactly solves $\gamma$-perturbation-resilient instances and solves $(\gamma, N)$-weakly perturbation-resilient instances.

\[\text{Remark 5.}\] The running time of most algorithms that we consider will depend not only on the size of the instance but also on the magnitude of the parameters. In a sense, we will assume that all parameters are given in the unary. More precisely, let $\rho$ be the ratio between the largest and smallest parameters (for constraint satisfaction and graph partitioning problems, $\rho$ is the ratio between the largest and smallest constraint/edge/node weights; for clustering problems, $\rho$ is the aspect ratio of the given metric space, the ratio between the largest and smallest distances). Then the running time will depend polynomially on the input size and $\rho$. Thus we will call our algorithms \textit{pseudo-polynomial-time algorithms}.

\[\text{Definition 6.}\] We say that a certified algorithm runs in \textit{pseudo-polynomial time} if its running time is polynomial in the size of the input $n$ and $\rho = \frac{\max_i p_i}{\min_i p_i}$.

1.2 Our Results

The main contribution of this paper is conceptual rather than technical. We introduce the notion of a certified algorithm and prove that certified algorithms satisfy the properties listed above. We believe that certified algorithms will prove useful in developing new algorithms for solving worst-case and beyond-worst-case instances. We also believe that even if one is primarily interested in designing an algorithm for solving perturbation-resistant instances, it is often more convenient to design a certified algorithm (as it is guaranteed to solve perturbation-resistant instances).

\[\text{Remark 5.}\] That is, the value of the objective multiplies by $\alpha$ when we multiply all the parameters (exactly) by $\alpha$. 

\(^{3}\)
We provide a general framework for designing polynomial-time certified algorithms for combinatorial optimization problems and give examples of algorithms for combinatorial optimization and clustering problems. We also present some negative results. In establishing these results, we heavily use techniques from papers on perturbation resilience [16, 3, 11, 8, 12].

Specifically, we give pseudo-polynomial-time $\gamma$-certified algorithms for

- Min Uncut and Max Cut with $\gamma = O(\sqrt{\log n \log \log n})$ (cf. the state-of-the-art approximation algorithm for Min Uncut gives an $O(\sqrt{\log n})$ approximation [1]),
- Minimum Multiway Cut with $\gamma = 2 - 2/k + \varepsilon_n$ for every $\varepsilon_n$ such that $\varepsilon_n > 1/\text{poly}(n)$ (cf. the state-of-the-art approximation algorithm gives a $\approx 1.296$ approximation [17])
- $k$-medians with $\gamma = 3 + \varepsilon$ for every fixed $\varepsilon > 0$ (cf. the state-of-the-art algorithm gives a $\approx 2.732$ approximation [14]).

We also observe that the algorithm for $(1 + \varepsilon)$-perturbation resilient instances of Euclidean $k$-means and $k$-medians by Friggstad, Khodamoradi, and Salavatipour [12] is $(1 + \varepsilon)$-certified (see Theorem 24). Additionally, we show that there are no polynomial-time or pseudo-polynomial-time $O(n^{1-\delta})$-certified algorithms for Minimum Vertex Cover, Set Cover, and Min 2-Horn Deletion if $\mathcal{P} \neq \mathcal{NP}$ (for every fixed $\delta > 0$).

\textbf{Note (Follow-up work).} In a follow-up paper [2], Angelidakis, Avasthi, Blum, Chatziafratis, and Dan use our framework to design a number of new certified algorithms for such problems as Euclidean Maximum Independent Set and Node Multiway Cut.

## 2 Preliminaries

We start with formally defining what an instance of a combinatorial optimization problem is.

\textbf{Definition 7.} An instance of a combinatorial optimization problem is specified by a set of feasible solutions $\mathcal{S}$ (the solution space), a set of constraints $\mathcal{C}$, and constraint weights $w_c > 0$ for $c \in \mathcal{C}$. Typically, the solution space $\mathcal{S}$ is of exponential size and is not provided explicitly. Each constraint is a map from $\mathcal{S}$ to $\{0, 1\}$. We say that a feasible solution $s \in \mathcal{S}$ satisfies a constraint $c$ in $\mathcal{C}$ if $c(s) = 1$.

We consider maximization and minimization objectives.

- The maximization objective is to maximize the total weight of the satisfied constraints: find $s \in \mathcal{S}$ that maximizes $\text{val}_\mathcal{I}(s) \equiv \sum_{c \in \mathcal{C}} w_c c(s)$.
- The minimization objective is to minimize the total weight of the unsatisfied constraints: find $s \in \mathcal{S}$ that minimizes $\sum_{c \in \mathcal{C}} w_c (1 - c(s)) = w(\mathcal{C}) - \text{val}_\mathcal{I}(s)$ (where $w(\mathcal{C}) = \sum_{c \in \mathcal{C}} w(c)$ is the total weight of all the constraints).

We say that maximization and minimization are complementary objectives. Weights $\{w_c\}_{c \in \mathcal{C}}$ are the parameters of the instance in the sense of Definition 1.

Note that $s^*$ is an optimal solution for $\mathcal{I}$ with the maximization objective if and only if it is an optimal solution for $\mathcal{I}$ with the minimization objective. Accordingly, $(\mathcal{I}', s)$ is a $\gamma$-certified solution for $\mathcal{I}$ with the maximization objective if and only if it is a $\gamma$-certified solution for $\mathcal{I}$ with the minimization objective.

\textbf{Definition 8.} An optimization problem $\mathcal{P}$ is a family $\mathcal{F}$ of instances. All instances in $\mathcal{F}$ have a fixed objective; either all of them have a maximization or all have a minimization objective. We assume that if instance $(\mathcal{S}, \mathcal{C}, w)$ is in $\mathcal{F}$, then so is $(\mathcal{S}, \mathcal{C}, w')$ for any choice of weights $w_c > 0$.

This definition captures various constraint satisfaction, graph partitioning, and covering problems. Consider for example Min Uncut. In Min Uncut, the goal is to find a cut $(\mathcal{S}, \mathcal{S})$ in a given graph $G = (V, E, w)$ that minimizes the total weight of the uncut edges (edges that
connect vertices within $S$ or within $\bar{S}$). For Min Uncut, $S$ is the set of all cuts in $G$. There is a constraint $c_e$ for every edge $e \in E$; a cut satisfies constraint $c_e$ if and only if it cuts edge $e$. The objective is to minimize $\sum_{e \in E} w_e(1 - c((S, \bar{S})))$. The objective for the complementary problem, Max Cut, is $\sum_{e \in E} w_e c((S, \bar{S}))$.

There are also certified algorithms for clustering problems. In this paper, we describe a $(3 + \varepsilon)$-certified algorithm for $k$-medians and note that algorithms for Euclidean $k$-means and $k$-medians from [12] are $(1 + \varepsilon)$-certified. Recall the definition of $k$-medians.

**Definition 9.** In $k$-medians, we are given a set of points $X$, metric $d$ on $X$, which satisfies triangle inequalities, and a parameter $k \geq 1$. The cost of a cluster $C \subseteq X$ is

$$\text{cost } C = \min_{c \in X} \sum_{u \in C} d(u,c).$$

The goal is to partition $X$ into $k$ clusters $C_1, \ldots, C_k$ so as to minimize their total cost $\sum_{i=1}^k \text{cost } C_i$. The parameters of the problem (in the sense of Definition 1) are the pairwise distances $d(u,v)$.

We say that $c$ is an optimal center for $C_i$ if $c \in \arg \min_{c \in X} \sum d(u,c)$. Note that a set of centers $c_1, \ldots, c_k$ defines a clustering $C_1, \ldots, C_k$ of $X$; namely, $C_1, \ldots, C_k$ is the Voronoi partition for $c_1, \ldots, c_k$ (if there are ties, several partitions may correspond to the same set of centers).

A $\gamma$-perturbation of an instance $(X, d)$ is an instance $(X, d')$, such that $\frac{1}{2}d(u,v) \leq d'(u,v) \leq d(u,v)$ for every $u, v \in X$. Note that we do not require that $d'$ satisfy triangle inequalities (if we did, we would get the definition of a metric perturbation; see [3] for details).

### 3 Properties of Certified Algorithms

In this section, we prove that certified algorithms satisfy the properties we described in Section 1.

**Theorem 10.** Consider a $\gamma$-certified algorithm $A$ for a combinatorial optimization problem.

- $A$ finds a solution that is a $\gamma$-approximate solution w.r.t. both the maximization and minimization objectives.

- If the instance is $\gamma$-perturbation-resilient, $A$ finds the optimal solution. If it is $(\gamma, N)$-weakly perturbation-resilient, $A$ finds a solution in $N$.

**Proof.** Consider an instance $I$. Denote its optimal solution by $s^*$. Denote the certified solution found by $A$ by $(I', s')$. For each $c \in C$, let $w_c$ and $w'_c$ be its weights in $I$ and $I'$, respectively.

1. First, we prove that the algorithm always gives a $\gamma$-approximation for both objectives.

   Consider the maximization objective. We have,
   
   $$\text{val}_I(s') = \sum_{c \in C} w_c c(s') \geq \sum_{c \in C} \frac{w'_c}{\gamma} c(s') = \frac{1}{\gamma} \sum_{c \in C} w'_c c(s') \geq \frac{1}{\gamma} \sum_{c \in C} w_c c(s^*) = \text{val}_I(s^*) \gamma$$

   where $(\ast)$ holds since $s'$ is an optimal solution for $I'$. We conclude that $s'$ is a $\gamma$-approximate solution for the maximization objective. Similarly, we analyze the minimization objective.

   $$\sum_{c \in C} w_c (1 - c(s')) \leq \sum_{c \in C} w'_c (1 - c(s')) \leq \sum_{c \in C} w'_c (1 - c(s^*)) \leq \gamma \sum_{c} w_c (1 - c(s^*))$$
II. Now, assume that $\mathcal{I}$ is $\gamma$-perturbation-resilient. By the definition of perturbation resilience, $\mathcal{I}$ and $\mathcal{I}'$ have the same optimal solution. Thus, $s^*$ is an optimal solution not only for $\mathcal{I}'$ but also for $\mathcal{I}$. Finally, assume that $\mathcal{I}$ is $(\gamma, N)$-weakly perturbation-resilient. Since $\mathcal{I}$ is $(\gamma, N)$-weakly perturbation-resilient and $\mathcal{I}'$ is a $\gamma$-perturbation of $\mathcal{I}$, we get form Definition 4 that either $s' \in N$ or $s^*$ is better than $s'$ w.r.t. to the $\mathcal{I}$ objective. The latter is not possible, since $s'$ is an optimal solution for $\mathcal{I}'$. We conclude that $s' \in N$.

Consider an instance of an optimization problem. We may choose a subset of constraints $H \subseteq C$ and require that all of them are satisfied. We call them hard constraints and the obtained instance an instance with hard constraints. Formally, given an instance $(S, C, w)$ and a subset of constraints $H$, we define the correspondent instance $(S', C', w)$ with hard constraints as follows: $S' = \{ a \in S : c(a) = 1 \text{ for every } c \in H \}; C' = C \setminus H; w'(c) = w(c)$ for $c \in C'$.

**Theorem 11.** Assume that $\gamma = \gamma_n$ is at most polynomial in $n$. If there is a pseudo-polynomial-time $\gamma$-certified algorithm for a problem $\mathcal{P}$, then there is also a pseudo-polynomial-time $\gamma$-certified algorithm for a variant $\mathcal{P}_{\text{hard}}$ of $\mathcal{P}$ with hard constraints.

**Proof.** Consider an instance $\mathcal{I}$ of $\mathcal{P}_{\text{hard}}$. Let $H$ be the set of hard constraints and $S$ be the set of soft constraints. We transform $\mathcal{I}$ to an instance $\mathcal{J}$ of $\mathcal{P}$ by setting the weight of every hard constraint $c \in H$ to $(\gamma + 1)W$ where $W = \sum_{c \in S} w_c$ is the total weight of the soft constraints (see Figure 1). Note that the parameter $\rho_{\mathcal{J}}$ for $\mathcal{J}$ (the ratio between the largest and smallest constraint weights in $\mathcal{J}$; see Definition 6) is polynomial in $\rho_{\mathcal{I}}$ and the input size:

$$\rho_{\mathcal{J}} = \frac{(\gamma + 1)W}{\min_{c \in C} w_c} \leq \frac{|S|((\gamma + 1)\max_{c \in C} w_c)}{\min_{c \in C} w_c} \leq |S|((\gamma + 1)\rho_{\mathcal{I}}).$$

We run the algorithm for $\mathcal{P}$ on input $\mathcal{J}$ and get a certified solution $(\mathcal{J}', s^*)$. Let $W_H = \sum_{c \in H} w''_c$, where $w''_c$ is the weight of $c$ in $w''_c$. Every feasible solution $s$ for $\mathcal{I}$ satisfies all the constraints in $H$ and thus $val_{\mathcal{J}}(s) \geq W_H$. In particular, if $\mathcal{I}$ has a feasible solution $s$, then $val_{\mathcal{J}}(s^*) \geq val_{\mathcal{J}}(s) \geq W_H$. Conversely, every solution $s$ for $\mathcal{J}'$ with $val_{\mathcal{J}}(s) \geq W_H$ satisfies all the hard constraints (since the total weight of the soft constraints is less than the weight of any hard constraint in $\mathcal{J}'$) and thus is a feasible solution for $\mathcal{I}$.

If $val_{\mathcal{J}}(s^*) < W_H$, we report that $\mathcal{I}$ has no feasible solution. Otherwise, $s^*$ is a feasible solution for $\mathcal{I}$. We let $\mathcal{I}'$ be a perturbation of $\mathcal{I}$, in which all the soft constraints have the same weights as in $\mathcal{J}'$. Observe that for every feasible solution $s$ of $\mathcal{I}'$, $val_{\mathcal{J}}(s) = val_{\mathcal{J}}(s) - W_H$. It follows that $s^*$ is an optimal solution for $\mathcal{I}'$. We output $(\mathcal{I}', s^*)$.

**Corollary 12.** Consider a problem $\mathcal{P}$ and its variant with hard constraints $\mathcal{P}_{\text{hard}}$. Let $\gamma_n$ be at most polynomial in $n$ (the instance size). If there is a pseudo-polynomial-time $\gamma_n$-certified algorithm for $\mathcal{P}$, then there are pseudo-polynomial-time $\gamma_n$-approximation algorithms for maximization and minimization variants of $\mathcal{P}_{\text{hard}}$.

We prove an analog of Theorem 10 for $k$-medians and $k$-means in Appendix (its proof is very similar to that of Theorem 10).
Theorem 13. Consider a \( \gamma \)-certified algorithm \( \mathcal{A} \) for \( k \)-medians or \( k \)-means. If \( \mathcal{A} \) is for \( k \)-medians, then \( \mathcal{A} \) is a \( \gamma \)-approximation algorithm; if \( \mathcal{A} \) is for \( k \)-means, then \( \mathcal{A} \) is a \( \gamma^2 \)-approximation algorithm. If the instance is \( \gamma \)-perturbation-resilient, \( \mathcal{A} \) finds the optimal solution. If it is \( (\gamma, N) \)-weakly perturbation-resilient, \( \mathcal{A} \) finds a solution in \( N \).

4. Designing Certified Algorithms

4.1. Iterative Improvement Algorithms

We use an iterative approach to design certified algorithms: our certified algorithms start with an arbitrary solution and then iteratively improve it. The approach resembles that of local search, except that improvements will not necessarily be local. In this approach, the key component of a certified algorithm is a procedure for improving the current solution; namely, a procedure for solving the following task.

Task 14. Given an instance \( \mathcal{I} \) and the current solution \( s \),

- either find a new solution \( s' \), which is better than \( s \) (w.r.t. to the \( \mathcal{I} \) objective), or
- find a \( \gamma \) certified solution \( (\mathcal{I}', s) \).

Claim 15. Suppose that the value of the current solution \( s \) is \( \epsilon \). There is a pseudo-polynomial-time \( (1 + \epsilon) \gamma \)-approximation algorithm. If the instance is \( \gamma \)-medians, then

\[
\sum_{i \in C} w_i' \leq (\max_{u, v} \rho_{w_\min} + 2q)|C| / q
\]

It is easy to see that the number of iterations is polynomial in \( n, \rho, \frac{1}{\epsilon} \). Theorem 13 follows.

Proof. Let \( p_{\min} = \min \{ p_i \} \) be the smallest parameter and \( \rho' = \rho / \epsilon / 2 \). First, we apply a preprocessing step, where we round all parameters \( p_i \) to multiples of \( q = \rho' p_{\min} \) as follows:

\[
p'_i = \left( \lceil p_i / q \rceil + 1 \right) q.
\]

It is easy to see that \( q \leq p'_i - p_i \leq 2q \). Thus, instance \( \mathcal{I}' \) with parameters \( p'_i \) is a \( (1 + \epsilon) \) perturbation of \( \mathcal{I} \).

If the problem is \( k \)-medians (or for that matter another clustering problem), then parameters \( p_i \) are distances \( d(u, v) \), satisfying triangle inequalities. Then the new distances \( d'(u, v) \) also satisfy triangle inequalities:

\[
d'(u, v) + d'(v, w) \geq (d(u, v) + q) + (d(v, w) + q) \geq d(u, w) + 2q \geq d'(u, w).
\]

Now we proceed as follows. We find a feasible solution for \( \mathcal{I}' \) and then iteratively improve it using the procedure for Task 14, until the procedure finds a \( \gamma \)-certified solution \( (\mathcal{I}'', s) \) for \( \mathcal{I}' \). Clearly, \( \mathcal{I}'' \) is a \( (1 + \epsilon) \gamma \)-perturbation of \( \mathcal{I} \). Thus, \( (\mathcal{I}'', s) \) is a \( (1 + \epsilon) \gamma \)-certified solution for \( \mathcal{I} \).

It remains to prove that the algorithm runs in pseudo-polynomial time. To do so, we need to upper bound the number of iterations. Assume that the problem is a combinatorial optimization problem. Consider the maximization objective. Initially the value of the problem is non-negative. It increases by at least \( q \) in every iteration. When the program terminates, it is at most \( \sum_{i \in C} \sum_{u, v} w_i' \leq (\rho w_{\min} + 2q)|C| \) (where \( \rho \) as in Definition 6). Thus the algorithm performs at most

\[
\sum_{i \in C} \sum_{u, v} w_i' \leq \frac{2(\rho / \epsilon + 1)|C|}{q}
\]

iterations, which is polynomial in \( |C|, \rho, \frac{1}{\epsilon} \).

If the problem is \( k \)-medians, the cost of the initial clustering is at most \( n \max_{u, v \in X} d'(u, v) \). It decreases by at least \( q \) in every iteration. The cost of the obtained clustering is non-negative. It is easy to see that the number of iterations is polynomial in \( n, \rho, \frac{1}{\epsilon} \).

We conclude that the algorithm runs in pseudo-polynomial time.
4.2 Designing Certified Algorithms for Combinatorial Optimization Problems

Consider a combinatorial optimization problem. We show that in order to solve Task 14, it suffices to solve the following task.

**Task 16.** Assume that we are given an instance $\mathcal{I} = (\mathcal{S}, \mathcal{C}, w)$, a partition of its constraints $\mathcal{C} = C_1 \cup C_2$, and a parameter $\gamma \geq 1$. We need to either

- find $s \in \mathcal{S}$ such that $\gamma \sum_{c \in C_1} w_c(s) > \sum_{c \in C_2} w_c(1 - c(s))$, or
- report that for every $s \in \mathcal{S}$: $\sum_{c \in C_1} w_c(s) \leq \sum_{c \in C_2} w_c(1 - c(s))$.

(Note that the above options are not mutually exclusive.)

**Theorem 17.** Assume that (1) there is a polynomial-time procedure for Task 16 with $\gamma = \gamma_n$ and (2) there is a polynomial-time algorithm that finds some $s \in \mathcal{S}$. Then there exists a pseudo-polynomial-time $(\gamma_n + \varepsilon_n)$-certified algorithm for the problem (for every $\varepsilon_n > 1/poly(n)$).

**Proof.** By Claim 15, it suffices to design an algorithm for Task 14. Given a solution $s$, we will either find a better solution $s'$ or return a certified solution $(\mathcal{I}', s)$. Let $C_1 = \{c \in \mathcal{C} : c(s) = 0\}$ and $C_2 = \{c \in \mathcal{C} : c(s) = 1\}$ be the sets of unsatisfied and satisfied constraints, respectively. Define weights $w'$ as follows:

$$w'_c = \begin{cases} w_c, & \text{if } c \in C_1 \\ \gamma w_c, & \text{if } c \in C_2 \end{cases}$$

We run the procedure for Task 16 on instance $\mathcal{I}' = (\mathcal{S}, \mathcal{C}, w')$. Consider two cases. Assume first that the procedure returns a solution $s'$ such that $\gamma \sum_{c \in C_1} w'_c(s') > \sum_{c \in C_2} w'_c(1 - c(s'))$. We get that

$$\sum_{c \in C_1} w_c(s') > \sum_{c \in C_2} w_c(1 - c(s'))$$

and thus

$$\text{val}_{\mathcal{I}}(s') = \sum_{c \in C_1 \cup C_2} w_c(s') > \sum_{c \in C_2} w_c = \text{val}_{\mathcal{I}}(s).$$

In this case, we return $s'$. Assume now that the procedure reports that for every solution $s'$:

$$\sum_{c \in C_1} w'_c(s') \leq \sum_{c \in C_2} w'_c(1 - c(s'))$$

or, equivalently,

$$\text{val}_{\mathcal{I}'}(s') = \sum_{c \in C_1 \cup C_2} w'_c(s') \leq \sum_{c \in C_2} w'_c = \text{val}_{\mathcal{I}'}(s).$$

Then $s$ is an optimal solution for $\mathcal{I}'$. We return a $\gamma$-certified solution $(\mathcal{I}', s)$. ▶

4.3 Certified Algorithm via Convex Relaxations

We describe how to design certified algorithms for combinatorial optimization problems using convex relaxations. Consider a problem and a convex relaxation for it. We refer to problem solutions $s \in \mathcal{S}$ as combinatorial solutions and relaxation solutions $x$ as fractional solutions;
we say that \( x \) is integral if it corresponds to a combinatorial solution \( s \in S \). We assume that in the relaxation we have a variable \( x_c \) for each constraint \( c \) so that \( x_c = c(s) \) for every integral solution \( x \) and corresponding combinatorial solution \( s \). The relaxations objective is to maximize \( \text{fval}(x) = \sum_{c \in C} w_c x_c \) or (equivalently) minimize \( \sum_{c \in C} w_c (1 - x_c) \).

Consider a randomized rounding scheme \( R \) that given a fractional solution \( x \) outputs a combinatorial solution \( R(x) \). Rounding schemes are widely used for designing approximation algorithms. When designing an algorithm for a maximization objective, one typically wants the rounding scheme to satisfy the following approximation condition.

- **Approximation Condition.** The probability that each constraint \( c \in C \) is satisfied by \( R(x) \) is at least \( x_c / \alpha \) (the probability is over the random choices made by \( R \)). If \( R \) satisfies this condition, it gives an \( \alpha \) approximation for the maximization objective (in expectation). On the other hand, when designing an algorithm for a minimization objective, one wants the rounding scheme to satisfy the co-approximation condition.

- **Co-approximation Condition.** The probability that each constraint \( c \in C \) is unsatisfied by \( R(x) \) is at most \( \beta(1 - x_c) \).

If \( R \) satisfies this condition, it gives a \( \beta \) approximation for the minimization objective (in expectation). Following [16, 3], we consider rounding schemes that simultaneously satisfy the approximation and co-approximation conditions.

**Definition 18.** We say that a rounding scheme \( R \) is an \((\alpha, \beta)\)-rounding if it simultaneously satisfies the approximation and co-approximation conditions with parameters \( \alpha \) and \( \beta \).

We note that \((\alpha, \beta)\)-rounding schemes have been shown to be very useful for solving perturbation-resilient and weakly perturbation-resilient instances [16, 3]. In particular, if there is an \((\alpha, \beta)\)-rounding scheme, then the relaxation is integral for \((\alpha \beta)\)-perturbation-resilient instances [16]. We now show that \((\alpha, \beta)\)-rounding schemes can be used for designing certified algorithms.

**Theorem 19.** Assume that there exists an \((\alpha, \beta)\)-rounding scheme \( R \). Additionally, assume that the support of \( R \) is of polynomial size and can be found in polynomial time.

Then there exists a pseudo-polynomial-time certified \((\gamma + \varepsilon_n)\)-approximation algorithm for the problem where \( \gamma = \alpha \beta \) (for any \( \varepsilon > 1/\text{poly}(n) \)). Further, the algorithm outputs a certified solution \((I', s^*)\) such that \( s^* \) is an optimal solution not only for \( I' \) but also for the relaxation for \( I' \).

**Proof.** By Theorem 17, it suffices to design a polynomial-time procedure for solving Task 16.

First, we solve the convex relaxation for the problem and obtain an optimal fractional solution \( x = x^* \). If \( \sum_{c \in C_1} w_c c(s) \leq \sum_{c \in C_2} w_c (1 - x_c) \), then for every \( s \in S \)

\[
\sum_{c \in C_1} w_c c(s) + \sum_{c \in C_2} w_c c(s) \leq \sum_{c \in C_1} w_c x_c + \sum_{c \in C_2} w_c x_c \leq \sum_{c \in C_2} w_c (1 - x_c) + \sum_{c \in C_2} w_c x_c = \sum_{c \in C_2} w_c. \tag{3}
\]

So we report that \( \sum_{c \in C_1} w_c c(s) \leq \sum_{c \in C_2} w_c (1 - c(s)) \) for every \( s \) (option 2). Note that in this case, the certified algorithm from Theorem 17 returns a certified solution \((I, s^*)\) of value \( \text{val}_I(s^*) = w(C_2) \equiv \sum_{c \in C_2} w_c \). Eq. (3) shows that the value of every fractional solution (let alone integral) is at most \( w(C_2) \). Thus \( s^* \) is an optimal solution not only for \( I' \) but also for the relaxation for \( I' \).

Assume now that \( \sum_{c \in C_1} w_c x_c > \sum_{c \in C_2} w_c (1 - x_c) \). We apply rounding scheme \( R \) and obtain a solution \( R(x) \). From the approximation and co-approximation conditions, we get

\[
\mathbb{E} \left[ \gamma \sum_{c \in C_1} w_c c(R(x)) - \sum_{c \in C_2} w_c (1 - c(R(x))) \right] \geq \frac{2}{\alpha} \sum_{c \in C_1} w_c x_c - \beta \sum_{c \in C_2} w_c (1 - x_c) > 0.
\]

Here, we used that \( \gamma = \alpha \beta \). Thus for some solution \( s \) in the support of \( R(x) \), we have \( \gamma \sum_{c \in C_1} w_c c(s) > \sum_{c \in C_2} w_c (1 - c(s)) \). We find and return such a solution \( s \).
We note that it is sufficient to design a rounding procedure only for solutions that are close to integral solutions.

**Definition 20.** Let us say that a fractional solution $x$ is $\delta$-close to an integral if $x = (1 - \delta)x^{\text{int}} + \delta x^{\text{frac}}$ for some integral solution $x^{\text{int}}$ and fractional solution $x^{\text{frac}}$. Rounding scheme $\mathcal{R}$ is a $\delta$-local $(\alpha, \beta)$-rounding if it is defined and satisfies the approximation and co-approximation conditions for fractional solutions $x$ that are $\delta$-close to an integral solution.

It turns out that it is sufficient to have a $\delta$-local rounding scheme (for any $\delta > 0$) in Theorem 19. To see that, we slightly change the proof of Theorem 19. We first find an optimal fractional corresponding clustering to multiples of some $\delta x$.

Finally, we note that if the support of $\mathcal{R}$ is not of a polynomial size, we can get a randomized certified algorithm. To do so, instead of trying out all solutions $s$ in the support of $\mathcal{R}(x)$, we apply $\mathcal{R}$ to $x$ sufficiently many times and let $s$ be the best of the obtained solutions (if we use a $\delta$-local rounding scheme, we need that $\delta > 1/\poly(n)$).

## 5 Examples of Certified Algorithms for Optimization Problems

**Theorem 21.**

I. There exists a pseudo-polynomial-time $(1 + \varepsilon_n)\alpha_n$-certified algorithm for Min Uncut and Max Cut (these problems are complementary), where $\alpha_n = O(\sqrt{\log n \log \log n})$ is the approximation factor for Sparsest Cut with Non-uniform Demands from [4] and $\varepsilon_n > 1/\poly(n)$.

II. There exists a pseudo-polynomial-time $(2 - 2/k + \varepsilon_n)$-certified algorithm for Minimum Multiway Cut.

**Proof.**

I. We show how to solve Task 16 in polynomial time. Recall that in our formulation of Min Uncut, $c_e((S, \bar{S})) = 1$ if edge $e$ is cut. Let $E_1 = \{e \in E : c_e \in C_1\}$ and $E_2 = \{e \in E : c_e \in C_2\}$; denote the weight of the edges in $E_i$ cut by $(S, \bar{S})$ by $w(E_i((S, \bar{S}))$. Let $\phi(S) = w(E_2((S, \bar{S})) / w(E_1((S, \bar{S}))$. Then our goal is to either find a cut $(S, \bar{S})$ such that $\phi(S) < \gamma$ or report that $\phi(S) \geq 1$ for every $(S, \bar{S})$. Now the problem of minimizing $\phi(S)$ over all cuts $(S, \bar{S})$ is the same as finding the sparsest cut with non-uniform demands in graph $(V, E_2)$ with edge capacities $w$, demand pairs $E_1$, and demand weights $w$. We run the approximation algorithm for Sparsest Cut and get a cut $(S, \bar{S})$ that approximately – within a factor of $\gamma$ – minimizes $\phi(S)$. If $\phi(S) < \gamma$, we report cut $(S, \bar{S})$; otherwise, we report that $\phi(S') \geq 1$ for every cut $(S', \bar{S}')$.

II. Consider the LP relaxation for Minimum Multiway Cut by Călinescu, Karloff, and Rabani. It is shown in [3] that there exists a $\delta$-local $(\alpha, \beta)$-rounding procedure for it with $\alpha \beta = 2 - 2/k$. It follows from Theorem 19, that there is a $(2 - 2/k + \varepsilon_n)$-certified algorithm.

## 6 $(3 + \varepsilon)$-Certified Local Search Algorithm for $k$-medians

In this section, we consider $k$-medians. We show that a local search algorithm is $(3 + \varepsilon)$-certified. We note that our analysis is very similar to that in [11, 8].

We first apply the preprocessing step form Theorem 17 (where we round all distances to multiples of some $q$). Then, we consider an arbitrary set of centers $c_1, \ldots, c_k$ and the corresponding clustering $C_1, \ldots, C_k$. Then, at each iteration, we go over all possible swaps...
of size \( r \): we swap \( r \) centers among \( c_1, \ldots, c_k \) with \( r \) points outside of \( c_1, \ldots, c_k \). We choose a swap that decreases the cost of the clustering, if there is one, and recompute \( C_1, \ldots, C_k \). If there is no such swap, we terminate and output a certified solution \((X, d'), (C_1, \ldots, C_k)\), where \( d'(u, v) = \frac{1}{\gamma} d(u, v) \) if \( u = c_i \) and \( v \in C_i \) for some \( i \) (or the other way around), and \( d'(u, v) = d(u, v) \), otherwise.

**Theorem 22.** The \( \rho \)-local search algorithm for \( k \)-medians (described above) is a pseudo-polynomial-time \((3 + O(1/\rho))\)-certified algorithm.

**Proof.** We use Theorem 14. It guarantees that the algorithm runs in pseudo-polynomial time. We need to show that when the algorithm terminates it indeed outputs a certified solution. Suppose that the algorithm outputs a clustering with centers \( L = \{l_1, \ldots, l_k\} \).

Consider an arbitrary set of centers \( S = \{s_1, \ldots, s_k\} \). We need to show that the cost of the \( k \)-median clustering with centers in \( L \) is at most the cost of the \( k \)-median clustering with centers in \( S \) with respect to the perturbed distance function \( d' \). Let \( l(u) \) and \( s(u) \) be the closest centers to point \( u \) in \( L \) and \( S \) respectively with respect to \( d \); and let \( l'(u) \) and \( s'(u) \) be the closest centers to point \( u \) in \( L \) and \( S \) respectively with respect to \( d' \). Our goal is to prove that

\[
\sum_{u \in X} d'(u, l'(u)) \leq \sum_{u \in X} d'(u, s'(u)). \tag{4}
\]

Observe that for every point \( u \in X \), we have \( d(u, v) = d'(u, v) \) for all \( v \) but \( v = l(u) \). Thus, \( l'(u) = l(u) \) and \( d'(u, l'(u)) = d(u, l(u))/\gamma \). Consequently, the left hand side of (4) equals \( \sum_{u \in X} d(u, l(u))/\gamma \). Similarly, \( s'(u) = s(u) \) and \( d'(u, s'(u)) = d(u, s(u)) \) if \( l(u) \notin S \). However, if \( l(u) \in S \), then \( d'(u, s'(u)) = \min \{d(u, s(u)), d(u, l(u))/\gamma\} \) as, in this case, the optimal center for \( u \) in \( S \) w.r.t. \( d' \) can be \( l(u) \).

Let us split all vertices in \( X \) into two groups \( A = \{u : l(u) \in S\} \) and \( B = \{u : l(u) \notin S\} \). Then, for \( u \in A \), we have \( d'(u, s'(u)) = \min \{d(u, s(u)), d(u, l(u))/\gamma\} \); and for for \( u \in B \), we have \( d'(u, s'(u)) = d(u, s(u)) \). Thus, inequality (4) is equivalent to

\[
\sum_{u \in X} \frac{d(u, l(u))}{\gamma} \leq \sum_{u \in A} \min \left(\frac{d(u, s(u))}{\gamma}, \frac{d(u, l(u))}{\gamma}\right) + \sum_{u \in B} d(u, s(u)),
\]

which after multiplying both parts by \( \gamma \) can be written as

\[
\sum_{u \in X} d(u, l(u)) \leq \sum_{u \in A} \min \left(\gamma d(u, s(u)), d(u, l(u))\right) + \sum_{u \in B} \gamma d(u, s(u)). \tag{5}
\]

For \( u \in A \), we have \( d(u, s(u)) \leq d(u, l(u)) \) since both \( s(u) \) and \( l(u) \) are in \( S \) and \( s(u) = \arg \min_{v \in S} d(u, v) \). Thus, \( \min \{\gamma d(u, s(u)), d(u, l(u))\} \geq d(u, s(u)) \). Consequently, inequality (5) follows from the following theorem from [11] (see also [5] and [13]).

**Theorem 23 (Local Approximation; [11]).** Let \( L \) be a \( r \)-locally optimal set of centers with respect to a metric \( d \) and \( S \) be an arbitrary set of \( k \) centers. Define sets \( A \) and \( B \) as above. Then,

\[
\sum_{u \in X} d(u, l(u)) \leq \sum_{u \in A} d(u, s(u)) + \gamma \sum_{u \in B} d(u, s(u)),
\]

for some \( \gamma = 3 + O(1/r) \).
7 Euclidean $k$-means and $k$-medians

We note that the algorithm for $(1 + \varepsilon)$-perturbation-resilient instances of Euclidean $k$-means and $k$-medians (in a fixed dimensional space) by Friggstad, Khodamoradi, and Salavatipour [12] is $(1 + \varepsilon)$-certified. The algorithm finds a solution $S$ and perturbed metric $\delta'$ on $X \cup S$ such that (see Lemma 2.2 in [12])

$$\text{cost}'(S) \leq \text{cost}'(O),$$

where $\text{cost}'$ is the cost of the clustering w.r.t the perturbed metric $\delta'$. In [12], $O$ is the optimal solution for the non-perturbed instance; however, the proof does not use that $O$ is an optimal solution and goes through if $O$ is an arbitrary solution. Thus, Friggstad, Khodamoradi, and Salavatipour proved that their algorithm finds a solution $S$ (specified by the list of centers), which is optimal w.r.t. the perturbed distances $\delta'$. We get the following theorem.

**Theorem 24.** For every fixed $\varepsilon > 0$ and $d \geq 1$, there exist $(1 + \varepsilon)$-certified algorithms for Euclidean instances of $k$-means and $k$-medians in $\mathbb{R}^d$ (namely, the local search algorithms from [12]). The algorithms run in time polynomial in the bit complexity of the input.

8 Negative Results

In this section, we present several negative results for certified algorithms. They immediately follow from the properties of certified algorithm we saw in Section 3. We note that similar negative results were shown in [3] for robust algorithms for perturbation-resilient instances.

**Theorem 25.** There are no pseudo-polynomial-time $O(n^{1-\delta})$-certified algorithms for Minimum Vertex Cover, Set Cover, and Min 2-Horn Deletion if $P \neq NP$ (for every fixed $\delta > 0$).

**Proof.** Let $\gamma = cn^{1-\delta}$ be the hardness of Maximum Independent Set (MIS) [19].

I. According to Theorem 10, if there were a pseudo-polynomial-time or polynomial-time $\gamma$-certified algorithm for Vertex Cover, then there would be a polynomial-time $\gamma$-approximation algorithm for Maximum Independent Set (the problem complementary to Minimum Vertex Cover).

II. Since each Vertex Cover instance is also a Set Cover instance, a certified algorithm for Set Cover would also be a certified algorithm for Vertex Cover.

III. Observe that Max 2-Horn SAT with hard constraints is more difficult than MIS. An instance $(G, V, E)$ of MIS is equivalent to the following instance of Max 2-Horn SAT with hard constraints: there is a variable $x_u$ for every $u \in V$, a hard constraint $x_u \lor x_v$ for every $(u, v) \in E$, and a soft constraint $x_u$. By Corollary 12, since there is no $\gamma$-approximation for MIS, there is no polynomial-time algorithm for $\gamma$-perturbation-resilient instances of Min 2-Horn Deletion. ◀
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A Proof of Theorem 13

Proof.

1. Denote the certified solution returned by the algorithm by \((X, d'), (C_1, \ldots, C_k))\). Let \(C_1^*, \ldots, C_k^*\) be an optimal clustering. Let \(c_i\) and \(c_i^*\) be optimal centers of \(C_i\) and \(C_i^*\) (respectively). Consider the case of \(k\)-medians first. We upper bound the cost of \((C_1, \ldots, C_k)\) w.r.t. \(d\) as follows:
\[
\sum_{i=1}^{k} \sum_{u \in C_i} d(u, c_i) \leq \gamma \sum_{i=1}^{k} \sum_{u \in C_i} d'(u, c_i) \leq \gamma \sum_{i=1}^{k} \sum_{u \in C_i^*} d'(u, c_i^*) \leq \gamma \sum_{i=1}^{k} \sum_{u \in C_i^*} d(u, c_i^*).
\]

Now, consider the case of \(k\)-means.
\[
\sum_{i=1}^{k} \sum_{u \in C_i} d(u, c_i)^2 \leq \gamma \sum_{i=1}^{k} \sum_{u \in C_i} d'(u, c_i)^2 \leq \gamma^2 \sum_{i=1}^{k} \sum_{u \in C_i^*} d'(u, c_i^*) \leq \gamma^2 \sum_{i=1}^{k} \sum_{u \in C_i^*} d(u, c_i^*).
\]

II. The proof is identical to that of Theorem 10.
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In many models for large-scale computation, decomposition of the problem is key to efficient algorithms. For distance-related graph problems, it is often crucial that such a decomposition results in clusters of small diameter, while the probability that an edge is cut by the decomposition scales linearly with the length of the edge. There is a large body of literature on low diameter graph decomposition with small edge cutting probabilities, with all existing techniques heavily building on single source shortest paths (SSSP) computations. Unfortunately, in many theoretical models for large-scale computations, the SSSP task constitutes a complexity bottleneck. Therefore, it is desirable to replace exact SSSP computations with approximate ones. However this imposes a fundamental challenge since the existing constructions of low diameter graph decomposition with small edge cutting probabilities inherently rely on the subtractive form of the triangle inequality, which fails to hold under distance approximation.

The current paper overcomes this obstacle by developing a technique termed blurry ball growing. By combining this technique with a clever algorithmic idea of Miller et al. (SPAA 2013), we obtain a construction of low diameter decompositions with small edge cutting probabilities which replaces exact SSSP computations by (a small number of) approximate ones. The utility of our approach is showcased by deriving efficient algorithms that work in the CONGEST, PRAM, and semi-streaming models of computation. As an application, we obtain metric tree embedding algorithms in the vein of Bartal (FOCS 1996) whose computational complexities in these models are optimal up to polylogarithmic factors. Our embeddings have the additional useful property that the tree can be mapped back to the original graph such that each edge is “used” only logarithmically many times, which is of interest for capacitated problems and simulating CONGEST algorithms on the tree into which the graph is embedded.
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1 Introduction

Consider an \( n \)-vertex graph \( G = (V, E, \ell) \), where \( \ell : E \rightarrow \mathbb{Z}_{>0} \) is an edge length function.\(^1\) The distance between two vertices \( u \) and \( v \) in \( G \), denoted by \( d_G(u, v) \), is defined to be the length with respect to \( \ell \) of a shortest \((u, v)\)-path in \( G \). The diameter of \( G \) is the maximum distance between any two vertices, denoted by \( \text{diam}(G) = \max_{u, v \in V} \{d_G(u, v)\} \).

A decomposition \( D \) of \( G \) is a partition of the vertex set \( V \) into pairwise disjoint clusters. Such a decomposition induces a (multiway) cut on \( G \) and we use \( E_{\text{cut}}(D) \) to denote the subset of edges that cross this cut, namely, edges whose endpoints belong to different clusters of \( D \). The weight of the decomposition \( D \) is defined to be the sum \( \sum_{e \in E_{\text{cut}}(D)} \frac{1}{\ell_e} \) of the reciprocal lengths of the edges crossing its cut. Our focus in this paper is on the construction of decompositions whose clusters’ diameter is bounded by some specified parameter \( r \) (the notion of a cluster’s diameter will be made clear soon), referred to hereafter as low diameter decompositions. The challenging part is to keep the weight of \( D \) small.

Low diameter decompositions with small weight were first studied by Awerbuch [5] (see also [6, 4]). Bartal [7] introduced their (combinatorially equivalent) probabilistic counterpart: An \((r, \lambda)\)-decomposition of the graph \( G = (V, E, \ell) \) is a random decomposition \( D \) of \( G \) such that (1) the diameter of each cluster in \( D \) is at most \( r \); and (2) \( \Pr[e \in E_{\text{cut}}(D)] \leq \frac{\lambda}{r} \) for every edge \( e \in E \). Bartal presented a method that, for a given parameter \( r \), constructs an \((r, O(\log n))\)-decomposition and proved the resulting bound on the edge cutting probabilities to be asymptotically tight.

Low diameter decompositions with small edge cutting probabilities have proven to be very useful in the algorithmic arena (see Section 7) and several different techniques have been developed over the years for constructing them [3, 7, 18, 22, 43, 24]. A common thread of all the existing techniques is that they rely heavily on making calls to a single source shortest paths (SSSP) subroutine. While we know how to solve the SSSP problem efficiently in the sequential (centralized) model of computation, the situation is much more challenging in restricted models of computation such as the \textsc{CONGEST} model of distributed computing, the parallel random access memory (\textsc{PRAM}) model, or the semi-streaming graph algorithms model. As it stands, SSSP computations are the main obstruction to designing efficient constructions of low diameter decompositions with small edge cutting probabilities in the aforementioned computational models (and related ones).

1.1 Our Contribution

In this paper, we introduce a new technique that, given a graph \( G = (V, E, \ell) \) and a parameter \( r \), constructs an \((r, O(\log n))\)-decomposition of \( G \). The crux of our construction is that it does not rely on any exact SSSP computations. Rather, it efficiently reduces the task to a small number of calls to an approximate SSSP subroutine. The technical challenge in this regard stems from the fact that the existing constructions of low diameter decompositions with small edge cutting probabilities crucially rely on the subtractive form of the triangle inequality, stating that \( d_G(u, v) \geq d_G(u, w) - d_G(v, w) \) for every three vertices \( u, v, w \in V \). Due to the subtraction on the right hand side, the inequality fails if one replaces exact distances with approximate ones. The main technical contribution of this paper lies in overcoming this difficulty.

\(^1\) We sometimes use the shorthand \( \ell_e \) for \( \ell(e) \).
The approximate SSSP problem can be solved efficiently in the CONGEST \[12\], PRAM \[14\], and semi-streaming \[12\] models, hence we obtain efficient algorithms for constructing \((r, O(\log n))\)-decompositions for the three computation models. These in turn can be invoked recursively to yield efficient CONGEST, PRAM, and semi-streaming constructions of path embeddable trees \[16, 15\] and hierarchically well-separated trees \[7, 8, 9, 22\] with low stretch – important combinatorial objects in their own right. In fact, our low diameter decompositions (and the resulting tree embeddings) admit an even stronger property.

**Tree-Supported Decompositions**

The notion of graph diameter naturally extends from the entire graph \(G = (V, E, \ell)\) to a vertex subset \(U \subseteq V\) by considering the maximum distance between any two vertices in \(U\). This yields the following distinction: the *weak diameter* of \(U\) in \(G\) considers the distances in the underlying graph \(G\), formally defined as \(\max_{u,v \in U} \{d_G(u, v)\}\); the *strong diameter* of \(U\) in \(G\) considers the distances in the subgraph \(G(U)\) induced by \(G\) on \(U\), formally defined as \(\text{diam}(G(U))\).\(^2\) In the context of low diameter graph decompositions with small edge cutting probabilities, both the weak and strong notions of the cluster diameter have been considered in the literature. As we now explain, the current paper adopts a diameter notion that falls somewhere in between the two.

For a decomposition \(D\) of the graph \(G = (V, E, \ell)\), we require that each cluster \(C \in D\) is associated with a tree \(T_C = (U_C, F_C)\), referred to as the *supporting tree* of \(C\), that is a subgraph of \(G\) and spans \(C\), i.e., \(C \subseteq U_C \subseteq V\) and \(F_C \subseteq E\). To emphasize this requirement, we refer to the decomposition \(D\) as a *tree-supported decomposition* (TSD). The diameter of a TSD \(D\) of \(G\) is then defined to be the maximum diameter of any of its supporting trees, denoted by \(\text{diam}(D) = \max_{C \in D} \{\text{diam}(T_C)\}\).

Notice that if the supporting tree \(T_C\) of each cluster \(C \in D\) is required to be a spanning tree of \(G(C)\), then \(\text{diam}(D)\) bounds the strong diameter of \(D\)'s clusters. This requirement is not imposed in the current paper, allowing \(T_C\) to use edges (and vertices) outside of \(G(C)\), meaning that \(\text{diam}(D)\) merely bounds the weak diameter of the clusters. However, we do require that the maximum edge *load* is kept small, where the load of edge \(e \in E\) in \(D\) is defined to be the number of clusters \(C \in D\) such that \(e\) is included in the supporting tree of \(C\), denoted by \(\text{load}_D(e) = |\{C \in D : e \in F_C\}|\). The properties of our graph decomposition construction can now be formally stated.

**Theorem 1.** There exists a (randomized) algorithm that given a graph \(G = (V, E, \ell)\) and a real parameter \(r > 0\), constructs a random TSD \(D\) of \(G\) with the following guarantees: (1) \(\text{diam}(D) \leq r\) w.h.p.;\(^3\) (2) \(\max_{e \in E} \{\text{load}_D(e)\} \leq O(\log n)\) w.h.p.; and (3) \(\Pr[e \in E^{\text{out}}(D)] \leq O\left(\frac{\ell}{\varphi \cdot \log n}\right)\) for every edge \(e \in E\). The algorithm is based on an approximate SSSP subroutine without any exact SSSP computations.

The algorithm promised in Theorem 1 is designed by combining a novel technique termed *blurry ball growing* with the algorithmic ideas of Miller et al. \[43\]. As discussed earlier, this combination allows us to bypass the need for exact SSSP computations, implementing our algorithm based solely on approximate SSSP. By example of the CONGEST, PRAM, and semi-streaming models, we show that this leads to efficient implementations. We stress that

\(^2\) Unless stated otherwise, the edge length function of a subgraph \(H\) of \(G\) is the restriction of \(\ell\) to \(H\)'s edge set.

\(^3\) We say that event \(A\) occurs with *high probability*, abbreviated \(\text{w.h.p.}\), if \(\Pr[A] \geq 1 - n^{-c}\), where \(c\) is an arbitrarily large constant chosen upfront.
what little computation is performed beyond approximate SSSP computations is very easy, if not trivial, to implement. Accordingly, we expect the technique to carry over to further computational models.

We emphasize that our decomposition maintains a small load of $O(\log n)$ on the edges. Consequently, in many situations, our decomposition can be used in an identical way as a strong diameter decomposition with only polylogarithmic overheads. For example, although we cannot construct low average stretch spanning trees as these are required to be subgraphs of the original graph, we can construct projected trees (see Section 5.2), a special case of path-embeddable trees [15, 16]. Projected trees have a mapping of their edges to the original graph such that, e.g., a CONGEST algorithm on the projected tree can be simulated on the original graph with a round complexity overhead proportional to the maximum edge load.

Our result is related to the low-congestion shortcuts of Ghaffari and Haeupler [28] with the following differences. In Ghaffari and Haeupler’s work, the partition is chosen by an adversary and the input is restricted to unweighted graphs. In contrast, our technique constructs the partition, but weighted graphs can be treated as well. A further possible application of our projected trees is in the field of solvers for symmetric diagonally dominant linear systems, utilizing them in a similar way as low average stretch spanning trees (cf. [16, 15]). Prior algorithms for metric tree embeddings lack this property and, accordingly, cannot take this role.

1.2 Structure of this Paper

We first fix some notation and state basic facts in the preliminaries in Section 2. In Section 3, we present the blurry ball growing technique that we use in Section 4 in order to obtain the routine for computing a random TSD of low diameter, load, and edge cutting probability, as promised in Theorem 1. In Section 5, we highlight some applications of this routine: We first explain how to obtain a hierarchical decompositions by applying the method recursively (Section 5.1) and then show how to obtain random projected trees (Section 5.2) and hierarchically well-separated trees (Section 5.3) with $O(\log^2 n)$ bound on the expected stretch. We also show that this bound can be improved to $O(\log n)$ by considering the relaxed notion of $p$-stretch [15, 16] (Section 5.4). In Section 6, we explain how to implement our algorithms in the CONGEST, PRAM, and semi-streaming models. Further related work is reviewed in Section 7.

2 Preliminaries

We start with basic notation. We consider a weighted, undirected, connected $n$-vertex graph $G = (V, E, \ell)$, where $\ell : E \to \mathbb{Z}_{\geq 0}$ is an edge length function. Notice that while some of our subroutines introduce edges $e \in E$ with zero length $\ell_e = 0$, it is assumed that all edges in the original graph input to the $(r, O(\log n))$-decomposition algorithm (as well as the algorithms built on top of it) admit positive lengths. We denote the set of positive length edges by $E_{>0} = \{e \in E \mid \ell_e > 0\}$ and let $\ell_{\min} = \min\{\ell_e \mid e \in E_{>0}\}$ and $\ell_{\max} = \max\{\ell_e \mid e \in E_{>0}\}$. The ratio of $\ell_{\max}$ to $\ell_{\min}$, denoted by $\sigma = \frac{\ell_{\max}}{\ell_{\min}}$, is referred to as the aspect ratio of $G$.

For a subgraph $H$ of $G$, we denote by $d_H(u, v)$ the length of the shortest path between two nodes $u$ and $v$ in $H$. If $H = G$, we may omit the subscript. For a set $B \subseteq V$ and a node $v \in V$, we use $d(B, v) := \min_{u \in B}\{d(u, v)\}$ to denote the distance of the node $v$ to the set $B$. For a set of vertices $U \subseteq V$, we denote by $E^{cut}(U) := \{e = \{u, v\} \in E \mid u \in U, v \in V \setminus U\}$ the set of edges that are “cut” by $U$. 


Approximate Single Source Shortest Paths

The main subroutine we use in our algorithm computes \((1+\epsilon)\)-approximate SSSP in undirected graphs. A \((1+\epsilon)\)-approximate SSSP algorithm is an algorithm that takes as input a weighted undirected graph \(G = (V, E, \ell)\) and a source node \(s \in V\) and returns a spanning tree \(T\) of \(G\) such that, for every node \(v \in V\), the length of the path from \(s\) to \(v\) in \(T\) is at most \((1+\epsilon) \cdot d(s, v)\), i.e., \(d(s, v) \leq d_T(s, v) \leq (1+\epsilon) \cdot d(s, v)\).

Super-Source Graphs

Our approach requires \((1+\epsilon)\)-approximate SSSP computations in graphs \(G_s\) that result from subgraphs of \(G\) by adding a (virtual) super-source node \(s \notin V\):

\[\text{Definition 2 (Super-source graphs).} \quad \text{Fix a subgraph } H = (V_H, E_H, \ell|_H) \text{ of } G. \text{ Construct } G_s = (V_H \cup \{s\}, E_H \cup E_s, \ell^{G_s}) \text{ by choosing } E_s \subseteq V_H \times \{s\}, \text{ picking } \ell^{G_s}_e \in \{1, \ldots, n\} \text{ for } e \in E_s, \text{ and setting } \ell^{G_s}_e = \ell_e \text{ for all } e \in E_H. \text{ We refer to } G_s \text{ as a super-source graph (of } G) \text{ and to } s \text{ as its super-source.}
\]

We note that one way of obtaining a super-source graph of a graph \(G\) is to contract a subset of nodes, say \(B\), into a super-source \(s\). In this case \(V_H = V \setminus B\) and the edges \(E_s\) and their lengths result from the contraction of \(B\) into \(s\).

Exponential Distribution

We denote the exponential distribution with mean \(\frac{1}{\beta}\) by \(\text{Exp}_\beta\). Using the Heaviside step function that is defined as \(H(x) = 0\) if \(x < 0\) and \(H(x) = 1\) otherwise, the density function of the exponential distribution is given by \(f_{\text{Exp}_\beta}(x) = \beta \exp(-\beta x) \cdot H(x)\). Its cumulative density function is \(F_{\text{Exp}_\beta}(x) = (1 - \exp(-\beta x)) \cdot H(x)\). A standard result is that drawing from this distribution results in values of \(O(\beta \log n)\) w.h.p.:

\[\text{Lemma 3. For parameters } 0 < \epsilon < 1, \beta > 0, \text{ and a sufficiently large constant } c > 0, \text{ let } t := \frac{c \log n}{1 + c^2} \text{ and } X \sim \text{Exp}_\beta. \text{ Then } P[X \geq t] = n^{-\Omega(c)}, \text{ i.e., } X < t \text{ w.h.p.}
\]

\[\text{Proof. Using the form of the density function, we get}
\]
\[P[X \geq t] = \frac{\int_t^\infty \exp(-\beta x) \, dx}{\int_0^\infty \exp(-\beta x) \, dx} = \frac{\exp(-\beta t) \int_0^\infty \exp(-\beta x) \, dx}{\int_0^\infty \exp(-\beta x) \, dx} = \exp(-\Omega(c \log n)) = n^{-\Omega(c)}.
\]

We will make heavy use of the following lemma, see the paper by Miller et al. [43] for the proof. Note that in their paper they state the lemma with an upper bound of \(O(\beta c)\) on the probability, although their proof in fact bounds the probability by exactly \(\beta c\).

\[\text{Lemma 4 (Lemma 4.4 in [43]). Let } d_1 \leq \ldots \leq d_n \text{ be arbitrary values and } \delta_1, \ldots, \delta_s \text{ be independent random variables picked from } \text{Exp}_\beta. \text{ Then the probability that the smallest and the second smallest values of } d_i - \delta_i \text{ are within } c \text{ of each other is at most } \beta c.
\]

Miller et al. [43] used this lemma to analyze the following ball growing technique that proceeds in time steps. Every node \(u\) in the graph grows a ball \(B_u\) independently and in parallel, but with a delay of \(\delta_u\) time steps, where \(\delta_u \sim \text{Exp}_\beta\). Every ball increases its radius by 1 in each time step and we say that the ball \(B_u\) “arrives” at node \(u\), if node \(v\) minimizes \(d(u, v) - \delta_u\) over all nodes. In this case \(u\) “gets absorbed” by \(v\)’s ball \(B_v\). The process stops when every node \(u\) is absorbed by some ball. Notice that \(u\) gets absorbed by its own ball \(B_u\), if and only if no other ball arrives at \(u\) during the first \(\delta_u\) time steps.
Now consider an arbitrary edge \( e \) in the graph and imagine it to be split into two equal length edges by a node \( v_e \). If we let \( d_1 \leq \ldots \leq d_n \) denote the \( n \) values \( d(v, v_e) - \delta_u \) for every \( u \in V \), the above lemma shows that the arrival times of the first and second ball at node \( v_e \) differ by at least \( 2\varepsilon \), with probability \( 1 - O(\beta \varepsilon) = 1 - O(\frac{\varepsilon \log n}{c\varepsilon}) \), when choosing \( \beta = \Theta(\frac{\log n}{c\varepsilon}) \). Hence the lemma allows for bounding the probability of an edge being cut by such ball growing process with exponentially distributed delays.

We remark that the implementations in Section 6 draw from discrete distributions. Rounding continuous distributions to multiples of \( n^{-c} \) for sufficiently large \( c \in O(1) \) yields w.h.p. the same results, but limits the number of random bits required to draw and store a random value to \( O(\log n) \).

## 3 Blurry Ball Growing

In this section, we describe a subroutine called \( \text{blur} \) that takes as input a graph \( G = (V, E, \ell) \) with aspect ratio \( \sigma = \frac{\ell_{\text{max}}}{\ell_{\text{min}}} \leq \text{poly}(n) \), a node set \( B \subseteq V \), and a real \( 0 < \rho < \ell_{\text{max}} \), and outputs a superset \( U \) of \( B \). It guarantees that nodes in \( U \) are not too far from \( B \), yet the probability to cut edges is small. More precisely, we establish the following theorem.

\[ \textbf{Theorem 5.} \quad \text{Let } n \geq 2. \quad \text{There is a routine } \text{blur}(G, \rho, B) \text{ that outputs a superset } U \text{ of } B \text{ such that:} \]

1. For every edge \( e \in E \), the probability that \( e \in E_{\text{cut}}(U) \) is bounded by \( O(\frac{\rho}{\ell}) \).
2. For every \( v \in U \), it holds that \( d(B, v) \leq \frac{\rho}{1-\alpha} \), where \( \alpha = \frac{1}{2\log n} \).

The routine \( \text{blur} \), see Algorithm 1, is based on \((1 + \varepsilon)\)-approximate SSSP computations and contractions of node sets and thus can be readily parallelized. The basic idea is to grow a ball of uniformly random radius around \( B \), where contraction of \( B \) yields the super-source of the SSSP computation. However, as approximating distances may imply that the “noise” due to the relative \( \varepsilon \)-error may cut a short edge with a comparatively large probability, the procedure is repeated with random radii drawn from uniform distributions with width that decrease by factor \( \alpha = \frac{1}{2\log n} \) in each step. To make this work, the approximation error of the SSSP algorithm must satisfy \( \varepsilon \leq \alpha^2 \). Accordingly, it would be desirable to chose \( \alpha \) large for the sake of small computational costs in the approximate SSSP routine. However, it turns out that, in order to achieve Property 1 in Theorem 5, we have to set \( \alpha \) such that \( \alpha = O(\frac{\log \log n}{\log n}) \). In addition, the approximate SSSP computations must respect the 0-length edges in the sense that none of the balls we grow cuts these edges. This is ensured by updating the approximate distances so that all nodes in the same connected component of the graph induced by the 0-length edges hold the same value.

### Analysis

We begin with two important properties of the distance approximations \( \hat{d}^i(\cdot) \) computed in line 9.

\[ \textbf{Lemma 6.} \quad \text{For every iteration } i \text{ and vertex } v \text{ in } G[i], \text{ the distance approximation } \hat{d}^i(v) \text{ satisfies } (I) \ d_{G[i]}(s[i], v) \leq \hat{d}^i(v) \leq (1 + \alpha^2) d_{G[i]}(s[i], v); \text{ and (II) if } [u, v] \text{ is a 0-length edge in } G[i], \text{ then } \hat{d}^i(u) = \hat{d}^i(v). \]

\[ \textbf{Proof.} \quad \text{Property (II) follows immediately from the definition of } \hat{d}^i(v) \text{ (see line 9). To see that property (I) holds, notice that } \hat{d}^i(v) \text{ captures the distance from } s[i] \text{ to } v \text{ in the subgraph of } G[i] \text{ induced by the union of the edge set of } T[i] \text{ and the 0-length edges. The assertion follows since } T[i] \text{ is a } (1 + \alpha^2)\text{-approximate SSSP tree of } G[i]. \]
Algorithm 1 $\text{blur}(G, \rho, B)$.

Input: graph $G = (V, E, \ell)$, real $0 < \rho < \ell_{\max}$, set $B \subseteq V$
Output: set $U \subseteq V$

1. $i := 0$, $B^{[i]} := B$, $\alpha := \frac{1}{2 \log n}$
2. while $\alpha^i \rho \leq \ell_{\min}$ do
3. \hspace{1em} $i := i + 1$, $r^{[i]} \in \mathcal{U}[0, \alpha^{i-1} \rho]$.
4. \hspace{1em} Obtain super-source graph $G^{[i]}$ from $G$ by contracting $B^{[i-1]}$ into a super-source node $s^{[i]}$.
5. \hspace{1em} Compute $(1 + \alpha^2)$-approximate SSSP tree $T^{[i]}$ of $G^{[i]}$
6. \hspace{1em} Let $G^{[i]}_0$ be the restriction of the graph $G^{[i]}$ to its 0-length edges
7. for each $v \in G^{[i]}$ do
8. \hspace{1em} Let $W(v)$ be the connected component of $v$ in $G^{[i]}_0$
9. \hspace{1em} $d^{[i]}(v) := \min\{d_{T^{[i]}}(s^{[i]}, u) \mid u \in W(v)\}$
10. \hspace{1em} $\tilde{d}^{[i]}(v) := d^{[i]}(v) \cup \{v \in G^{[i]} \mid d^{[i]}(v) \leq r^{[i]}\} \setminus \{s^{[i]}\}$
11. return $\bigcup_{j=0}^{i} B^{[j]}$

Next, we establish Property 2 of Theorem 5, which readily follows from the manner in which we sample $r^{[i]}$ from $\mathcal{U}[\alpha^i, \alpha^{i-1} \rho]$.

Lemma 7. If $d_{G^{[i+1]}}(s^{[i+1]}, u) = d(B^{[i]}, u) \geq \frac{\alpha^i \rho}{1 - \alpha}$ for some $i$, then $u \notin U$. In particular, it holds that $d_G(B, v) \leq \frac{\rho}{1 - \alpha}$ for every $v \in U$.

Proof. Any $u \in B^{[k]}$ for $k > i$ has distance to $B^{[i]}$ at most $\sum_{j \geq i+1} r^{[j]} \leq \sum_{j \geq i+1} \alpha^j \rho < \alpha^i \rho \sum_{j=0}^{\infty} \alpha^j = \frac{\alpha^i \rho}{1 - \alpha}$, showing the first claim. Setting $i = 0$ yields the second claim. ▶

It remains to verify Property 1 of Theorem 5, i.e., that the probability of cutting edge $e = \{u, v\} \in E$ is bounded from above by $O(\frac{\rho}{\alpha \ell_{\max}})$. Property (II) of Lemma 6 ensures that this bound holds if $\ell_{\epsilon} = 0$ as in this case, in each iteration $i$, either both $u$ and $v$ join $B^{[i]}$ in line 10 or none of them does. In the remainder of this section, we therefore focus on the edges in $E_{\geq 0} = \{e \in E \mid \ell_{\epsilon} > 0\}$, starting with the following definition.

Definition 8. We say that edge $\{u, v\} \in E_{\geq 0}$ is safe after step $i$ of $\text{blur}(G, \rho, B)$ if either $u, v \in B^{[i]}$ or $\min\{d_{G^{[i+1]}}(s^{[i+1]}, u), d_{G^{[i+1]}}(s^{[i+1]}, v)\} \geq \frac{\alpha^i \rho}{1 - \alpha}$.

Clearly, if $\{u, v\} \in E$ is safe after step $i$ of $\text{blur}(G, \rho, B)$, then $e \notin E_{\text{cut}}(U)$: if $u, v \in B^{[i]}$, then $u, v \in U$ by construction; if $\min\{d_{G^{[i+1]}}(s^{[i+1]}, u), d_{G^{[i+1]}}(s^{[i+1]}, v)\} \geq \frac{\alpha^i \rho}{1 - \alpha}$, then $u, v \notin U$ by Lemma 7. See Figure 1 for an illustration of these two cases. Thus, in order to bound the probability of an edge being cut, it suffices to bound the probability that an edge never becomes safe. Accordingly, we define $X_{i, e}$ to be the event that $e$ is not safe after step $i$ of the algorithm conditioned on the event that $e$ was not safe after step $i - 1$ and bound $P[X_{i, e}]$.

Lemma 9. For each iteration $i$ and $e \in E_{\geq 0}$, it holds that $\Pr[X_{i, e}] \leq \frac{\rho}{4 \cdot \alpha \ell_{\max}} + \alpha \cdot (1 + 4 \alpha)$.
Lemma 10. For every edge \( e \in E \), it holds that \( \Pr[e \in E^\text{cut}(U)] = O\left( \frac{\ell_e}{\rho} \right) \).
Proof. The case where $\ell_e = 0$ has already been treated, so assume hereafter that $e \in E_{>0}$. If $\ell_e > \rho$, then trivially $\Pr[e \in E^\text{cut}(U)] \leq 1 - \frac{\ell_e}{\rho}$. Otherwise, we let $i_e \geq 1$ be the largest index such that $\ell_e \leq \alpha^{i_e-1} \rho$. By Lemma 9, for all $i$, the probability that an edge that is not safe after $i - 1$ steps is still not safe after step $i$ is bounded by $\Pr[X_{i,e}] \leq \frac{2}{5} \cdot \frac{\ell_e}{\alpha^{i_e-1} \rho} + \alpha \cdot (1 + 4\alpha)$.

Depending on the index $i$, we differentiate this upper bound further:

- Case $i = i_e$: As $\alpha^{i_e} \rho < \ell_e$, we get that $\alpha < \frac{\ell_e}{\alpha^{i_e-1} \rho}$. With $\alpha \leq \frac{1}{2}$, $\Pr[X_{i_e,e}] < \frac{5\ell_e}{\alpha^{i_e-1} \rho}$ follows.
- Case $i = i_e - 1$: As $\ell_e \leq \alpha^{i_e-1} \rho$, we conclude that $\frac{\ell_e}{\alpha^{i_e-1} \rho} \leq \frac{\alpha^{i_e-1}}{\alpha^{i_e-1} \rho} = \alpha$, yielding with $\alpha \leq \frac{1}{2}$ that $\Pr[X_{i_{e-1},e}] < 5\alpha$.
- Case $i \leq i_e - 2$: This entails that $\frac{\ell_e}{\alpha^{i_e-1} \rho} \leq \alpha^2$ and thus $\Pr[X_{i,e}] < 2\alpha^2 + \alpha \cdot (1 + 4\alpha) = \alpha \cdot (1 + 6\alpha)$.

Using these bounds and distinguishing cases based on $i_e$, we can bound the overall probability that the edge is cut.

- Case $i_e = 1$: $\Pr[e \in E^\text{cut}(U)] \leq \Pr[X_{1,e}] = \Pr[X_{i_e,e}] < \frac{5\ell_e}{\rho}$.
- Case $i_e = 2$: $\Pr[e \in E^\text{cut}(U)] \leq \Pr[X_{2,e}] \cdot \Pr[X_{1,e}] = \Pr[X_{i,e}] \cdot \Pr[X_{i_{e-1},e}] < \frac{5\ell_e}{\rho} \cdot 5\alpha = \frac{25\ell_e}{\rho}$.
- Case $i_e \geq 3$: $\Pr[e \in E^\text{cut}(U)] \leq \frac{25\ell_e}{\alpha^{i_e-1} \rho} \cdot \prod_{i \leq i_{e-2}} \Pr[X_{i,e}] \leq \frac{25\ell_e}{\alpha^{i_e-1} \rho} \cdot (\alpha(1 + 6\alpha))^{i_e-2} < \frac{25\ell_e}{\rho} \cdot (1 + 6\alpha)^{i_e}$.

Hence, it remains to bound $(1 + 6\alpha)^{i_e} = O(1)$. Since $\rho < \ell_{\text{max}}$, it follows that

$$\ell_{\text{min}} \leq \ell_e \leq \alpha^{i_e-1} \rho < \alpha^{i_e-1} \ell_{\text{max}}.$$ Recalling that $\sigma = \frac{\ell_{\text{min}}}{\ell_{\text{max}}} \leq n^{O(1)}$, we conclude that $i_e = O\left(\frac{\log n}{\log(1/\alpha)}\right)$. Therefore,

$$(1 + 6\alpha)^{i_e} = (1 + 6\alpha)^{O(\log n/\log(1/\alpha))} = (1 + 6\alpha)^{1/(6\alpha)} = e^{O(\alpha \log n/\log(1/\alpha))}.$$ The assertion follows by the choice of $\alpha = \frac{1}{\log n}$.

Theorem 5 now follows from Lemmas 7 and 10.

## 4 Tree-Supported Decomposition

In this section, we present the construction of TSDs that admit low diameter, low load, and low edge cutting probability, establishing Theorem 1. Our method is inspired by the partition technique from [43] that allows for efficient parallel and distributed implementations. However, we seek to rely on approximate rather than on exact distance computations.

To motivate our approach, consider a naive application of the decomposition technique from [43] using approximate rather than exact distance computations. This would look as follows: One would add a super-source $s$ to the graph, assign exponentially sampled lengths to the edges adjacent to $s$, compute a $(1 + \varepsilon)$-approximate SSSP tree $T$ rooted at $s$ for some small enough $\varepsilon$, and partition the node set $V$ according to the subtrees of $T$ rooted at the children of $s$. This approach certainly leads to a decomposition of $G$. However, a consequence of the approximate distance computation is that the probability to cut a short edge is dominated by the approximation error, which is $\varepsilon$ times the distance to the source — an expression that may be very large compared to the length of the edge.

In order to still ensure the desired bound, we seek to employ the blurring technique from the previous section to clusters obtained as described above. This introduces the new obstacle that the clusters need to be separated from each other first, as the blurring procedure grows the clusters by a random radius. We enforce this separation by removing from each cluster every node that is too close to its boundary; Property 2 of Theorem 5, stating that
the distance of any node in the blurred cluster from the original cluster is at most \( \frac{\rho}{4^\sigma} \), determines what precisely is “too close.” While this may result in a large portion of the graph not being contained in any cluster even after blurring all clusters, we can ensure that each edge is contained in some cluster with probability at least \( p = \Omega(1) \) (or is very long and can be safely deleted). Hence, repeating the procedure \( O(\log n) \) times completes the decomposition w.h.p.

The blurring procedure presented in Section 3 requires that the aspect ratio \( \sigma = \frac{\ell_{\max}}{\ell_{\min}} \) of its input graph is bounded by \( \text{poly}(n) \) and that the parameter \( \rho \) is smaller than \( \ell_{\max} \). Therefore, we have to slightly modify the graph so that it satisfies these two conditions before invoking the blurring procedure. The latter requirement is readily satisfied by deleting all edges that are sufficiently long for the edge cutting probability bound to be greater than 1 (clearly, these edges can be safely deleted). For the former requirement, we reset the length of all edges \( e \in E \) that are significantly shorter than the cluster diameter bound, thus ensuring that the aspect ratio of the graph is \( \sigma^{O(1)} \). The original length of all 0-length edges is then recovered after the decomposition is constructed. Since any simple path in the graph contains at most \( n - 1 \) short edges, it follows that the length recovery operation does not increase the diameter of any cluster in the decomposition by “too much”.

\[\text{Algorithm 2:}\ \text{ts\_decompose}(G, \Delta).\]

\begin{verbatim}
Input : graph \( G = (V, E, \ell) \) and \( \Delta \in \mathbb{N} \n \Output : \text{decomposition } D = (C_1, \ldots, C_k) \text{ of } G, \text{ trees } T = (T_1, \ldots, T_k) \text{ of depth } \leq \frac{\Delta}{2}
\quad \text{s.t. } T_i \text{ spans a superset of } C_i
\begin{align*}
1 & \beta := \frac{3c \log n}{\Delta}, \ e := \frac{1}{c \log^2 n}, \ D := \emptyset, \ T := \emptyset \quad // \text{sufficiently large constant }\c
2 & \text{delete all edges } e \in E \text{ of length } \ell_e > \frac{1}{20n} \quad // \text{long edges }\c
3 & \text{reset the length of each edge } e \in E \text{ with } \ell_e < \frac{\Delta}{6n} \text{ by setting } \ell_e = 0 \quad // \text{short edges }\c
4 & \text{while } E(G) \neq \emptyset \text{ do }\c
5 & \quad \text{pick } \delta_u \sim \text{Exp}_\beta \text{ for each } u \in V \text{ independently}\c
6 & \quad G_u := \text{super-source graph of } G \text{ with edges } \{u, s\} \text{ of length }\c
7 & \quad \ell_{us} = 1 + \max_{v \in V} \{\delta_v\} - \delta_u \text{ for } u \in V\c
8 & \quad T := (1 + \varepsilon)\text{-approximate SSSP tree for } G_u \text{ with source } s\c
9 & \quad R := \text{roots of } T \setminus \{s\} \text{ and } V := (V_u)_{u \in R}, \text{ where } V_u \text{ are the nodes in } u\text{’s subtree}\c
10 & \quad \text{// * separate cells * }\c
11 & \quad \partial V := \bigcup_{u \in R} \{v \in V_u \mid \exists \{v, w\} \in E: w \notin V_u\}\c
12 & \quad G_u^* := \text{super-source graph of } G \text{ with edges } \{u, s\} \text{ of length } 1 \text{ for } u \in \partial V\c
13 & \quad T^* := (1 + \varepsilon)\text{-approximate SSSP tree for } G_u^* \text{ with source } s\c
14 & \quad \text{for each } u \in R \text{ do }\c
15 & \quad \quad V_u^0 := V_u \setminus \{v \in V_u \mid d_{T^*}(s, v) \leq \frac{1 + \varepsilon}{4^\beta}\} \quad // V_u^0 \text{ is the interior of cell } V_u\c
16 & \quad \quad C_u := \text{blur}(G, \rho, V_u^0), \text{ where } \rho := \frac{1 - \frac{1}{4^\beta}}{4^\beta}\c
17 & \quad \quad \text{append } C_u \text{ to } D \text{ and the subtree of } T \text{ rooted at } u \text{ to } T\c
18 & \quad \text{recover the original length of each edge } e \in E \text{ with } \ell_e = 0\c
\end{align*}
\end{verbatim}
Remark. The operations of resetting the lengths of the short edges (line 3) and recovering their original lengths (line 17) are necessary only if the aspect ratio of \( G \) is large and can be ignored if the aspect ratio is guaranteed to be bounded by \( n^{O(1)} \). In this case, the graphs handed to the blurring procedure (line 14) have no zero length edges.

Algorithm

The pseudocode of our procedure \texttt{ts\_decompose} is given in Algorithm 2. The value \( \beta \) chosen in Line 1 is the parameter chosen for the exponential distributions: up to normalization, the density of the distribution is \( \exp(-\beta x) \). The diameter of each (initial) cluster is bounded by \( \max_{v \in V}\{ \delta_v \} \), which we need to be smaller than \( \frac{\Delta}{2} \) w.h.p. However, the probability to cut edges increases as we make the distributions “narrower,” i.e., \( \beta \) larger. Accordingly, we choose \( \beta = \Theta\left(\frac{\log n}{\Delta}\right) \), just small enough to ensure \( \delta_v \leq \frac{\Delta}{2} \) w.h.p. for all \( v \in V \).

The partition from [43] can be interpreted as a Voronoi decomposition in which each cell center \( x_v \) is a virtual copy of its corresponding node \( v \in V \) that is attached to \( \delta_v \) by an edge of length \( \max_{w \in V}\{ \delta_w \} - \delta_v \). Note that the children of the virtual node \( s \) in the (approximate) shortest path tree \( T \) are exactly the nodes which have not been “absorbed” into another node’s Voronoi cell before they started to grow their own. Lines 9 to 13 remove from each cluster nodes that are in distance (roughly) \( \frac{\beta}{4} \) from the boundary of the Voronoi cell containing them. Choosing a distance of \( O\left(\frac{1}{\beta}\right) \) here ensures a constant probability that edges of this length remain in a shrunk cluster; longer edges can safely be cut, as the required bound on the probability for cutting them is trivial (i.e., 1), which is why they are removed at the start of the routine. We then proceed to applying the blurring subroutine to each (remaining) shrunk cluster. Note that, as the clusters remain separated due to the choice of parameters, we can realize this step concurrently for all clusters. The algorithm iterates until all nodes are assigned to clusters, which requires \( O(\log n) \) loop iterations w.h.p.

The remainder of this section is dedicated to proving Theorem 1.

Number of Iterations

We first prove the key statement that, with at least constant probability, for any node \( w \), a ball of radius \( \Theta\left(\frac{1}{\beta}\right) \) around it is contained within the interior of a cell.

Lemma 11. Consider an iteration of the while loop of Algorithm 2 and (by slight abuse of notation) denote by \( G = (V, E) \) the subgraph that remains at the beginning of the iteration. For any \( w \in V \), with at least constant probability a ball of radius \( \frac{1}{30\beta} \) around it is contained in the interior of a cell computed in Line 13.

Proof. For \( x \in V \), set \( d_x := d_{G_s}(x, w) + 1 + \max_{y \in V}\{ \delta_y \} \). Moreover, set \( X_x := d_x - \delta_x = \ell_{sx} + d_{G_s}(x, w) \) for \( x \in V \) and let \( X^{(i)} \) be the \( i \)'th order statistic of the variables \( X_v \) (i.e., the \( i \)'th smallest element). Denote by \( x_{\text{min}} \in V \) the node for which \( X_{x_{\text{min}}} = X^{(1)} \). By Lemma 4, with constant probability \( X^{(2)} - X^{(1)} \geq \frac{7}{8\beta} \). Condition on this event. Accordingly, we have for all \( x \in V \setminus \{ x_{\text{min}} \} \) that \( X_x - X_{x_{\text{min}}} \geq X^{(2)} - X^{(1)} \geq \frac{7}{8\beta} \).

Denote for each \( v \in V \) by \( x_v \) the child of \( s \) in \( T \) in whose subtree \( v \) is situated. Then the assumption that \( x_v \neq x_{\text{min}} \) implies by copious use of the triangle inequality that
\[ d_T(s, v) - d_{G_s}(s, v) = \ell_{x,s} + \ell_T(x, v) - d_{G_s}(s, v) \]

\[ \geq \ell_{x,s} + d_{G_s}(x, v) - d_{G_s}(s, v) \]

\[ \geq \ell_{x,s} + d_{G_s}(x, w) - d_{G_s}(v, w) - (d_{G_s}(s, w) + d_{G_s}(v, w)) \]

\[ \geq \ell_{x,s} + d_{G_s}(x, w) - (\ell_{x_{\text{min}}, s} + d_{G_s}(x_{\text{min}}, w)) - 2d_{G_s}(v, w) \]

\[ = X_{x_v} - X_{x_{\text{min}}} - 2d_{G_s}(v, w) \geq \frac{7}{8\beta} - 2d_{G_s}(v, w). \]

On the other hand, the approximation guarantee of the SSSP algorithm yields that

\[ d_T(s, v) - d_{G_s}(s, v) \leq \varepsilon d_{G_s}(s, v) \leq \varepsilon \ell_{vs} \leq \varepsilon \max_{x \in V} \{1 + \delta_x\}. \]

By Lemma 3, w.h.p. \( \max_{x \in V} \{\delta_x\} \leq t = \frac{c \log n}{n^{1+\varepsilon}} \) after sampling the \( \delta \)-values in Line 5 of this iteration. Condition on this event as well. Using that \( \varepsilon = \frac{c \log n}{\log n} \) and \( c \) is sufficiently large, we get that \( d_T(s, v) - d_{G_s}(s, v) \leq \varepsilon (1 + t) < \frac{\beta}{43} \).

In summary, if both events on which we conditioned occur, \( x_v \neq x_{\text{min}} \) entails that

\[ d_{G_s}(v, w) > \frac{5}{16\beta}. \]

In particular, choosing \( v = w \) yields the contradiction \( 0 = d_{G_s}(w, w) > \frac{5}{16\beta} \), i.e., \( x_w = x_{\text{min}} \).

We proceed to show that \( d_G(v, w) \leq \frac{1}{10\beta} \) implies that also \( v \in V_{x_{\text{min}}}^\circ \). By a union bound over the two events on which we conditioned, this will complete the proof. To this end, observe that Inequality (3) shows that a ball of radius \( \frac{5}{16\beta} \) around \( w \) in \( G_s \) is contained within \( V_{x_{\text{min}}} \). Because longer edges have been deleted, nodes in \( \partial V \) are connected to neighbors outside their cell by edges of length at most \( \frac{1}{10\beta} \). Together with the approximation guarantee of the second SSSP computation used to compute \( T' \), it follows that nodes \( v \in V \) for which \( d_{G_s}(v, w) \leq \frac{1/16 - 1/40 - \varepsilon}{\beta} < \frac{5}{16\beta} - \frac{(1 + \varepsilon)^2}{\beta} \) end up in \( V_{x_{\text{min}}}^\circ \). In particular, as trivially \( d_{G_s}(v, w) \leq d_G(v, w) \) and \( \varepsilon \) is sufficiently small, we conclude that \( d_G(v, w) \leq \frac{1}{10\beta} \) implies that \( v \in V_{x_{\text{min}}}^\circ \).

**Corollary 12.** Algorithm 2 terminates after \( O(\log n) \) iterations of the while loop w.h.p.

**Proof.** Consider any edge \( e \in E \) that is not deleted right away, i.e., \( \ell_e \leq \frac{1}{10\beta} \). By Lemma 11, in each iteration in which \( e \) is present in the remaining subgraph of \( G \), there is a constant probability that it is contained in \( V_u^\circ \) for some node \( u \). Thus, the probability that the edge remains for \( c \log n \) iterations is bounded by \( 2^{-(c \log n)} \approx n^{-\Omega(c)} \). By a union bound, this implies that all edges are either cut or included in a part within \( O(\log n) \) iterations w.h.p., i.e., the termination condition \( E(G) = \emptyset \) is empty becomes satisfied.

**The Diameter Bound**

In order to prove that the diameter bound holds, we first show that for each iteration of the while loop of Algorithm 2 and each \( u \in R \), we have that \( C_u \subseteq V_u \).

**Lemma 13.** Fix any iteration of the while loop of Algorithm 2 and \( u \in R \). It holds that \( C_u \subseteq V_u \).

**Proof.** Again, denote for simplicity the remaining subgraph at the beginning of the loop iteration by \( G = (V, E) \). By the approximation guarantee of the second call to the SSSP algorithm, \( v \in V_u^\circ \) implies that \( d(v, \partial V) \geq \frac{1}{33} \). By Theorem 5, \( w \in C_u \) implies that
d_G(w, V_v^e) \leq \frac{\rho}{1 - \frac{1}{(2 \log n)}} = \frac{1}{12}. \quad \text{(1)}

Consider the node v ∈ V_v^e that is closest to w and fix a shortest path from v to w. By the second bound, the path is no longer than \(\frac{\Delta}{12}\), which by the first bound implies that it cannot leave V_u. Hence, w ∈ V_u, showing the claim of the lemma.

We observe that the above lemma yields that the algorithm indeed outputs a partition of V, and each set in the partition is spanned by the corresponding tree in \(\mathcal{T}\). We now apply the tail bound on \(\text{Exp}_\beta\) given in Lemma 3 to infer that the diameter of the computed parts is appropriately bounded w.h.p.

\begin{lemma}
W.h.p., each cluster in the decomposition \(D\) returned by \(\text{ts_decompose}(G, \Delta)\) has weak diameter at most \(\frac{\Delta}{2}\). This is witnessed by the corresponding tree in \(\mathcal{T}\).
\end{lemma}

\begin{proof}
We prove that each tree \(T \in \mathcal{T}\) has diameter at most \(\frac{\Delta}{2}\) assuming that the lengths of the short edges in \(E\) are reset to \(\ell_e = 0\) (see line 3 of \(\text{ts_decompose}(G, \Delta)\)). This implies the desired \(\frac{\Delta}{2}\)-bound on the diameter of \(T\) in the original graph since each path \(P\) in \(T\) includes less than \(n\) short edges and each such short edge adds at most a \(\frac{\Delta}{6\epsilon}\)-term to the total length of \(P\) when recovering its original length (line 17 of \(\text{ts_decompose}(G, \Delta)\)).

By Lemma 3 and a union bound over all nodes, w.h.p. always \(\max_{v \in V} \{\delta_v\} \leq 1 + t\) for \(t = \frac{\log n}{4 + \epsilon}\) in line 5 of \(\text{ts_decompose}(G, \Delta)\). Assume that \(v\) ends up in the subtree of \(T\) rooted at the child \(x_v\) of \(s\) in \(G_v\). From the above bound, it follows that, w.h.p.,

\[
\begin{align*}
d_T(x_v, v) &= d_T(s, v) - \ell_{x_v,v} \leq (1 + \epsilon) \cdot d_{G_v}(s, v) - \ell_{x_v,v} \leq (1 + \epsilon) \cdot \ell_{vs} - \ell_{x_v,v} = \\
&= \epsilon \cdot (1 + \max_{x \in V} \{\delta_x\} - \delta_v) + \delta_{x_v} - \delta_v \leq \epsilon \cdot (1 + t) + t = (1 + \epsilon) \cdot t + \epsilon.
\end{align*}
\]

Recalling that \(R\) denotes the children of the root node in \(T\), it follows that for each \(x \in R\), we have that \(T_x\) has (weighted) depth at most \((1 + \epsilon)t + \epsilon\) w.h.p. in line 8 of \(\text{ts_decompose}(G, \Delta)\). We conclude that w.h.p., for all \(u \in R\), it holds that the subgraph induced by \(V_u\) has diameter at most \(2[(1 + \epsilon)t + \epsilon] \leq \frac{\epsilon \log n}{2J} + 2\epsilon \leq \frac{\Delta}{D}\), using that \(\epsilon = \frac{1}{\epsilon \log n} \leq \frac{1}{12}\) for sufficiently large \(c\).

Using Lemma 13 concludes the proof.
\end{proof}

\section*{The Edge Cutting Probability Bound}

We proceed to showing that the probability to cut an edge is sufficiently small. This follows from the analysis of Algorithm 1 and the probabilistic progress guarantee from Lemma 11.

\begin{corollary}
The probability that edge \(e \in E\) is cut by \(\text{ts_decompose}(G, \Delta)\) is \(O\left(\frac{\ell_e \log n}{\Delta}\right)\).
\end{corollary}

\begin{proof}
Consider edge \(e = \{v, w\} \in E\). If \(e\) is deleted right away, then \(\ell_e > \frac{1}{403} = \Omega\left(\frac{\Delta}{\log n}\right)\)
and the claim trivially holds. Accordingly, assume that \(\ell_e \leq \frac{1}{403}\) in the following.

As shown in Lemma 13, in each iteration the parts \((V_u^v)_{v \in C}\) satisfy that \(V_u^v \subseteq V_u\). Thus, if \(v \in V_x\) and \(w \in V_y\) for some \(x, y \in C\) after Line 8, \(e\) can be only cut by \(v\) ending up in \(C_x\), while \(w\) does not, or \(w\) ending up in \(C_y\), while \(v\) does not. Lemma 10 shows that the probability for either event is bounded by \(O\left(\frac{\ell_e \log n}{\Delta}\right)\), independently of the subgraph the calls to Algorithm 1 are executed on.

Combining this observation with the fact that, in each iteration in which \(e\) is still present by Lemma 11 it ends up in some part with probability at least \(p \in \Omega(1)\), we can bound the probability that \(e\) is cut by

\[
\sum_{i=1}^{\infty} (1-p)^{i-1} O\left(\frac{\ell_e \log n}{\Delta} \right) = O\left(\frac{\ell_e \log n}{p\Delta}\right) = O\left(\frac{\ell_e \log n}{\Delta}\right).
\]

\end{proof}
The Load Bound

As the trees added to the output in a single iteration are subtrees of the same shortest path tree, these trees are disjoint. Hence, the bound on the number of iterations also bounds the number of trees in which an edge may participate and thus the load of that edge in the output decomposition $D$. This concludes the proof of Theorem 1.

5 Sampling from Low Stretch Tree Embeddings

Consider some graph $G = (V, E, \ell)$ with positive edge lengths. We say that graph $G' = (V', E', \ell')$ with $V' \supseteq V$ dominates $G$ if $d_{G'}(u, v) \geq d_G(u, v)$ for every two vertices $u, v \in V$. In that case, we define the stretch of edge $e = \{u, v\} \in E$ in $G'$ to be

$$\text{str}_{G'}(e) = \frac{d_{G'}(u, v)}{\ell_e}.$$

Our goal in this section is to construct random dominating trees of a given graph $G = (V, E, \ell)$ that guarantee low expected stretch for each edge in $E$. The dominating trees we construct, referred to hereafter as virtual trees, are not spanning trees of $G$, because they may include vertices and edges that do not belong to $V$ and $E$, respectively. Nevertheless, they admit some useful characteristics. Specifically, we consider two types of virtual (dominating) trees: projected trees (a special case of the path embeddable trees of [15, 16]) addressed in Section 5.2 and hierarchically well separated trees (HSTs) addressed in Section 5.3. In both cases, the respective constructions are based on recursive applications of the graph decomposition technique presented in Section 4, generating a hierarchical version of TSDs as presented in Section 5.1.

5.1 Hierarchical Decompositions

A hierarchical tree-supported decomposition (HTSD) $D$ of a graph $G$ is a sequence $D = (D_0, D_1, \ldots, D_k)$ of TSDs that satisfies (i) $D_0 = \{V\}$; (ii) $D_k = \{\{v\} | v \in V\}$; and (iii) for every $1 \leq i \leq k$ and $C \in D_i$, there exists some $C' \in D_{i-1}$ such that $C \subseteq C'$. The TSDs $D_0, D_1, \ldots, D_k$ are referred to as the levels of $D$ and the parameter $k$ is referred to as its depth. The load of edge $e \in E$ in $D$ is defined to be $\text{load}_D(e) = \sum_{e \in E} \text{load}_D(e)$.

The real sequence $d = (d_0, d_1, \ldots, d_k)$ is said to be diameter bounding for the HTSD $D$ if $\text{diam}(D_i) \leq d_i$ for every $0 \leq i \leq k$. Of particular interest are HTSDs that admit a geometrically decreasing diameter bounding sequence, namely a sequence $d = (d_0, d_1, \ldots, d_k)$ that satisfies $d_i \leq \alpha \cdot d_{i-1}$, $1 \leq i \leq k$, for some constant $\alpha > 1$.

Consider some HTSD $D = (D_0, D_1, \ldots, D_k)$ of $G$ with a geometrically decreasing diameter bounding sequence $d = (d_0, d_1, \ldots, d_k)$. Edge $e = \{u, v\} \in E$ is said to be decoupled on level $0 \leq i \leq k - 1$ if $u$ and $v$ belong to the same cluster in level $i$ and to different clusters in level $i + 1$, that is $e \in E'_{\text{cut}}(D_{i+1}) - E'_{\text{cut}}(D_i)$. In that case, we define the stretch of $e$ in $D$ with respect to $d$ to be

$$\text{str}_{D,d}(e) = \frac{d_i}{\ell_e}.$$

Theorem 16. There exists a (randomized) algorithm that, given a graph $G = (V, E, \ell)$ with positive integral edge lengths and aspect ratio $\sigma = \frac{\ell_{\max}}{\ell_{\min}}$, constructs a random HTSD $D$ of $G$ with the following guarantees: (1) the depth of $D$ is $n^{O(1)}$ w.h.p.; (2) $D$ admits a geometrically decreasing diameter bounding sequence $d = (d_0, d_1, \ldots, d_k)$ w.h.p.; (3) $\text{load}_D(e) = O(\log \sigma)$ for every edge $e \in E$ w.h.p.; and (4) $\mathbb{E}_{D}[\text{str}_{D,d}(e)] = O(\log^2 n)$ for every edge $e \in E$. 


Proof. We first present the construction of the (random) HTSD $D = (D_0, D_1, \ldots, D_k)$ and its geometrically decreasing diameter bounding sequence $d = (d_0, d_1, \ldots, d_k)$ and then establish their desired properties.

Let $D_0 = \{V\}$. Construct a 2-approximate SSSP tree $T_0$ of $G$ and set $d_0 = \text{diam}(T_0)$. Assume by induction that we have already constructed the TSD $D_i$, $i \geq 0$, with clusters $C_1^i, \ldots, C_q^i$ and corresponding supporting trees $T_1^i, \ldots, T_q^i$. Set

$$d_i = \max \left\{ \text{diam}(T_j^i) \mid j = 1, \ldots, q \right\}$$

to be the maximum diameter of the trees supporting $D_i$’s clusters. If $d_i = 0$, i.e., all clusters in $D_i$ are singletons, then we set $k = i$ and the construction of $D$ and $d$ is completed. Otherwise, we call

$$\text{ts_decompose} \left( G(C_1^i), \Delta_{i+1} \right), \ j = 1, \ldots, q,$$

where $\Delta_{i+1} = \frac{d_i}{2}$, and take $D_{i+1}$ to be the union of the clusters returned by these $q$ calls.

To analyze this construction, we first observe that since $d_{i+1} \leq \Delta_{i+1} \leq d_i/2$ for every $0 \leq i \leq k - 1$, it follows that

$$k \leq O(\log \sigma) .$$

Moreover, each $d_i$ corresponds to the diameter of some approximate SSSP tree w.h.p., thus it provides a constant approximation for the actual distance in $G$ between some pair of nodes. As there are $\binom{n}{2} < n^2$ such node pairs, we conclude that the depth of $d = (d_0, d_1, \ldots, d_k)$ satisfies

$$k \leq O \left( n^2 \right)$$

w.h.p.

For the expected stretch bound, consider some edge $e \in E$ of length $\ell_e \in \mathbb{Z}_{>0}$. As long as $\text{ts_decompose}$ is invoked with diameter bound $\Delta_i > 6n\ell_e$, the length of $e$ is reset (see line 3 in Algorithm 2), ensuring that $e$ is not decoupled on that level. For each level $i$ such that $\Delta_i \leq 6n\ell_e$, Corollary 15 guarantees that the probability that $e$ is decoupled on level $i$ is at most

$$O \left( \frac{\ell_e \cdot \log(n)}{\Delta_i} \right) \leq O \left( \frac{\ell_e \cdot \log(n)}{d_i} \right) .$$

Taking $i_e$ to be the smallest $i \geq 0$ such that $\Delta_i \leq 6n\ell_e$ and $i_e'$ to be the smallest $i$ such that $\Delta_i \leq \ell_e \log n$, we can bound the expected stretch of $e$ in $D$ with respect to $d$ as

$$\mathbb{E}_D[\text{str}_D.d(e)] \leq \sum_{i=0}^{k-1} \text{Pr}(e \text{ is decoupled on level } i) \cdot \frac{d_i}{\ell_e} \leq \sum_{i=i_e}^{i_e'} O \left( \frac{\ell_e \cdot \log(n)}{d_i} \right) \cdot \frac{d_i}{\ell_e} + \sum_{i=i_e'}^{k-1} O(1) \cdot \frac{d_i}{\ell_e} \leq (i_e' - i_e) \cdot O(\log n) + O(1) ,$$

where the last transition holds as the sequence $d$ is geometrically decreasing. Since $\Delta_{i+1} \leq d_i/2 \leq \Delta_i/2$ for every $i$, it follows, by the definitions of $i_e$ and $i_e'$, that $i_e' - i_e \leq O(\log n)$, thus yielding the desired bound $\mathbb{E}_D[\text{str}_D.d(e)] \leq O(\log^2 n)$.
It remains to show that the load of every edge \( e \in E \) in \( D \) is \( O(\log \sigma) \) w.h.p. To that end, recall that in Section 4 we proved that the load on edge \( e \) in the TSD \( D_0 \) is stochastically dominated by a geometric random variable with parameter \( \Omega(1) \). The claim follows recalling that the depth \( k \leq O(\log \sigma) \) as the sum of \( k \) such random variables is \( O(k) \) w.h.p.

We note that a crucial point is, of course, that the algorithm can be implemented efficiently due to relying on approximate SSSP computations only. However, as the resulting complexities are model-specific, the respective discussion is postponed to Section 6.

### 5.2 Embedding into a Random Projected Tree

Consider some graph \( G = (V, E, \ell) \). Graph \( G' = (V', E', \ell') \) with \( V' \supseteq V \) is said to be a *projected graph* of \( G \) if there exists a mapping \( \pi : V' \to V \) so that

- (a) \( \pi(v) = v \) for every \( v \in V \);
- (b) if \( e' = \{u', v'\} \in E' \), then \( \pi(e') := \{\pi(u'), \pi(v')\} \in E \); and
- (c) \( \ell'(e') = \ell(e) \) for every \( e \in E \) and \( e' \in E' \) such that \( \pi(e') = e \).

The *load* of edge \( e \in E \) under the projected graph \( G' \) of \( G \) (with respect to \( \pi \)) is defined to be the size of its preimage under \( \pi \), denoted by \( \text{load}_{G'}(e) = |\{e' \in E' \mid \pi(e') = e\}| \). Notice that, by definition, every projected graph of \( G \) dominates \( G \). Observe also that \( \ell' \) is fully determined by \( \pi \) and \( \ell \), hence we may omit it from the notation in the following. Our goal in this section is to prove the following theorem.

- **Theorem 17.** There exists a (randomized) algorithm that, given a graph \( G = (V, E, \ell) \) with \( \text{poly}(n) \)-bounded edge lengths, constructs a random projected tree \( T \) of \( G \) that satisfies the following guarantees for every edge \( e \in E \): (1) \( \text{load}_T(e) = O(\log \sigma) \) w.h.p.; and (2) \( \mathbb{E}_T[\text{str}_T(e)] = O(\log^2 n) \).

Theorem 17 is established by combining Theorem 16 with the following lemma.

- **Lemma 18.** There exists an algorithm that given a graph \( G = (V, E, \ell) \), a HTSD \( D \) of \( G \), and a geometrically decreasing diameter bounding sequence \( d \) for \( D \), constructs a projected tree \( T = (V_T, E_T, \ell_T) \) of \( G \) such that \( \text{load}_T(e) = \text{load}_D(e) \) and \( \text{str}_T(e) = O(\text{str}_D(e)) \) for each \( e \in E \).

The rest of Section 5.2 is dedicated to proving Lemma 18. This is done by a series of graph transformations that result in the desired projected tree \( T \). Let \( k \) be the depth of \( D = (D_0, D_1, \ldots, D_k) \). For \( 0 \leq i \leq k \), let \( H_i = (V_i^H, E_i^H) \) be the forest obtained by taking the (graph) union over all level \( i \) supporting trees of \( D \), where each level \( i \) supporting tree \( T_C = (U_C, F_C) \) contributes its own (distinct) copies of the vertices in \( U_C \) and edges in \( F_C \) (this means, in particular, that \( |V_i^H| = \sum_{C \in D_i} |U_C| \) and \( |E_i^H| = \sum_{C \in D_i} |F_C| \)). Define the function \( \pi_i^H : V_i^H \to V \) by mapping each vertex \( v \in V_i^H \) to the vertex \( \pi_i^H(v) \in V \) from which it originates, recalling that \( T_C \) is a subgraph of \( G \). Although the preimage of vertex \( u \in V \) under \( \pi_i^H \) may consist of several vertices, it includes exactly one vertex \( v_i \in U_C \), where \( C \) is the (unique) level \( i \) cluster that contains \( v \). We hereafter refer to this vertex \( v_i \) as the level \( i \) *clone* of \( v \).

Recalling that the level \( k \) clusters of \( D \) are singleton, we identify the vertices in \( V_k^H \) with their images under (the bijection) \( \pi_k^H \) so that \( V_k^H = V \). Let \( H = (V_i^H, E_i^H) \) be the forest obtained by taking the (graph) union over \( H_0, H_1, \ldots, H_k \) and let \( \pi^H : V_i^H \to V \) be the function defined by mapping each vertex \( v \in V_i^H \), \( 0 \leq i \leq k \), to \( \pi^H(v) = \pi_i^H(v) \). Notice that \( H \) is a projected graph of \( G \) realized by \( \pi^H \) and that \( \text{load}_H(e) = \text{load}_D(e) \) for every edge \( e \in E \). It remains to show that we can turn \( H \) into a projected tree \( T = (V_T, E_T) \) by
connecting its connected components without increasing the load on the edges while ensuring that the stretch of every edge \( e \in E \) in \( T \) is at most \( O(1) \) times larger than its stretch in \( D \) with respect to \( d \).

Given a level \( 0 \leq i \leq k \) and a level \( i \) cluster \( C \), we refer to the vertex with smallest ID in \( C \) as the leader of cluster \( C \), denoted by \( \lambda(C) \). Notice that every vertex \( v \in V \) is a leader of its level \( k \) cluster and that if \( v \) is the leader of its level \( i \) cluster, then it is also the leader of its level \( j \) cluster for all \( i \leq j \leq k \).

We now construct a projected tree \( T = (V^T, E^T) \) of \( G \) from \( H \) in two additional steps. First, we connect each connected component \( T_C \) of \( H_i \), \( 1 \leq i \leq k \), to the unique connected component \( T_{C'} \) of \( H_{i-1} \) that satisfies \( C' \supseteq C \). Assuming that the leader of cluster \( C \) is \( v \), this connection is realized by augmenting \( H \) with a 0-length edge that connects \( v_i \) with \( v_{i-1} \), i.e., the level \( i \) and level \( i-1 \) clones of \( v \). (Note that \( v_{i-1} \) is not necessarily the leader of cluster \( C' \).) We call this new edge connecting \( v_i \) and \( v_{i-1} \) a vertical edge and denote the set of all vertical edges added to \( H \) during this step of the construction by \( E_\uparrow \).

Observe that the graph obtained from \( H \) by augmenting it with the vertical edges is a tree denoted hereafter by \( T^\uparrow = (V^H, E^H \cup E_\uparrow) \). This holds since starting from the forest \( H \), we connected each connected component in level \( 1 \leq i \leq k \) to a connected component in level \( i-1 \) using a single vertical edge and since \( H_0 \) is a tree.

The next and final step simply contracts all vertical edges in \( T^\uparrow \), resulting in the tree \( T = (V^T, E^T) \). Since the vertical edge \( \{v_i, v_{i-1}\} \in E^\uparrow \) connects the clones \( v_i \) and \( v_{i-1} \) of the same vertex \( v \in V \), it follows that both endpoints of the vertical edge are mapped to \( v \) under \( \pi^H \). Accordingly, we readily obtain a projection \( \pi^T: V^T \to V \) from \( \pi^H \) by mapping each vertex \( v \in V \) in \( V^T \) to \( \pi^H(v') \), where \( v' \in V^H \) is any node that participated in the contraction that created \( v \). Finally, note that there is a natural bijection \( b: E^H \to E^T \) between edges in \( H \) and \( T \), as \( T \) is obtained by first augmenting \( H \) with \( E^\uparrow \) of vertical edges and then contracting these edges. By construction, we have \( \pi^T(b(e)) = \pi^H(e) \) for all \( e \in E^H \), and in particular, \( T \) is indeed a projected tree of \( G \) and \( \text{load}_{\pi^T}(e) = \text{load}_H(e) = \text{load}_D(e) \) for all \( e \in E \).

It remains to prove that \( \text{str}_{\pi^T}(e) = O(\text{str}_{D}(e)) \) for every edge \( e = \{x, y\} \in E \). Since \( T \) is obtained from \( T^\uparrow \) by contracting 0-length edges, it follows that \( d_{\pi^T}(x, y) = d_T(x, y) \), hence it suffices to prove that \( \text{str}_{\pi^T}(e) = O(\text{str}_D(e)) \). To this end, fix some node \( v \in V \) and let \( C_i \in D_i \), \( 0 \leq i \leq k \), be the (unique) level \( i \) cluster that contains \( v \). Let \( \lambda(i) = \lambda(C_i) \) be the leader of \( C_i \) and denote the level \( j \) clone of \( \lambda(i) \) by \( \lambda_j(i) \).

\begin{itemize}
  \item[\textbf{Remark 19.}] For every \( 0 \leq i \leq k \), we have \( d_{\pi^T}(v, \lambda_i(i)) \leq \sum_{j=i}^{k-1} d_j \).
\end{itemize}

\textbf{Proof.} By induction on \( i \). The base case \( i = k \) holds since every vertex is the leader of its (singleton) level \( k \) cluster, hence \( \lambda_i(i) = v \). For the inductive step from \( i+1 \) to \( 0 \leq i \leq k-1 \), we notice that

\[
d_{\pi^T}(v, \lambda_i(i)) = d_{\pi^T}(v, \lambda_{i+1}(i+1)) + d_{\pi^T}(\lambda_{i+1}(i+1), \lambda_i(i)) + d_{\pi^T}(\lambda_i(i+1), \lambda_i(i)).
\]

Recalling that \( \lambda_{i+1}(i+1) \) and \( \lambda_i(i+1) \) are connected in \( T^\uparrow \) by a vertical edge, we conclude that \( d_{\pi^T}(\lambda_{i+1}(i+1), \lambda_i(i+1)) = 0 \). Moreover, since \( \lambda_i(i+1) \) and \( \lambda_i(i) \) belong to the same level \( i \) cluster \( C_i \in D_i \), their distance in \( T^\uparrow \) is equal to their distance in the supporting tree of \( C_i \) whose diameter is bounded by \( d_i \), hence \( d_{\pi^T}(\lambda_i(i+1), \lambda_i(i)) \leq d_i \). The assertion follows by the inductive hypothesis ensuring that \( d_{\pi^T}(v, \lambda_i(i+1)) \leq \sum_{j=i+1}^{k-1} d_j \).

Now, consider some edge \( e = \{u, v\} \in E \) and let \( 0 \leq i \leq k - 1 \) be the level on which \( e \) is decoupled. Let \( C \in D_i \) to be the level \( i \) cluster that contains \( u \) and \( v \) and let \( w \) be the level \( i \) clone of the leader \( \lambda(C) \) of \( C \). Remark 19 guarantees that \( d_{\pi^T}(u, w) \leq \sum_{j=i}^{k-1} d_j \) and
\[ d_{T^*}(v, w) \leq \sum_{j=i}^{k-1} d_j, \text{ hence} \]
\[ d_{T^*}(u, v) \leq 2 \sum_{j=i}^{k-1} d_j = O(d_i), \]
where the last transition holds since \( d = (d_0, d_1, \ldots, d_k) \) is geometrically decreasing. The proof of Lemma 18 is completed by the definitions of \( \text{str}_{D, d}(e) = \frac{d}{e} \) and \( \text{str}_{T^*}(e) = \frac{d_{T^*}(u, v)}{e}. \)

### 5.3 Embedding into a Random HST

In this section we show how to construct an embedding into a random hierarchically 2-separated dominating tree (HST) with small expected stretch from the projected trees constructed in the previous section.

**Definition 20 (Hierarchically Separated Trees).** An embedding of a weighted graph \( G = (V, E, \ell) \) into a (rooted) tree \( T = (V^T, E^T, \ell^T) \) is given by a one-to-one mapping \( \iota : V \to V^T. \) For \( k > 1, \) the tree is hierarchically \( k \)-separated, if for each internal non-root node, the weight of edges connecting it to its children is exactly by factor \( k \) smaller than the weight of the edge connecting it to its parent. The stretch of edge \( e = \{u, v\} \in E \) w.r.t. \( T \) is defined as \( \text{str}_T(e) := \frac{d_{T^*}(\iota(u), \iota(v))}{\ell(e)}. \)

We note that our definition of hierarchical well-separation is (formally) weaker than that of hierarchically well-separated trees from the literature [7], as we dropped the requirement that the tree is balanced, i.e., all leaves are in the same depth. However, this can be easily achieved, and our construction does so without modification.

**Construction**

We construct our HST from a projected tree (see Section 5.2). The construction of \( T = (V^T, E^T, \ell^T) \) is straightforward. Let \( D = (D_0, \ldots, D_k) \) be the HTSD from which the projected tree was constructed. We recall that we had assigned a leader \( \lambda(C) \) to each cluster \( C \), namely the smallest ID vertex in \( C \). We construct \( V^T \) simply as the multiset\(^4\) of leaders of all clusters in \( D \). Note that the nodes constructed for level \( k \) clusters, correspond, one-to-one, to the original nodes \( V \) of the graph. This enables us to define an embedding \( \iota : V \to V^T \) as required in Definition 20. We construct the set of edges \( E^T \) as follows: Let \( \lambda \in V^T \) be a node corresponding to an arbitrary level \( i \) cluster \( C \) with \( i < k \). We introduce an edge \( e := \{\lambda(C), \lambda(C')\} \), for every level \( i + 1 \) cluster \( C' \) that cluster \( C \) decomposes into, i.e., \( C' \subseteq C \). We assign length \( \ell^T_e := d_i \) to such an edge \( e \) between nodes corresponding to level \( i \) and level \( i + 1 \) clusters. Rooting the tree at the node in \( V^T \) corresponding to the leader of the (unique) level 0 cluster \( V \), it is clear that the resulting tree \( T = (V^T, E^T, \ell^T) \) is a hierarchically 2-separated tree of depth \( k \).

Regarding distances, we get essentially the same result as for the projected tree we could have constructed. Denote for \( v \in V \) by \( \lambda(i) \) the leader of the unique level \( i \) cluster \( C_i \in D_i \) such that \( v \in C_i \) and denote by \( \lambda^T(i) \in V^T \) its copy in \( T \) corresponding to \( C_i \).

**Remark 21.** For every \( 0 \leq i \leq k \), we have \( d_T(v, \lambda^T(i)) = \sum_{j=i}^{k-1} d_j \).

**Proof.** \( d_T(v, \lambda^T(i)) = \sum_{j=i}^{k-1} \ell^T_{\{\lambda^T(j), \lambda^T(j+1)\}} = \sum_{j=i}^{k-1} d_j. \)

\(^4\) For each cluster \( C \) a node \( v \in V \) is leader of, there is a separate copy of \( v \).
Corollary 22. \( T \) is a dominating hierarchically 2-separated tree with \( E_T[\text{str}_T(e)] = O(\log^2 n) \) for each edge \( e \in E \).

Proof. As discussed, \( T \) is hierarchically 2-separated by construction and we have the desired embedding \( \iota : V \to V^T \). By Remarks 19 and 21, distances between leaves of \( T \) are at least as large as in the projected tree constructed in Section 5.2, which dominates \( G \). The stretch bound follows analogous to Section 5.2, where Remark 19 takes the place of Remark 21.

We remark that this establishes a straightforward relation between our projected trees and the HSTs constructed here. The HST edges are realized by the corresponding paths in the projected tree. In particular, while the HST may incur large loads on some graph edges, the “more fine-grained” view provided by the projected tree shows that a low-load mapping of paths in the HST to the original graph is feasible. On the other hand, this relation also demonstrates that a projected tree “behaves” like an HST due to the geometrically decreasing diameter bounding sequence of the underlying HTSD.

5.4 Bounding the \( p \)-Stretch

Cohen et al. [16] introduced the notion of \( p \)-stretch.

Definition 23 (\( p \)-Stretch). For a graph \( G \), an embedding of \( G \) into \( T \), and a real \( p \in (0, 1] \), the \( p \)-stretch of an edge \( e = \{u, v\} \in E \) is given by \( \left( \frac{d_T(u,v)}{\ell_e} \right)^p \). Analogously, we define the \( p \)-stretch of an HTSD for edge \( e \) as \( \left( \frac{d_i}{\ell_e} \right)^p \), where \( i \) is the level on which \( e \) is decoupled.

Note that the 1-stretch coincides with the definition of the standard stretch defined at the beginning of this section. Our constructions meet a stronger bound of \( O(\log n) \) on the \( p \)-stretch for \( p < 1 \), owed to the fact that for \( p < 1 \) larger stretch is weighed less.

Lemma 24. For \( p \in (0, 1) \), the tree embeddings presented in Sections 5.2 and 5.3 satisfy that for each edge \( e \in E \) the expected \( p \)-stretch is \( O(\log n) \).

Proof. When bounding the stretch in the proof of Theorem 16, we summed over all levels of the decomposition. Recall that the probability to decouple edge \( e \) on level \( i \) is, by Corollary 15, \( O \left( \frac{\ell_e \cdot \log n}{d_i} \right) \). Denote by \( i_e \) the level such that \( d_{i_e} \leq \ell_e < 2d_{i_e} \). If \( i > i_e \), then the stretch of \( e \) w.r.t. the HTSD is smaller than 1. For \( p < 1 \), the sum now can thus be bounded as

\[
\sum_{i=1}^{k} O \left( \frac{\ell_e \cdot \log n}{d_i} \right) \cdot \left( \frac{d_i}{\ell_e} \right)^p = O \left( 1 + \log n \cdot \frac{\ell_e}{d_{i_e}} \right) \cdot \sum_{i=1}^{i_e} \left( \frac{d_{i_e}}{d_i} \right)^{1-p} = O \left( 1 + \log n \cdot \sum_{i=1}^{i_e} \left( \frac{1}{2} \right)^{1-p}(i_{i_e}-i) \right) = O(\log n),
\]

where the final step exploits that the sum is a geometric series due to \( 1 - p > 0 \).

6 Implementation in Different Models

In this section, we describe how to implement the above techniques in the CONGEST, PRAM, and multipass streaming models. These should be considered as exemplary computational models and it seems likely that our techniques transfer to other models in which a discrepancy between exact and approximate SSSP computations exist. Under the CONGEST model, some
effort is needed in order to transfer the \((1+\varepsilon)\)-approximate SSSP result to \((1+\varepsilon)\)-approximate SSSP in super-source graphs (see Definition 2); this transformation is immediate under the PRAM and multipass streaming models.

For simplicity, we assume throughout this section that the edge lengths in the input graph \(G = (V,E,\ell)\) are integers in the range \([1, n^{O(1)}]\). This means, in particular, that we do not have to worry about 0-length edges in the blurring procedure (Algorithm 1).

### 6.1 CONGEST Model

In the CONGEST model of computation [44], every node is a computing unit (of unlimited computational power) and is labeled by a unique \(O(\log n)\)-bit identifier. Computation proceeds in synchronous rounds, in each of which a node (1) performs local computations, (2) sends \(O(\log n)\)-bit messages to its neighbors, and (3) receives the messages that its neighbors sent. Initially, every node in the input graph \(G = (V,E,\ell)\) knows its identifier and its incident edges together with their length. We note that the restriction to polynomially bounded edge lengths implies that distances can be encoded using \(O(\log n)\) bits.

At termination every node needs to know its part of the output. For the task of constructing the random TSD, this means that every node \(v \in V\) knows (1) the ID of its own cluster’s leader (i.e., the vertex with minimum ID, see Section 5.2); (2) the ID of the leader of cluster \(C\) if \(v \in U_C\), that is, if \(v\) participates in the supporting tree \(T_C\) of cluster \(C\); and (3) its incident edges in \(T_C\) for each supporting tree \(T_C\) in which \(v\) participates. For the task of constructing the random HTSD, \(v\) should hold that knowledge for every level of the hierarchy. As discussed in Section 5, this also provides the nodes with all what they need in order to reconstruct the resulting projected tree or HST.

In order to avoid confusion with the weighted diameter \(\text{diam}(G)\), in what follows, we use \(\text{hop}(G)\) to denote the “unweighted” diameter of \(G\), also called the hop diameter.

The following corollary discusses how to compute \((1+\varepsilon)\)-approximate SSSP in a super-source graph \(H\) of a graph \(G\) in the CONGEST model. We assume that each node \(v \in V\) initially knows which of its incident edges in \(G\) are in \(H\), whether it is connected to \(s\), and, if so, the length \(\ell(\{s,v\})\).

\noindent \textbf{Corollary 25} (of [12]). Let \(\varepsilon = 1/\text{polylog } n\). Then \((1+\varepsilon)\)-approximate SSSP in super-source graphs can be solved in \(\tilde{O}(\sqrt{n} + \text{hop}(G))\) rounds w.h.p. in the CONGEST model.

\textbf{Proof.} The algorithm from [12] consists of three main steps:

1. Let \(S\) be a set composed of \(s\) and \(\tilde{\Theta}(\sqrt{n})\) nodes sampled uniformly at random. Let each node \(v \in S\) learn a \((1+\varepsilon/3)\)-approximation to the minimum length of \(\tilde{O}(\sqrt{n})\)-hop paths to each sampled node \(w \in S\) (if no such node exists, any result of at least \(d(v,w)\) is fine, including \(\infty\)). For each finite value, nodes on a (unique) path in \(G\) learn about them being part of this path and the next node on it.

2. Simulate a broadcast congested clique\(^5\) \((1+\varepsilon/3)\)-approximate SSSP algorithm on the (virtual) graph on \(S\) with edge lengths given by the result from the previous step (\(\infty\) means no edge).

3. Run \(\tilde{O}(\sqrt{n})\) iterations of single source Bellman-Ford on \(G\), where the distance values of nodes in \(S\) are initialized to the distances obtained from the previous step.

---

\(^5\) The broadcast congested clique is the special case of the Congest model restricted to complete graphs and, for each round, nodes sending the same message to each of their neighbors.
Assuming w.l.o.g. that $\varepsilon \leq 1$, this yields $(1 + \varepsilon)$-approximate distances to $s$. As the first step yields suitable routing information and the result of the second (i.e., an approximate SSSP-tree on the virtual graph) is global knowledge, nodes can locally determine their parent in the output tree $T$.

We adapt the algorithm to super-source graphs as follows.

1. The first step is based on a pipelined version of the (multi-source) Bellman-Ford algorithm that also works on directed graphs [39, Corollary 5.8]. Formally, we orient all edges of $s$ towards it (no other change is made). Then we can easily simulate the procedure on the resulting graph, as all communication by $s$ over one of its edges can be inferred from its length (which is known to the recipient).

Note that the result is not exactly the same as that of the first step above: all paths containing $s$ as non-starting node have been removed. However, the decisive property of the constructed graph is that it preserves $G$-distances to $s$ up to a factor of $1 + \varepsilon$. The virtual graph also needs to be undirected, which is achieved by dropping the directionality of the computed distances.

2. The simulation of the broadcast congested clique algorithm in the Congest model is based on making all communication global knowledge. Using pipelining over a BFS tree, the input of $s$ in the virtual graph (i.e., its incident edges and their lengths) can be made global knowledge in $\tilde{O}(\sqrt{n} + \text{hop}(G))$ rounds. Together, this implies that all nodes can locally simulate $s$.

3. Simulating the communication by $s$ in the third step of the algorithm, which is a standard Bellman-Ford computation, is straightforward.

As all steps can be adjusted preserving the guarantees of the algorithm and the asymptotic running time is increased by additive $\tilde{O}(\sqrt{n} + \text{hop}(G))$ only, the result now follows from [12].

This leads to the following result for Algorithm 1 from Section 3. As it is basically a sequence of approximate SSSP computations, a running time bound is immediate from Corollary 25.

**Corollary 26.** Suppose $\alpha = \frac{1}{\text{polylog } n}$ and $\rho = n^{O(1)}$. Then Algorithm 1 can be executed in the CONGEST model in $\tilde{O}(\sqrt{n} + \text{hop}(G))$ rounds w.h.p.

**Proof.** The while loop terminates after at most $\lceil \log_{1/\alpha} \rho = O(\log n) \rceil$ iterations. In each iteration, $r[i]$ can be chosen by an arbitrary node (e.g. the one with lowest identifier) and broadcasted via a BFS tree in $O(\text{hop}(G))$ rounds. Each node then can infer from the result from the previous iteration (or the input if $i = 1$) whether it is part of $B[i-1]$. Nodes adjacent to $B[i-1]$ can learn about this in one communication round and infer the length of the edge connecting them to $s[i]$ in $G[i]$. Thus, all that remains is the approximate SSSP computation, which can be performed in the stated running time by Corollary 25 w.h.p. The $\tilde{O}$-notation absorbs the $O(\log n)$-factor from the number of loop iterations.

We turn to Algorithm 2 from Section 4. As each iteration can be performed within $\tilde{O}(\sqrt{n} + \text{hop}(G))$ rounds w.h.p., this implies a bound on the running time of the overall algorithm.

**Corollary 27.** There exists a (randomized) CONGEST algorithm that given a graph $G = (V, E, \ell)$ with poly(n)-bounded edge lengths and a real parameter $\Delta > 0$, constructs a random TSD $D$ of $G$ with the following guarantees in $\tilde{O}(\sqrt{n} + \text{hop}(G))$ rounds w.h.p.: (1) $\text{diam}(D) \leq \Delta$ w.h.p.; (2) $\max_{e \in E} \{|\text{load}_D(e)|\} \leq O(\log n)$ w.h.p.; and (3) $\Pr [e \in E^{\text{cut}}(D)] \leq O\left(\frac{\ell_{e} \cdot \log n}{\Delta}\right)$ for every edge $e \in E$. 
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Proof. All computations in Algorithm 2 with the exception of the approximate SSSP computations and the call to blur are local. By Corollary 26, the stated running time bound follows for a single iteration of the while loop. Here we use that the instances of blur can be run in parallel by Lemma 13: As $C_u \subseteq V_u$, we can delete all edges which are not connecting two nodes within the same $V_u$ for some $u$ and then run a single $(1 + \varepsilon)$-approximate SSSP instance, where we identify the super-sources of all calls to blur. Therefore, Corollary 12 and a union time bound yield the claim. ◀

We now turn to the techniques from Section 5. As the recursive calls for each level of the decomposition hierarchy when computing an HTSD can be executed concurrently with a single call to the approximate SSSP subroutine, we obtain the following result.

Corollary 28. There exists a (randomized) CONGEST algorithm that, given a graph $G = (V, E, \ell)$ with poly($n$)-bounded edge lengths, constructs a random HTSD $D$ of $G$ with the following guarantees in $\tilde{O}(\sqrt{n} + \text{hop}(G))$ rounds w.h.p.: (1) the depth of $D$ is $O(\log n)$; (2) $D$ admits a (deterministic) geometrically decreasing diameter bounding sequence $d$ w.h.p.; (3) $\text{load}_D(e) = O(\log n)$ for every edge $e \in E$ w.h.p.; and (4) $\text{Ed_T}[\text{str}_D(e)] = O(\log^2 n)$ for every edge $e \in E$.

Proof. For each of the $O(\log n)$ levels of the decomposition, the recursive SSSP calls for each of the clusters can be merged into a single one by identifying their super-sources. This is, e.g., achieved by rooting all supporting trees at the respective cluster’s leader, which can be done by using the Garay-Kutten-Peleg minimum spanning tree algorithm [27, 38] to compute a spanning forest of $H$. As the load of each edge is $O(\log n)$, the algorithm on $H$ can be simulated at a multiplicative overhead of $O(\log n)$, resulting in running time $\tilde{O}(\sqrt{n} + \text{hop}(G))$. ◀

Corollary 29. There exists a (randomized) CONGEST algorithm that, given a graph $G = (V, E, \ell)$ with poly($n$)-bounded edge lengths, constructs a random projected tree $T$ of $G$ that satisfies the following guarantees for every edge $e \in E$: (1) $\text{load}_T(e) = O(\log n)$ w.h.p.; and (2) $\text{Ed_T}[\text{str}_T(e)] = O(\log^2 n)$.

Proof. We obtain an HTSD using Corollary 28. Inspection of the construction in Section 5.2 reveals that all operations are local once we identify the leaders of clusters. This is, e.g., achieved by rooting all supporting trees at the respective cluster’s leader, which can be done by using the Garay-Kutten-Peleg minimum spanning tree algorithm [27, 38] to compute a spanning forest of $H$. As the load of each edge is $O(\log n)$, the algorithm on $H$ can be simulated at a multiplicative overhead of $O(\log n)$, resulting in running time $\tilde{O}(\sqrt{n} + \text{hop}(G))$. ◀

Corollary 30. There exists a (randomized) CONGEST algorithm that, given a graph $G = (V, E, \ell)$ with poly($n$)-bounded edge lengths, constructs an embedding into a random dominating hierarchically 2-separated tree $T$ of $G$ in $\tilde{O}(\sqrt{n} + \text{hop}(G))$ rounds with expected stretch $\text{Ed_T}[\text{str}_T(e)] = O(\log^2 n)$ for each edge $e \in E$.

Proof. Analogous to Corollary 29. ◀

6.2 PRAM Model

In the PRAM model, multiple processors share a random access memory to jointly solve a computational problem. Various contention models exist for concurrent access to the same memory cell by multiple processors, but are equivalent up to small (sub-logarithmic) factors in complexity, so we assume that there is no contention. Then we can view the computation as a DAG whose nodes represent elementary computational steps and edges
dependencies. The input is represented by the sources of the DAG. The crucial complexity measures are work, the total size of the DAG (or, equivalently, the sequential complexity of the computation) and depth, the maximum length of a path in the DAG (or, equivalently, the time to complete the computation with an unbounded number of processors executing steps at unit speed).

We use a result on approximate SSSP computations due to Cohen, who introduced hop sets for this purpose. Following standard notation, we use $m := |E|$, where $G = (V,E,\ell)$ is the input graph.

- **Corollary 31 (of [14, 20])**. Let $\varepsilon_0 > 0$ be a constant and $\varepsilon = \frac{1}{\text{polylog} n}$. Then $(1+\varepsilon)$-approximate SSSP in super-source graphs can be solved in $O(m^{1+\varepsilon_0})$ work and polylog $n$ time w.h.p.

We remark that the assumption that the graph $G$ is connected implies $m^{\varepsilon_0} \geq \Omega(n^{\varepsilon_0})$ and thus the term $m^{\varepsilon_0}$ can absorb polylog $n$ factors.

Following the same route as for the CONGEST model, we obtain a string of corollaries. As coordination between processes is easier in the PRAM model, in most cases the results are immediate.

- **Corollary 32**. Suppose $\alpha = \frac{1}{\text{polylog} n}$, $\rho = n^{O(1)}$, and $\varepsilon_0$ is a constant. Then Algorithm 1 can be executed in the PRAM model with depth $\text{polylog} n$ and work $O(m^{1+\varepsilon_0})$ w.h.p.

- **Corollary 33**. Fix any constant $\varepsilon_0 > 0$. There exists a (randomized) PRAM algorithm of depth $\text{polylog} n$ and work $O(m^{1+\varepsilon_0})$ that, for a graph $G = (V,E,\ell)$ with poly$(n)$-bounded edge lengths and a real parameter $\Delta > 0$, constructs a random TSD $D$ of $G$ with the following guarantees: (1) $\text{diam}(D) \leq \Delta$ w.h.p.; (2) $\max_{e \in E} \{\text{load}_D(e)\} \leq O(\log n)$ w.h.p.; and (3) $\Pr [e \in E_{\text{cut}}(D)] \leq O\left(\frac{\log n}{\Delta}\right)$ for every edge $e \in E$.

Combining this corollary with Theorem 16, we obtain the following result.

- **Corollary 34**. Fix any constant $\varepsilon_0 > 0$. There exists a (randomized) PRAM algorithm of depth $\text{polylog} n$ and work $O(m^{1+\varepsilon_0})$ that, for a graph $G = (V,E,\ell)$ with poly$(n)$-bounded edge lengths, constructs a random HTSD $D$ of $G$ with the following guarantees w.h.p.: (1) the depth of $D$ is $O(\log n)$; (2) $D$ admits a (deterministic) geometrically decreasing diameter bounding sequence $d$ w.h.p.; (3) $\text{load}_D(e) = O(\log n)$ for every edge $e \in E$ w.h.p.; and (4) $\E_D[\text{str}_D,d(e)] = O(\log^2 n)$ for every edge $e \in E$.

- **Corollary 35**. Fix any constant $\varepsilon_0 > 0$. There exists a (randomized) PRAM algorithm of depth $\text{polylog} n$ and work $O(m^{1+\varepsilon_0})$ that, given a graph $G = (V,E,\ell)$ with poly$(n)$-bounded edge lengths, constructs a random projected tree $T$ of $G$ that satisfies the following guarantees for every edge $e \in E$: (1) $\text{load}_T(e) = O(\log n)$ w.h.p.; and (2) $\E_T[\text{str}_T(e)] = O(\log^2 n)$.

**Proof.** Again, the main step after obtaining an HTSD is to identify cluster leaders. This can be easily done by pointer jumping within the stated complexity bounds. ▶

- **Corollary 36**. Fix any constant $\varepsilon_0 > 0$. There exists a (randomized) PRAM algorithm of depth $\text{polylog} n$ and work $O(m^{1+\varepsilon_0})$ that, given a graph $G = (V,E,\ell)$ with poly$(n)$-bounded edge lengths, constructs an embedding into a random dominating hierarchically 2-separated tree $T$ of $G$ with expected stretch $\E_T[\text{str}_T(e)] = O(\log^2 n)$ for each edge $e \in E$.  

**ITCS 2020**
6.3 Semi-Streaming Model

In the streaming model [32, 41], the input graph is given as a stream of edges without repetitions. The performance of an algorithm is measured by the space it uses, whereby space is organized in memory words of $O(\log n)$ bits. In the multipass streaming model, the input is presented to the algorithm in several such passes, and the goal is to keep both the number of required passes and the space consumption small. For algorithms for graph problems, it is usual to assume arbitrary arrival order of the edges. The special case where the computational problem takes an $n$-vertex graph as input and the amount of memory is $\tilde{O}(n)$ is also known as the semi-streaming model [23]. All our results in this subsection are for this setting.

▶ Corollary 37 (of [12]). In the semi-streaming model, $(1 + \varepsilon)$-approximate SSSP in super-source graphs can be solved in polylog $n$ passes w.h.p. for any $\varepsilon = \frac{1}{\text{polylog } n}$.

All computational steps that are not SSSP computations can be either directly executed in memory (because only graphs of size $\tilde{O}(n)$ are involved) or easily performed by storing polylog $n$ words for each node and streaming once (e.g., finding cluster leaders). Thus, corollaries analogous to the CONGEST and PRAM models are immediate.

▶ Corollary 38. Suppose $\alpha = \frac{1}{\text{polylog } n}$, $\rho = n^{O(1)}$. Then Algorithm 1 can be executed in the semi-streaming model with polylog $n$ passes w.h.p.

▶ Corollary 39. There exists a (randomized) semi-streaming algorithm that given a graph $G = (V, E, \ell)$ with poly($n$)-bounded edge lengths and a real parameter $\Delta > 0$, constructs a random TSD $D$ of $G$ with the following guarantees in polylog $n$ passes w.h.p.: (1) $\text{diam}(D) \leq \Delta$ w.h.p.; (2) $\max_{e \in E} \{\text{load}_D(e)\} \leq O(\log n)$ w.h.p.; and (3) $\Pr[e \in \text{cut}(D)] \leq O\left(\frac{e \cdot \log n}{\Delta}\right)$ for every edge $e \in E$.

▶ Corollary 40. There exists a (randomized) semi-streaming algorithm that given a graph $G = (V, E, \ell)$ with poly($n$)-bounded edge lengths, constructs a random HTSD $D$ of $G$ with the following guarantees in polylog $n$ passes w.h.p.: (1) the depth of $D$ is $O(\log n)$; (2) $D$ admits a (deterministic) geometrically decreasing diameter bounding sequence $d$ w.h.p.; (3) $\text{load}_D(e) = O(\log n)$ for every edge $e \in E$ w.h.p.; and (4) $\mathbb{E}_D[\text{str}_D, d(e)] = O(\log^2 n)$ for every edge $e \in E$.

Corollary 40 readily implies semi-streaming algorithms that construct low stretch projected trees and dominating hierarchically 2-separated trees in polylog $n$ passes w.h.p. However, one can, in fact, obtain such constructions in a single pass by (i) partitioning the edges to $(O(\log n)$ many) length classes; (ii) using known techniques to construct a spanner with $O(n)$ edges and $O(\log n)$ stretch for each length class; and (iii) construct the desired low stretch trees for the graph obtained from the union of these spanners in an offline fashion, observing that this graph has $O(n \log n)$ edges.

7 Related Work

Low diameter graph decompositions with small edge cutting probabilities (or with small weight) play a major role in many algorithmic applications. These include the construction of low stretch spanning trees [2, 3, 4, 11, 18] and low distortion probabilistic embeddings of graphs.

---

6 We thank an anonymous ITCS 2020 reviewer for pointing out this simple alternative construction.
metric spaces into hierarchically well-separated trees [7, 8, 9, 22], fast approximate solvers of symmetric diagonally dominant linear systems [15, 36, 37, 47], constructing graph spanners [42, 45], and spectral sparsification [33, 35]. The literature in this field being vast, we can only give an incomplete review of it. We first focus on related work in distributed and parallel models of computation, as these results are closest to ours, and then turn to the related work in the streaming model. Our discussion of the related work in the former models starts with reviewing the literature on low diameter graph decompositions, and then it turns to their applications, focusing on low average stretch spanning trees and tree embeddings.

Low Diameter Graph Decompositions

In the LOCAL and CONGEST models of distributed computation, low diameter graph decompositions for unweighted graphs, i.e., $G = (V, E, 1)$, play a special role as they can be leveraged to design fast algorithms for a large class of problems. More precisely, the decomposition task is complete for a certain class of local problems, where a problem is called local if it does not require $\Omega(\text{hop}(G))$ rounds of communication (recall the definition of the hop diameter $\text{hop}(G)$ from Section 6.1). Here, $\text{hop}(G)$ is of relevance even in problems where the input graph is weighted, as communication over large hop distances is an inherent obstacle to small running times in distributed algorithms.

Several distributed decomposition algorithms with round complexities of $\text{polylog } n$ and small edge cut probabilities are known for the unweighted case [19, 40, 43]. However, the weighted setting considered in this work is fundamentally different. A lower bound of $\text{hop}(G)$ is trivial, i.e., the task is not local: intuitively, decoupling hop distance from graph distance implies that finding close-by nodes may require communication over $\text{hop}(G)$ hops. In the LOCAL model, this bound is trivially tight, as nodes can learn about the entire graph in $\text{hop}(G)$ rounds. In the CONGEST model, a reduction from 2-party communication complexity shows a lower bound of $\Omega\left(\frac{\sqrt{n}}{\log n}\right)$ rounds for computing an $(r, \lambda)$-decomposition for any non-trivial values of $r$ and $\lambda$. This lower bound even holds if $\text{hop}(G) = O(\log n)$ [46].

Miller et al. [43] show how to compute low diameter graph decomposition with small edge cutting probabilities in unweighted graphs in the PRAM model. Their approach relies on exact SSSP computations. Given the current discrepancy in the state of the art of exact and approximate SSSP in the PRAM model, it thus cannot lead to satisfying bounds in the weighted setting.

Low Stretch Spanning Trees

Nevertheless, there has been some work applying decompositions in the vein of Miller et al. in order to obtain low average stretch spanning trees for weighted graphs. A construction by Alon et al. [4] reduces weighted graphs to unweighted (multi)graphs. As a result Blelloch et al. [13] were able to give an efficient PRAM construction of low stretch spanning trees based on the decomposition technique by Miller et al. As shown by Blelloch et al., computation...
of such trees is of use for efficient PRAM solvers for symmetric diagonally dominant linear systems. A similar connection was exploited by Ghaffari et al. [29], who transferred the approach of Blelloch et al. to the CONGEST model, obtaining a low average stretch tree construction that they leveraged for approximate maximum flow computations. A downside of the aforementioned approaches is that the construction by Alon et al. suffers from a poor average stretch of \(2^{\Theta(\sqrt{\log n \log \log n})}\), resulting in respective overheads in work and depth resp. round complexity in the two models when applying the computed trees in further computations.

For the CONGEST model, Becker et al. [11] gave a construction of low-average stretch spanning trees that combines the decomposition technique of Miller et al. with the star decomposition technique of Elkin et al. [18]. This approach achieves \(\text{polylog} n\) average stretch. Again, the complexity of their approach is essentially determined by an exact SSSP computation. Thus, the resulting algorithm is round-optimal up to polylogarithmic factors in the unweighted case (i.e., the running time is \(\text{hop}(G) \text{ polylog} n\)), while essentially matching the round complexity of exact SSSP in the weighted case. Exact SSSP computation in the CONGEST model is still not too well understood, with the best upper bound of \(\tilde{O}(\min\{\sqrt{n} \text{hop}(G), \sqrt{n} \text{hop}(G)^{1/4} + n^{3/5} + \text{hop}(G)\}) [25]\) still being polynomially far from the \(\tilde{\Omega}(\sqrt{n} + \text{hop}(G))\) lower bound.

### Tree Embeddings

We apply our decomposition technique in order to obtain a metric tree embedding, following the same route as Bartal [7], obtaining the same \(O(\log^2 n)\) bound on the expected stretch (note that the bound in [7] holds for any edge lengths whereas in the current paper, we make the simplifying assumption that the ratio of the maximum to minimum edge length is \(\text{poly}(n)\)). Bartal later improved this bound to \(O(\log n \log \log n)\) [8] and subsequently to asymptotically optimal \(O(\log n)\) [9]. Although we cannot readily apply the same techniques, Bartal’s work suggests that future improvements to our stretch bound are feasible.

Fakcharoenphol et al. [22] achieved the \(O(\log n)\) stretch bound earlier, following a different approach in which the graph is not (explicitly) decomposed. However, at its core the main idea is very similar: randomization is leveraged to keep the probability of “cutting” edges proportional to their length based on the subtractive form of the triangle inequality. Also here, PRAM and CONGEST algorithms have been developed that try to mitigate the bottleneck imposed by exact SSSP computations. In the CONGEST model, it is straightforward to implement the algorithm from [22] with a round complexity that is (up to a factor of \(O(\log n)\)) equal to the running time of the Bellman-Ford algorithm [34]. However, shortest paths may have hop length up to \(n - 1\), resulting in a running time far from the \(\tilde{O}(\sqrt{n} + \text{hop}(G))\) lower bound. Ghaffari and Lenzen broke down shortest paths by sampling a “skeleton” of \(\tilde{\Theta}(\sqrt{n})\) nodes uniformly, computing a spanner (refer to the sequel of this section for the definition of a spanner) of a graph representing the induced metric, computing a tree embedding of this spanner, and finally extending this embedding to one of the original graph with modified weights via a Bellman-Ford computation. This can be seen as distorting the original distance metric such that it becomes sufficiently simple to solve exact SSSP fast, resulting in a round complexity of \(\tilde{O}(n^{0.5+\epsilon} + \text{hop}(G))\) for stretch \(O(\epsilon^{-1} \log n)\). In particular, by setting \(\epsilon = \frac{1}{\log n}\), the stretch and running time bounds match our results. However, Ghaffari and Lenzen do not guarantee bounded load. We also note that their approach is inherently limited to stretch \(\Omega(\log^2 n)\) when requiring a running time bound within \(\text{polylog} n\) of the lower bound, as both spanners with a near-linear number of edges and metric tree embedding must incur \(\Omega(\log n)\) stretch each.
Friedrichs and Lenzen [26] provide fast PRAM and CONGEST algorithms for tree embeddings with stretch $O(\log n)$. The main difference to [31] is the use of hop sets [14] to provide “shortcuts” for distance computation that are not present in the original graph. Again, distances are then distorted by metric embeddings such that exact distance computation by a Bellman-Ford style computation becomes efficient. This leads to a $2^{O(\sqrt{\log n})}(\sqrt{n} + \text{hop}(G))$-round algorithm in CONGEST and a PRAM algorithm of depth $\text{polylog } n$ and work $O(m^{1+\varepsilon})$ (for any fixed constant $\varepsilon > 0$), where $m$ is the number of edges and $\Omega(m)$ a trivial lower bound on the work. While the stretch guarantee is better than in our case, it should be noted that also here fundamental barriers limit this technique: lower bounds on the size of hop sets due to Abboud et al. [1] imply that any hop-set based approach must incur running time resp. work overheads of $2^{Ω(\sqrt{\log n})}$. Although in the PRAM model we suffer the same work overhead by relying on hop-sets for the currently best known approximate SSSP algorithms [14, 20], our result shows that one can trade the additional log-factor in stretch for a logarithmic load bound that the method of Friedrichs and Lenzen cannot guarantee.

**Streaming Algorithms**

To the best of our knowledge, constructions of low diameter decompositions with small edge cutting probabilities have not been addressed so far in the semi-streaming literature. A related graph theoretic object whose construction has been studied in the context of streaming algorithms is spanners. Similarly to low (average) spanning trees, spanners also provide a sparse distance preserving representation of the graph, only that they are not required to be trees. On the other hand, their notion of distance preservation is stronger in the sense that it is required to hold in the worst case, rather than on average. Specifically, a $\kappa$-spanner of graph $G = (V, E, \ell)$ is a spanning subgraph of $G$ that guarantees a stretch bound of at most $\kappa$ for every edge in $E$. One is typically interested in constructing $\kappa$-spanners with a small number of edges, where $O(n^{1+2/(\kappa+1)})$ edges is the asymptotically tight bound. Streaming constructions of sparse spanners exist only for unweighted graphs [10, 17, 23], as there, the distance computations are typically restricted to the sparse subgraph maintained by the algorithm. A related notion in unweighted graphs, which has also been studied in the streaming literature [21], is an $(\alpha, \beta)$-spanner, where the distance between vertices $u, v \in V$ in the spanner is required to be at most $\alpha \cdot \text{d}_G(u, v) + \beta$ for every $u, v \in V$.
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Abstract

This paper concerns itself with the question of list decoding for general adversarial channels, e.g., bit-flip (XOR) channels, erasure channels, AND (Z-) channels, OR (S-) channels, real adder channels, noisy typewriter channels, etc. We precisely characterize when exponential-sized (or positive rate) \((L - 1)\)-list decodable codes (where the list size \(L\) is a universal constant) exist for such channels. Our criterion essentially asserts that:

For any given general adversarial channel, it is possible to construct positive rate \((L - 1)\)-list decodable codes if and only if the set of completely positive tensors of order-\(L\) with admissible marginals is not entirely contained in the order-\(L\) confusability set associated to the channel.

The sufficiency is shown via random code construction (combined with expurgation or time-sharing). The necessity is shown by

1. extracting approximately equicoupled subcodes (generalization of equidistant codes) from any sequence of “large” codes using hypergraph Ramsey’s theorem, and
2. significantly extending the classic Plotkin bound in coding theory to list decoding for general channels using duality between the completely positive tensor cone and the copositive tensor cone.

In the proof, we also obtain a new fact regarding asymmetry of joint distributions, which may be of independent interest.

Other results include

1. List decoding capacity with asymptotically large \(L\) for general adversarial channels;
2. A tight list size bound for most constant composition codes (generalization of constant weight codes);
3. Rederivation and demystification of Blinovsky’s [9] characterization of the list decoding Plotkin points (threshold at which large codes are impossible) for bit-flip channels;
4. Evaluation of general bounds ([43]) for unique decoding in the error correction code setting.
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1 Warmup

In favour of motivating general problems, introducing general notions and stating our general theorems, we first go through concrete numerical examples that are special cases of our results.

Suppose Alice can transmit a length-$n$ bit string (codeword) to Bob and an adversary James can flip $np (0 \leq p \leq 1)$ of these bits. Consider first the classic coding theory question.

1. Error correction. For what values of $p$, can one construct a code (collection of codewords) of positive rate (i.e., codebook size at least $2^Rn$ for some constant $1 \geq R > 0$) such that Bob can uniquely decode? The classic Plotkin bound [33] tells us that this is impossible for $p > 1/4$,\(^1\) and the classic Gilbert–Varshamov (GV) bound [22, 42] tells us that this is possible for $p < 1/4$.

2. List decoding. For what values of $p$, can one construct a code of positive rate such that it is $3$-list decodable (i.e., regardless of which $np$ bits James flips, Bob can always decode the received word to a list of at most 3 codewords, one of which is the codeword transmitted by Alice)?\(^2\) Due to work by Blinovsky, it is known that this is possible if and only if $p \leq 5/16$.

In this work, not only are we are able to rederive all the above thresholds, but are also able to derive the corresponding thresholds for a vast variety of general adversarial channels such as bit-flip channels, erasure channels, AND ($Z$-) channels, OR ($X$-) channels, adder channels, noisy typewriter channels, etc.

In this section, let us revisit the answers to questions 1 and 2 in the technical language we develop in this paper.

1. Error correction. Consider any pair of codewords $\underline{x}_1, \underline{x}_2$ that are resilient to $np$ bit-flips. They must therefore be at a Hamming distance larger than $2np$.\(^3\) Said differently, the joint type (i.e., the $2 \times 2$ matrix whose $(x_1, x_2)$-th, $x_1, x_2 \in \{0, 1\}$, entry is the fraction of locations $i$ of $\underline{x}_1, \underline{x}_2$ such that $\underline{x}_1(i) = x_1$ and $\underline{x}_2(i) = x_2$) $\tau_{\underline{x}_1, \underline{x}_2} = \begin{bmatrix} t(0, 0) & t(0, 1) \\ t(1, 0) & t(1, 1) \end{bmatrix}$ of these two codewords must satisfy the condition that

\[ C_1 \ t(0, 1) + t(1, 0) \geq 2p. \]

\(^1\)Actually for $p = 1/4$ this is still impossible.
\(^2\)Note that a 1-list decodable code is exactly a uniquely decodable code (or more commonly called an error correction code).
\(^3\)In fact Blinovsky identified the threshold $p$ up to which positive rate $(p, L - 1)$-list decodable codes exist for any integer $L \geq 2$. This, in particular, recovers the Plotkin bound.
a. In [9, 34, 2] and [43], it was shown that: if a code \( C \) of size \( 2^{kn} \) exists, then there must exist a positive rate subcode \( C' \subset C \) such that for every pair of codewords \( \mathbf{z}_1, \mathbf{z}_2 \) in \( C' \), their joint type is approximately the same (as, say, \( P_{x_1,x_2} \)).

b. In [43], it was shown that: it is possible to construct positive rate codes with joint types (close to) \( P_{x_1,x_2} \) if and only if \( P_{x_1,x_2} \) is a completely positive (CP) distribution, i.e., \( P_{x_1,x_2} \) can be written as a convex combination of products of independent and identical distributions,

\[
P_{x_1,x_2} = \sum_{i=1}^{k} \lambda_i P_{x_i} P_{x_i}^T,
\]

for some positive integer \( k \), convex combination coefficients \( \{\lambda_i\}_{1 \leq i \leq k} \) and probability vectors \( \{P_{x_i}\}_{1 \leq i \leq k} \). For example,

\[
\lambda \begin{bmatrix} 1/2 & 0 \\ 0 & 1/2 \end{bmatrix} + (1 - \lambda) \begin{bmatrix} 1/4 & 1/4 \\ 1/4 & 1/4 \end{bmatrix}
\]

is CP for \( \lambda \in [0,1] \) since it can be written as \( \frac{1}{2} \left( \begin{bmatrix} 1 \\ 0 \end{bmatrix} [1 \ 0] + \frac{1}{2} \begin{bmatrix} 0 \\ 1 \end{bmatrix} [0 \ 1] + (1 - \lambda) \begin{bmatrix} 1/2 \\ 1/2 \end{bmatrix} \right) \). One can check that for \( \lambda < 0 \), matrix (1) is not CP. For condition C1 to be satisfied by some CP distribution, it must be the case that \( 2p \leq 2 \cdot (1 - \lambda) \cdot (1/4) \) for some \( \lambda \in [0,1] \). This is impossible if \( p > 1/4 \). As a consequence, the classic Plotkin bound is recovered in this convex geometry language, since the non-CP matrices of the form (1) with negative \( \lambda \) correspond to codes with minimum pairwise fractional distance \( \frac{1+|\lambda|}{2} \) (hence correspond to \( p = \frac{1+|\lambda|}{4} > 1/4 \)), which, by the Plotkin bound, cannot have positive rate.

2. List decoding. Now let us move to the list decoding question in hands. For a code to be list-decodable, it must be the case that for any quadruple \( \mathbf{z}_1, \mathbf{z}_2, \mathbf{z}_3, \mathbf{z}_4 \), there is no \( y \) such that the Hamming distance from \( \mathbf{z}_i \) to \( y \) is at most \( np \) for \( \forall i \in \{1,2,3,4\} \). In this case, the appropriate object is therefore a \( 2 \times 2 \times 2 \times 2 \) tensor (or a joint distribution of \( \{x_1,x_2,x_3,x_4\} \)) \( P_{x_1,x_2,x_3,x_4} \) such that

C2 any of its extension \( P_{x_1,x_2,x_3,x_4,y} \) (i.e., a coupling of \( \{x_1,x_2,x_3,x_4\} \) and \( y \), or a \( 2 \times 2 \times 2 \times 2 \times 2 \) tensor such that \( P_{x_1,x_2,x_3,x_4} = P_{x_1,x_2,x_3,x_4,y=0} + P_{x_1,x_2,x_3,x_4,y=1} \)) satisfies the condition that \( P_{x_1,y}(0,1) + P_{x_1,y}(1,0) > p \) for at least one \( i \in \{1,2,3,4\} \).

a. Again, by [9, 34, 2] and our work, we can restrict our attention to codes in which every 4-tuple of codewords has joint type close to some \( P_{x_1,x_2,x_3,x_4} \), since we can find such a subcode which is sufficiently large in any positive rate code.

b. Generalizing [43], we show that codes with order-4 joint types (close to) \( P_{x_1,x_2,x_3,x_4} \) exist if and only if \( P_{x_1,x_2,x_3,x_4} \) is a completely positive tensor of order-4, i.e., \( P_{x_1,x_2,x_3,x_4} \) can be written as a convex combination of products of independent and identical distributions,

\[
P_{x_1,x_2,x_3,x_4} = \sum_{i=1}^{k} \lambda_i P_{x_i}^\otimes 4.
\]

---

\(^4\) Their and our work showed that it is also possible to find a positive rate subcode such that every \( L \)-tuple of codewords has joint type close to some \( P_{x_{1},\ldots,x_{L}} \). This, as we shall see momentarily, is useful for list decoding.
51:4 Generalized List Decoding

One can check that distributions of the form
\[
\lambda \text{diag}(1/2) + (1 - \lambda) \left[\begin{array}{c}
1/2 \\
1/2
\end{array}\right]^{\otimes 4} = \frac{\lambda}{2} \left[\begin{array}{c}
1 \\
0
\end{array}\right]^{\otimes 4} + \frac{\lambda}{2} \left[\begin{array}{c}
0 \\
1
\end{array}\right]^{\otimes 4} + (1 - \lambda) \left[\begin{array}{c}
1/2 \\
1/2
\end{array}\right]^{\otimes 4}
\]
is CP if and only if \(\lambda \in [0, 1]\). On the other hand, for condition C2 to be satisfied by some tensor like that, it turns out, as shown by Blinovsky [9] and us, that \(p\) has to be no larger than \(5/16\).

Of course, bit-flips are just one of the simplest models of corruption that may occur in real-world communication/storage systems. Perhaps, under certain circumstances, in the system of interest, we are allowed to transmit length-\(n\) codewords taking values from \(\{0, 1, 2, 3, 4, 5\}\), but each legitimate codeword \(x\) has to satisfy the following constraints inherently associated to this communication system:
\[
\begin{align*}
\tau_x(1) + 3\tau_x(3) & \leq 1.2 \\
\tau_x(2) - \tau_x(3) & \geq 0.05 \\
-\tau_x(4) - 0.2\tau_x(5) & \leq 0.7
\end{align*}
\]
where \(\tau_x(x)\) denotes the fraction of \(x \in \{0, 1, \cdots, 5\}\) in \(x \in \{0, 1, \cdots, 5\}^n\). An adversary is allowed to change symbols in the transmitted codeword only from small values to large values; the cost he pays by changing every \(i\) to \(j\) \((0 \leq i < j \leq 5)\) is \(j - i\) dollars, and he has a budget of \(2.3n\) dollars in total. Among others, one of the fundamental questions we are able to answer in this paper is the following: is it possible for us to design exponentially large codes such that no matter which codeword is transmitted and no matter how an adversary corrupts it via a legitimate action, the decoder is always able to output a list of at most \(L\) codewords which contains the correct one?

The answer to the above question is affirmative and can be stated in a similar manner: it is possible if and only if there is a CP tensor of order 11 and dimension 6 which does not lie inside the confusability set determined by the channel. In particular, the confusability set is the set of joint distributions which fail to meet the conditions similar to C1 or C2 that are determined by the channel.

Our results tell us that if one only aims to search for exponentially large \((L - 1)\)-list decodable codes (instead of optimizing its size) for a given general adversarial channel, then it is sufficient (and obviously necessary) to restrict our attention to codes that are chunk-wise random-like. Such codes correspond to some CP distribution \(\sum_{i=1}^{k} \lambda_i P_{x_i}^{\otimes L}\). If a random code of positive rate, where the \(\lambda_i n\) \((1 \leq i \leq k)\) components in the \(i\)-th chunk of each codeword are sampled from distribution \(P_{x_i}\), does not “work” with high probability (w.h.p.), then we can never find positive rate codes of any other form that “work” for the underlying channel.

By setting the list size \(L - 1 = 1\), results in [43] are recovered by our work.

2 Introduction

While the main contribution of this work is to strictly generalize notions that have been primarily studied for “Hamming metric” channels, before we precisely define general channels, let us reprise what is known for Hamming metric channels in this section.
2.1 Error correction and the Plotkin bound

The theory of error correction codes is about protecting data from errors. In classic coding theory, a code, say $C$, is just a collection of binary codewords (which are usually just binary length-$n$ sequences, where $n$ is called the blocklength). The most well-studied error model is bit-flip. When a certain codeword is transmitted, an adversary can arbitrarily flip at most $np$ (where $0 \leq p \leq 1$) bits. It is easy to see that two codewords are not confusable if and only if their Hamming distance (number of locations where they differ, denoted $d_H (\cdot, \cdot)$) is at least $2np + 1$. Let

$$d_{\text{min}}(C) := \min_{\bar{x}, \bar{x}' \in C, \bar{x} \neq \bar{x}'} d_H (\bar{x}, \bar{x}')$$

denote the minimum pairwise distance of codewords in $C$. The goal is to pack as many codewords as possible in the Hamming space $F_2^n$ while ensuring that the minimum distance is at least $2np + 1$. By a simple volume argument (Gilbert–Varshamov (GV) bound [22, 42]), it is known that exponentially many such vectors can be packed when $p < 1/4$. The fundamental quantity that coding theorists are seeking when faced with any communication model is the largest achievable rate, i.e., capacity. The rate $R(C)$ of a code $C$ is its normalized cardinality, i.e., $R(C) := \frac{\log |C|}{n}$. The capacity $C$ measures, asymptotically as the blocklength grows, the largest fraction of bits (out of $n$) that can be reliably transmitted despite $np$ adversarial bit-flips. $C$ is formally defined as

$$C := \limsup_{n \to \infty} \max_{C \subset F_2^n : d_{\text{min}}(C) > 2np} R(C).$$

For the aforementioned bit-flip model, as said, the problem of finding the capacity can be also cast as determining the sphere packing density. This problem is notoriously difficult and is still open to date. However, we do know that $p = 1/4$ is the threshold below which exponential-sized packing exists (as suggested by the GV bound) and above which it is impossible. The latter fact is the famous Plotkin bound. More formally,

> Theorem 1 (Plotkin bound [33]). If $p = 1/4 + \epsilon$, $\epsilon > 0$, then any code $C$ of distance larger than $2np$ has cardinality at most $1 + \frac{1}{4\epsilon}$ (and hence has zero rate).

We will call the value of $p$ at which the capacity hits zero, the Plotkin point. Note that the Plotkin bound actually tells us that above the Plotkin point, not only does every code/packing have a size $2^{o(n)}$ (and hence, rate zero), but also that its size should be at most a constant (independent of the blocklength $n$). Coupled with the achievability result given by the GV bound, the phase transition threshold for exponential-sized packing is thereby identified precisely.

2.2 List decoding and the list decoding Plotkin bound

We now introduce another important notion: list decoding. List decodability still requires codewords to be separated out, but in a more relaxed sense; only a few codewords (instead of exactly one under unique decoding discussed earlier) can be captured by a ball of certain radius, no matter where it is located.

---

5 It turns out that allowing vanishing probability of decoding error does not change the problem.
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(a) An \((L-1)\)-packing for \(L = 2\), i.e., disjoint packing.

(b) An \((L-1)\)-packing for \(L = 3\), i.e., packing with multiplicity 2.

- **Definition 2** (List decodability [21, 46]). A code \(C\) is \((p, L-1)\)-list decodable (or \((p, < L)\)-list decodable) if for all \(y \in \mathbb{F}_2^n\), \(|C \cap B_H(y, np)| < L\), where \(B_H(y, np)\) denotes a Hamming ball centered at \(y\) of radius \(np\).

Of course we want the list size \(L\) to be as small as possible. In particular, the problem is trivial when \(L = |C|\). (The decoder ignores the received word and outputs the whole code.) When \(L = 2\), the problem precisely becomes packing. As the admissible \(L\) grows, the problem is expected to become easier.

Introduced by Elias [21], list decoding is an important and well-studied subject in coding theory. It is a natural mathematical question to pose towards understanding high-dimensional geometry in discrete spaces. It also serves as a primitive that is useful within and beyond the scope of coding theory. For instance, in many communication problems (e.g., [1, 13]), one proof technique is to let the decoder list decode to a short list (usually \(\text{poly}(n)\)-sized suffices) of candidate messages, then use other information to disambiguate the list and get a unique message. List decoding also finds applications in complexity theory, cryptography, etc. [25]. For instance, it is used for amplifying hardness and constructing extractors, pseudorandom generators and other pseudorandom objects [20]. The idea of relaxing the problem by asking the solver to just output a list (ideally as small as possible) of solutions that is guaranteed to contain the correct one, instead of insisting on a unique answer, is also adopted in many other fields in computer science [19, 35, 28]. In the context of high-dimensional geometry over finite fields, list decoding is equivalent to multiple packing, just like error correction codes are equivalent to sphere packing. Multiple packing is a natural generalization of the famous sphere packing problem in which, instead of insisting on disjoint alignment, overlap with bounded multiplicity is allowed.

- **Definition 3** (Multiple packing). A subset \(C \subseteq \mathbb{F}_2^n\) is a \((p, L-1)\)-multiple packing if when we put Hamming balls of radii \(np\) around each vector in \(C\), no point in the space simultaneously lies in the intersection of at least \(L\) balls.

See Fig. 1 for examples of packing and multiple packing in the Hamming space.

Surprisingly, list decoding capacity is known if we allow \(L\) to be asymptotically large. In some sense, list decoding makes us information-theoretic since in many (though not all) cases the list decoding capacity coincides with the capacity of the corresponding Shannon channels in which the noise is random with the same “power” (e.g., in the bit-flip/bit-erasure case, each component of the random noise is independently and identically distributed (i.i.d.) according to a Bernoulli distribution with mean \(p\).
Theorem 4 (List decoding capacity (folklore) \cite{47}). Given any \( \delta > 0 \), there exists an infinite sequence of \((p, \mathcal{O}(1/\delta))-\)list decodable codes \( \{C_n\}_n \), each of rate \( 1 - H(p) - \delta \). Indeed, for any sufficiently large \( n \), a random code (each codeword sampled uniformly at random from \( \mathbb{F}_2^n \)) of rate \( 1 - H(p) - \delta \) is \((p, \mathcal{O}(1/\delta))-\)list decodable w.h.p.

On the other hand, any infinite sequence of codes of rate \( 1 - H(p) + \delta \) is \((p, 2^{\Omega(n\delta)})\)-list decodable.

We call \( 1 - H(p) \) the \( p \)-list decoding capacity (without specifying a specific \( L \)). In particular, the Plotkin point for \( p \)-list decoding when \( L \) is sufficiently large is \( 1/2 \).

Though the fundamental limit for the relaxed problem for large constant \( L \) is essentially understood, \((p, L - 1)\)-list decodability for small \( L \) (e.g., absolute constant, say 3, 8, 100, etc.; or sublinear in \( 1/\delta \), say \((1/\delta)^{1/2}, (1/\delta)^{1/3} \log(1/\delta), \log \log(1/\delta)\)) is far from being understood. Indeed, it is believed (at least for absolute constant \( L \)) to be equivalently hard as the sphere packing problem. Formally, the question of understanding the role of \( L \) can be cast as follows. Note first that when \( L = 2 \), the (unknown) capacity lies somewhere between the Gilbert–Varshamov bound and the Linear Programming bound (\cite{18, 30, 44, 31, 32}). When \( L = \mathcal{O}(1/\delta) \), the list decoding capacity \( 1 - H(p) \) is much larger than the unique decoding capacity. As we increase \( L \), the \((p, L - 1)\)-list decoding capacity should be gradually “lifted” and the corresponding Plotkin point (the value of \( p \) where the capacity is zero) should somehow move rightwards from \( 1/4 \) to \( 1/2 \). The principal goal is to completely understand the dynamics of this evolution.

Remark 5. In this paper, we explicitly distinguish the list decoding capacity for large \( L \) and for small \( L \). When we say that \( L \) is asymptotically large, we refer to \( L = \Omega(1/\delta) \) which suffices to approach the \( p \)-list decoding capacity within gap \( \delta \). When we say that \( L \) is small without further specification, we refer to absolute constant \( L \). For large \( L \), the \( p \)-list decoding capacity, denoted by \( C \) (recall that we do not explicitly specify \( L \) for this regime, see Theorem 4), is fully characterized; however, the \((p, L - 1)\)-list decoding capacity for small \( L \), denoted by \( C_{L-1} \), is widely open.

Again, for any absolute constant \( L \), the \((p, L - 1)\)-list decoding capacity is poorly understood. We only have non-matching lower and upper bounds. To our knowledge, the current best bounds are due to Blinovsky from the 80s \cite{9, 10, 11}, except for sporadic values of \( L \) in some regimes of \( p \). Specifically, for \( L = 3 \), Ashikhmin–Barg–Litsyn \cite{3} can uniformly improve Blinovsky’s upper bound for all values of \( p \). For even \( L \)’s that are at least 4, Polyanskiy \cite{34} can partially beat Blinovsky’s upper bounds in the low rate regime.

Though how \( C_{L-1} \) approaches \( C \) as \( L \) increases is not exactly known, Blinovsky’s bounds do resolve the dynamics of the Plotkin point evolution! Let \( P_{L-1} \) denote the Plotkin point for \((p, L - 1)\)-list decoding. Let \( L = 2k \) or \( 2k + 1 \) \((k \geq 1)\). Then Blinovsky’s results imply that \( P_{L-1} \) is precisely given by the following formula

\[
P_{L-1} = \sum_{i=1}^{k} \frac{\binom{2(i-1)}{i-1}}{i} 2^{-2i}.
\]

Later, Alon–Bukh–Polyanskiy \cite{2} recovered this result with a simpler-looking formula

\[
P_{L-1} = \frac{1}{2} - 2^{-2k-1} \left(\frac{2k}{k}\right).
\]

For instance, \( P_1 = P_2 = 1/4, P_3 = P_4 = 5/16, \) etc. As can be noted, the Plotkin point moves periodically! The fact that the above two formulas always evaluate to the same value is implicit in \cite{2} and is formally established in Appendix D.
Our contributions

Our motivation comes from a well-known connection between list decodability and reliability of communication over adversarial channels. A binary code is \((p, L - 1)\)-list decodable if and only if it has zero error when used over the following adversarial bit-flip channel (Fig. 2).

![Figure 2 Adversarial bit-flip channels.](image)

The above system depicts a one-way point-to-point communication scenario in which the encoder (Alice) randomly picks a message \(m\) from \(2^{nR}\) of them and encodes it into an \(n\)-bit string. The adversary (James) stares at this entire codeword and maliciously flips at most \(np\) bits of it. Then, the decoder (Bob) receives the corrupted word and is required to output a short list of messages which is guaranteed to contain \(m\) with probability 1.

In the above model, the adversary is power constrained in the sense that he only has a budget of \(np\) bit-flips. But the encoder is not constrained – she can encode the message into any vector in \(F_2^n\). In some scenarios, codewords are also weight constrained. It makes sense to pose the same question (understanding the list decoding capacity) for input constrained channels. Indeed, this question was also studied in the literature [26].

Motivated by this connection, we significantly generalize the bit-flip model and define list decodability for general adversarial channels. We consider a large family of channels in which the encoder is allowed to encode the message into a length-\(n\) sequence \(x\) over any alphabet \(X\) of constant size, the adversary is allowed to design an adversarial noise pattern \(s\) over any alphabet \(S\) and the channel can be any deterministic component-wise function taking as input a pair of strings from \(X^n \times S^n\), outputting a sequence \(y\) over any alphabet \(Y\) of the same length. The system designer can incorporate a large family of constraints on \(x\) and \(s\) in terms of their types (i.e., empirical distributions). The above family of adversarial channels we consider includes but is not limited to

1. The standard adversarial bit-flip channels and adversarial erasure channels;
2. \(Z\)-channels in which the adversary can only flip 1 to 0 but not the other way around;
3. Adder channels in which the output is the sum of inputs over the reals rather than modulo the input alphabet size;
4. Channels equipped with Lee distance instead of the Hamming metric.

Indeed, our framework covers most well-studied error models and more that potentially have not been studied in the literature.

However, since we require the channel transition function to act on each component of the inputs independently, a well-studied family of channels is excluded: the adversarial deletion channels (cf. [12]). In this model, the adversary can delete at most \(np\) entries of the transmitted codeword and the decoder receives a vector of smaller length (but at least \((1 - p)n\)) without knowing the original locations of the symbols he got. Determining the

\[ \begin{align*}
\text{Enc} & \quad x \in F_2^n \\
\text{XOR} & \quad y \in F_2^n \\
\text{Dec} & \quad L \ni m \\
\end{align*} \]
Plotkin point for this channel is a long standing open problem. It is known [12] that for binary channels the Plotkin point lies between $\sqrt{2} - 1 \approx 0.414$ and $0.5$; for $q$-ary channels, it lies between $1 - \frac{q-1}{q+1}$ and $1 - \frac{q-1}{q}$. The capacity of this channel is even less understood.

For technical simplicity, we also assume that the channel transition function is deterministic, i.e., the output symbol $y$ is a deterministic function of the codeword symbol $x$ and the error symbol $s$.

We can assume, without any loss of generality, that none of the encoder, decoder and adversary has private randomness to randomize their strategy. This is because there are reductions showing that, given stochastic encoder/decoder, we can construct a deterministic coding scheme with essentially the same rate. Similarly, given a stochastic adversarial error function, we can turn it into a deterministic one which is equivalently malicious in terms of rate. Therefore, for the encoder, it suffices to only consider deterministic codes where each message is mapped to a unique codeword with probability 1. For the adversary, we can assume the error pattern is a deterministic function of the transmitted codeword. Nevertheless, note that the error function does not have to be component-wise independent. The $i$-th component $g(i)$ of the noise pattern $\mathbf{s}$ can depend on every entry of $\mathbf{x}$, not only on the corresponding $x(i)$. Moreover, the decoder’s decision on the estimated message given the received word can also be assumed to be deterministic. That is, we can require the decoder to output the correct message with zero error probability. Hence, the problem is purely combinatorial and all desirable events should happen with probability one.

In this work, we precisely characterize the Plotkin point for list decoding over any channel from the above family of general adversarial channels. That is, we essentially provide a criterion (sufficient and necessary condition) for the existence of positive rate $(L - 1)$-list decodable codes for such channels.

In the context of high-dimensional geometry over finite fields, the result can be also cast as pinning down the location of the phase transition threshold for the optimal density of $(L - 1)$-multiple packing using general shapes (not necessarily Hamming balls) corresponding to the defining constraints on codewords and errors of the channel. Above the threshold, exponential-sized multiple packing exists while below that, it is impossible to have such exponential-sized multiple packings.

This criterion can be summarized in one sentence:

exponential-sized $(L - 1)$-list decodable codes for general adversarial channels (or $(L - 1)$-multiple packings using general shapes) essentially exist if and only if the completely positive tensor cone of order-$L$ is not entirely contained in the confusability set of the channel for $(L - 1)$-list decoding.

Jargon in the above informal statement will become understandable once we formalize the problem setup and present rigorous claims. The proof consists of the sufficiency part and the necessity part. At a very high level, the sufficiency part follows from a random coding argument and its generalization inspired by the time-sharing argument frequently used in Network Information Theory. The necessity part builds upon and significantly generalizes the classic Plotkin bound, which goes by first extracting an equicoupled subcode using Ramsey theory and then applying a generalized double counting trick.

deleted. However, when symbols are erased, they are replaced by erasure symbols \textit{erasure} at the same locations and the receiver seeing them knows exactly which symbols were erased. Hence the erasure case is much simpler than the deletion case.

The general case in which the channel law is given by a conditional distribution $W_{y|x,s}$ (with not necessarily only singleton atoms) is more technical and is left as one of our future directions.
Our other results include the following:

1. For any given general adversarial channel, we pin down the list decoding capacity for asymptotically large $L$. This generalizes the classic list decoding capacity in the bit-flip case. The lower bound is achieved by a purely random code. The upper bound follows from a volume packing argument.

2. For any given general adversarial channel, we determine the exact order (in terms of $\delta$) of the list sizes of a large fraction (exponentially close to one) of constant composition codes (in which all codewords have the same type) achieving the list decoding capacity within gap $\delta$. It turns out that if we pick a constant composition code from the set of all such codes uniformly at random, with high probability, it is exactly $\Theta(1/\delta)$-list decodable.

3. For any given general adversarial channel and any $L \geq 2$, we give a lower bound on the $(L-1)$-list decoding capacity. It coincides with the generalized Gilbert–Varshamov bound obtained by [43] when $L = 1$ is equal to 1. Our bound follows from a random code construction assisted by expurgation, generalizing a classic construction for $(p, L-1)$-list decoding in the bit-flip case [24]. Note that this construction differs from [43]'s construction for unique decoding using greedy packing.

4. In the special case where $L = 2$, i.e., the unique decoding setting and under the bit-flip model, we evaluate the Gilbert–Varshamov-type bound and an achievable rate expression of cloud codes (codes constructed from CP distributions) obtained by [43]. In particular, we show that the Gilbert–Varshamov-type bound for general adversarial channels matches the classic GV bound in coding theory. We also provide an explicit convex program for evaluating achievable rates of cloud codes.

5. By evaluating our general criterion under the bit-flip model, we numerically recover Blinovsky’s [9] characterization of the Plotkin points for $(p, L-1)$-list decoding. This boils down to checking the feasibility of an explicit linear program with structured coefficient matrix. Though the LP has size exponential in $L$, its feasibility can be checked in constant time since our results are tailored for constant $L$ independent of the blocklength $n$ (which needs to approach infinity for many of our results to hold).

6. By utilizing facts discovered in this paper, we rigorously recover Blinovsky’s [9] characterization of the Plotkin points for $(p, L-1)$-list decoding. Our proof avoids the complicated calculations Blinovsky did and demystifies the formula by Blinovsky\(^8\). In particular, our lower bound on the Plotkin point explains why, in the low rate regime, average-radius\(^9\) list decoding is equivalent to the classic notion of list decoding. We believe that this fact was first observed and rigorously justified by Blinovsky. It was later rediscovered many times and became one of the basic starting points of many papers, especially those regarding list decoding random $q$-ary linear codes. Our upper bound relates the Plotkin point $P_{L-1}$ to the expected translation distance of a one-dimensional unbiased random walk after $L$ steps. In summary, using connections between codes and random variables, we are able to re-interpret the results by Blinovsky [9] and Alon–Bukh–Polyanskiy [2] within the framework we established by providing a more intuitive formula which matches known results.

---

\(^8\) In fact, he provided upper and lower bounds on the $(p, L-1)$-list decoding capacity which happen to vanish at the same value of $p$.

\(^9\) $(p, L-1)$-average-radius list decodability requires that the average distance (instead of maximum distance required by the classic notion of $(p, L-1)$-list decodability) from any $L$-tuple of codewords to their centroid is larger than $np$. Average-radius list decodability is a more stringent requirement since it implies the classic list-decodability. However, it is easier to analyze since the problem is linearized from infinity norm to one norm. Indeed it plays a useful role in a long line of work towards understanding the list decodability of random linear codes [26, 45, 36, 37, 38].
Our paper is highly correlated to a sister paper [43] which a subset of the authors are involved in. That paper provides generalized Plotkin bound for unique decoding over general adversarial channels. The authors showed that exponential-sized uniquely decodable codes or hard packings exist if and only if the set of completely positive matrices is not entirely contained in the confusability set associated to the given channel. This answers the question we posed in the beginning of the paper for the $L = 2$ case. We generalize their results to any universal constant $L$. Almost all results in [43] can be recovered by setting $L = 2$ in our paper.

We give an overview of the techniques used in this paper and highlight the similarities and differences between [43]$^{10}$ and our work.

1. The general adversarial channel models that both papers are concerned with belong to a larger family of channels known as Arbitrarily Varying Channels (AVC) in Information Theory community; these were first studied by Blackwell et al. [8] (see [29] for a detailed survey). We want to emphasize that the bulk of the literature on AVCs deals with oblivious adversary channels in which the adversary has to pick his malicious noise pattern before the codeword is chosen from the codebook (and hence, oblivious of the transmitted codeword) by the encoder. This makes the problem significantly easier and the capacity of such channels is precisely known (cf. [17]). The channels that [43] and we are considering are such that the adversary gets to design the error pattern with the complete knowledge of the transmitted codeword; these are called omniscient adversaries in [43]. This problem is much more difficult and the capacity is, again, widely open even for simple models such as the bit-flip channels. Indeed, the subclass of AVCs that [43] and we defined is motivated by the bit-flip channels and its various variants, e.g., $q$-ary channels, weight constrained channels, asymmetric channels, etc.

2. The connection between codes and random variables/distributions is classic in Theoretical Computer Science. The idea of realizing binary error correction codes using $\{-1,1\}$-valued random variables or functions supported on the Boolean hypercube $\{-1,1\}^n$ is spread out in the literature explicitly or in disguise. Such a trick allows one to borrow tools from other fields of Theoretical Computer Science, e.g., the theory of expander graphs, randomness extractors, small-bias distributions, discrete Fourier analysis, etc., (cf. [40, 5, 41, 7]) to understand, construct and analyze codes.

3. With respect to (w.r.t.) codes for general adversarial channels, the specific idea of collecting admissible types of good codes and studying the set of corresponding distributions was used in [43]. In particular, they defined similar notions of self-couplings and confusability sets which are submanifolds of matrices corresponding to joint distributions. Such objects only take care of pairwise interaction of codewords, which is insufficient for understanding list decoding. We generalize their notions to tensors which capture the (empirical) joint distributions of lists of codewords. While some properties in [43] continue to hold when objects in the matrix case are extended to their tensor versions, others fail to hold, as we will see in the rest of the paper. We also encounter issues which do not arise in the unique decoding setting. As is well-known, tensors are much more delicate [27] to handle compared to matrices.

$^{10}$ Though the work by Wang–Budkuley–Bogdanov–Jaggi [43] has been accepted to ISIT 2019, the conference version is limited to 5 pages and contains essentially no proof. At the time this paper is written, we do not have a publicly available full version of [43] and the following comparison is w.r.t. the current status of a draft of [43] that the authors kindly shared with us.
4. To prove upper bounds on capacity, it is also an old idea to extract structured subcodes from any infinite sequence of good codes. Depending on the applications, the nature of structures and techniques used to extract them may vary. To the best of our knowledge, in coding theory, the use of Ramsey theory for obtaining symmetric subcodes dates back to at least as early as Blinovsky [9]. His techniques were applied in a similar manner in followup works by Polyanskiy [34] and Alon–Bukh–Polyanskiy [2]. The work in [43] generalized this idea and managed to extract structured subcodes from arbitrary codes for general adversarial channels. Since they dealt with unique decoding, pairwise equicoupledness suffices. In our setup, we would like a sequence of subcodes which are $L$-wise equicoupled in the sense that the (empirical) joint distribution of any $L$-tuple of codewords from the extracted subcode is approximately the same and is close to some $\tilde{P}_{x_1, \ldots, x_L}$. This resembles but generalizes Polyanskiy’s [34] techniques. One of the downsides of invoking Ramsey theory is that the reduction usually causes terrible detriment to the rate of the code, since the smallest size for a combinatorial object to contain abundant structures is generally poorly understood in combinatorics. However, we are fine to tolerate such a rate loss since we only care about the positivity of the $(L-1)$-list decoding capacity.

5. To show lower bounds on capacity, we use the random coding argument aided by expurgation. In the prior work [43], the achievability result is obtained by greedy packing. This is reminiscent of a classic technique in coding theory for proving the existence of good codes of certain size. Since in the unique decoding (hard packing) setting, goodness of a code relies merely on pairwise statistics, the size of a greedy packing can be lower bounded using a standard volume counting argument. Indeed, this idea can be implemented in the general setting by counting the volume of the “forbidden region” of any codeword [43]. However, in list decoding setting, the notion of confusability is defined for tuples of codewords and translates to bounded multiplicity of intersection of forbidden regions of codewords. It is thus not clear how to pack codewords in a greedy manner while ensuring non-existence of local dense clusters. Instead, our code construction is more information-theoretic. We apply ideas of random coding with expurgation which is commonly used in the study of error exponent in Information Theory. A random code may be mildly locally clustered, but this only occurs at rare locations in the space of all length-$n$ input sequences. Indeed, we are able to show that, with high probability, a random code carefully massaged by shoveling off a small number of codewords attains a GV-type bound for general channels.

6. The most difficult part of our work is the converse.

a. First assume that the distribution $\tilde{P}_{x_1, \ldots, x_L}$ associated to the subcode obtained by Ramsey reduction is symmetric. To show that no large $(L-1)$-list decodable code exists for general adversarial channels when $\tilde{P}_{x_1, \ldots, x_L}$ is not completely positive, we provide upper and lower bounds on the average (over all $L$-tuples in the equicoupled subcode) inner product between the empirical distribution of an $L$-tuple and a copositive witness of non-complete positivity of $\tilde{P}_{x_1, \ldots, x_L}$. The bounds contradict each other if the code size exceeds certain constant (independent of the blocklength). We review this double counting trick (for unique and list decoding under special settings that appeared in prior work) in Section 5. The $L = 2$ case is proved in [43]. The existence of the witness of non-complete positivity is guaranteed by the duality of certain matrix cones. We generalize calculations in [43] to joint distributions of $> 2$ random variables. Similar notions of complete positivity and copositivity for tensors exist in the literature and the duality continues to hold.
b. If $\hat{P}_{x_1, \ldots, x_L}$ is asymmetric, we use a completely different argument. We reduce the claim, in a nontrivial way, to the $L = 2$ case which is known to be true [43]. The $L = 2$ case itself is proved [43] by viewing the task of constructing a long sequence of random variables with prescribed asymmetric pairwise marginals as a zero sum game and using discrete Fourier analysis to provide conflicting bounds on the value of the game, if the sequence is longer than a certain constant (again independent of the blocklength).

5 Prior work

Among various ideas, our results are built upon prior work which applies a double counting trick to obtain upper bounds on code sizes. We first review this technique which can be found in the proof of the classic Plotkin bound and its generalizations.

5.1 Plotkin [33]

One way to prove Theorem 1 is by lower and upper bounding the expected pairwise distance of any given code $C$ with minimum distance larger than $2np$ ($p = 1/4 + \epsilon$)

$$\mathbb{E}_{(x, x') \in C \times C} \left[ d_H (x, x') \right], \quad (2)$$

where $x, x'$ are uniformly and independently picked from $C$. First note that pairs $x = x'$ do not contribute to the expectation. On the one hand, the expectation is clearly at least

$$\frac{|C|(|C| - 1)}{|C|^2} d_{\min} > |C|^{-1}(|C| - 1)2np = |C|^{-1}(|C| - 1)2n(1/4 + \epsilon).$$

On the other hand, if we stack codewords into a $2^nR \times n$ matrix and let $S_j$ denote the number of 1’s in the $j$-th column, then from the column’s perspective, the above expectation is at most

$$\frac{1}{|C|} \sum_{j=1}^{n} 2S_j(|C| - S_j).$$

The coefficient 2 is because we need to count $(x, x')$ and $(x', x)$ separately. This bound is at most $n/2$ by concavity of the summands in $S_j$. Comparing the upper and lower bounds we have that $|C| \leq 1 + \frac{1}{2\epsilon}$, as claimed in Theorem 1.

5.2 Blinovsky [9]

The above double counting argument can be generalized to the setting of list decoding. For the $(p, L - 1)$-list decoding setup we introduced in Definition 2, the earliest work we are aware of following this idea is the one by Blinovsky [9].

Unlike Theorem 1, not only did Blinovsky show that any $(p, L - 1)$-list decodable code has to be small as long as $p > P_{L-1}$, he even gave an upper bound (it is still essentially the best as far as we know) on the $(p, L - 1)$-list decoding capacity for any $L$. We sketch his idea below but omit the complicated calculations.

First note that proving upper bounds on $C_{L-1}$ for fixed $p$ is equivalent to proving upper bounds on $p$ for fixed rate $R$. We then define the following three quantities

$$\tau_{LD} = \min_{E \in \{1\}} \min_{y \in \mathbb{F}_2^n} \max_{x \in \mathbb{F}_2^L} d_H (y, x), \quad (3)$$
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\[ \tau_{\text{avg}} = \min_{C \subseteq \{0,1\}^n} \min_{x \in \mathbb{F}_2^n} \mathbb{E}_{y \sim C} \left[ d_H (y, z) \right], \]

\[ \tau_{\text{DC}} = \mathbb{E}_{C \subseteq \{0,1\}^n} \min_{x \in C} \mathbb{E}_{y \sim C} \left[ d_H (y, z) \right]. \]

All expectations are over uniform selections from the corresponding sets. Namely,
\[ \mathbb{E}_{L \sim \mathbb{F}_2^n} [.] = \frac{1}{|L|} \sum_{l \in L} [.] \quad \text{and} \quad \mathbb{E}_{x \sim L} [.] = \frac{1}{|L|} \sum_{x \in L} [.] \]

Let us parse what these quantities are measuring.

1. \( \tau_{\text{LD}} \) is known as the list decoding radius of a given code \( C \). The minimax expression associated to a set \( L \) of vectors

\[ r_{\text{Cheb}} := \min_{y \in \mathbb{F}_2^n} \max_{x \in L} d_H (y, z) \]

is known as the Chebyshev radius of \( L \). It is the radius of the smallest circumscribed ball of \( L \). And

\[ p^*(R) := \lim_{n \to \infty} \max_{C \subseteq \mathbb{F}_2^n} \frac{1}{|C|} \sum_{|C| > 2^n} r_{\text{LD}} (C) \]

is precisely the largest allowable \( p \) for \((p, L-1)\)-list decodable codes of a fixed rate \( R \) to exist. Note that \( p^*(0) = P_L-1 \).

2. \( \tau_{\text{avg}} \) is known as the average list decoding radius and the min-average expression

\[ \min_{y \in \mathbb{F}_2^n} \mathbb{E}_{z \sim L} \left[ d_H (y, z) \right] \]

is the average radius of a list. It is not hard to see that the average radius center of \( L \) is the component-wise majority of vectors in \( L \), i.e., the minimizer \( z^* \) has \( \text{MAJ} (z(i): z \in L) \) as its \( i \)-th component. Define plurality as

\[ \text{PLUR} : \mathbb{F}_2^L \to [0, 1], \quad (x_1, \cdots, x_L) \mapsto \frac{1}{|L|} \{ i \in [L]: x_i = \text{MAJ}(x_1, \cdots, x_L) \} \]

which is the fraction of the most frequent symbol. Then the average radius of \( L \) can be explicitly written as

\[ \min_{y \in \mathbb{F}_2^n} \mathbb{E}_{z \sim L} \left[ d_H (y, z) \right] = \sum_{j=1}^n \left( 1 - \text{PLUR} (z(j): z \in L) \right). \]

3. \( \tau_{\text{DC}} \) is a further variant of \( \tau_{\text{LD}} \) – the ultimate quantity we are looking for. It is the object that Blinovsky was really dealing with. Note that it is in the same spirit as the quantity (2) considered in the double counting argument in the proof of the classic Plotkin bound. Blinovsky used \( \tau_{\text{DC}} \) as a proxy to finally bound \( \tau_{\text{LD}} \). By extracting a constant weight subcode and applying the double counting trick (and using the convexity of a certain function), Blinovsky showed the following

\[ \textbf{Lemma 6.} \ Let \lambda \in [0, 1/2] \text{ and fix } R = 1 - H(\lambda). \text{ Then} \]  

\[ \tau_{\text{DC}} \lesssim \sum_{i=1}^{\lfloor L/2 \rfloor} \frac{(2i-2)}{i} \left( \lambda(1-\lambda) \right)^i. \]
Apparently, by definition, we have
\[ r_{LD} \geq r_{avg}, \quad r_{DC} \geq r_{avg}. \]
So Lemma 6 automatically holds for \( r_{avg} \). However, a priori the relation between \( r_{LD} \) and \( r_{DC} \) is unclear. Surprisingly, Blinovskiy showed that it is “okay” to replace the first and third optimization in \( r_{LD} \) with averaging in the sense that the following holds.

\[ \text{Lemma 7.} \quad \text{For any infinite sequence of codes } \{C_n\}_n, \text{ there exists an infinite sequence of subcodes } C'_n \subseteq C_n \text{ such that } r_{LD}(C') = r_{avg}(C') + o(n). \]

The proof involves an equidistant subcode extraction step using Ramsey theory. Lemma 7 implies that the same bound in Lemma 6 holds for \( r_{LD} \) as well!

### 5.3 Cohen–Litsyn–Zémor [15]

Similar ideas were used to provide upper bounds on the erasure list decoding capacity. A binary code is said to be \((p, L - 1)\)-erasure list decodable if for any \( T \in \binom{[n]}{n(1-p)} \) and any \( y \in F_2^{1-(1-p)n}, \), \(|\{x \in C: \bar{y}(\bar{x}) = \bar{y}\}| \leq L - 1 \), where \( \bar{x}|T \) denotes the restriction of \( \bar{x} \) to \( T \), i.e., a vector of length \(|T|\) only consisting of components from \( \bar{x} \) indexed by elements in \( T \). The erasure list decoding radius \( r_{LD,eras} \) and the \((p, L - 1)\)-erasure list decoding capacity \( C_{L-eras} \) are defined in the same manner. Cohen–Litsyn–Zémor [15] showed that

\[ \text{Theorem 8 ([15]).} \quad C_{L,eras} \leq 1 - H(\lambda), \text{ where } \lambda \text{ is the unique root of the equation } \lambda^{L+1} + (1 - \lambda)L^{L+1} = 1 - p \text{ in } [0, 1/2]. \]

The idea is essentially still double counting. Here, it turns out that the right object to be counted is the erasure radius of a list \( L \),
\[ r_{eras} := |\{i \in [n]: \bar{x}(i) \text{ are the same } \forall \bar{x} \in L\}|. \]

Extracting a subcode living on a sphere (followed by shifting out the center to get a constant weight subcode \( C' \)) and conducting similar calculations on
\[ \mathbb{E}_{L \sim C_{eras}(L)} \left[ r_{eras}(L) \right], \]

allow the authors to conclude Theorem 8.

\[ \text{Remark 9.} \quad \text{The original paper [15] was stated for generalized distance which is equivalent to erasure list decoding radius via a well-known connection. The above version was presented in Guruswami’s PhD thesis [24].} \]

### 5.4 Wang–Budkuley–Bogdanov–Jaggi [43]

As mentioned, our work is a continuation of the prior work [43] which a subset of the authors were involved in. We refer the readers to the corresponding paragraphs in Sec. 1 and Sec. 3 for a review of their work along with a comparison with this work.

### 6 Organization of the paper

In Sec. 1 we have seen numeric examples that illustrate our results. In Sec. 2 we properly motivated the problem and introduced relevant background in coding theory. Our contributions in this paper were listed in details in Sec. 3. In Sec. 4 we reviewed various techniques used in this paper and highlighted our innovations. Prior works that our results build upon and push forward were surveyed in Sec. 5.
The rest of the paper is organized as follows. We fix our notational conventions in Sec. 7 and provide necessary preliminaries, especially the method of types in Information Theory, in Sec. 8. We develop basic notions that will be used throughout the paper in Sec. 9. In particular, general adversarial channels and objects associated to them will be introduced in this section. In Sec. 10 we prove the list decoding capacity theorem for general adversarial channels when \( L \) is asymptotically large. Furthermore, we obtain tight list size bounds for most capacity-achieving constant composition codes in Sec. 11. In Sec. 12 and Sec. 13 we show sufficiency and necessity, respectively, of the criterion for the existence of exponential-sized \((L - 1)\)-list decodable codes (where \( L \) is an arbitrary universal constant) for general adversarial channels. In Sec. 14 we make two remarks on the converse, which is technically the most challenging piece of our work. In Sec. 15 we verify the correctness of our characterization obtained in Sec. 12 and Sec. 13 by running it on the problem specialized to the bit-flip model which has been understood in prior works \([9, 2]\). In Sec. 16, utilizing tools developed and facts proved in this paper, we rigorously rederive Blinovsky’s \([9]\) results. We obtain more intuitive expressions and demystify his calculations. In Sec. 17 we evaluate bounds on the unique decoding capacity \((L = 2)\) in \([43]\) under the bit-flip model. We conclude the paper and list several open questions and future directions in Sec. 18. Some calculations and background knowledge are deferred to Appendices A, B, C and D.

7 Notation

Conventions. Sets are denoted by capital letters in calligraphic typeface, e.g., \( C, \mathcal{I} \), etc.. Random variables are denoted by lower case letters in boldface or capital letters in plain typeface, e.g., \( m, x, s, U, W \), etc.. Their realizations are denoted by corresponding lower case letters in plain typeface, e.g., \( \tilde{m}, \tilde{x}, \tilde{s}, \tilde{U}, \tilde{W} \), etc.. Vectors (random or fixed) of length \( n \), where \( n \) is the blocklength without further specification, are denoted by lower case letters with underlines, e.g., \( \underline{x}, \underline{\xi}, \underline{\xi}, \underline{\xi}, \) etc.. The \( i \)-th entry of a vector \( \underline{\xi} \in \mathcal{X}^n \) is denoted by \( \underline{\xi}(i) \) since we can alternatively think of \( \underline{\xi} \) as a function from \([n]\) to \( \mathcal{X} \). Same for a random vector \( \underline{X} \). Matrices are denoted by capital letters in boldface, e.g., \( P, \Sigma \), etc.. Similarly, the \((i, j)\)-th entry of a matrix \( G \in \mathbb{F}^{n \times m} \) is denoted by \( G(i, j) \). We sometimes write \( G_{n \times m} \) to explicitly specify its dimension. For square matrices, we write \( G_n \) for short. Letter \( I \) is reserved for identity matrix. Tensors are denoted by capital letters in plain typeface, e.g., \( T, P, \) etc..

Functions. We use the standard Bachmann–Landau (Big-Oh) notation for asymptotics of real-valued functions in positive integers.

For \( x \in \mathbb{R} \), let \( [x]^+ := \max\{x, 0\} \).

For two real-valued functions \( f, g \) on the same domain \( \Omega \), let \( fg \) and \( f/g \) denote the functions obtained by multiplying and taking the ratio of the images of \( f \) and \( g \) point-wise, respectively. That is, for \( \omega \in \Omega \),

\[
(fg)(\omega) := f(\omega)g(\omega), \quad (f/g)(\omega) := f(\omega)/g(\omega).
\]

In particular, for types or distributions, we can write \( \tau_{x,y} = \tau_x \tau_{y|x}, \tau_{y|x} = \tau_x \tau_{x,y} \), or \( P_{x,y} = P_x P_{y|x}, P_{y|x} = P_{x,y}/P_x \) and so on.

For two real-valued functions \( f(n), g(n) \) in positive integers, we say that \( f(n) \) asymptotically equals \( g(n) \), denoted \( f(n) \asymp g(n) \), if

\[
\lim_{n \to \infty} \frac{f(n)}{g(n)} = 1.
\]
For instance, $2^{n+\log n} = 2^{n+\log n} + 2^n$, $2^{n+\log n} \neq 2^n$. We write $f(n) \sim g(n)$ (read $f(n)$ dot equals $g(n)$) if the coefficients of the dominant terms in the exponents of $f(n)$ and $g(n)$ match,

$$\lim_{n \to \infty} \frac{\log f(n)}{\log g(n)} = 1.$$

For instance, $2^{4n} = 2^{3n+n^{1/4}}$, $2^{n} + 2^{3n+\log n}$. Note that $f(n) = g(n)$ implies $f(n) \sim g(n)$, but the converse is not true.

For any $q \in \mathbb{R}_{>0}$, we write $\log_q(\cdot)$ for the logarithm to the base $q$. In particular, let $\log(\cdot)$ and $\ln(\cdot)$ denote logarithms to the base two and $e$, respectively.

**Sets.** For any two sets $A$ and $B$ with additive and multiplicative structures, let $A + B$ and $A \cdot B$ denote the Minkowski sum and Minkowski product of them which are defined as

$$A + B := \{a + b: a \in A, b \in B\}, \quad A \cdot B := \{a \cdot b: a \in A, b \in B\},$$

respectively. If $A = \{x\}$ is a singleton set, we write $x + B$ and $x \cdot B$ for $\{x\} + B$ and $\{x\} \cdot B$.

For any finite set $X$ and any integer $0 \leq k \leq |X|$, we use $\binom{X}{k}$ to denote the collection of all subsets of $X$ of size $k$.

$$\binom{X}{k} := \{Y \subseteq X: |Y| = k\}.$$

For $M \in \mathbb{Z}_{>0}$, we let $[M]$ denote the set of first $M$ positive integers $\{1, 2, \cdots, M\}$.

For any $A \subseteq \Omega$, the indicator function of $A$ is defined as, for any $x \in \Omega$,

$$\mathbb{I}_A(x) := \begin{cases} 1, & x \in A \\ 0, & x \notin A \end{cases}.$$

At times, we will slightly abuse notation by saying that $\mathbb{I}_A$ is 1 when event $A$ happens and 0 otherwise. Note that $\mathbb{I}_A(\cdot) = \mathbb{I}_{\{\in A\}}$.

**Geometry.** For any $x \in \mathbb{F}_q^n$, let $w_{\mathbb{H}}(x)$ denote the Hamming weight of $x$, i.e., the number of nonzero entries of $x$.

$$w_{\mathbb{H}}(x) := |\{i \in [n]: x(i) \neq 0\}|.$$

For any $x, y \in \mathbb{F}_q^n$, let $d_{\mathbb{H}}(x, y)$ denote the Hamming distance between $x$ and $y$, i.e., the number of locations where they differ.

$$d_{\mathbb{H}}(x, y) := w_{\mathbb{H}}(x - y) = |\{i \in [n]: x(i) \neq y(i)\}|.$$

Balls and spheres in $\mathbb{F}_q^n$ centered around some point $x \in \mathbb{F}_q^n$ of certain radius $r \in \{0, 1, \cdots, n\}$ w.r.t. the Hamming metric are defined as follows.

$$B^+_{\mathbb{H}}(x, r) := \{y \in \mathbb{F}_q^n: d_{\mathbb{H}}(x, y) \leq r\}, \quad S^+_{\mathbb{H}}(x, r) := \{y \in \mathbb{F}_q^n: d_{\mathbb{H}}(x, y) = r\}.$$

We will drop the subscript and superscript for the associated metric and dimension when they are clear from the context.
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**Probability.** The probability mass function (p.m.f.) of a discrete random variable $x$ or a random vector $\mathbf{x}$ is denoted by $P_x$ or $P_{\mathbf{x}}$. Here we use the following shorthand notation to denote the probability that $x$ or $\mathbf{x}$ distributed according to $P$ takes a particular value.

$$P_x(x) := \Pr_{x \sim P_x}[x = x], \quad P_{\mathbf{x}}(\mathbf{x}) := \Pr_{\mathbf{x} \sim P_{\mathbf{x}}}[\mathbf{x} = \mathbf{x}],$$

for any $x \in \mathcal{X}$ or $\mathbf{x} \in \mathcal{X}^n$. If every entry of $\mathbf{x}$ is independently and identically distributed (i.i.d.) according to $P_x$, then we write $\mathbf{x} \sim P_{\mathbf{x}}^{\otimes n}$, where $P_{\mathbf{x}}^{\otimes n}$ is a product distribution defined as

$$P_{\mathbf{x}}^{\otimes n}(\mathbf{x}) := \prod_{i=1}^n P_x(x(i)).$$

For a finite set $\mathcal{X}$, $\Delta(\mathcal{X})$ denotes the probability simplex on $\mathcal{X}$, i.e., the set of all probability distributions supported on $\mathcal{X}$,

$$\Delta(\mathcal{X}) := \left\{ P_x \in [0,1]^{[\mathcal{X}]} : \sum_{x \in \mathcal{X}} P_x(x) = 1 \right\}.$$  

Similarly, $\Delta(\mathcal{X} \times \mathcal{Y})$ denotes the probability simplex on $\mathcal{X} \times \mathcal{Y}$,

$$\Delta(\mathcal{X} \times \mathcal{Y}) := \left\{ P_{\mathbf{x},\mathbf{y}} \in [0,1]^{[\mathcal{X}] \times [\mathcal{Y}]} : \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} P_{\mathbf{x},\mathbf{y}}(x,y) = 1 \right\}.$$\hspace{1cm}

Let $\Delta(\mathcal{Y}|\mathcal{X})$ denote the set of all conditional distributions,

$$\Delta(\mathcal{Y}|\mathcal{X}) := \left\{ P_{\mathbf{y}|\mathbf{x}} \in \mathbb{R}^{[\mathcal{X}] \times [\mathcal{Y}]} : P_{\mathbf{y}|\mathbf{x}}(\cdot|x) \in \Delta(\mathcal{Y}), \forall x \in \mathcal{X} \right\}.$$\hspace{1cm}

The general notion for multiple spaces is defined in the same manner.

Let $\text{Unif}(\Omega)$ denote the uniform distribution on some probability space $\Omega$.

For a joint distribution $P_{\mathbf{x},\mathbf{y}} \in \Delta(\mathcal{X} \times \mathcal{Y})$, let $[P_{\mathbf{x},\mathbf{y}}]^x \in \Delta(\mathcal{X})$ denote the marginalization onto the variable $x$, i.e., for $x \in \mathcal{X},$

$$[P_{\mathbf{x},\mathbf{y}}]^x(x) := \sum_{y \in \mathcal{Y}} P_{\mathbf{x},\mathbf{y}}(x,y).$$

Sometimes we simply write it as $P_x$ when the notation is not overloaded.

**Algebra.** Let $\| \cdot \|_p$ denote the standard $\ell^p$-norm. Specifically, for any $\mathbf{z} \in \mathbb{R}^n$,

$$\|\mathbf{z}\|_p := \left( \sum_{i=1}^n |z(i)|^p \right)^{1/p}.$$\hspace{1cm}

For brevity, we also write $\| \cdot \|$ for the $\ell^2$-norm.

An order-$k$ dimension-$(n_1, \cdots, n_k)$ tensor $T$ is a multidimensional array. It can be thought of as a function on the product space $[n_1] \times \cdots \times [n_k]$ which identifies the value of each of its entries.

$$T : [n_1] \times \cdots \times [n_k] \rightarrow \mathbb{R}$$

$$\quad \quad (i_1, \cdots, i_k) \quad \Rightarrow \
\quad \quad T(i_1, \cdots, i_k),$$

where, as usual, we use $T(i_1, \cdots, i_k)$ to denote its $(i_1, \cdots, i_k)$-th entry.
Without specification, all matrices and tensors are over the real number field. The space of \( n \times m \) matrices is denoted by
\[
\text{Mat}_{n \times m} := \{ M \in \mathbb{R}^{n \times m} \} \cong \mathbb{R}^{n \times m}.
\]

When \( n = m \), we write \( \text{Mat}_n \) for the space of square matrices of dimension \( n \). The space of order-\( k \) dimension-(\( n_1, \cdots, n_k \)) tensors is denoted by
\[
\text{Ten}_{n_1, \cdots, n_k}^\otimes := \{ T \in \mathbb{R}^{n_1 \times \cdots \times n_k} \} \cong \mathbb{R}^{n_1 \cdots n_k}.
\]

If every dimension of \( T \) is the same, \( n_1 = \cdots = n_k = n \), then we write \( \text{Ten}_{n}^\otimes \) for the space of equilateral tensors of order \( k \) and dimension \( n \). Definitions of the sets of symmetric (Sym), non-negative (NN), doubly non-negative (DNN), positive semidefinite (PSD), completely positive (CP), copositive (coP), etc., matrices and tensors are deferred to the corresponding sections where we need them. Note that \( \text{Mat}_{n,m} = \text{Ten}_{n,m}^\otimes \). When the order of the tensors is \( k = 2 \), namely matrices, we drop the superscript \( \otimes 2 \).

For a tensor \( T \in \text{Ten}_{n_1, \cdots, n_k}^\otimes \), we use \( \|T\|_F \) to denote the Frobenius norm of \( T \), which is the \( \ell^2 \) norm when \( T \) is vectorized into a length-\( n_1 \cdots n_k \) vector.
\[
\|T\|_F := \left( \sum_{(i_1, \cdots, i_k) \in [n_1] \times \cdots \times [n_k]} T(i_1, \cdots, i_k)^2 \right)^{1/2}.
\]

We use \( \|T\|_{\text{sav}} \) to denote the sum-absolute-value norm of \( T \) which is the \( \ell^1 \) norm after vectorization.
\[
\|T\|_{\text{sav}} := \sum_{(i_1, \cdots, i_k) \in [n_1] \times \cdots \times [n_k]} |T(i_1, \cdots, i_k)|.
\]

Similarly, define
\[
\|T\|_{\text{max}} := \max_{(i_1, \cdots, i_k) \in [n_1] \times \cdots \times [n_k]} |T(i_1, \cdots, i_k)|
\]
to be the max-absolute-value norm of \( T \), which is the \( \ell^\infty \) norm when viewed as a vector.

Note that the Frobenius norm, sum-absolute-value norm and max-absolute-value are different from the matrix/tensor 2-norm, 1-norm and \( \infty \)-norm. Though they do trivially coincide with the corresponding vector norm when the order of the tensor is one.

We endow the matrix/tensor space with an inner product. For tensors \( T_1 \) and \( T_2 \) both in \( \text{Ten}_{n_1, \cdots, n_k}^\otimes \),
\[
\langle T_1, T_2 \rangle := \sum_{(i_1, \cdots, i_k) \in [n_1] \times \cdots \times [n_k]} T_1(i_1, \cdots, i_k)T_2(i_1, \cdots, i_k).
\]

When \( T_1, T_2 \) are matrices, the above definition agrees with the Frobenius inner product, which is alternatively defined as \( \text{Tr} (T_1^T T_2) \). When \( T_1, T_2 \) are vectors, this inner product becomes the standard inner product associated to \( \mathbb{R}^n \) as a Hilbert space, which is denoted by the same notation without confusion.

Let \( S_n \) denote the symmetric group of degree \( n \) consisting of \( n! \) permutations on \([n]\). Permutations are typically denoted by lower case Greek letters.
**Information theory.** We use $H(\cdot)$ to interchangeably denote the binary entropy function and the Shannon entropy; the exact meaning will be clear from the context. In particular, for any $p \in [0, 1]$, $H(p)$ denotes the binary entropy

$$H(p) = p \log \frac{1}{p} + (1 - p) \log \frac{1}{1 - p}.$$ 

For a distribution $P \in \Delta(X)$ on a finite alphabet $X$ or a random variable $x \sim P$ distributed according to $P$, the Shannon entropy of $P$ or $x$ is defined similarly as

$$H(P) = H(x) := \sum_{x \in X} P(x) \log \frac{1}{P(x)}.$$ 

For two distributions $P, Q \in \Delta(X)$ on the same alphabet $X$, the Kullback–Leibler (KL) divergence between them is defined as

$$D(P||Q) := \sum_{x \in X} P(x) \log \frac{P(x)}{Q(x)}.$$ 

If $x, y$ are jointly distributed according to $P_{x,y} \in \Delta(X \times Y)$, then their joint entropy is defined as

$$H(x, y) = H(P_{x,y}) := \sum_{x \in X} \sum_{y \in Y} P_{x,y}(x, y) \log \frac{1}{P_{x,y}(x, y)};$$

their mutual information is defined as

$$I(x; y) := D(P_{x,y}||P_x P_y)$$

$$= \sum_{x \in X} \sum_{y \in Y} P_{x,y}(x, y) \log \frac{P_{x,y}(x, y)}{P_x(x) P_y(y)}$$

$$= \sum_{y \in Y} P_y(y) \sum_{x \in X} P_{x|y}(x|y) \log \frac{P_{x|y}(x|y)}{P_x(x)}.$$

If the conditional distribution of $y$ given $x$ is $P_{y|x} \in \Delta(Y|X)$, then the conditional entropy of $y$ given $x$ is defined as

$$H(y|x) := \sum_{x \in X} P_x(x) H(y|x = x)$$

$$= \sum_{x \in X} \sum_{y \in Y} P_{x,y}(x, y) \log \frac{P_x(x)}{P_{x,y}(x, y)}.$$ 

It is easy to check that different definitions above for the same quantities are consistent with each other.

### 8 Preliminaries

**Lemma 10** (Stirling’s approximation). For any $n \in \mathbb{Z}_{>0}$, $n! = \sqrt{2\pi n} \left(\frac{n}{e}\right)^n$.

**Corollary 11** (Asymptotics of multinomials). For any positive integers $n \geq q$ and any $q$-partition $(n_1, \ldots, n_q)$ of $n$ ($n_1 + \cdots + n_q = n$, $n_i \geq 0$ for every $i$), $(n_1^{n, \ldots, n_q}) \approx 2^{nH(P)}$, where $P \in \Delta([q])$ is an empirical distribution such that for $i \in [q]$, $P(i) = n_i/n$. More precisely, we have $(n_1^{n, \ldots, n_q}) = \nu(n)^{-1} 2^{nH(P)}$, where $\nu(n)$ is a polynomial defined as

$$\nu(n) := (2\pi n)^{\frac{1}{2}} \left( \prod_{i=1}^q P(i) \right)^{\frac{1}{2}}.$$
Definition 13. The set of all joint types; the set of all conditional types of $x$ given another vector $z$; the set of all conditional types of $y$ given another vector $z$, respectively.

Fact 12 (Approximation of binomials). For any positive integers $n \geq k$,

$$\binom{n}{k}^k \leq \binom{n}{k} \leq \left(\frac{en}{k}\right)^k,$$

$$k \leq k - (n - k + 1)k \leq \binom{n}{k} \leq n^k.$$
Lemma 18 (Types are dense in distributions). The union of the sets of types of all possible blocklengths is dense in the set of distributions, i.e.,

$$\bigcup_{n=1}^{\infty} P^{(n)}(X)$$

is dense in \(\Delta(X)\). This holds true for joint types and conditional types as well.

Lemma 19 (Number of types). When alphabet sizes are constants, the number of types of length-\(n\) vectors is polynomial in \(n\). To be precise, the number of types of length-\(n\) vectors over \(X\) is

$$|P^{(n)}(X)| = \left(\frac{n + |X| - 1}{|X| - 1}\right).$$

For a vector \(x \in X^n\) of type \(\tau_x\), the number of conditional types of length-\(n\) vectors over \(Y\) given \(x\) is

$$|P^{(n)}(Y|x)| = \prod_{x \in X} \left(\frac{\tau_x(x) + |Y| - 1}{|Y| - 1}\right).$$

The number of conditional types of \(Y\)-valued vectors given some \(X\)-valued vector is

$$P^{(n)}(Y|x) = \sum_{\tau_x \in P^{(n)}(X)} \prod_{x \in X} \left(\tau_x(x) + |Y| - 1\right).$$

The following elementary bounds from [16] are sufficient for the purposes of this paper.

$$|P^{(n)}(X)| \leq (n + 1)^{|X|},$$

$$|P^{(n)}(Y|x)| \leq |P^{(n)}(Y|X)| \leq (n + 1)^{|X|\cdot|Y|}.$$

Definition 20 (Type classes). Define type class \(T_x(\tau_x)\) w.r.t. a type \(\tau_x \in P^{(n)}(X)\) as

$$T_x(\tau_x) := \{x \in X^n : \tau_x = \tau_x\}.$$

Similarly, the joint type class \(T_x, y(\tau_{x,y})\) w.r.t. a joint type \(\tau_{x,y} \in P^{(n)}(X \times Y)\) is defined as

$$T_x, y(\tau_{x,y}) := \{(x, y) \in X^n \times Y^n : \tau_{x,y} = \tau_{x,y}\}.$$
Lemma 21 (Size of type classes).

1. For any type $\tau \in \mathcal{P}(\mathcal{X})$, $|\mathcal{T}_x(\tau_x)| \approx 2^n H(P_x)$.
2. For any vector $x \in \mathcal{X}^n$ and any conditional type $\tau_{y|x} \in \mathcal{P}(\mathcal{Y}|\mathcal{X})$, $|\mathcal{T}_{y|x}(\tau_{y|x})| \approx 2^n H(y|x)$, where the conditional entropy is evaluated w.r.t. the joint type $\tau_{x\tau_{y|x}}$.
3. For any conditional type $\tau_{y|x} \in \mathcal{P}(\mathcal{Y}|\mathcal{X})$, $\mathbb{E}[\tau_{y|x}] | \lambda \tau_{y|x} \mathbb{P}(\lambda) \mathcal{T}_{y|x}(\tau_{y|x}) \approx 2^{n \max_{\tau \in \mathcal{P}(\mathcal{Y}|\mathcal{X})} H(y|x)}$, where the conditional entropy is evaluated w.r.t. the joint type $\tau_{x\tau_{y|x}}$.

Proof.

1. The number of sequences $x \in \mathcal{X}^n$ of type $\tau_x$ is precisely
   $$\binom{n}{n \tau_x(1), \ldots, n \tau_x(|\mathcal{X}|)}$$
   and the claim follows from Lemma 10.
2. Given $x \in \mathcal{X}^n$, the number of sequences $y \in \mathcal{Y}^n$ of conditional type $\tau_{y|x}$ is precisely
   $$\prod_{x \in \mathcal{X}} \binom{n \tau_{y|x}(x)}{n \tau_{y|x}(1|x), \ldots, n \tau_{y|x}(|\mathcal{Y}| |x)}$$
   and the lemma follows from 10.
3. Note that
   $$\mathcal{T}_{y|x}^* (\tau_{y|x}^*) \leq |\mathcal{T}_{y|x}(\tau_{y|x})| \leq |\mathcal{P}(\mathcal{Y})| \mathcal{T}_{y|x}^* (\tau_{y|x}^*)$$
   where $x^*$ is chosen arbitrarily from $\mathcal{T}_x(\tau_x^*)$ and $\tau_x^* = \arg\max_{\tau \in \mathcal{P}(\mathcal{X})} |\mathcal{T}_{y|x}(\tau_{y|x})|$.

The claim follows from Eqn. (8) and the previous claim.

Lemma 22. If $x$ is generated using the product distribution $P_x^{\otimes n}$, then for any $x \in \mathcal{T}_x(P_x)$,
$$\Pr \left[ x = z \right] = 2^{-n H(P_x)}.$$ 
Moreover,
$$\Pr \left[ x \in \mathcal{T}_x(P_x) \right] = \nu(n)^{-1}.$$ 

Proof. Both claims follow from elementary calculations. For the first one,
$$\Pr \left[ x = z \right] = \prod_{x \in \mathcal{X}} P_x(x)^{N_x(z)} \approx 2^n \sum_{x \in \mathcal{X}} N_x(z) \log P_x(x) = 2^n \frac{\sum_{x \in \mathcal{X}} P_x(x) \log P_x(x)}{n} = 2^{-n H(P_x)}, \tag{13}$$
where Eqn. (13) is because $\tau_x = P_x$ and hence $N_x(z)/n = P_x(x)$ for any $x \in \mathcal{X}$.

$^{11}$In the argmax, $x \in \mathcal{T}_x(\tau_x)$ is arbitrary as well.
For the second one,
\[
\Pr \left[ \tau_X \in \mathcal{P}_n(P_x) \right] = \Pr \left[ \tau_X = P_x \right] = \left( nP_x(1), \ldots, nP_x(|X|) \right) \prod_{x \in \mathcal{X}} P_x(x)^{nP_x(x)} = \nu(n)^{-1} 2^{nH(P) - nH(P)} = \nu(n)^{-1},
\]
\[\text{(14)}\]
where Eqn. (14) is by Corollary 11.

**Lemma 23** (Markov). For any non-negative random variable \(X\) and any positive number \(x\),
\[
\Pr [X \geq x] \leq \frac{\mathbb{E}[X]}{x}.
\]

**Lemma 24** (Chernoff). Let \(X_1, \ldots, X_n\) be independent (not necessarily identically distributed) \(\{0, 1\}\)-valued random variables. Let
\[
X := \sum_{i=1}^n X_i.
\]
Then
\[
\Pr [X \geq (1 + \epsilon)\mathbb{E}[X]] \leq e^{-\frac{\epsilon^2 \mathbb{E}[X]}{2}},
\]
\[
\Pr [X \leq (1 - \epsilon)\mathbb{E}[X]] \leq e^{-\frac{\epsilon^2 \mathbb{E}[X]}{2}},
\]
\[
\Pr [X \neq (1 \pm \epsilon)\mathbb{E}[X]] \leq 2e^{-\frac{\epsilon^2 \mathbb{E}[X]}{2}}.
\]

**Lemma 25** (Sanov). Let \(Q \subset \Delta(\mathcal{X})\) be a subset of distributions such that it is equal to the closure of its interior. Let \(\mathbf{x} \sim P_x^n\) be a random vector whose components are i.i.d. according to \(P_x\). Clearly \(\mathbf{x}\) is expected to have type \(\mathbb{E}[\tau_{\mathbf{x}}] = P_x\). Sanov’s theorem determines the first-order exponent of the probability that the vector empirically looks like coming from some distribution \(Q \in \mathcal{Q}\).
\[
\Pr \left[ \tau_{\mathbf{x}} \in \mathcal{Q} \right] \sim 2^{-n \inf_{Q \in \mathcal{Q}} D(Q\|P_x)}.\]

**Remark 26.** One can view Sanov’s theorem as a particular form of the Chernoff bound. Since \(\mathbf{x}(i)\)’s are independent, it gives the correct exponent of \(\Pr \left[ \tau_{\mathbf{x}} \in \mathcal{Q} \right]\) (up to lower order terms) rather than being merely a bound.

**Lemma 27** (Anti-concentration). Let \(X\) be a non-negative random variable. Then
\[
\Pr [X = 0] \leq \frac{\text{Var}[X]}{\mathbb{E}[X]^2}.
\]

**Fact 28** (Binomial identities). For any non-negative integers \(n, K\) and \(0 \leq k \leq n\), we have
\[
\binom{n}{k} = \binom{n}{n-k},
\]
\[
\binom{n}{k} = \frac{n}{k} \binom{n-1}{k-1}.
\]
\[
\binom{n}{k} + \binom{n}{k+1} = \binom{n+1}{k+1},
\]
(17)
\[
2^K = \sum_{i=0}^{K} \binom{n}{i}.
\]
(18)

We list several basic (in)equalities concerning information measures that we will frequently refer to.

\begin{itemize}
  \item \textbf{Fact 29} (Information (in)equalities). The following inequalities hold for any random variables/distributions over finite sets.
  \[
  H(x, y) = H(x) + H(y|x) \\
  = H(y) + H(x|y) \\
  = H(x|y) + H(y|x) + I(x;y) \\
  = H(x) + H(y) - I(x;y),
  \]
  \[
  I(x;y) = H(x) - H(x|y) \\
  = H(y) - H(y|x) \\
  = D(P_{x,y}||P_xP_y).
  \]
\end{itemize}

\section{9 Basic definitions}

\begin{itemize}
  \item \textbf{Definition 30} (Adversarial channels). An adversarial channel \( \mathcal{A} = (\mathcal{X}, \lambda_x, \mathcal{S}, \lambda_s, \mathcal{Y}, W_{y|x,s}) \) (Fig. 3) is a sextuple consisting of
    \begin{enumerate}
    \item an input alphabet \( \mathcal{X} \);
    \item a set of input constraints \( \lambda_x \subseteq \mathcal{P}^{(n)}(\mathcal{X}) \);
    \item a noise alphabet \( \mathcal{S} \);
    \item a set of noise constraints \( \lambda_s \subseteq \mathcal{P}^{(n)}(\mathcal{S}) \);
    \item an output alphabet \( \mathcal{Y} \);
    \item a channel law given by a transition probability \( W_{y|x,s} \in \Delta(\mathcal{Y}|\mathcal{X} \times \mathcal{S}) \).
    \end{enumerate}
\end{itemize}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{channel.png}
\caption{General adversarial channels.}
\end{figure}

\begin{itemize}
  \item \textbf{Remark 31}. In this paper, we are only concerned with finite alphabets of constant size independent of the blocklength \( n \).
  
  Specifically,
  \begin{itemize}
  \item Though the alphabets \( \mathcal{X}, \mathcal{S} \) and \( \mathcal{Y} \) can be arbitrary finite sets, it is without loss of generality to realize them using the first \( |\mathcal{X}|, |\mathcal{S}| \) and \( |\mathcal{Y}| \) positive integers, i.e., \( \mathcal{X} = [|\mathcal{X}|], \mathcal{S} = [|\mathcal{S}|] \) and \( \mathcal{Y} = [|\mathcal{Y}|] \).\footnote{Under such realizations, these sets are not necessarily equipped with real arithmetic or modular arithmetic. The metric, if one cares, would be specified by the channel function.}
  \end{itemize}
\end{itemize}
The input and noise constraint sets $\lambda_x$ and $\lambda_s$ are subsets of types $P^{(n)}(X)$ and $P^{(n)}(S)$ respectively. In this paper we assume they are convex sets. Since there are polynomially many types in total, we can also think of these collections of types as defined by intersections of hyperplanes or halfspaces, that is, types satisfying a certain finite number of linear (in the entries of the types) (in)equality constraints.

In this paper, for technical simplicity, we assume that the channel transition function has only singleton mass. That is, for each $x \in X$, $s \in S$, $W_{y|x,s}(y|x,s) = 1$ only for one $y \in Y$ and is zero for all other outputs. Equivalently, such degenerate distributions can be alternatively thought of as deterministic functions

$$W : X \times S \rightarrow Y$$

$$(x,s) \mapsto y,$$

where $y$ is the unique output which is assigned the full probability, $W_{y|x,s}(y|x,s) = 1$. Here we slightly abuse the notation and use the same letter for the channel transition distribution and the channel transition function (when the distribution is degenerate).

For notational convenience, let

$$\Lambda_x := \{ \tau \in X^n : \tau \in \lambda_x \}$$

$$= \bigcup_{\tau \in \lambda_x} \mathcal{T}_x(\tau),$$

$$\Lambda_s := \{ \tau \in S^n : \tau \in \lambda_s \}$$

$$= \bigcup_{\tau \in \lambda_s} \mathcal{T}_s(\tau),$$

be sets of codewords and error patterns of admissible types.

Example 32. Our framework covers a large family of channel models, including most of the popular and well-studied ones.

1. The standard bit-flip channels. $X = \mathbb{F}_2$, $\lambda_x = P^{(n)}(\mathbb{F}_2)$, $S = \mathbb{F}_2$,

$$\lambda_s = \left\{ \tau_s \in P^{(n)}(\mathbb{F}_2) : \tau_s(1) \leq p \right\},$$

$Y = \mathbb{F}_2$, $y = W(x,s) = x \text{ XOR } s$.

2. The standard $q$-ary channels. $X = \mathbb{Z}_q$, $\lambda_x = P^{(n)}(\mathbb{Z}_q)$, $S = \mathbb{Z}_q$,

$$\lambda_s = \left\{ \tau_s \in P^{(n)}(\mathbb{Z}_q) : \tau_s(1) + \cdots + \tau_s(q-1) \leq p \right\},$$

$Y = \mathbb{Z}_q$, $y = W(x,s) = x + s \mod q$.

3. The standard erasure channels. $S = \mathbb{Z}_q$, $\lambda_x = P^{(n)}(\mathbb{Z}_q)$, $S = \mathbb{F}_2$,

$$\lambda_s = \left\{ \tau_s \in P^{(n)}(\mathbb{F}_2) : \tau_s(1) \leq p \right\},$$

$Y = \mathbb{Z}_q$, $y = W(x,s) = x + s \mod q$. 

It seems this is a severe restriction (and turns out indeed to be so). Nevertheless, it is still a very first and significant step towards understanding general adversarial channels in full generality. The case where $W_{y|x,s}$ is an arbitrary conditional distribution, or equivalently, the function $W$ is non-deterministic, is interesting as well and is left as a future direction.
4. Weight constrained channels. Any of the above channels with

$$\lambda_x = \left\{ \tau_x \in \mathcal{P}(\mathcal{X}) : 1 - \tau_x(0) \leq w \right\},$$

5. Z-channels (or multiplier/AND channels). \( \mathcal{X} = \mathbb{F}_2, \lambda_x = \mathcal{P}(\mathbb{F}_2), \mathcal{S} = \mathbb{F}_2, \)

$$\lambda_s = \left\{ \tau_s \in \mathcal{P}(\mathbb{F}_2) : \tau_s(1) \leq p \right\},$$

$$\mathcal{Y} = \mathbb{F}_2,$$

$$y = W(x, s) = \begin{cases} 0, & s = 0 \text{ or } x = 0 \\ x, & s = 1 \text{ and } x = 1 \end{cases}$$

or equivalently \( y = W(x, s) = x \text{ AND } s. \)

6. Adder channels. \( \mathcal{X} = \{0, 1, \cdots, q - 1\}, \lambda_x = \mathcal{P}(\mathcal{X}), \mathcal{S} = \{0, 1, \cdots, q - 1\}, \)

$$\lambda_s = \left\{ \tau_s \in \mathcal{P}(\mathcal{S}) : \tau_s(1) + \cdots + \tau_s(q - 1) \leq p \right\},$$

$$\mathcal{Y} = \{0, 1, \cdots, 2(q - 1)\}, y = W(x, s) = x + s, \text{ where the addition is over } \mathbb{R}. \)

7. Noisy typewriter channels. \( \mathcal{X} = \mathbb{Z}_q, \lambda_x = \mathcal{P}(\mathbb{Z}_q), \mathcal{S} = \mathbb{F}_2, \lambda_s = \mathcal{P}(\mathbb{F}_2), \mathcal{Y} = \mathbb{Z}_q, y = W(x, s) = x + s \mod q. \)

8. OR channels (or \( \Sigma \)-channels). \( \mathcal{X} = \mathbb{F}_2, \lambda_x = \mathcal{P}(\mathbb{F}_2), \mathcal{S} = \mathbb{F}_2, \)

$$\lambda_s = \left\{ \tau_s \in \mathcal{P}(\mathbb{F}_2) : \tau_s(1) \leq p \right\},$$

$$\mathcal{Y} = \mathbb{F}_2, y = W(x, s) = x \text{ OR } s,$$

9. Channels under Lee distance. \( \mathcal{X} = \mathbb{Z}_q, \lambda_x = \mathcal{P}(\mathbb{Z}_q), \)

$$\mathcal{S} = \{-\left\lfloor \frac{q}{2} \right\rfloor, -\frac{q}{2} + 1, \cdots, \frac{q}{2} - 1, \frac{q}{2} \},$$

$$\lambda_s = \left\{ \tau_s \in \mathcal{P}(\mathcal{S}) : \sum_{s=1}^{\lfloor q/2 \rfloor} (\tau_s(s) - \tau_s(-s)) \cdot s \leq p \right\},$$

$$\mathcal{Y} = \mathbb{Z}_q, y = W(x, s) = x + s \text{ over the reals}. \)

10. Other more complicated channels, e.g., the one we defined in Sec. 1.

**Definition 33 (Self-couplings).** A joint distribution \( P_{x_1, \cdots, x_L} \in \Delta(\mathcal{X}^L) \) is said to be a \((P_\mathcal{X}, L)\)-self-coupling for some \( P_\mathcal{X} \in \Delta(\mathcal{X}) \) if all of its marginals equal \( P_\mathcal{X} \), i.e., \( \mathbb{P}_{[x_1, \cdots, x_L]} = P_\mathcal{X} \) for all \( i \in [L] \). The set of all \((P_\mathcal{X}, L)\)-self-couplings is denoted by \( \mathcal{J}^{\otimes L} (P_\mathcal{X}). \)

**Definition 34 (Codes).** In general, a code \( \mathcal{C} \) is a subset of \( \mathcal{X}^n \). A code \( \mathcal{C} \) for an adversarial channel \( \mathcal{A} = (\mathcal{X}, R_\mathcal{X}, \mathcal{S}, \lambda_\mathcal{X}, \mathcal{Y}, W_{\mathcal{Y}|\mathcal{X}, \mathcal{S}}) \) is a subset of \( \Lambda_\mathcal{X} \); \( n \) is called the blocklength. Elements in \( \mathcal{C} \) are called codewords. The rate \( R(\mathcal{C}) \) of \( \mathcal{C} \) is defined as \( R(\mathcal{C}) := \log |\mathcal{C}| / n \).

**Definition 35 (Constant composition codes).** A code \( \mathcal{C} \subset \mathcal{X}^n \) is said to be \( P_\mathcal{X} \)-constant composition for some \( P_\mathcal{X} \in \Delta(\mathcal{X}) \) if the type of each codeword is \( P_\mathcal{X} \), i.e., \( \tau_\mathcal{C} = P_\mathcal{X} \) for every \( \mathcal{C} \in \mathcal{C}. \)
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(a) Bit-flip channels.

(b) Erasure channels.

(c) $Z$-channels (or multiplier-/AND channels).

(d) Adder channels.

(e) OR channels.

(f) Ternary noisy typewriter channels.

Figure 4 Examples of various well-studied channel models.

Lemma 36. For any code $C \subset X^n$ of rate $R$, there is a constant composition subcode $C' \subset C$ of asymptotically the same rate.

Proof. Let $C' = C \cap T_x (\tau^*_x)$, where

$$\tau^*_x = \arg\max_{\tau_x \in P^{(n)}(X)} |C \cap T_x (\tau_x)|$$

is the most common type in $C$. By Lemma 8 and Lemma 23,

$$|C'| \geq \frac{|C|}{(n+1)^{|X|}} = 2^{nR + |X| \log(n+1)},$$

which implies that $R(C') = R(C)$ as $n$ grows.

Definition 37 (Confusability of tuples of vectors). A list of $L$ distinct codewords $x_1, \ldots, x_L \in X^n$ is said to be $L$-confusable if there are $y \in Y^n$ and $s_1, \ldots, s_L \in \Lambda_x$ such that $W(x_i, s_i) = y$ for all $i \in [L]$.

Definition 38 (Confusability of joint distributions). A $(P_x, L)$-self-coupling $P_{x_1, \ldots, x_L} \in J_{=L}^\otimes (P_x)$ is said to be $L$-confusable if it has some extension given by $P_{x_1, \ldots, x_L, s_1, \ldots, s_L, y} \in \Delta(X^L \times S^L \times Y)$ such that

1. $[P_{x_1, \ldots, x_L, s_1, \ldots, s_L, y}]_{x_{i_1}, \ldots, x_{i_L}} = P_{x_{i_1}, \ldots, x_{i_L}}$;
2. $P_{s_i} \in \Lambda_x$ for all $i \in [L]$;
3. $P_{x_{i_1}, s_{i_1}, y} = P_{x_{i_1}} P_{s_{i_1}} W_{y | x_{i_1}, s_{i_1}}$ for all $i \in [L]$.

Definition 39 (Confusability set). The $(P_x, L)$-confusability set $K_{=L}^\otimes (P_x)$ of a channel $A = (X, \Lambda_X, S, \Lambda_Y, Y, W_{Y | X, s})$ is defined as

$$K_{=L}^\otimes (P_x) := \{ P_{x_1, \ldots, x_L} \in J_{=L}^\otimes (P_x) : P_{x_1, \ldots, x_L} \text{ is $L$-confusable} \}.$$  

Remark 40. In the above definitions, we overload the notion of confusability for types and distributions.

$$K_{=L}^\otimes (P_x) = \bigcup_{n=1}^\infty \{ P_{x_1, \ldots, x_L} : (x_1, \ldots, x_L) \text{ is $L$-confusable}; \ \tau^*_x \in T_x (P_x), \forall i \in [L] \}.$$
\textbf{Definition 41} (List decodable codes). A code $C \subset \mathcal{X}^n$ is said to be \((L - 1)\)-list decodable if no size-$L$ list is confusable, i.e., for any $\mathcal{L} \in \binom{\mathcal{L}}{L}$, $\mathcal{L}$ is non-$L$-confusable.

\textbf{Definition 42} (Achievable rate and list decoding capacity). A rate $R$ is said to be achievable under \((L - 1)\)-list decoding if there is an infinite sequence of \((L - 1)\)-list decodable codes \(\{C_i\}_{i \geq 1}\) of blocklength $n_i \in \mathbb{Z}_{\geq 0}$ (such that \(\{n_i\}\) is a non-vanishing sequence) and rate $R(C) \geq R$.

The \((L - 1)\)-list decoding capacity is defined as the maximal achievable rate.

\[ C := \limsup_{n \to \infty} \max_{C \subseteq \Lambda_{\mathcal{X}}} R(C) \quad \text{\((L-1)\)-list decodable} \]

\section{List decoding capacity}

\textbf{Theorem 43} (List decoding capacity). For any adversarial channel $\mathcal{A} = (\mathcal{X}, \lambda_{\mathcal{X}}, \mathcal{S}, \lambda_{\mathcal{S}}, \mathcal{Y}, W)$, let

\[ C := \max_{P_{x,y} \in \Lambda_{\mathcal{X}}} \min_{P_{x} \in \Lambda_{\mathcal{X}}} I(x; y), \tag{19} \]

which can be viewed as a generalized sphere-packing bound. The mutual information is evaluated w.r.t.

\[ P_{x,y} = [P_{x}P_{y|x}W_{y|x,s}]_{x,y} . \]

Then

1. (Achievability) For any $\delta > 0$ and sufficiently large $n$, there exists $C$ of rate $C - \delta$ such that it can be $O(1/\delta)$ list decoded.
2. (Converse) For any $C$ of rate $C + \delta$, $C$ is $2^\Omega(n\delta)$-list decodable.

\textbf{Proof}. We follow the idea used in the proof of list decoding theorem 4 under the standard bit-flip model but conduct the calculations under our generalized setting [39].

1. (Achievability) Let $R = C - \delta$. Fix $P^*_x \in \Lambda_{\mathcal{X}}$ to be a maximizer of expression (19). Generate a random code by sampling $2^{nR}$ codewords independently and uniformly from $T^*_x(P^*_x)$. We will actually show that

\textbf{Lemma 44}. For any $\delta > 0$ and sufficiently large $n$, a random $P^*_x$-constant composition code of rate $R = C - \delta$ as defined above is \(\left(\frac{1 + \log |\mathcal{X}|}{\delta} - 1\right)\)-list decodable with probability at least $1 - 2^{-n(1 - R)}$.

For every $y \in \mathcal{Y}^n$, define conditional typical set

\[ \Lambda_{x|y} := \{ z \in T^*_x(P^*_x) : \exists z \in \Lambda_{x}, y = W(x, z) \} \]

to be the set of all $z$ of type $P^*_x$ that can reach $y$ via allowable $z \in \Lambda_{x}$. Note that $\Lambda_{x|y}$ is precisely the list of codewords around $y$ whose size we would like to bound. In favour of proceeding calculations, we write $\Lambda_{x|y}$ in terms of types and estimate its size. We say that a type $\tau_{x,s,y} \in \mathcal{P}^{(n)}(\mathcal{X} \times \mathcal{S} \times \mathcal{Y})$ is valid if

- a. $[\tau_{x,s,y}]_x = P^*_x$;
- b. $[\tau_{x,s,y}]_s = \lambda_{s}$;
- c. $\tau_{x,s,y} = P^*_x \tau_{s|x} W_{y|x,s}$.

\[\text{\footnotesize 13} \text{It can be easily seen that the set } \lambda_{s|x} \text{ is immediately specified given } P_x, \lambda_{s} \text{ and } \lambda_{s} \text{.}\]
Then it is not hard to see that
\[ A_{\bar{y}} = \bigcup_{\tau_{x,y} \text{ valid}} T_{\bar{y}} \left( \tau_{x,y} \right), \]
where \( \tau_{x,y} \) is obtained from \( \tau_{x,s,y} \). Note that there is only a polynomial number of types and the volume of each \( T_{\bar{y}} \left( \tau_{x,y} \right) \) is equal to \( 2^{nH(x|y)} \), where \( H(x|y) \) is evaluated w.r.t. \( \tau_{x,y} \). Hence the volume of \( A_{\bar{y}} \) is
\[ \frac{1}{n} \log \frac{1}{\min_{\tau_{x,y} \text{ valid}} \max_{P_{x|\lambda}^{\tau_{x,y}}} H(x|y)} \xrightarrow{n \to \infty} \frac{1}{n} \log \max_{P_{x|\lambda}^{\tau_{x,y}}} H(x|y) \xrightarrow{n \to \infty} \max_{P_{x|\lambda}^{\tau_{x,y}}} H(x|y). \] (20)

In Eqn. (20), the conditional entropy is evaluated w.r.t. \( \tau_{x,s,y} \) and \( \left[ P_{x|\lambda}^{\tau_{x,y}} W_{y|x,s} \right]_{x,y} \), respectively. In Eqn. (21), the conditional entropy is evaluated w.r.t. \( \left[ P_{x|\lambda}^{\tau_{x,y}} W_{y|x,s} \right]_{x,y} \). This equality holds in the limit as \( n \) approaches infinity since types are asymptotically dense in distributions. Note that \( A_{\bar{y}} \subseteq T_{\bar{y}}(P_{x}^{\tau_{x,y}}) \). We have that the probability \( q \) that a random codeword \( x \) is able to result in \( y \) via some admissible \( s \) is
\[ \frac{1}{n} \log q = \frac{1}{n} \log \Pr \left[ x \in A_{\bar{y}} \right] \]
\[ = \frac{1}{n} \log \frac{1}{\min_{P_{x|\lambda}^{\tau_{x,y}}} \max_{P_{x|\lambda}^{\tau_{x,y}}} H(x|y)} \xrightarrow{n \to \infty} \frac{1}{n} \log \max_{P_{x|\lambda}^{\tau_{x,y}}} H(x|y) \]
\[ = - \max_{P_{x|\lambda}^{\tau_{x,y}}} \min_{P_{x|\lambda}^{\tau_{x,y}}} I(x; y) \]
\[ = - C. \] (23)

Eqn. (23) follows since codewords are picked uniformly from \( T_{\bar{y}}(P_{x}^{\tau_{x,y}}) \). Eqn. (24) is by Eqn. (22) and Eqn. (21). Eqn. (25) is by the choice of \( P_{x}^{\tau_{x,y}} \). The probability that there is a large list clustered around \( y \) is given by
\[ \Pr \left[ \left| A_{\bar{y}} \cap C \right| \geq L \right] \leq \sum_{i=L}^{2^{nR}} \binom{2^{nR}}{i} q^i (1 - q)^{2^{nR} - i}. \]

Let \( S_i \) denote the summand
\[ S_i := \binom{2^{nR}}{i} q^i (1 - q)^{2^{nR} - i}. \]

Note that
\[ \frac{S_i}{S_{i+1}} = \frac{i + 1}{2^{nR} - i} \frac{1 - q}{q} \]
\[ \geq \frac{1}{2^{n(C - \delta)}} \frac{1 - 2^{-nC}}{2^{-nC}} \] (26)
\[= 2 \cdot \frac{1}{2} \cdot 2^{n \delta} \] (27)

where Eqn. (26) follows since \( i \geq L \geq 1 \) and Eqn. (27) follows since \( 1 - 2^{-nC} \geq \frac{1}{2} \) when \( n \geq \frac{1}{C} \). The largest summand is the first term. Therefore we can bound the error probability by replacing each term with the first one.

\[
\Pr_{y} \left[ \left| A_{\xi|y} \cap C \right| \geq L \right] \leq 2^{nR} \binom{2^{nR}}{L} q^{L} (1 - q)^{2^{nR} - L} \\
\leq 2^{nR} \binom{2^{nR}}{L} 2^{nR} \frac{2^{nC}}{2^{nR} - L} \\
= 2^{-n(1 - 1/(2^{nR} - L)) - (L - R)}.
\]

Finally taking a union bound over all \( y \in Y^{n} \), we know that the probability of list decoding error is at most

\[
\Pr \left[ \exists y \in Y^{n}, \left| A_{\xi|y} \cap C \right| \geq L \right] \leq |Y|^{n} 2^{n((1 - 1/(2^{nR} - L)) - (L - R))}
\]

which is \( 2^{-\Omega(n)} \) if \( L > \frac{1 + \log |Y|}{2} \). Specifically, taking \( L = \frac{1 + \log |Y|}{2} \), we have that the list decoding error probability is at most \( 2^{-n(1 - \delta - C)} = 2^{-n(1 - R)} \), as desired.

2. (Converse) Given any code \( C \) of rate \( C + \delta \), choose the \( \tau_{y}^{*} \in \mathcal{P}^{(n)}(X) \) such that \(|C \cap \mathcal{T}_{X}(\tau_{y}^{*})|\) is maximized. By Lemma 36, \( R(C') = R(C) \). For this \( \tau_{y}^{*} \), choose legitimate \( \tau_{y|x}^{*} \in \lambda_{y|x}^{*} \)

\[
\tau_{y|x}^{*} := \arg \min_{\tau_{y|x}} I(x; y),
\]

where \( I(x; y) \) is evaluated according to \([\tau_{y}^{*} \tau_{x}^{*} W_{y|x}^{*}]_{x, y} \). Now define \( \tau_{x,s,y}^{*} := [\tau_{x}^{*} \tau_{y|x}^{*} W_{y|x}^{*}]_{x, y} \), \( \tau_{x,y}^{*} := [\tau_{x,s,y}^{*}]_{x,y} \) and \( \tau_{y}^{*} := [\tau_{y|x}^{*}]_{y} \). Over the randomness of selecting \( y \) uniformly from \( \mathcal{T}_{X}(\tau_{y}^{*}) \), the average number of codewords in \( A_{\xi|y}^{*} \) is dot equal to

\[
\mathbb{E}_{y} \left[ \left| A_{\xi|y}^{*} \cap C^{\prime} \right| \right] = \mathbb{E}_{y} \left[ \sum_{z \in C^{\prime}} \mathbb{I} \left( A_{\xi|y}^{*} \cap C^{\prime} \right) \right] \\
= \sum_{z \in C^{\prime}} \Pr_{y} \left[ A_{\xi|y}^{*} \ni z \right] \\
= \sum_{z \in C^{\prime}} \Pr_{y} \left[ \tau_{y|x}^{*} \tau_{x,s,y}^{*} \ni z \right] \\
= \sum_{z \in C^{\prime}} \Pr_{y} \left[ \tau_{y|x}^{*} = \tau_{x,y}^{*} \right] \\
= \sum_{z \in C^{\prime}} \frac{1}{\mathcal{T}_{X}(\tau_{y}^{*})} \prod_{x \in X} \tau_{x}^{*}(x) \cdot \tau_{x,y}^{*}(x|1) \cdot \cdots \cdot \tau_{x,y}^{*}(x|\mathcal{Y}) \cdot \tau_{x,y}^{*}(x|\mathcal{Y}).
\]

Eqn. (28) is linearity of expectation. Note that by our choice of \( \tau_{y}^{*} \) and \( \tau_{x,s,y}^{*} \) (hence \( \tau_{x,s,y}^{*} \) and \( \tau_{y|x}^{*} \)), \( A_{\xi|y}^{*} \) only contains one type class \( \tau_{y|x}^{*} \), where \( \tau_{y|x}^{*} \) is computed from \( \tau_{x,s,y}^{*} \). Eqn. (29) then follows. Eqn. (30) follows from the definition of type classes.
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(Definition 20). Eqn. (31) is by analyzing the sampling procedure from the first principle. The product is exactly, given \( x \in C' \), the number of ways to pick \( y \) from \( \tau_{x|y}^* (\tau_x^*) \) such that \( \tau_{x|y}^* = \tau_{x|y}^*_x \). We compute the exponent of the above expectation.

\[
\frac{1}{n} \log \mathbb{E}_y \left[ A_{x|y} \cap C' \right] \xrightarrow{n \to \infty} R' - H(\tau_x^*)
\]

\[
+ \sum_{x \in X} \tau_x^*(x) \sum_{y \in Y} \frac{\tau_y^*(y) \tau_{x|y}^*(x|y)}{\tau_x^*(x)} \log \frac{\tau_y^*(y) \tau_{x|y}^*(x|y)}{\tau_x^*(x)}
\]

\[
= R - H(\tau_y^*) + \sum_{x \in X} \tau_x^*(x) H(y|x = x)
\]

\[
= R - H(y) + H(y|x)
\]

\[
= R - I(x; y)
\]

\[
\succeq R - C
\]

\[
= \delta.
\]

Since codewords in the subcode \( C' \) are \( \tau_x^* \)-constant composition, the summand in Eqn. (31) is independent of particular choices of \( x \). Eqn. (32) then follows from Stirling’s approximation (Lemma 10). In Eqn. (33), \( H(y|x = x) \) is drawn according to the conditional type

\[
\tau_{y|x}^*(\cdot|x) = \frac{\tau_{y|s|y}^*(\cdot|\cdot)}{\tau_x^*(x)}.
\]

In Eqn. (34), we pass types to distributions by the fact that types are dense in distributions asymptotically in \( n \). \( H(y) \) and \( H(y|x) \) are evaluated using distribution \( \left[ \tau_{x|y}^* P_{s|x|y} W_{y|x,s} \right]_{x,y} \), where

\[
P_{s|x}^* := \arg\min_{P_{s|x} \in \Lambda_{s|x}} I(x; y),
\]

and the objective function \( I(x; y) \) is evaluated using \( \left[ \tau_{x|y}^* P_{s|x|y} W_{y|x,s} \right]_{x,y} \). Eqn. (35) is by the definition of \( C \) (Eqn. (19)). \( \tau_x^* \) always gives rise to mutual information no larger than the maximizer in \( C \).

Therefore, we have shown that there exists at least one \( y \in Y^n \) such that the corresponding list around \( y \) has size at least \( 2^{n(\delta - o(1))} \). ▶

11 List sizes of random codes

In this section, we show that, if \( L \) has order lower than \( 1/\delta \), then the code used in the proof of achievability (part 1) of the list decoding capacity theorem (Theorem 43) is list decodable with vanishingly small probability. This coupled with Theorem 43 implies that, for the majority (an exponentially close to 1 fraction) of random constant composition capacity-achieving (within gap \( \delta \) codes, \( \Theta(1/\delta) \) is actually the correct order of their list sizes.

▶ Corollary 45. For \( \delta > 0 \) and sufficiently large \( n \), at least a \( 1 - 2^{-n(1-R)} - 2^{-n\delta + \frac{1}{2} \log \frac{1}{\delta}} \) fraction of \( P_x^* \)-constant composition codes (\( P_x^* \) as defined in Eqn. (36)) of rate \( R = C - \delta \) is \((L-1)\)-list decodable, where \( L = \Theta(1/\delta) \) lies within the following range

\[
L \in \left( \frac{C}{\delta}, \frac{1 + \log |Y|}{\delta} \right)
\].

Theorem 46. For an adversarial channel \( A = (X, \lambda_X, S, \lambda_S, Y, W_{y|x,s}) \), take an optimizing input distribution \( P_x \) which attains the list decoding capacity \( C \),

\[
P_x^* := \arg\max_{P_x \in \Lambda_x} \min_{P_{s|x} \in \Lambda_{s|x}} I(x;y).
\]

For any \( \delta > 0 \), for each sufficiently large blocklength \( n \), sample a random code \( C \) of rate \( R \leq C \) whose codewords are selected independently and uniformly from \( \mathcal{T}_x(P_x^*) \). Then \( C \) is \( \{\delta \} \)-list decodable with probability at most \( 2^{-n\delta + \frac{1}{2n} \log \frac{1}{\delta}} \).

The theorem follows from second moment calculations and generalizes similar theorems for list decodability of random error/erasure correction codes over \( \mathbb{F}_q \) [26].

Proof. Let \( M := 2^{nR} \). Define typical set

\[
A_y := \{ W(x,s) \in \mathcal{Y}^n : x \in \mathcal{T}_x(P_x^*) , s \in \Lambda_s \}.
\]

Put in the language of types, it can also be written as

\[
A_y = \bigcup_{\tau_{x,y} \text{ valid}} \mathcal{T}_y(\tau_y),
\]

where \( \tau_y = [\tau_{x,y}]_y \). Define random variable \( W \) as a witness for non-list decodability of \( C \)

\[
W := \sum_{y \in A_y} \sum_{(m_1, \ldots, m_L) \in \binom{|M|}{L}} \mathbb{I}\{\{x_{m_1}, \ldots, x_{m_L}\} = A_{x|y}\}.
\]

Then by Chebyshev’s inequality,

\[
\Pr[C \text{ is } (L-1)\text{-list decodable}] = \Pr \left[ \bigcap_{y \in \mathcal{Y}^n} \left| A_{x|y} \cap C \right| < L \right] 
\leq \Pr \left[ \bigcap_{y \in A_y(P_y)} \left| A_{x|y} \cap C \right| < L \right]
= \Pr \left[ \left( \bigcup_{y \in A_y} \left| A_{x|y} \cap C \right| \geq L \right) \right]
= \Pr[W = 0]
\leq \frac{\text{Var}[W]}{E[W]}.
\]

where Eqn. (38) follows since \( W = 0 \) if and only if none of the events \( \{A_{x|y} \cap C \geq L\} \) \((y \in A_y)\) happens. In what follows, we will obtain an upper bound on \( \text{Var}[W] \) and a lower bound on \( E[W] \), and hence an upper bound on the probability (37).

Lower bounding \( E[W] \). We can get a lower bound on the expected value of \( W \) from a straightforward calculation.

\[
E[W] = \sum_{y \in A_y} \sum_{(m_1, \ldots, m_L) \in \binom{|M|}{L}} \Pr[\{x_{m_1}, \ldots, x_{m_L}\} \subseteq A_{x|y}]
= \sum_{y \in A_y} \sum_{(m_1, \ldots, m_L) \in \binom{|M|}{L}} \Pr[x \in A_{x|y}]^L
\]

(39)
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\[ \sum_{|\mathbf{y}|} |A_{\mathbf{y}}| \binom{M}{L} 2^{-nCL} \]

\[ \geq |A_{\mathbf{y}}| \binom{M}{L} L 2^{-nCL} \]

\[ = |A_{\mathbf{y}}| 2^{-n(\delta L - L \log L)}. \]

Eqn. (39) follows since codewords are independent. Eqn. (40) is by Eqn. (25).

**Upper bounding Var [W].** Define, for any \( \mathbf{y} \in \mathcal{Y}^n \) and \( \mathcal{L} \in \binom{[M]}{L} \),

\[ \mathbb{I}( \mathbf{y}, \mathcal{L} ) := \mathbb{I} \left\{ \mathbf{x}_m \in A_{\mathbf{y}} \right\} \]

\[ = \prod_{m \in \mathcal{L}} \mathbb{I} \left\{ \mathbf{x}_m \in A_{\mathbf{y}} \right\}, \]

as the indicator function of the event \( \bigcap_{m \in \mathcal{L}} \left\{ \mathbf{x}_m \in A_{\mathbf{y}} \right\} \) that the list \( \mathcal{L} \) is \( L \)-confusible w.r.t. \( \mathbf{y} \).

Now the variance of \( W \) can be upper bounded as follows.

\[ \text{Var}[W] = \mathbb{E}[W^2] - \mathbb{E}[W]^2 \]

\[ = \sum_{\mathbf{y}, \mathbf{z}, \mathbf{c}, A_{\mathbf{y} \mathbf{z}}} \mathbb{E} \left[ \mathbb{I}( \mathbf{y}_1, \mathcal{L}_1 ) \mathbb{I}( \mathbf{z}_2, \mathcal{L}_2 ) \right] - \mathbb{E} \left[ \mathbb{I}( \mathbf{y}_1, \mathcal{L}_1 ) \right] \mathbb{E} \left[ \mathbb{I}( \mathbf{y}_2, \mathcal{L}_2 ) \right] \]

\[ \leq \sum_{\mathcal{L}_1, \mathcal{L}_2 \in \binom{[M]}{L}} \sum_{\mathbf{y}, \mathbf{z}, \mathbf{c}, A_{\mathbf{y} \mathbf{z}}} \mathbb{E} \left[ \mathbb{I}( \mathbf{y}_1, \mathcal{L}_1 ) \mathbb{I}( \mathbf{z}_2, \mathcal{L}_2 ) \right] \]

\[ = |A_{\mathbf{y}}|^2 \sum_{l = 1}^{L} \sum_{|\mathcal{L}_1 \cap \mathcal{L}_2| = l} \Pr_{\mathbf{y}_1, \mathbf{y}_2}[\mathcal{E}]. \]

Eqn. (41) follows from the definition of variance and Eqn. (42) follows from linearity of expectation. Note that \( \mathbb{I}( \mathbf{y}_1, \mathcal{L}_1 ) \) and \( \mathbb{I}( \mathbf{y}_2, \mathcal{L}_2 ) \) are independent if and only if \( \mathcal{L}_1 \cap \mathcal{L}_2 = \emptyset \).

When they are independent, the first expectation factors and the summand vanishes. The inequality (43) follows by dropping the negative term in the summand. In Eqn. (44), we rewrite the summation by randomizing the centers \( \mathbf{y}_1, \mathbf{y}_2 \) of the lists \( \mathcal{L}_1, \mathcal{L}_2 \). The probability is taken over \( \mathbf{x}_1 \) and \( \mathbf{x}_2 \) chosen uniformly at random from \( A_{\mathbf{y}} \) and over the random sampling procedure. We use \( \mathcal{E} \) to denote the event that the lists \( \mathcal{L}_1, \mathcal{L}_2 \) are simultaneously \( L \)-confusible w.r.t. \( \mathbf{y}_1 \) and \( \mathbf{y}_2 \), respectively,

\[ \mathcal{E} := \bigcap_{m_1 \in \mathcal{L}_1} \left\{ \mathbf{x}_{m_1} \in A_{\mathbf{x}_1|\mathbf{y}_1} \right\} \cap \bigcap_{m_2 \in \mathcal{L}_2} \left\{ \mathbf{x}_{m_2} \in A_{\mathbf{x}_2|\mathbf{y}_2} \right\}. \]

It then suffices to bound \( \Pr[\mathcal{E}] \). To this end, first define conditional typical set, for \( \mathbf{x} \in \mathcal{X}^n \),

\[ A_{\mathbf{y}|\mathbf{x}} := \left\{ \mathbf{W}(\mathbf{x}, \mathbf{z}) \in \mathcal{Y}^n ; \mathbf{z} \in A_{\mathbf{y}} \right\} \]

\[ = \bigcup_{\tau_{\mathbf{x}, \mathbf{y}}} \mathcal{T}_{\mathbf{y}}(\tau_{\mathbf{y}|\mathbf{x}}), \]

where \( \tau_{\mathbf{y}|\mathbf{x}} \) is computed from \( \tau_{\mathbf{x}, \mathbf{y}} \) and \( \tau_{\mathbf{y}|\mathbf{x}} = \left[ \tau_{\mathbf{x}, \mathbf{y}} \right]_{\mathbf{x}, \mathbf{y}} / \tau_{\mathbf{y}} \). Then define the following events in favour of bounding \( \Pr[\mathcal{E}] \).

\[ \mathcal{E}_1 := \left\{ \mathbf{y}_1 \in A_{\mathbf{y}|\mathbf{x}_1} \right\} \cap \left\{ \mathbf{y}_2 \in A_{\mathbf{y}|\mathbf{x}_2} \right\}. \]
We upper bound $\Pr[\mathcal{E}]$ by neglecting the fact that codewords $x_i$ for $i \in (\mathcal{L}_1 \cap \mathcal{L}_2) \setminus \{m\}$ are simultaneously $y_1$-confusable and $y_2$-confusable, or equivalently, neglecting that $y_1, y_2$ should simultaneously belong to $A_{y|y,m}$ for all $m' \in \mathcal{L}_1 \cap \mathcal{L}_2$, not only the particular $m$ we have chosen.

$$\mathcal{E}_2 := \bigcap_{m_1 \in \mathcal{L}_1 \setminus \{m\}} \left\{ x_{m_1} \in A_{y|y_1} \right\},$$

$$\mathcal{E}_3 := \bigcap_{m_2 \in \mathcal{L}_2 \setminus \mathcal{L}_1} \left\{ x_{m_2} \in A_{y|y_2} \right\},$$

where $m \in \mathcal{L}_1 \cap \mathcal{L}_2$ is any message that appears in both $\mathcal{L}_1$ and $\mathcal{L}_2$. It is easy to verify that $\mathcal{E} \subset \mathcal{E}_1 \cap \mathcal{E}_2 \cap \mathcal{E}_3$ (see Fig. 5). Note that $\mathcal{E}_2$ and $\mathcal{E}_3$ are independent conditioned on $\mathcal{E}_1$ since $\mathcal{L}_1 \setminus \{m\}$ and $\mathcal{L}_2 \setminus \mathcal{L}_1$ are disjoint. The probabilities of the above events can be computed precisely.

$$\Pr[\mathcal{E}_1] = \Pr\left[ y \in A_{y|x,x} \right]^2 = \left( \frac{A_{y|x,x}}{A_y} \right)^2,$$

where Eqn. (45) is because $x_1$ and $x_2$ are independent, and Eqn. (46) follows since $y$ is chosen uniformly from $A_y$. We now compute the exponent of $\Pr[\mathcal{E}]$.

$$\frac{1}{n} \log \left| A_y \right| \xrightarrow{n \to \infty} \max_{\tau_{x,y} \text{ valid}} H(y) = \max_{P_{y|x} \in A_{y|x}} H(y),$$

where in Eqn. (47) the entropy is computed w.r.t. $\tau_y = [\tau_{x,y}]_y$; Eqn. (48) follows from similar calculations as done for $A_{y|x}$ (Eqn. (20)) and the entropy is evaluated using $[P_{y|x} P_{y|x}|y,x]\_y$.

Similarly,

$$\frac{1}{n} \log \left| A_{y|x,x} \right| \xrightarrow{n \to \infty} \max_{\tau_{x,y} \text{ valid}} H(y|x) = \max_{P_{y|x} \in A_{y|x}} H(y|x),$$

where the conditional entropies in Eqn. (49) and (50) are evaluated w.r.t. $\tau_y$ and $[P_{y|x} P_{y|x}|y,x]$ (since $\tau_y \to P_{y|x}$ as $n$ approaches infinity), respectively. Continuing with
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Eqn. (46), putting Eqn. (48) and Eqn. (50) together, we have
\[
\Pr[\mathcal{E}_1] = 2^{-2n \max_{x, y} I(x; y) H(y|x) - H(y)} \leq 2^{-2n C},
\]
where Eqn. (51) is by the choice of \( P_x^* \) (Eqn. (36)).

We also have
\[
\Pr[\mathcal{E}_2|\mathcal{E}_1] = \Pr[x \in A_{\mathcal{E}_1}|\mathcal{E}_1] L^{-1} = 2^{-nC(L^{-1})},
\]
\[
\Pr[\mathcal{E}_3|\mathcal{E}_1] = \Pr[x \in A_{\mathcal{E}_1}|\mathcal{E}_1] L^{-\ell} = 2^{-nC(L^{-\ell})},
\]
where Eqn. (52) and Eqn. (53) follow since \(|L_1| = |L_2| = L\) and \(|L_1 \cap L_2| = \ell\). We thus have, from Eqn. (51), (52) and (53), that
\[
\Pr[\mathcal{E}] \leq \Pr[\mathcal{E}_1 \cap \mathcal{E}_2 \cap \mathcal{E}_3] = \Pr[\mathcal{E}_1] \Pr[\mathcal{E}_2|\mathcal{E}_1] \Pr[\mathcal{E}_3|\mathcal{E}_1] 
\leq 2^{-nC(2L^{-\ell}+1)}. \tag{54}
\]

Note that the number of pairs of lists \( L_1 \) and \( L_2 \) with intersection size \( \ell \) is
\[
\binom{M}{\ell} \binom{M-\ell}{L-\ell} \binom{L-\ell}{\ell} \leq \frac{M!}{\ell! (M-\ell)! (L-\ell)!} \leq M^{2L-\ell} \tag{55}
\]

Therefore, the variance of \( W \) can be bounded as follows.
\[
\text{Var}[W] \leq |A_x| \sum_{1 \leq \ell \leq L} M^{2L-\ell} 2^{-nC(2L^{-\ell}+1)} \tag{56}
\]
\[
= |A_x| \sum_{1 \leq \ell \leq L} 2^{-n\delta(2L-\ell)} \tag{57}
\]
\[
\leq |A_x| \sum_{1 \leq \ell \leq L} 2^{-n\delta(2L-\ell)+\log L}, \tag{58}
\]
where Eqn. (56) is by Eqn. (44), (55) and (54); Eqn. (57) is by the definition of \( M \) and the choice of \( R \); Eqn. (58) is by replacing each term with the largest one in the summation.

Putting them together.
\[
\Pr[C \text{ is } (L-1)-\text{list decodable}] \leq \frac{\text{Var}[W]}{E[W]} \leq 2^{-nC+n\delta L+(2L+1)\log L}.
\]

The above probability vanishes in \( n \) if \( L < C/\delta \). Say \( L = C/\delta - 1 \), then it is at most
\[
2^{-n\delta+(2(C/\delta-1)+1)\log(C/\delta-1)} \leq 2^{-n\delta+\frac{2}{3} \log \frac{1}{\delta}}. \]
12 Achievability

In this section, we are going to show, via concrete random code constructions, that as long as some completely positive \( (P_x, L) \)-self-coupling of order \( L \) lies outside the order-\( L \) confusability set of the channel, the \( (L - 1) \)-list decoding capacity is positive.

Let \( \mathcal{CP}_{|X|}^\otimes L (P_x) := \mathcal{CP}_{|X|}^\otimes L \cap \mathcal{J}_{|X|}^\otimes L (P_x) \).

\[ \text{Theorem 47 (Achievability). For any given general adversarial channel } \mathcal{A} = (X, \lambda_x, S, \lambda_x, Y, W_{Y|X, \lambda_x}), \text{ its } (L - 1) \text{-list decoding capacity is positive if there is a completely positive } (P_x, L) \text{-self-coupling } P_{x_1, \ldots, x_L} \in \mathcal{CP}_{|X|}^\otimes L (P_x) \text{ outside } \mathcal{K}_{|X|}^\otimes L (P_x) \text{ for some } P_x \in \lambda_x. \]

We first state a lemma concerning the rate of a random constant composition code.

\[ \text{Lemma 48 (Constant composition codes). Let } \mathcal{C} = \{x_i\}_{i=1}^{2^n R} \text{ be a random code of rate } R \text{ in which each codeword is selected according to product distribution } P_x^\otimes n \text{ independently. Let } \mathcal{C}' \text{ be the } P_x \text{-constant composition subcode of } \mathcal{C}, \mathcal{C}' = \mathcal{C} \cap \mathcal{T}_x^\mu (P_x). \text{ Then} \]

\[
\Pr \left[ |\mathcal{C}'| \neq (1 \pm 1/2) \frac{2^R}{\nu(n)} \right] \leq 2 \exp \left( - \frac{2^R}{12 \nu(n)} \right).
\]

\text{Proof. The lemma is a simple consequence of concentration of measure (Lemma 24).}

\[
\Pr \left[ |\mathcal{C}'| \neq (1 \pm 1/2) \frac{2^R}{\nu(n)} \right] = \Pr \left[ \sum_{i=1}^{2^R} \mathbb{I} \{ \tau_{i_1, \ldots, i_L} \neq x \} \neq (1 \pm 1/2) \frac{2^R}{\nu(n)} \right]
\]

\[
\leq \exp \left( - \frac{(1/2)^2}{3} \mu \right)
\]

\[
= \exp \left( - \frac{2^R}{12 \nu(n)} \right).
\]

where in Eqn. (59), we note that

\[
\mathbb{E} \left[ \sum_{i=1}^{2^R} \mathbb{I} \{ \tau_{i_1, \ldots, i_L} \} \right] = 2^R \Pr \left[ x \in \mathcal{T}_x^\mu (P_x) \right]
\]

\[
= \frac{2^R}{\nu(n)}
\]

\( \vdash \)

12.1 Low rate codes

Let us proceed gently. We first show that a purely random code with each entry i.i.d. w.r.t. some distribution \( P_x \) is \( (L - 1) \)-list decodable w.h.p. as long as \( P_x^\otimes L \) is not \( L \)-confusible.

\[ \text{Lemma 49. For any general adversarial channel } \mathcal{A} = (X, \lambda_x, S, \lambda_x, Y, W_{Y|X, \lambda_x}), \text{ if there exists a legitimate input distribution } P_x \in \lambda_x \text{ such that } P_x^\otimes L \notin \mathcal{K}_{|X|}^\otimes L (P_x), \text{ then the } (L - 1) \text{-list decoding capacity of } \mathcal{A} \text{ is positive.} \]

\text{Proof. Let } M = 2^n R \text{ for some rate } R \text{ to be specified momentarily. Sample a code } \mathcal{C} = \{x_1, \ldots, x_M\} \text{ where each } x_i \overset{i.i.d.}{\sim} P_x^\otimes n. \text{ The expected joint type } \tau_{x_{i_1}, \ldots, x_{i_L}} \text{ (} 1 \leq i_1 < \cdots < i_L \leq M \text{) of any list } x_{i_1}, \ldots, x_{i_L} \text{ is } P_x^\otimes L. \text{(See Fig. 6.)} \]
Figure 6 Low rate codes from product distribution. If the product distribution \(P^\otimes L\) is strictly separated away from \(K^\otimes L(P_x)\), then we could hope for a positive rate achieved by a random code with each entry sampled from \(P_x\). This is because w.h.p. the joint types of all (ordered) lists are contained in a \(\|\cdot\|_{\text{mav}}\)-ball which is completely outside the confusability set.

Let \(C' = C \cap T(P_x)\) be the \(P_x\)-constant composition subcode of \(C\). Let

\[
\rho := \inf_{P_{x_1}, \ldots, x_L \in K^{\otimes L}(P_x)} \left\| P_x^\otimes L - P_{x_1, \ldots, x_L} \right\|_{\text{mav}}
\]

be the max-absolute-value tensor distance from the product distribution to the confusability set. Let \(R = \frac{\log e \rho^2}{12} - \delta\) for some small constant \(\delta > 0\). We will show that

\[\text{Lemma 50. The random } P_x\text{-constant composition code } C' \text{ as constructed above has rate } R = \frac{\log e \rho^2}{12} - \delta \text{ and is } (L - 1)\text{-list decodable with probability at least } 1 - 2 \exp \left(-\frac{2nR}{\nu(n)}\right) - 2^{-n\delta + L \log |X| + 1}.\]

Let \(\epsilon := \rho/2\). Define error events

\[
\mathcal{E}_1 := \left\{ |C'| \not\in \left(1 \pm \frac{1}{2} \frac{2nR}{\nu(n)} \right) \right\},
\]

\[
\mathcal{E}_2 := \left\{ C' \text{ is not } (L - 1)\text{-list decodable} \right\}.
\]

By Lemma 48,

\[
\Pr[\mathcal{E}_1] \leq 2 \exp \left(-\frac{2nR}{\nu(n)}\right).
\]

Hence the rate \(R'\) of \(C'\) is asymptotically equal to \(R\) w.h.p.

By Chernoff bound,

\[
\Pr\left[ \left\| \tau_{x_1, \ldots, x_L} - P_x^\otimes L \right\|_{\text{mav}} \geq \epsilon \right] = \Pr\left[ \exists (x_1, \ldots, x_L) \in X^L, \left\| \tau_{x_1, \ldots, x_L} - P_x (x_1) \cdots P_x (x_L) \right\|_{\text{mav}} \geq \epsilon \right] \leq |X|^L \Pr\left[ \sum_{j=1}^n \mathbb{1}\{ (x_{i_1}(j), \ldots, x_{i_L}(j)) = (x_1, \ldots, x_L) \} - n P_x (x_1) \cdots P_x (x_L) \geq n\epsilon \right]
\]

(60)

(61)
\[
Y. \text{ Zhang, A. J. Budkuley, and S. Jaggi 51:39}
\]

\[
\begin{align*}
&= |X|^L \Pr \left[ \sum_{j=1}^{\frac{n}{\mu}} \mathbb{I}\left\{ (\varepsilon_{x_1}(j), \ldots, \varepsilon_{x_L}(j)) = (x_1, \ldots, x_L) \right\} \neq (1 \pm \frac{n\epsilon}{\mu}) \right] \quad (62) \\
&\leq |X|^L \cdot 2 \exp \left( -\frac{1}{3} \left( \frac{n\epsilon}{\mu} \right)^2 \right) \quad (63) \\
&= |X|^L \cdot 2 \exp \left( \frac{\epsilon^2}{3P_x^\otimes L(x_1, \ldots, x_L)} \right) \quad (64) \\
&\leq |X|^L \cdot 2 \exp \left( \frac{n}{3} \left( \frac{\rho}{2} \right)^2 \right) \quad (65) \\
&= 2 \cdot |X|^L \cdot \exp \left( -\frac{\rho^2}{12} n \right).
\end{align*}
\]

Eqn. (60) follows from the definition of max-absolute-value norm. Eqn. (61) is obtained by taking a union bound and expanding the type using definition. In Eqn. (62), we define

\[
\mu := nP_x^\otimes L(x_1, \ldots, x_L),
\]

which equals

\[
\mathbb{E} \left[ \sum_{j=1}^{\frac{n}{\mu}} \mathbb{I}\left\{ (\varepsilon_{x_1}(j), \ldots, \varepsilon_{x_L}(j)) = (x_1, \ldots, x_L) \right\} \right].
\]

Eqn. (63) is by Chernoff bound (Lemma 24). Eqn. (64) is by the definition of \( \mu \). Eqn. (65) is by the choice of \( \epsilon \) and that \( P_x^\otimes L(x_1, \ldots, x_L) \leq 1 \) for any \( (x_1, \ldots, x_L) \in \mathcal{X}^L \). Taking a union bound over all lists \( (i_1, \ldots, i_L) \in \binom{M}{L} \),

\[
\Pr \left[ \exists (i_1, \ldots, i_L) \in \binom{M}{L}, \left\| \Theta_{x_1, \ldots, x_L} - P_x^{\otimes L} \right\|_{\mathcal{F}} \geq \epsilon \right] \\
\leq \binom{M}{L} \cdot |X|^L \cdot \exp \left( -\frac{\rho^2}{12} n \right) \\
\leq 2^{-n \left( \frac{\rho^2}{12} + RL + L \log |X| + 1 \right)}.
\]

We therefore get that \( \mathcal{C} \) is \((L - 1)\)-list decodable with probability at least \( 1 - 2^{-n\delta + L \log |X| + 1} \) as long as

\[
R = \log \frac{e \rho^2}{12 L} - \delta.
\]

Overall, we have that

\[
\Pr [\mathcal{E}_1 \cup \mathcal{E}_2] \leq \Pr [\mathcal{E}_1] + \Pr [\mathcal{E}_2] \\
\leq 2 \exp \left( -\frac{2nR}{\nu(n)} \right) + \Pr [\mathcal{C} \text{ is not } (L - 1)\text{-list decodable}] \\
\leq 2 \exp \left( -\frac{2nR}{\nu(n)} \right) + 2^{-n\delta + L \log |X| + 1}.
\]

\subsection*{12.2 Random codes with expurgation}

In the previous section, we only got an \((L - 1)\)-list decodable code of positive rate without making the effort to optimize the rate. In this section, we provide a lower bound on the \((L - 1)\)-list decoding capacity. It is achieved by a different code construction (random code with expurgation). However, we can only show the existence of such codes instead of showing that they attain the following bound w.h.p.
**Lemma 51.** The \((L-1)\)-list decoding capacity of a channel \(A\) is at least

\[
C_{L-1} \geq \max_{P_x \in \lambda_x} \min_{P_{x_1, \ldots, x_L} \in \mathcal{K}^{\otimes L}(P_x)} \frac{1}{L-1} D \left( P_{x_1, \ldots, x_L} \parallel P_x^{\otimes L} \right).
\]  

(66)

**Proof.** Fix any \(P_x \in \lambda_x\) to be the maximizer of Eqn. (66). Let \(M = 2^n R\) for some rate \(R\) to be determined. Generate a random code \(C\) of size \(2M\) by sampling each entry of the codebook independently from \(P_x\).

For any \(x \in C\), by Lemma 22,

\[
\Pr[\tau_x = P_x] = 1/\nu(n).
\]

Hence the expected number of codewords with type \(P_x\) is \(2M/\nu(n)\).

For any \((x_1, \ldots, x_L) \in \binom{C}{L}\),

\[
\Pr[\tau_{x_1, \ldots, x_L} \in \mathcal{K}^{\otimes L}(P_x)] = \sup_{P_{x_1, \ldots, x_L} \in \mathcal{K}^{\otimes L}(P_x)} 2^{-n D(P_{x_1, \ldots, x_L} \parallel P_x^{\otimes L})},
\]

by Sanov’s theorem 25. Let \(P^* \in \mathcal{K}^{\otimes L}(P_x)\) be the extremizer for the above supremum. Hence the expected number of confusable lists is at most

\[
\left(\frac{2M}{L}\right)^L 2^{-n D(P^* \parallel P_x^{\otimes L})} \leq (2M)^L 2^{-n D(P^* \parallel P_x^{\otimes L})}.
\]

Pick \(M\) such that

\[
(2M)^L 2^{-n D(P^* \parallel P_x^{\otimes L})} \leq M/\nu(n),
\]

i.e.,

\[
L + nR_L - n D(P^* \parallel P_x^{\otimes L}) \leq nR - \log \nu(n).
\]

That is, \(R\) can be taken arbitrarily close to \(\frac{1}{L-1} D(P^* \parallel P_x^{\otimes L})\).

\[
R \leq \frac{D(P^* \parallel P_x^{\otimes L})}{L-1} - \frac{\log \nu(n)}{(L-1)n} - \frac{L}{(L-1)n}.
\]

Now, we remove all codewords of types different from \(P_x\). We also remove one codeword from each of the confusable lists. In expectation, this process reduces the size of the code by at most \(2M - 2M/\nu(n)\) (due to the first expurgation) plus \((2M)^L 2^{-n D(P^* \parallel P_x^{\otimes L})} \leq M/\nu(n)\) (due to the second expurgation). After expurgation, we get an \((L-1)\)-list decodable \(P_x\)-constant composition code \(C'\) of size at least

\[
2M - (2M/\nu(n) - 2M/\nu(n)) - M/\nu(n) = M/\nu(n).
\]

The rate \(R'\) of \(C'\) is asymptotically the same as \(R\).

\[
R' = R - \frac{\log \nu(n)}{n} \xrightarrow{n \to \infty} R.
\]

This finishes the proof.
Low rate codes from $\mathcal{CP}$ distribution. If there is a $\mathcal{CP}$ distribution strictly outside $\mathcal{K}_{\geq L}^\otimes (P_x)$, then we can get a positive rate from random code using time-sharing. The only variation is that we divide codebook into chunks according to $P_u$ and construct random codes of shorter length for each chunk $u$ using distribution $P_{x|u}$.

12.3 Cloud codes

Lemma 52. If there is a $P_x, L$-self-coupling $(P_x \in \lambda_x, P_{x_1, \ldots, x_L} \in \mathcal{J}_{\geq L}^\otimes (P_x) \setminus \mathcal{K}_{\geq L}^\otimes (P_x))$ which can be decomposed into

$$P_{x_1, \ldots, x_L}(x_1, \ldots, x_L) = \sum_{u \in \mathcal{U}} P_u(u) P_{x|u}^\otimes (x_1, \ldots, x_L | u)$$

$$= \sum_{u \in \mathcal{U}} P_u(u) \prod_{i=1}^{L} P_{x_i|u}(x_i | u).$$

for some distributions $P_u \in \Delta(\mathcal{U})$ of finite support $|\mathcal{U}|$ and $P_{x|u} \in \Delta(\mathcal{X}|\mathcal{U})$ (see Fig. 7), then there exist positive rate $(L-1)$-list decodable codes.

Proof. The proof follows from a time-sharing argument combined with the previous low rate code construction (Lemma 49).

Fix $R$ to be determined later. Sample $2^{nR}$ codewords in $C$ independently from the following distribution. Divide each length-$n$ codeword into $|\mathcal{U}|$ chunks $1, \ldots, |\mathcal{U}|$. For the $u$-th ($u \in \mathcal{U}$) chunk, sample $P_u(u)n$ components in the chunk independently using distribution $P_{x|u}$. Let $P_{u,x} = P_u P_{x|u}$ and $P_x = [P_{u,x}]_x$. Let $C'$ be all codewords in $C$ of type $P_x$. (See Fig. 8.) Define

$$\rho := \inf_{P'_{x_1, \ldots, x_L} \in \mathcal{K}_{\geq L}^\otimes (P_x)} \left\| P_{x_1, \ldots, x_L} - P'_{x_1, \ldots, x_L} \right\|_{\text{max}}.$$

Let

$$u^* := \arg\min_{u \in \mathcal{U}} P_u(u).$$

Note that $P_u(u^*) > 0$ since $|\mathcal{U}|$ is the support of $P_u$. Let $R = \frac{P_u(u^*) \log e \rho^2}{12} - \delta$. We will show that
Lemma 53. A random \( P_\mathbf{x} \)-constant composition cloud code as constructed above has rate
\[
R = \frac{P_\mathbf{x}(u^n) \log e}{12} - \delta
\]
and is \((L - 1)\)-list decodable with probability at least
\[
1 - 2 \exp \left( \frac{2^{nR}}{12 \prod_{u \in \mathcal{U}} \nu(P_u(u)n)} \right) - 2^{-n \delta + L \log |\mathcal{X}| + \log |\mathcal{U}| + 1}
\]

We write a length-\( n \) codeword as the concatenation of \(|\mathcal{U}| \) chunks,
\[
\mathbf{x} = (\mathbf{x}^{(1)}, \ldots, \mathbf{x}^{(|\mathcal{U}|)}).
\]

First we argue that w.h.p. the code \( C \) is almost \( P_\mathbf{x} \)-constant composition. The expected size of \( C' \) is
\[
\mathbb{E}[|C'|] = \mathbb{E}[|C \cap T_{\mathbf{x}}(P_{\mathbf{x}|u})|]
= \sum_{i \in [M]} \Pr[\mathbf{x}_i \in T_{\mathbf{x}}(P_{\mathbf{x}|u})]
= \sum_{i \in [M]} \Pr\left[ \bigcap_{u \in \mathcal{U}} \{ \mathbf{x}^{(u)}(i) \in T_{\mathbf{x}}^{(u)}(P_{\mathbf{x}|u}) \} \right]
= \sum_{i \in [M]} \prod_{u \in \mathcal{U}} \Pr[\mathbf{x}^{(u)} \in T_{\mathbf{x}^{(u)}}(P_{\mathbf{x}|u})]^{-1},
\]
where Eqn. (67) is by linearity of expectation; Eqn. (68) follows since different chunks are independent; Eqn. (69) follows from Lemma 22. Then by Lemma 48
\[
\Pr[|C'| \neq (1 \pm 1/2)\mathbb{E}[|C'|]] \leq 2 \exp \left( \frac{2^{nR}}{12 \prod_{u \in \mathcal{U}} \nu(P_u(u)n)} \right).
\]

Secondly, for any list \( 1 \leq i_1 < \cdots < i_L \leq M \) of distinct ordered messages,
\[
\Pr \left[ \exists u \in \mathcal{U}, \left\| \mathbf{x}_{i_1}^{(u)}, \ldots, \mathbf{x}_{i_L}^{(u)} - P_{\mathbf{x}|u}^{\otimes L} \right\|_{\text{max}} \geq \epsilon \right] \leq \sum_{u \in \mathcal{U}} 2 \cdot |\mathcal{X}|^L \cdot \exp \left( -\frac{\rho^2}{12} n P_u(u) \right)
\leq 2|\mathcal{U}| |\mathcal{X}|^L \exp \left( -\frac{\rho^2}{12} n P_u(u^*) \right),
\]
“Below Plotkin point”, positive $(L-1)$-list decoding rate is possible. In this case, for some input distribution $P_x \in \lambda_x$, the slice of $P_x$-self-coupling CP tensors is not entirely contained in the confusability set $K^{\otimes L}(P_x)$.

“Above Plotkin point”, no positive rate for $(L-1)$-list decoding is achievable. In this case, for every input distribution $P_x \in \lambda_x$, the slice of $P_x$-self-coupling CP tensors is entirely contained in the confusability set $K^{\otimes L}(P_x)$.

Figure 9 A characterization of when positive rate generalized list decodable codes exist.

where the first inequality (70) follows from a union bound and same calculations as in Lemma 49. The second inequality (71) follows from the definition of $u^*$.

Finally, by taking another union bound over lists $L \in \binom{M}{L}$, we get

$$\Pr \left[ \exists (i_1, \ldots, i_L) \in \binom{M}{L}, \exists u \in U, \left\| \tau_{x(u)} \ldots \tau_{x(u_n)} P^{\otimes L}_{x,u} - P^{\otimes L}_{x,u} \right\|_{\text{mav}} \geq \epsilon \right] \leq 2 \cdot \frac{C^2 \log \varepsilon P_{u^*}}{12} + L \log |X| + \log |\mathcal{U}| + 1.$$

Therefore, we have that the probability that the random $P_x$-constant composition cloud code $C'$ constructed above has rate $R = \frac{P_{u^*} \log \varepsilon}{12} = \delta$ and is $(L-1)$-list decodable with probability at least

$$1 - 2 \exp \left( - \frac{2^{nR}}{12 \prod_{u \in \mathcal{U}} \nu(P_{u^*(u)u})} \right) - 2^{-n \delta + L \log |X| + \log |\mathcal{U}| + 1},$$

which completes the proof.

The above lemma apparently implies Theorem 47.

13 Converse

Let $\text{CP}^{\otimes L}_{|X|}(P_x) := \text{CP}^{\otimes L}_{|X|} \cap \mathcal{J}^{\otimes L}(P_x)$ and $\text{Sym}^{\otimes L}_{|X|}(P_x) := \text{Sym}^{\otimes L}_{|X|} \cap \mathcal{J}^{\otimes L}(P_x)$.

We have shown in the previous section that if $\text{CP}^{\otimes L}_{|X|}(P_x) \cap K^{\otimes L}(P_x)^c \neq \emptyset$, then the $(L-1)$-list decoding capacity is positive. In this section we are going to prove the converse. That is, such a condition is also necessary for positive rate being possible. Indeed, we will show that
Figure 10 Equicoupled subcode extraction using hypergraph Ramsey’s theorem. The union of green and blue dots represents the set of all joint types of ordered L-lists in C. The blue dots correspond to joint types of its subcode C'. (Note that they are all non-confusable.) They are clustered within a small ball (w.r.t. sum-absolute-value norm) centered at some distribution \( P_{X_1, \ldots, X_L} \).

Since the hypergraph Ramsey number is finite, there exists such \( C' \) which is suitably large.

Theorem 54 (Converse). Given a general adversarial channel \( \mathcal{A} = (\mathcal{X}, \lambda_X, \lambda_Y, \mathcal{Y}, W_{Y|X}) \), if for every admissible input distribution \( P_X \in \mathcal{X} \), \( C^{\otimes L}(P_X) \subseteq K^{\otimes L}(P_X) \), then the \((L-1)\)-list decoding capacity of \( \mathcal{A} \) is zero.

13.1 Equicoupled subcode extraction

Definition 55 (Equicoupledness and \( \epsilon \)-equicoupledness). A code \( C \) is said to be \( P_{X_1, \ldots, X_L} \)-equicoupled if for all ordered lists \( (x_{i_1}, \ldots, x_{i_L}) \in \binom{[L]}{L} \) where \( 1 \leq i_1 < \cdots < i_L \leq |C| \), \( \tau_{x_{i_1}, \ldots, x_{i_L}} = P_{X_1, \ldots, X_L} \). A code \( C \) is said to be \((\zeta, P_{X_1, \ldots, X_L})\)-equicoupled if for all ordered lists \( (x_{i_1}, \ldots, x_{i_L}) \in \binom{[L]}{L} \), where \( 1 \leq i_1 < \cdots < i_L \leq |C| \), \( \tau_{x_{i_1}, \ldots, x_{i_L}} = P_{X_1, \ldots, X_L} \) is \( \zeta \)-close to in \( \| \cdot \|_{\text{sav}} \).

Remark 56. The above definition can also be overloaded for sequences of random variables or their joint distributions. We say a sequence of random variables \( w_1, \ldots, w_M \) or the joint distribution \( P_{w_1, \ldots, w_M} \) is \( P_{X_1, \ldots, X_L} \)-equicoupled (or \((\zeta, P_{X_1, \ldots, X_L})\)-equicoupled) if every order-\( L \) marginal \( P_{w_{i_1}, \ldots, w_{i_L}} \) (\( 1 \leq i_1 < \cdots < i_L \leq M \)) equals (or is \( \zeta \)-close to in \( \| \cdot \|_{\text{sav}} \)) \( P_{X_1, \ldots, X_L} \).

Using the hypergraph Ramsey’s theorem, we first show that any infinite sequence of codes of positive rate has an infinite sequence of subcodes which are \( \zeta \)-equicoupled.

Lemma 57 (Equicoupled subcode extraction). For any infinite sequence of codes \( \{C_i\}_{i \geq 1} \) of blocklengths \( n_i \)'s and positive rate, where \( \{n_i\}_{i \geq 1} \) is an infinite increasing integer sequence, for any \( \zeta > 0 \) and any \( M \in \mathbb{Z}_{>0} \), there is an \( N \in \mathbb{Z}_{>0} \) such that if \( |C_i| \geq N \) then \( C_i \) contains a subcode \( C'_i \) satisfying that

1. \( |C'_i| \geq M \);
2. \( C'_i \) is \((\zeta, P_{X_1, \ldots, X_L})\)-equicoupled for some \( P_{X_1, \ldots, X_L} \).

See Fig. 10.
Again, this lemma is a consequence of the hypergraph Ramsey’s theorem. Let us denote by $R_{\ell,m}(n_1, \cdots, n_c)$ the smallest integer $n$ such that the complete $m$-uniform hypergraph on $n$ vertices with any $c$-colouring of hyperedges contains at least one of a clique of colour $1$ and size $n_1, \cdots, n_c$. It is known that $R_{\ell,m}(n_1, \cdots, n_c)$ is finite (Lemma 101), i.e., independent of the size $n$ of the hypergraph.

**Proof of Lemma 57.** Recall that we assume $\mathcal{CP}_{\beta}(P_x) \cap \mathcal{K}^{\delta^L}(P_x)^c = \emptyset$. Let $\rho$ be the gap between $\mathcal{CP}_{\beta}(P_x)$ and $\mathcal{K}^{\delta^L}(P_x)$,

$$\rho := \inf_{P \in \mathcal{CP}_{\beta}(P_x)} \inf_{P' \in \mathcal{J}^{\delta^L}(P_x) \cap \mathcal{K}^{\delta^L}(P_x)} \|P - P'\|_{\text{sav}}.$$ 

**Definition 58 (ε-net).** For a metric space $(X, d)$, an ε-net $\mathcal{N} \subset X$ is a subset which is a discrete ε-approximation of $X$ in the sense that for any $x \in X$, there is an $x' \in \mathcal{N}$ such that $d(x, x') \leq \epsilon$.

We claim that

**Lemma 59 (Bound on size of ε-net).** There is an ε-net $\mathcal{N}$ of $\mathcal{J}^{\delta^L}(P_x) \cap \mathcal{K}^{\delta^L}(P_x)$ equipped with $\ell^1$ metric of size at most $\left(\frac{|X|}{2\epsilon} + 1\right)^{|X|^L}$.

**Proof.** The following construction is by no means optimal, but its size has a finite upper bound which is enough for our purposes. Indeed, it suffices to take $\mathcal{N}$ to be the coordinate-quantization net of $\mathcal{J}^{\delta^L}(P_x) \cap \mathcal{K}^{\delta^L}(P_x)$. Note that for any $P \in \mathcal{J}^{\delta^L}(P_x)$, each entry of $P$ lies in $[0, 1]$. Take $\delta := \frac{2\epsilon}{|X|^L}$. Divide $[0, 1]$ into sub-intervals of length $\delta$ (possibly except the last sub-interval that may have length less than $\delta$). For each entry of $P$, there are at most $\frac{1}{\delta} + 1$ sub-intervals. Quantize each component of $P$ to the nearest middle point of these sub-intervals. The set of all representatives whose components take values from the set of middle points of the sub-intervals form a net $\mathcal{N}$. In total, there are at most $\left(\frac{1}{\delta} + 1\right)^{|X|^L}$ such representatives. For any $P \in \mathcal{J}^{\delta^L}(P_x) \cap \mathcal{K}^{\delta^L}(P_x)$, let $Q_N(P)$ denote the quantization of $P$ using $\mathcal{N}$, i.e.,

$$Q_N(P) := \arg\min_{P' \in \mathcal{N}} \|P - P'\|_{\text{sav}}.$$ 

The quantization error is at most

$$|P - Q_N(P)|_{\text{sav}} \leq \sum_{(x_1, \cdots, x_L) \in X^L} |P(x_1, \cdots, x_L) - Q_N(P)(x_1, \cdots, x_L)|$$

$$\leq |X|^L \frac{\delta}{2}$$

$$\leq \epsilon. $$

We thus have shown that $\mathcal{N}$ constructed as above is an ε-quantizer of small cardinality. ▶

Let

$$\lambda := \sup_{\hat{P} \in (\mathcal{J}^{\delta^L}(P_x) \cap \mathcal{K}^{\delta^L}(P_x)) \cap \text{Sym}^{\delta^L}(P_x)} \inf_{Q \in \mathcal{CP}_{\beta^L}} \langle \hat{P}, Q \rangle.$$ (72)
We know that CP cone and coP cone are dual (Theorem 96) in the space of symmetric tensor cone. Thus, for any non-CP symmetric tensor \( \hat{P} \in \text{Sym}^{|X|}_{|X|}(P_X) \cap \text{CP}^{|X|}_{|X|}(P_X) \), there must be a witness \( Q \) with strictly negative inner product with \( \hat{P} \). The infimum
\[
\inf_{Q \in \text{coP}^{|X|}_{|X|}} \left\langle \hat{P}, Q \right\rangle < 0.
\]

\( \lambda \) is the absolute value of the smallest inner product among all symmetric non-CP tensors. We know that \( \lambda > 0 \), since \( \text{CP}^{|X|}_{|X|}(P_X) \) is strictly contained in \( K^{|X|}_{|X|}(P_X) \).

Let
\[
\zeta := \frac{1}{2} \min \left\{ \rho, \frac{\lambda}{|X|^c} \right\},
\]
(73)

Take a \( \zeta \)-net of \( (\Delta (X^L), \ell^1) \) as constructed in Lemma 59. Such a net has cardinality at most \( K := \left( \frac{|X|^L}{\rho} + 1 \right) \). By hypergraph Ramsey's theorem (Theorem 101), there is a constant \( N \) such that if the size \( |X| \) of the hypergraph is at least \( N \), then there is a monochromatic (each hyperedge in the sub-hypergraph has the same colour) clique \( C' \subset C \) of size at least \( M \). Indeed, we can take \( N \) to be the hypergraph Ramsey number \( N = R_L^M(M, \cdots, M) \). By Theorem 102, there is a constant \( c' > 0 \) such that \( N < t_L(c' \cdot K \log K) \), where \( t_L(\cdot) \) is the tower function of height \( L \). Put in another way, there exists a subcode \( C' \subset C \) of size at least \( M \) such that for some distribution \( \hat{P}_{x_1, \ldots, x_L} \in \mathcal{N} \), the joint type of every ordered tuple of \( L \) distinct codewords in \( C' \) is \( \zeta \)-close to \( \hat{P}_{x_1, \ldots, x_L} \). I.e., for every \( L = (x_1, \cdots, x_L) \in (C')_L \),
\[
\| \tau_{x_1, \ldots, x_L} - \hat{P}_{x_1, \ldots, x_L} \|_{\text{sav}} \leq \zeta.
\]

This completes the proof of Lemma 57.

Before proceeding with the proof of converse, we first list several corollaries that directly follow from the above lemma. They are concerned with basic properties of \( (\zeta, P_{x_1, \ldots, x_L}) \)-equicoupled codes.

**Corollary 60.** Any two lists of \( L \) (ordered) codewords from \( C' \) have joint types \( 2\zeta \)-close to each other in sum absolute-value distance.

**Proof.** For any \( L_1 = (x_{i_1}, \cdots, x_{i_L}) \) and \( L_2 = (x_{j_1}, \cdots, x_{j_L}) \) in \( (C')_L \),
\[
\| \tau_{x_{i_1}, \ldots, x_{i_L}} - \tau_{x_{j_1}, \ldots, x_{j_L}} \|_{\text{sav}} \leq \| \tau_{x_{i_1}, \ldots, x_{i_L}} - \hat{P}_{x_1, \ldots, x_L} \|_{\text{sav}} + \| \hat{P}_{x_1, \ldots, x_L} - \tau_{x_{i_1}, \ldots, x_{j_L}} \|_{\text{sav}} \leq \zeta + \zeta = 2\zeta.
\]
(74)
|L| = ℓ

* Figure 11 Two ways to complete the size-ℓ list i₁, ⋯, i₇ to size-L lists L₁, L₂, respectively. Triangles Δ, circles ◦ and stars ★ represent indices j’s, k’s and ℓ’s, respectively.

**Corollary 61.** Any two size-ℓ (1 ≤ ℓ ≤ L) lists in C’ have joint type 2ζ close to each other in sum-absolute-value distance, provided |C’| > 2L.

**Proof.** For any L’ = (z₁, ⋯, z₇₋₁) and L’’ = (z’₁, ⋯, z’₇₋₁) in (C’\( L’\), take z ∈ C’\( L’\)). (This can be done as long as |C’| > 2L.) Without loss of generality, assume ℓ > max{|L’₁, L’₂|}. Let L₁ := L’₁ ∪ {z}, L₂ := L’₂ ∪ {z}. We know that

\[
2ζ \geq \| τ_{z₁, ⋯, z₇₋₁} τ_{z₁, ⋯, z₇₋₁} \|_{sav}
\]

For a subset B ⊆ [n], we let Pₓₐ denote the marginalization of Pₓ₁, ⋯, xₗ onto the random variables indexed by elements in B, [Pₓ₁, ⋯, xₗ]ₓ∈B].

**Corollary 62.** For any 1 ≤ ℓ < L and any subsets L₁’, L₂’ ⊆ \( \binom{[n]}{ℓ} \), Pₓ₁’ and Pₓ₂’ are 2ζ close to each other in sum-absolute-value distance, given |C’| > 2L.

**Proof.** Given two subsets L₁’, L₂’ ⊆ [n] both of cardinality ℓ < L, as long as the code size M is larger than 2L, we can always find a tuple 1 ≤ i₁ < ⋯ < iₗ ≤ M such that it can be completed to L-tuples L₁, L₂ in two different ways

\[
L₁ = (i₁, ⋯, i_{ℓ₋₁}, i_{ℓ₋₁}, j₁, ⋯, j_{ℓ₋₁}, l₁, ⋯, l_{(2L-ℓ)}) \]

\[
L₂ = (k₁, ⋯, k_{ℓ₋₁}, i₁, ⋯, i_{ℓ₋₁}, j₁, ⋯, j_{ℓ₋₁}, l₁, ⋯, l_{(2L-ℓ)})
\]

for some 1 ≤ k₁ < ⋯ < k_{ℓ₋₁} < i₁ < ⋯ < iₗ < j₁ < ⋯ < j_{ℓ₋₁} < l₁ < ⋯ < l_{(2L-ℓ)} ≤ M, where ℓ’ = |L₁’ \∩ L₂’|. See Fig. 11. We know that

\[
\| τ_{L₁} - Pₓ₁, ⋯, xₗ \|_{sav} ≤ ζ,
\]

\[
\| τ_{L₂} - Pₓ₁, ⋯, xₗ \|_{sav} ≤ ζ.
\]
Note that
\[
\zeta \geq \left\| T_{x_1, \ldots, x_L} - P_{x_1, \ldots, x_L} \right\|_{\text{sav}}
\]
\[
= \sum_{\ell_1 \in \{0,1\}^L} \left| T_{x_{\ell_1}} (L_1) - P_{x_1, \ldots, x_L} (L_1) \right|
\]
\[
\geq \sum_{i_1, \ldots, i_{\ell}} \sum_{\ell_1 \{i_1, \ldots, i_{\ell} \}} \left| T_{x_{\ell_1}} (i_1, \ldots, i_{\ell}, L_1 \{i_1, \ldots, i_{\ell} \}) - P_{x_1, \ldots, x_L} (i_1, \ldots, i_{\ell}, L_1 \{i_1, \ldots, i_{\ell} \}) \right|
\]
\[
\leq \sum_{i_1, \ldots, i_{\ell}} \left| T_{x_{\ell_1}} (i_1, \ldots, i_{\ell}) - P_{x_{\ell_1}} (i_1, \ldots, i_{\ell}) \right|
\]
\[
= \left\| T_{x_{\ell_1}} - P_{x_{\ell_1}} \right\|_{\text{sav}}.
\]
Similarly,
\[
\left\| T_{x_1, \ldots, x_{\ell}} - P_{x_{\ell_1}} \right\|_{\text{sav}} \leq \zeta.
\]
By triangle inequality,
\[
\left\| P_{x_{\ell_1}} - P_{x_{\ell_2}} \right\|_{\text{sav}} \leq \left\| P_{x_{\ell_1}} - T_{x_{\ell_1}} \right\|_{\text{sav}} + \left\| T_{x_{\ell_1}} - P_{x_{\ell_1}} \right\|_{\text{sav}} \leq 2\zeta.
\]

**Corollary 63.** A \((\zeta, P_{x_1, \ldots, x_L})\)-equicoupled code \(C'\) is \((3\zeta, P_{x_1, \ldots, x_L})\)-equicoupled for any \(1 \leq \ell \leq L\), as long as \(|C'| > 2L|\).

**Proof.** For any list of codewords \(x_{i_1}, \ldots, x_{i_{\ell}}\), we can always find a completion of \((i_1, \ldots, i_{\ell})\) to an \(L\)-tuple. Let \(T\) denote the set of locations of \(i_1, \ldots, i_{\ell}\) in the completion. We know that
\[
\left\| T_{x_{i_1}, \ldots, x_{i_{\ell}}} - P_{x_T} \right\|_{\text{sav}} \leq \zeta.
\]
By the previous corollary,
\[
\left\| T_{x_{i_1}, \ldots, x_{i_{\ell}}} - P_{x_1, \ldots, x_L} \right\|_{\text{sav}} \leq \left\| T_{x_{i_1}, \ldots, x_{i_{\ell}}} - P_{x_T} \right\|_{\text{sav}} + \left\| P_{x_T} - P_{x_1, \ldots, x_L} \right\|_{\text{sav}} \leq \zeta + 2\zeta = 3\zeta.
\]

Now we apply the double counting trick used in the Plotkin-type bound for list decoding. We want to show that if \(P_{x_1, \ldots, x_L}\) is not completely positive, then any \((L-1)\)-list decodable code cannot be large.

**Definition 64 (Symmetry of tensors).** A tensor \(T \in \text{Ten}_m^n\) is said to be symmetric if its components are invariant under permutation of indices, i.e., for any \(\sigma \in S_m\) and any \((t_1, \ldots, t_m) \in [n]^m\),
\[
T(t_1, \ldots, t_m) = T(t_{\sigma(1)}, \ldots, t_{\sigma(m)}).
\]
The set of dimension-\(n\) order-\(m\) symmetric tensors is denoted by \(\text{Sym}_n^m\).
13.2 Symmetric case

In this subsection, assume $\hat{P}_{x_1, \ldots, x_L}$ is symmetric as a dimension-$|X|$ order-$L$ tensor. We are going to show that

**Lemma 65** (Converse, symmetric case). For a general adversarial channel given by $A = (X, \lambda_X, S, \lambda_S, Y, W_{Y|X,S})$ and an admissible input distribution $P_X \in \lambda_X$, if $CP^{\otimes L}(P_X) \subseteq K^{\otimes L}(P_X)$, the any $(\zeta, P_{x_1, \ldots, x_L})$-equicoupled $(L-1)$-list decodable code $C'$ has size at most

$$|C'| \leq \max \left\{ 2(L-1), \frac{2^{L+1}L!}{\lambda} \right\},$$

where $\hat{P}_{x_1, \ldots, x_L} \in \text{Sym}^{\otimes L}(P_X) \cap K^{\otimes L}(P_X)$ is a symmetric, non-confusable joint distribution.

**Proof.** Since $\hat{P}_{x_1, \ldots, x_L} \in \text{Sym}^{\otimes L}(P_X) \cap CP^{\otimes L}$, by duality (Theorem 96) between the $CP$ tensor cone and $\text{co}P$ tensor cone, there is a copositive tensor $Q \in \text{co}P^{\otimes L}$ such that

$$\langle P_{x_1, \ldots, x_L}, Q \rangle = -\eta$$

for some $\eta > 0$. Note that, by definition of $\lambda$, $\eta > \lambda$. We will bound

$$\sum_{(i_1, \ldots, i_L) \in [C']^L} \langle \tau_{x_1, \ldots, x_L}, Q \rangle$$

from above and below and argue that if $|C'|$ is larger than some constant\(^{14}\), then we get a strictly negative upper bound and a non-negative lower bound. Such a contradiction implies that no positive rate is possible for $(L-1)$-list decoding if $\hat{P}_{x_1, \ldots, x_L}$ is a non-$CP$ symmetric distribution.

**Upper bound.**

*Case when $i_1, \cdots, i_L \in [|C'|]$ are not all distinct.* For $i_1 \leq \cdots \leq i_L \in [|C'|]$ not all distinct,

$$\langle \tau_{x_1, \ldots, x_L}, Q \rangle \leq \left\| \tau_{x_1, \ldots, x_L} \right\|_F \|Q\|_F \leq \left\| \tau_{x_1, \ldots, x_L} \right\|_{\text{sav}} \|Q\|_F \leq 1.$$  

(76) (77) (78)

Eqn. (76) is by Cauchy–Schwarz inequality. Eqn. (77) is because $q$-norm of a vector is non-increasing in $q$. Eqn. (78) is because a probability/type vector has one-norm 1 and $Q$ is normalized to have $F$-norm 1.

Thus

$$\sum_{(i_1, \ldots, i_L) \in [|C'|]^L \not\text{not all distinct}} \langle \tau_{x_1, \ldots, x_L}, Q \rangle \leq |C'|^L - \binom{|C'|}{L} L!.$$  

\(^{14}\)Note that we will actually show that the size of the code is upper bounded by a constant (independent of blocklength $n$), not just that the rate of the code is vanishing.
Case when \( i_1, \ldots, i_L \in [|C'|] \) are all distinct. By Lemma 57, for any \( \widetilde{x}_{i_1}, \ldots, \widetilde{x}_{i_L} \in C' \) distinct,
\[
\| \tau_{\widetilde{x}_{i_1}, \ldots, \widetilde{x}_{i_L}} - \tilde{P}_{x_1, \ldots, x_L} \|_{\text{mav}} \leq \| \tau_{\widetilde{x}_{i_1}, \ldots, \widetilde{x}_{i_L}} - \tilde{P}_{x_1, \ldots, x_L} \|_{\text{nav}} \leq \zeta.
\]

For any \((i_1, \ldots, i_L) \in \binom{|C'|}{L}\) distinct, let \( \Delta_{i_1, \ldots, i_L} := \tau_{\widetilde{x}_{i_1}, \ldots, \widetilde{x}_{i_L}} - \tilde{P}_{x_1, \ldots, x_L} \). Immediately,
\[
\| \Delta_{i_1, \ldots, i_L} \|_{\text{mav}} \leq \zeta.
\]

Now,
\[
\left\langle \tau_{\widetilde{x}_{i_1}, \ldots, \widetilde{x}_{i_L}}, Q \right\rangle = \left \langle \Delta_{i_1, \ldots, i_L}, Q \right \rangle + \left \langle \tilde{P}_{x_1, \ldots, x_L}, Q \right \rangle.
\]

Note that
\[
|\left \langle \Delta_{i_1, \ldots, i_L}, Q \right \rangle | = \left| \sum_{(x_1, \ldots, x_L) \in \mathcal{X}^L} \Delta_{i_1, \ldots, i_L} (x_1, \ldots, x_L) Q(x_1, \ldots, x_L) \right|
\leq \sum_{(x_1, \ldots, x_L) \in \mathcal{X}^L} |\Delta_{i_1, \ldots, i_L} (x_1, \ldots, x_L)|
\leq |\mathcal{X}|^L \cdot \zeta,
\]
where Eqn. (79) follows from triangle inequality and \( \|Q\|_{\text{mav}} \leq \|Q\|_{\text{nav}} \leq \|Q\|_{F} = 1 \).

Hence
\[
\left\langle \tau_{\widetilde{x}_{i_1}, \ldots, \widetilde{x}_{i_L}}, Q \right\rangle \leq -\eta + |\mathcal{X}|^L \cdot \zeta
\leq -\lambda + \frac{\lambda}{2}
\]
where Eqn. (81) follows from Eqn. (75) and Eqn. (80), Eqn. (82) is by the definition of \( \lambda \) (Eqn. (72)) and the choice of \( \zeta \) (Eqn. (73)).

Therefore,
\[
\sum_{(i_1, \ldots, i_L) \in [|C'|]^L \text{ distinct}} \left\langle \tau_{\widetilde{x}_{i_1}, \ldots, \widetilde{x}_{i_L}}, Q \right\rangle \leq -\frac{\lambda}{2} \binom{|C'|}{L} L!.
\]

Overall,
\[
\sum_{(i_1, \ldots, i_L) \in [|C'|]^L} \left\langle \tau_{\widetilde{x}_{i_1}, \ldots, \widetilde{x}_{i_L}}, Q \right\rangle \leq |C'|^L - \binom{|C'|}{L} L! - \frac{\lambda}{2} \binom{|C'|}{L} L!
< 0
\]
if \(|C'|\) is sufficiently large. To see this, note that \( p(|C'|) := |C'|^L - \binom{|C'|}{L} L! \) is a polynomial in \(|C'|\) of degree \( L - 1 \), while \(-\frac{\lambda}{2} \binom{|C'|}{L} L! \) is a polynomial in \(|C'|\) of degree \( L \). To give an explicit bound on \(|C'|\), note that the RHS of (83) equals
\[
p(|C'|) - \frac{\lambda}{2} |C'| (|C'| - 1) \cdots (|C'| - (L - 1)) \leq L \cdot (L - 1)! \cdot |C'|^{L - 1} - \frac{\lambda}{2} (|C'| - (L - 1))^L
= L! \cdot |C'|^{L - 1} - \frac{\lambda}{2} (|C'| - (L - 1))^L.
\]
In the above inequality, to upper bound \( p(|C'|) \), we replace each term of \( p \) with a monomial with the largest possible coefficient in absolute value and the largest possible degree. To make the RHS negative, we want
\[
(L!)^{\frac{1}{2}} |C'|^{1-\frac{1}{n}} < \left( \frac{\lambda}{2} \right)^{\frac{1}{2}} |C'| - \left( \frac{\lambda}{2} \right)^{\frac{1}{2}} (L-1).
\]
One can easily check that when \( |C'| > 2(L-1) \),
\[
\frac{1}{2} \left( \frac{\lambda}{2} \right)^{\frac{1}{2}} |C'| < \left( \frac{\lambda}{2} \right)^{\frac{1}{2}} |C'| - \left( \frac{\lambda}{2} \right)^{\frac{1}{2}} (L-1).
\]
Moreover, when \( |C'| > \frac{2L+1}{\lambda} \),
\[
(L!)^{\frac{1}{2}} |C'|^{1-\frac{1}{n}} < \frac{1}{2} \left( \frac{\lambda}{2} \right)^{\frac{1}{2}} |C'|
\]
is satisfied, so is the original inequality (83).
Overall, we have that
\[
\sum_{(i_1, \ldots, i_L) \in [|C'|]^L} \left< \tau_{x_1, \ldots, x_L}, Q \right> < 0
\]
as long as
\[
|C'| > \max \left\{ 2(L-1), \frac{2L+1}{\lambda} \right\}.
\] (84)
Though the bound (84) is crude, it is a constant not depending on the blocklength \( n \).

Lower bound.
\[
\sum_{(i_1, \ldots, i_L) \in [|C'|]^L} \left< \tau_{x_1, \ldots, x_L}, Q \right> = \sum_{(i_1, \ldots, i_L) \in [|C'|]^L} \sum_{(x_1, \ldots, x_L) \in X^L} \tau_{x_1, \ldots, x_L} (x_1, \ldots, x_L) Q(x_1, \ldots, x_L)
\]
\[
= \sum_{(x_1, \ldots, x_L) \in X^L} \left( \sum_{(i_1, \ldots, i_L) \in [|C'|]^L} \frac{1}{n} \sum_{j=1}^{n} \mathbb{I}_{\{x_i(j) = x_1, \ldots, x_L(j) = x_L\}} \right) Q(x_1, \ldots, x_L)
\]
\[
= \frac{1}{n} \sum_{(x_1, \ldots, x_L) \in X^L} \sum_{j=1}^{n} \left( \sum_{i \in [|C'|]} \mathbb{I}_{\{x_i(j) = x_1\}} \right) \cdots \left( \sum_{i \in [|C'|]} \mathbb{I}_{\{x_i(j) = x_L\}} \right) Q(x_1, \ldots, x_L)
\]
\[
= \frac{|C'|^L}{n} \sum_{(x_1, \ldots, x_L) \in X^L} \sum_{j=1}^{n} P_{x(j)}^{(i)}(x_1) \cdots P_{x(j)}^{(i)}(x_L) Q(x_1, \ldots, x_L)
\]
\[
= \frac{|C'|^L}{n} \sum_{j=1}^{n} \left< \left( P_{x(j)} \right)^{\otimes L}, Q \right>
\] (85)
\[\geq 0.\] (86)
To see equality (85), let $P^{(j)}_x$ be the empirical distribution of the $j$-th column of $C'$ as a $|C'| \times n$ matrix, i.e., for $x \in \mathcal{X}$,

$$P^{(j)}_x(x) := \frac{1}{|C'|} \sum_{i=1}^{|C'|} \mathbb{1}_{\{z_i(j) = x\}}.$$

The last inequality (86) follows since $(P^{(j)}_x)^{\otimes L}$ is a completely positive tensor.

The lower bound and the upper bound are contradicting each other, which completes the proof. ◀

### 13.3 Asymmetric case

In this section, we handle the asymmetric case of the converse.

**Definition 66 (Asymmetry of tensors).** For a joint distribution $P_{x_1, \ldots, x_L} \in \Delta (\mathcal{X}^L)$, alternatively a tensor $P_{x_1, \ldots, x_L} \in \text{Ten}^{\otimes L}_{|\mathcal{X}|}$, define its asymmetry as

$$\text{asymm}(P_{x_1, \ldots, x_L}) := \max_{(x_1, \ldots, x_L) \in \mathcal{X}^L} \max_{\sigma \in S_L \setminus \{id\}} \left| P_{x_1, \ldots, x_L}(x_1, \ldots, x_L) - P_{x_1, \ldots, x_L}(x_{\sigma(1)}, \ldots, x_{\sigma(L)}) \right| .$$

**Remark 67.** If $\text{asymm}(P_{x_1, \ldots, x_L}) = 0$, then $P_{x_1, \ldots, x_L}$ is symmetric in the sense of Definition 64.

We will show that

**Lemma 68 (Converse, asymmetric case).** If $P_{x_1, \ldots, x_L} \in \text{Ten}^{\otimes L}_{|\mathcal{X}|}(P_x)$ is asymmetric as a tensor in $\text{Ten}^{\otimes L}_{|\mathcal{X}|}(P_x)$ and has asymmetry $\alpha$, then for any $0 < \zeta < \alpha$, any $(\zeta, P_{x_1, \ldots, x_L})$-equicoupled (w.r.t. max-absolute-value distance)\(^{15}\) code $C'$ has size at most

$$|C'| \leq \exp \left( \frac{c}{\alpha/(L^2) - \zeta} \right) + L - 2$$

for some absolute constant $c > 0$.

Lemma 68 is shown by reducing the problem, in a nontrivial way, from general values of $L$ to $L = 2$ in which case it is known [43] that such codes cannot be large.

**Lemma 69 (Reduction from general $L$ to $L = 2$).** If $P_{x_1, \ldots, x_L} \in \text{Ten}^{\otimes L}_{|\mathcal{X}|}(P_x)$ has asymmetry $\text{asymm}(P_{x_1, \ldots, x_L}) = \alpha$, then among the following distributions

$$P_{y_{1, z_1}}, P_{y_{2, z_2}}, \ldots, P_{y_{L-1, z_{L-1}}},$$

there is at least one distribution $P_{y_{i^*, z_{i^*}}}$ ($i^* \in [L - 1]$) with asymmetry at least

$$\text{asymm} \left( P_{y_{i^*, z_{i^*}}} \right) \geq \frac{\alpha}{L}.$$

\(^{15}\)Note that $\zeta$-equicoupledness w.r.t. sum-absolute-value distance implies $\zeta$-equicoupledness w.r.t. max-absolute-value distance. Hence this lemma directly applies to the subcode we obtained in the previous section.
Here, for \( i \in [L - 1] \), \( y_i \) and \( z_i \) (\( 1 \leq i \leq L - 1 \)) are tuples of random variables defined as
\[
    y_i := (x_1, \cdots, x_{i-1}, x_i, x_{i+2}, \cdots, x_L),
\]
\[
    z_i := (x_1, \cdots, x_{i-1}, x_{i+1}, x_{i+2}, \cdots, x_L),
\]
respectively.

**Proof.** The proof is by contradiction. We will show that if all of \( \{ P_{y_i, z_i} \}_{1 \leq i \leq L-1} \) have small asymmetry, then they do not not suffice to back propagate their asymmetry using transpositions to result in the asymmetry \( \alpha \) of \( P_{x_1, \cdots, x_L} \). To make this intuition clear, assume, towards a contradiction, that all of the distributions \( \{ P_{y_i, z_i} \}_{1 \leq i \leq L-1} \) have asymmetry strictly less than \( \alpha' = \frac{n}{L!} \),
\[
    \text{asymm}(P_{y_i, z_i}) < \frac{\alpha'}{L}, \forall i \in [L - 1]. \tag{87}
\]

Assume the asymmetry of \( P_{x_1, \cdots, x_L} \) is witnessed by coordinates \( (x_1, \cdots, x_L) \in \mathcal{X}^L \) and a product is usually written from left to right, i.e.,
\[
    \alpha = |P_{x_1, \cdots, x_L}(x_1, \cdots, x_L) - P_{x_1, \cdots, x_L}(x_{\pi(1)}, \cdots, x_{\pi(L)})| \tag{88}
\]
\[
    = |P_{x_1, \cdots, x_L}(x_1, \cdots, x_L) - P_{x_{\pi(1)}, \cdots, x_{\pi(L)}}(x_1, \cdots, x_L)|.
\]
Note that the set of transpositions \( \{ \sigma_1, \cdots, \sigma_{L-1} \} \) forms a generator set of \( S_L \), where
\[
    \sigma_i := \begin{pmatrix} 1 & \cdots & i-1 & i+1 & \cdots & i & i+2 & \cdots & L \\ 1 & \cdots & i-1 & i & \cdots & i+1 & i+2 & \cdots & L \end{pmatrix}.
\]

Any permutation \( \sigma \in S_L \) can be written as a product of \( \sigma_i \)'s, \( \sigma = \sigma_{i_1} \cdots \sigma_{i_k} \), for some positive integer \( \ell \) and a subset of transpositions, \( i_j \in [L - 1] \) for each \( j \in [\ell] \). Such a representation, in particular the value of \( \ell \), is not necessarily unique. Let
\[
    \ell(\sigma) := \min \{ \ell \in \mathbb{Z}_{\geq 0} : \sigma = \sigma_{i_1} \cdots \sigma_{i_\ell} \text{ transposition representation} \}
\]
be the transposition length of \( \sigma \), i.e., the length of the shortest representation using product of transpositions. Let
\[
    \ell^* := \max_{\sigma \in S_L} \ell(\sigma).
\]

We claim that \( \ell^* \leq \binom{L}{2} \). To see this, it suffices to bound \( \ell(\sigma) \) for the worst case permutation
\[
    \sigma = \begin{pmatrix} 1 & 2 & \cdots & L \\ L & L-1 & \cdots & 1 \end{pmatrix}.
\]
The claim follows by noting that \( \sigma \) can be written as
\[
    \sigma = \prod_{j=1}^{L-1} \prod_{i=j+1}^{L} \sigma_{i}, \tag{89}
\]
which contains \( \binom{L}{2} \) transpositions.

**Remark 70.** A potential confusion may arise from two conflicting conventions that
1. a product is usually written from left to right, i.e.,
\[
    \prod_{i=1}^{\ell} \sigma_i = \sigma_1 \cdots \sigma_\ell;
\]
Generalized List Decoding

2. A composition of permutations acts like functions on an element from right to left, i.e., for \( \sigma, \pi \in S_L \) and \( i \in [L] \),

\[
(\sigma \pi)(i) = \sigma(\pi(i)).
\]

With this kept in mind, the representation in Eqn. (89) should be understood as

\[
\sigma = (\sigma_1)(\sigma_2\sigma_1) \cdots (\sigma_{L-2}\cdots\sigma_2\sigma_1)(\sigma_{L-1}\cdots\sigma_2\sigma_1).
\]

The product in the \((L - 1)\)-st parenthesis (from left to right) moves \( L \) in the initial sequence \((L, L - 1, \cdots, 1)\) to the \( L \)-th position; the product in the \((L - 2)\)-nd parenthesis moves \( L - 1 \) to the \((L - 1)\)-st position; \( \vdots \); the permutation \( \sigma_1 \) in the 1-st parenthesis moves 2 to the 2-st position, and automatically 1 is in the 1-st position. We get the target sequence \((1, 2, \cdots, L)\).

We can write

\[
\pi = \prod_{j=\ell,\ell-1,\cdots,1} \sigma_{ij},
\]

for some \( \ell \leq \ell^* \leq \left(\frac{L}{2}\right)\).

Our assumption Eqn. (87) implies that, for any \((x_1, \cdots, x_L) \in \mathcal{X}^L \) and any transposition \( \sigma_i \),

\[
\begin{align*}
&|P_{x_1, \cdots, x_L}(x_1, \cdots, x_L) - P_{x_{\pi(i)}, \cdots, x_{\pi(L)}}(x_1, \cdots, x_L)|
= |P_{x_1, \cdots, x_{i-1}, x_i, x_{i+1}, x_{i+2}, \cdots, x_L}(x_1, \cdots, x_L) - P_{x_1, \cdots, x_{i-1}, x_i, x_{i+1}, x_{i+2}, \cdots, x_L}(x_1, \cdots, x_L)|
= |P_{x_1, \cdots, x_{i-1}, x_i, x_{i+1}, x_{i+2}, \cdots, x_L, x_{\pi(i)}, x_{\pi(i)+1}, x_{\pi(i)+2}, \cdots, x_L}(x_1, \cdots, x_L, x_{\pi(i)}, x_{\pi(i)+1}, x_{\pi(i)+2}, \cdots, x_L)|
= |P_{y, x_i}(y, z) - P_{x, y}(y, z)|
= |P_{y, x_i}(y, z) - P_{y, x_i}(z, y)| < \alpha',
\end{align*}
\]

where

\[
y := (x_1, \cdots, x_{i-1}, x_i, x_{i+2}, \cdots, x_L),
z := (x_1, \cdots, x_{i-1}, x_{i+1}, x_{i+2}, \cdots, x_L).
\]

Now

\[
\alpha = |P_{x_1, \cdots, x_L}(x_1, \cdots, x_L) - P_{x_{\pi(1)}, \cdots, x_{\pi(L)}}(x_1, \cdots, x_L)|
\leq |P_{x_1, \cdots, x_L}(x_1, \cdots, x_L) - P_{x_{\pi(1)}, \cdots, x_{\pi(L)}}(x_1, \cdots, x_L)|
+ |P_{x_{\pi(1)}, \cdots, x_{\pi(L)}}(x_1, \cdots, x_L) - P_{x_{\pi(1)}, \cdots, x_{\pi(L)}}(x_1, \cdots, x_L)|
\leq \alpha' + |P_{x_{\pi(1)}, \cdots, x_{\pi(L)}}(x_1, \cdots, x_L) - P_{x_{\pi(1)}, \cdots, x_{\pi(L)}}(x_1, \cdots, x_L)|
\leq \alpha' + |P_{x_{\pi(1)}, \cdots, x_{\pi(L)}}(x_1, \cdots, x_L) - P_{x_{\pi(1)}, \cdots, x_{\pi(L)}}(x_1, \cdots, x_L)|
+ |P_{x_{\pi(1)}, \cdots, x_{\pi(L)}}(x_1, \cdots, x_L) - P_{x_{\pi(1)}, \cdots, x_{\pi(L)}}(x_1, \cdots, x_L)|
\leq 2\alpha' + |P_{x_{\pi(1)}, \cdots, x_{\pi(L)}}(x_1, \cdots, x_L) - P_{x_{\pi(1)}, \cdots, x_{\pi(L)}}(x_1, \cdots, x_L)|
\leq 2\alpha' + |P_{x_{\pi(1)}, \cdots, x_{\pi(L)}}(x_1, \cdots, x_L) - P_{x_{\pi(1)}, \cdots, x_{\pi(L)}}(x_1, \cdots, x_L)|
\]

(92)
\begin{align}
&\leq (\ell - 1) \alpha' + \left| P_{x_{1\sigma_{L}} \cdots x_{1\sigma_{L}}} (x_1, \cdots, x_L) - P_{x_{1\sigma_{L}} \cdots x_{1\sigma_{L}}} (x_1, \cdots, x_L) \right| \\
&= (\ell - 1) \alpha' + \left| P_{x_{1\sigma_{L}} \cdots x_{1\sigma_{L}}} (x_1, \cdots, x_L) \\
&\quad - P_{x_{1\sigma_{L}} \cdots x_{1\sigma_{L}}} (x_1, \cdots, x_L) \right| \\
&< \ell \alpha' \\
&\leq \left( \frac{L}{2} \right) \alpha' \\
&= \alpha.
\end{align}

1. Eqn. (92) follows from Eqn. (88).
2. Eqn. (93), (95), etc., are by triangle inequality.
3. Eqn. (94), (96), (99), etc., are by Eqn. (91).
4. Eqn. (97) is by recursively applying the previous calculations.
5. Eqn. (98) is by the transposition representation of \( \pi \) (Eqn. (90)).
6. Eqn. (100) is by the choice of \( \alpha' \).

We reach a contradiction that \( \alpha \) is strictly less than itself. This finishes the proof. \( \blacktriangleleft \)

Next, we show the key lemma 68 in this section. Note that, according to the statement, Lemma 68 is independent of the channel that the code \( \mathcal{C}' \) is used for. Hence we will directly prove the random variable version of this lemma which is concerned with fundamental properties of joint distributions. If the joint distribution of a sequence of random variables has all of its size-\( L \) marginals being \( \zeta \)-close to some asymmetric distribution, then such a sequence cannot be infinitely long. We will prove a finite upper bound on the length of the sequence by reducing this problem from the general \( L > 2 \) case to the \( L = 2 \) case. In the \( L = 2 \) case, prior work \cite{43} shows that this is indeed the case.

\textbf{Lemma 71 (Converse, asymmetric case, \( L = 2 \) \cite{43}).} Assume \( P_{x_1, x_2} \in \Delta (X^2) \) has asymmetry \( \text{asymm} (P_{x_1, x_2}) = \alpha \). Let \( w_1, \cdots, w_M \) be a sequence of \( M \) random variables supported on \( X \) such that for every \( 1 \leq j_1 < j_2 \leq M \),

\[
\left| P_{w_{j_1}, w_{j_2}} - P_{x_1, x_2} \right|_{\text{mav}} \leq \zeta.
\]

for some \( 0 < \zeta < \alpha \). Then

\[
M \leq \exp \left( \frac{c}{\alpha - \zeta} \right)
\]

for some universal constant \( c > 0 \).

We are now ready to prove the restated version of Lemma 68.

\textbf{Lemma 72 (Converse, asymmetric case, general \( L \)).} If a joint distribution \( P_{x_1, \cdots, x_L} \in \Delta (X^{L}) \) has asymmetry \( \text{asymm} (P_{x_1, \cdots, x_L}) = \alpha \), and a sequence of \( M \) random variables \( w_1, \cdots, w_M \) supported on \( X \) satisfies that for any \( 1 \leq j_1 < \cdots < j_L \leq M \),

\[
\left| P_{w_{j_1}, \cdots, w_{j_L}} - P_{x_1, \cdots, x_L} \right|_{\text{mav}} \leq \zeta.
\]

(101)
Then
\[ M \leq \exp \left( \frac{c}{\alpha/(L^2)} - \zeta \right) + L - 2 \]
for some universal constant \( c > 0 \).

**Proof.** Construct the following \( L - 1 \) sequences \( \{ v^{(i)} \}_{1 \leq i \leq L-1} \) of random variables, each of which has length \( M - L + 2 \),
\[
\begin{align*}
    v^{(1)} &= (v_1^{(1)}, v_2^{(1)}, \ldots, v_{M-L+2}^{(1)}), \\
v^{(2)} &= (v_1^{(2)}, v_2^{(2)}, \ldots, v_{M-L+3}^{(2)}), \\
    \vdots \\
v^{(L-1)} &= (v_{L-1}^{(L-1)}, v_1^{(L-1)}, \ldots, v_M^{(L-1)}).
\end{align*}
\]
For \( 1 \leq i \leq L - 1 \) and \( i \leq j \leq M - L + i + 1 \), \( v^{(i)}_j \) is defined as a tuple
\[ v^{(i)}_j := (w_1, \ldots, w_{i-1}, w_j, w_{M-L+i+2}, \ldots, w_M). \]

Then, for any
\[ v_1 := (x_1, \ldots, x_{i-1}, x_i, x_{i+2}, \ldots, x_L) \in \mathcal{X}^{L-1}, \]
and \( i \leq j_1 < j_2 \leq M - L + i + 1 \), we have
\[ |P_{v^{(j_1)},v^{(j_2)}}(v_1,v_2) - P_{y_i,x_i}(v_1,v_2)| = |P_{w_1,\ldots,w_{i-1},w_j,\ldots,w_M}(w_{M-L+i+2},\ldots,w_{j_2}) \cdot (x_1,\ldots,x_{i-1},x_i,x_{i+2},\ldots,x_L)| \]
\[ - P_{x_1,\ldots,x_{i-1},x_i,x_{i+2},\ldots,x_L}(x_1,\ldots,x_{i-1},x_i,x_{i+2},\ldots,x_L)| \]
\[ \leq |P_{\hat{w}_1,\ldots,\hat{w}_{j_1},\hat{w}_j,\ldots,\hat{w}_{j_2},\ldots,\hat{w}_M}(x_1,\ldots,x_{i-1},x_i,x_{i+1},x_{i+2},\ldots,x_L)| \]
by the assumption Eqn. (101). Therefore, all sequences \( v^{(i)} \)'s are \( (\zeta, P_{y_i,x_i}) \)-equicoupled, \( 1 \leq i \leq L - 1 \).

Since \( P_{x_1,\ldots,x_L} \) is \( \alpha \)-asymmetric, by Lemma 69, at least one of the distributions \( P_{y_i,x_i} \)'s (\( 1 \leq i \leq L - 1 \)) is at least \( \alpha' \)-asymmetric \( (\alpha' = \alpha/(L^2)) \). Without loss of generality, assume \( P_{y_{i_0},x_{i_0}} \) is \( \alpha' \)-asymmetric. Then the \( i_0 \)-th sequence \( v^{(i_0)} \) is short by Lemma 71,
\[ M - L + 2 \leq \exp \left( \frac{c}{\alpha' - \zeta} \right), \]
for some universal constant \( c > 0 \). Hence
\[ M \leq \exp \left( \frac{c}{\alpha/(L^2)} - \zeta \right) + L - 2, \]
which finishes the proof. \(\Box\)
Remark 73 (Asymmetric but projectively symmetric tensors). Lemma 69 does not follow from naively marginalizing an asymmetric distribution \( P_{x_1, \ldots, x_L} \) and hoping that \( P_{x_i, x_j} \) is asymmetric for some \( 1 \leq i < j \leq L \). Just like there exist asymmetric matrices (self-couplings) with the same column sum and row sum, we should not expect that the asymmetry of a tensor is preserved under projections.

We say that a tensor \( P_{x_1, \ldots, x_L} \in \text{Ten}_{[X]}^{\otimes L} \) is \( \ell \)-projectively symmetric (\( 1 \leq \ell < L \)) if all of its order-\( \ell \) projections are symmetric, i.e., for any \( 1 \leq i_1 < \cdots < i_\ell \leq L \),

\[
P_{x_1, \ldots, x_\ell} := [P_{x_1, \ldots, x_L}]_{x_{i_1}, \ldots, x_{i_\ell}} \in \text{Ten}_{[X]}^{\otimes \ell}
\]

is symmetric.

One can easily verify the following facts.

Lemma 74. Let \( P_{x_1, \ldots, x_L} \) be a tensor of dimension \( |X| \) and order \( L \).
1. If \( P_{x_1, \ldots, x_L} \) is \( \ell \)-projectively symmetric (\( 1 \leq \ell < L \)), then all of its order-\( \ell' \) (\( 1 \leq \ell' < \ell \)) marginals are the same.
2. If \( P_{x_1, \ldots, x_L} \) is \( \ell \)-projectively symmetric (\( 1 \leq \ell < L \)), then it is also \( \ell' \)-projectively symmetric for any \( 1 \leq \ell' < \ell \).
3. A symmetric tensor \( P_{x_1, \ldots, x_L} \) is also \( \ell \)-projectively symmetric for all \( 1 \leq \ell < L \). In particular, it is a self-coupling, i.e., \( P_{x_i} \) is the same for all \( i \in [L] \).

We provide an example showing that the asymmetry of a tensor cannot be recovered from all of its lower order projections. That is, there is an asymmetric tensor with every projection of one less order being symmetric.

We now construct a concrete example. In order for a dimension-2 order-3 tensor \( T: [2]^3 \to \mathbb{R} \) to be symmetric, it has to satisfy the following system \( \mathcal{E}_1 \) of linear equations,

\[
t_{112} = t_{121}, \quad t_{121} = t_{211}, \quad t_{212} = t_{122}, \quad t_{112} = t_{221}.
\]

where \( t_{ijk} := T(i,j,k) \) for \( i,j,k \in [2] \). On the other hand, for it to be projectively symmetric, it has to satisfy the following system \( \mathcal{E}_2 \) of linear equations,

\[
t_{122} + t_{212} = t_{121} + t_{211},
\]

\[
t_{112} + t_{221} = t_{211} + t_{221},
\]

\[
t_{112} + t_{221} = t_{112} + t_{212}.
\]

Additionally, for \( T \) to represent a joint distribution, all entries should be non-negative and sum up to one. Note that \( \mathcal{E}_2 \) is a less determined system than \( \mathcal{E}_1 \), which means that we should be able to find a solution to \( \mathcal{E}_2 \) which does not satisfy \( \mathcal{E}_1 \).

Indeed, consider the following explicit example of \( T \in \text{Ten}_{[2]^3} \). (See Fig. 12.)

\[
t_{111} = \frac{1}{60}, \quad t_{121} = \frac{1}{4}, \quad t_{112} = \frac{1}{6}, \quad t_{122} = \frac{1}{20},
\]

\[
t_{211} = \frac{1}{60}, \quad t_{221} = \frac{1}{5}, \quad t_{212} = \frac{17}{60}, \quad t_{222} = \frac{1}{60}.
\]

It is asymmetric but projectively symmetric. Note that \( T \) is forced to have multiple witnesses of asymmetry due to its projective symmetry. Indeed,

\[
t_{121} - t_{112} = t_{212} - t_{221} = \frac{5}{60},
\]

\[
t_{121} - t_{211} = t_{212} - t_{122} = \frac{14}{60},
\]

\[
t_{112} - t_{211} = t_{221} - t_{122} = \frac{9}{60}.
\]
Therefore \( \text{asymm}(T) = \frac{14}{60} = \frac{7}{30} \), given by \( t_{121} - t_{211} \) and \( t_{212} - t_{122} \). All of its order-2 projections are given by
\[
\begin{bmatrix}
  11 & 3 & 13 \\
  13 & 3 & 10 \\
  20 & 9 & 15
\end{bmatrix}, \quad
\begin{bmatrix}
  4 & 13 & 3 \\
  13 & 4 & 10 \\
  20 & 9 & 15
\end{bmatrix}, \quad
\begin{bmatrix}
  1 & 9 & 20 \\
  9 & 13 & 60 \\
  13 & 60 & 3
\end{bmatrix}.
\]
All of their margins are equal to \( \frac{29}{60} \).

In general, for any dimension-\( d \) order-\( L \) tensor, such examples can always be constructed due to the gap of degrees of freedom between the homogeneous linear systems \( E_1 \) and \( E_2 \).

14 Rethinking the converse

14.1 A cheap converse

If for a general \( A = (X, \lambda_X, S, \lambda_S, W_{X\mid X_S}) \), for every \( P_X \in \lambda_X \), the confusability set is a halfspace defined by a single linear constraint
\[
K^\otimes L (P_X) := \{ P_{X_1, \ldots, X_L} \in J^\otimes L (P_X) : \langle P_{X_1, \ldots, X_L}, C \rangle \leq b \},
\]
for some tensor \( C \in \text{Ten}^\otimes L \) and constant \( b \), then the converse can be significantly simplified. In particular, we do not have to handle symmetric and asymmetric cases separately. We describe the proof idea below.

Proof. The proof essentially follow from the following observation. For any asymmetric \( P_{X_1, \ldots, X_L} \), given any \( P_X \)-constant composition \( \langle \zeta, P_{X_1, \ldots, X_L} \rangle \)-equicoupled code \( C = \{ \tau_{\xi} \}_{\xi=1}^M \) in \( X^M \) of size \( M \), we can construct a code \( C' = \{ \tau'_{\xi} \}_{\xi=1}^M \) in \( X'^{M!} \) of the same size which is symmetric. Indeed, we can permute the rows of \( C \) using \( \sigma \in S_M \) and juxtapose all possible \( (M!) \) of them in total) such row-permuted codes \( \sigma(C) \). (See Fig. 13.) The resulting code \( C' \) is actually not only \( L \)-wise approximately equicoupled, but \( M \)-wise exactly equicoupled! For any \( L \in [M] \) and any \( L \)-sized (not necessarily ordered) subset \( \{ i_1, \ldots, i_L \} \) of \( [M] \), the joint type of \( \tau'_{i_1} \cdots \tau'_{i_L} \) is exactly equal to
\[
\tau'_{i_1} \cdots \tau'_{i_L} = \frac{1}{L!} \sum_{\sigma \in S_L} \tau_{\tau(i_1)} \cdots \tau_{\tau(i_L)}.
\]
Construction of $C'$ by permuting rows of $C = \{x_1, x_2, x_3\}$ using $\sigma \in S_3$ (where $S_3 = \{\text{id}, \sigma_1, \cdots, \sigma_5\}$) and juxtaposing all $\sigma(C)$ (6 of them in total) together.

which is symmetric and independent of the choice of the list $(i_1, \cdots, i_L)$ (hence let us denote it by $P_{x_1, \cdots, x_L}$). In particular, letting $L = M$, we get that

$$\tau_{z_1', \cdots, z_M} = \frac{1}{M!} \sum_{\sigma \in S_M} \tau_{z_{\sigma(1)}, \cdots, z_{\sigma(M)}}.$$  

To see the above claims, note that if we juxtapose two pairs of codewords $(z_1, z_2)$ and $(z_1', z_2')$, we get a pair of longer codewords $(z_1, z_2) := (z_1 \circ z_1', z_2 \circ z_2')$ (where $\circ$ denotes concatenation) with joint type

$$\tau_{z_1, z_2} = \frac{1}{2} (\tau_{z_1, z_2} + \tau_{z_1', z_2'}).$$

This still holds if two pairs of codewords of different blocklengths are juxtaposed. Say, $(z_1, z_2)$ has blocklength $n$ while $(z_1', z_2')$ has blocklength $n'$. Then

$$\tau_{z_1, z_2} = \frac{n}{n + n'} \tau_{z_1, z_2} + \frac{n'}{n + n'} \tau_{z_1', z_2'}.$$  

Back to the proof of the converse in such a spacial case, since the confusability set is defined by a single linear constraint, any convex combinations of non-confusable joint types is still outside the confusability set, in particular, $P_{x_1, \cdots, x_L}$. We hence reduce the problem to the symmetric case and the rest of the proof is handled by Theorem 65. ◀

### 14.2 Towards a unifying converse

We feel it unusual that we have to use drastically different techniques to prove the symmetric and the asymmetric parts of the converse. We suspect that it can be proved in a unifying way using the duality between CP and coP tensors which is the source of contradiction in our current proof of the symmetric case.

Note that the duality holds only in the space of symmetric tensors. To be specific, traditionally, CP and coP tensors are defined to be symmetric. And they are dual cones living in the ambient space $\text{Sym}_n^\circ$. If we extend the definitions of CP and coP tensors to the set of all (including asymmetric) tensors, then it is unclear whether duality still holds. Indeed, there are pairs of cones which are dual to each other in a certain ambient space but are no long dual in a larger ambient space. In a word, the ambient space that the dual cone is computed with respect to matters much.

We provide evidence showing that the symmetric and asymmetric parts of the converse can be potentially unified by the Plotkin-type bound since duality between CP and coP tensors—the core of the double counting argument—fortunately holds in larger generality.
**Duality.** We know that \( \text{CP}^\otimes |X| \) and \( \text{coP}^\otimes |X| \) are dual cones in the space \( \text{Sym}^\otimes |X| \) of symmetric tensors. However, \( \tilde{P}_{x_1,\ldots,x_L} \) (associated to the equicoupled subcode extracted using hypergraph Ramsey’s theorem) is not guaranteed to be symmetric. We claim that duality still holds in the space \( \text{Ten}^\otimes |X| \) of all tensors. Hence, copositive witness \( Q \) of a non-\( \text{CP} \) \( \tilde{P}_{x_1,\ldots,x_L} \) exists even when \( \tilde{P}_{x_1,\ldots,x_L} \) is asymmetric.

**Claim 75.** \( \text{CP}^\otimes |X| \) and \( \text{coP}^\otimes |X| \) are dual cones in \( \text{Ten}^\otimes |X| \).

**Proof.** By definition,

\[
\left( \text{CP}^\otimes |X| \right)^* := \left\{ B \in \text{Ten}^\otimes |X| : \forall A \in \text{CP}^\otimes |X|, \langle A, B \rangle \geq 0 \right\}.
\]

Note that it is important that \( B \) is now taken from \( \text{Ten}^\otimes |X| \) rather than \( \text{Sym}^\otimes |X| \). Also recall that

\[
\text{coP}^\otimes |X| := \left\{ B \in \text{Ten}^\otimes |X| : \forall \tilde{x} \in [X]_\geq 0, \langle B, \tilde{x} \rangle \geq 0 \right\}.
\]

Note that this definition differs from the standard one 95 and this cone is potentially larger.\(^{16}\)

The goal is to show \( \left( \text{CP}^\otimes |X| \right)^* = \text{coP}^\otimes |X| \).

The direction \( \text{coP}^\otimes |X| \subseteq \left( \text{CP}^\otimes |X| \right)^* \) is trivial, since the definitions of \( \text{CP} \) and \( \text{coP} \) tensors remain the same but the dual cone is computed w.r.t. a larger space. The new dual cone we are considering is no smaller than the old one. The inclusion that used to hold in the traditional setting should continue to hold now. Indeed, take any \( B \in \text{coP}^\otimes |X| \), for any \( A = \sum_i \tilde{x}_i \in \text{CP}^\otimes |X| \), where \( \tilde{x}_i \in [X]_\geq 0 \),

\[
\langle A, B \rangle = \left\langle \sum_i \tilde{x}_i, B \right\rangle = \sum_i \langle B, \tilde{x}_i \rangle.
\]

Since \( B \in \text{coP}^\otimes |X| \), by definition, all \( \langle B, \tilde{x}_i \rangle \)'s are non-negative, hence so is \( \langle A, B \rangle \). Therefore \( B \in \left( \text{CP}^\otimes |X| \right)^* \).

Now we show \( \left( \text{CP}^\otimes |X| \right)^* \subseteq \text{coP}^\otimes |X| \). Take any \( B \in \left( \text{CP}^\otimes |X| \right)^* \) and any \( \tilde{x} \in [X]_\geq 0 \). Then \( \langle B, \tilde{x} \rangle \geq 0 \), since \( \tilde{x} \in \text{CP}^\otimes |X| \) and \( B \in \left( \text{CP}^\otimes |X| \right)^* \). This finishes the whole proof. \( < \)

**Remark 76.** In general, duality does not necessarily hold in a larger ambient space. Namely, computing dual cone w.r.t. a larger space may result in a larger cone. For instance, \( \text{PSD}^\otimes |X| \) cone is known to be self dual in \( \text{Sym}^\otimes |X| \), i.e., \( \text{PSD}^\otimes |X| = \text{PSD}^\otimes |X| \). However, in \( \text{Mat}^\otimes |X| \), \( \text{PSD}^\otimes |X| \) is strictly containing \( \text{PSD}^\otimes |X| \). To see this, note that any skew symmetric matrix \( B \) is in \( \text{PSD}^\otimes |X| \) since for any PSD (hence symmetric) matrix \( A \), \( \langle A, B \rangle = 0 \geq 0 \); while \( B \) is not necessarily PSD.

Define, for \( \sigma \in S_L \), \( \sigma(P_{x_1,\ldots,x_L}) := P_{x_{\sigma(1)},\ldots,x_{\sigma(L)}} \). Though duality holds for all symmetric and asymmetric tensors, we do not have a full proof of the converse using duality, since we have trouble bounding the term

\[
\langle \sigma(P_{x_1,\ldots,x_L}), Q \rangle = \langle P_{x_1,\ldots,x_L}, \sigma(Q) \rangle
\]

which does not necessarily equal \( \langle P_{x_1,\ldots,x_L}, Q \rangle \) for asymmetric \( Q \).

We next show that such asymmetric witness \( Q \) does exist and is sometimes necessary in the sense that, some asymmetric (hence non-\( \text{CP} \)) tensors have no symmetric witness. This means that the dual cone of \( \text{coP} \) w.r.t. \( \text{Ten}^\otimes |X| \) (instead of \( \text{Sym}^\otimes |X| \)) is strictly larger.

\(^{16}\) Indeed, we will see shortly that it is strictly larger.
Asymmetric distributions without symmetric coP witness. Let $L = 2$. We construct an asymmetric self-coupling $P_{x_1,x_2} \in \Delta ([3]^2)$ without symmetric coP witness $Q$ such that $\langle P_{x_1,x_2}, Q \rangle < 0$. Indeed, let

$$P_{x_1,x_2} = \begin{bmatrix} \frac{4}{3} & \frac{7}{16} & \frac{1}{11} \\ \frac{\frac{4}{3}}{16} & \frac{1}{11} & \frac{0}{11} \\ \frac{1}{11} & \frac{0}{11} & \frac{1}{11} \end{bmatrix}. $$

Note that

$$P_{x_1} = P_{x_2} = \begin{bmatrix} 2 \\ 1 \\ 12 \end{bmatrix}.$$

Then

$$\frac{P_{x_1,x_2} + P_{x_1,x_2}^T}{2} = \begin{bmatrix} \frac{4}{3} & \frac{1}{6} & \frac{13}{16} \\ \frac{1}{6} & \frac{1}{16} & \frac{13}{16} \\ \frac{1}{16} & \frac{13}{16} & \frac{1}{16} \end{bmatrix} = \begin{bmatrix} \frac{2}{3} & \frac{1}{3} & \frac{1}{12} \\ \frac{1}{3} & \frac{1}{3} & \frac{1}{12} \end{bmatrix} = P_x P_x^T.$$

If there was a symmetric coP $Q$ such that $\langle P_{x_1,x_2}, Q \rangle < 0$, then

$$\langle P_x P_x^T, Q \rangle = \frac{1}{2} \langle P_{x_1,x_2} + P_{x_1,x_2}^T, Q \rangle = \frac{1}{2} \langle P_{x_1,x_2} + P_{x_1,x_2}^T, Q \rangle = \langle P_{x_1,x_2}, Q \rangle < 0.$$

However, $P_x P_x^T$ is CP, so $\langle P_x P_x^T, Q \rangle \geq 0$, which is a contradiction.

15 Sanity checks

Consider the bit-flip model.

In this section, we are going to verify the correctness of our characterization of the generalized Plotkin point using the bit-flip model as a running example. For $L = 3, 4$, we will numerically recover Blinovsky’s [9] characterization of the Plotkin point $P_{L-1}$ for $(p, L - 1)$-list decoding. In particular, $P_2 = 1/4$ and $P_3 = 5/16$.

15.1 $L = 3$

We first consider $(L - 1)$-list decoding for $L - 1 = 2$, i.e., $L = 3$. It is known that the Plotkin point at $L - 1 = 2$ is $P_2 = 1/4$.

Fix any input distribution $P_x := \text{Bern}(w) = \begin{bmatrix} 1-w \\ w \end{bmatrix}$ for $0 < w < 1$. We first compute $\mathcal{J}^{\otimes 3}(P_x)$, $\mathcal{K}^{\otimes 3}(P_x)$. Let $p_{i,j,k,\ell} := P_{x_1,x_2,x_3,y(i,j,k,\ell)}$ where $i, j, k, \ell \in \{0, 1\}$.

$$\mathcal{J}^{\otimes 3}(P_x) = \left\{ P_{x_1,x_2,x_3} \in \Delta ([0,1]^3) : P_{x_i} = P_x, i = 1, 2, 3 \right\}.$$

\footnote{For $L = 2$, i.e., the unique decoding case, the work [43] already recovers the classic Plotkin bound $P_1 = 1/4$.}
Generalized List Decoding

Equivalently, collecting all constraints together, we want to find the minimal corresponding high-dimensional polytope $LP$, i.e., the smallest simplicity.

Let the codewords be weight unconstrained is uniform. To this end, define a hyperplane $P$ then

$$
P = \left\{ \begin{array}{l}
p_{i,j,k} \geq 0, \; i,j,k \in \{0,1\} \\
\sum_{i,j,k} p_{i,j,k} = 1 \\
\sum_{i,j} p_{i,j,1} = w \\
\sum_{i,k} p_{i,1,k} = w \\
\sum_{j,k} p_{1,j,k} = w \\
\end{array} \right\}.
$$

$$
K^{\otimes 3}(P_x)
= \left\{ \begin{array}{l}
P_{x_1,x_2,x_3} = [P_{x_2,x_3,y}]_{x_1,x_2,x_3} \in \mathcal{J}^{\otimes 3}(P_x): \\
\quad \quad P_{x_1,x_2,x_3,y} \in \Delta \left( \{0,1\}^4 \right) \\
\quad \quad P_{x_1,y}(0,1) + P_{x_1,y}(1,0) \leq p, \; i = 1,2,3 \\
\end{array} \right\}
\]

$$
\mathcal{J}^{\otimes 3}(P_x)
= \left\{ \begin{array}{l}
P_{x_1,x_2,x_3} = [P_{x_2,x_3,y}]_{x_1,x_2,x_3} \in \mathcal{J}^{\otimes 3}(P_x): \\
\quad \quad \sum_{i,j,k} p_{i,j,k} \geq 0, \; i,j,k, \ell \in \{0,1\} \\
\quad \quad \sum_{i,j,k} p_{i,j,k,\ell} = 1 \\
\quad \quad \sum_{i,j} p_{i,j,1} = p \\
\quad \quad \sum_{i,k} p_{i,1,k} = p \\
\quad \quad \sum_{j,k} p_{1,j,k} = p \\
\end{array} \right\}.
$$

$K^{\otimes 3}(P_x)$ and $K^{\otimes (L+1)}(P_x)$ are extended formulations of $J^{\otimes L}(P_x)$ and $K^{\otimes L}(P_x)$, respectively.

$$
\mathcal{J}^{\otimes 4}(P_x)
= \left\{ \begin{array}{l}
P_{x_1,x_2,x_3} = [P_{x_2,x_3,y}]_{x_1,x_2,x_3} \in \mathcal{J}^{\otimes 4}(P_x): \\
\quad \quad \sum_{i,j,k,\ell} p_{i,j,k,\ell} \geq 0, \; i,j,k, \ell \in \{0,1\} \\
\quad \quad \sum_{i,j,k,\ell} p_{i,j,k,\ell} = 1 \\
\quad \quad \sum_{i,j} p_{i,j,1} = p \\
\quad \quad \sum_{i,k} p_{i,1,k} = p \\
\quad \quad \sum_{j,k} p_{1,j,k} = p \\
\end{array} \right\}.
$$

$$
\mathcal{K}^{\otimes 4}(P_x)
= \left\{ \begin{array}{l}
P_{x_1,x_2,x_3} = [P_{x_2,x_3,y}]_{x_1,x_2,x_3} \in \mathcal{J}^{\otimes 4}(P_x): \\
\quad \quad \sum_{i,j,k,\ell} p_{i,j,k,\ell} \geq 0, \; i,j,k, \ell \in \{0,1\} \\
\quad \quad \sum_{i,j,k,\ell} p_{i,j,k,\ell} = 1 \\
\quad \quad \sum_{i,j} p_{i,j,0,1} + p_{i,j,0,0} \leq p \\
\quad \quad \sum_{i,k} p_{i,0,k,1} + p_{i,0,k,0} \leq p \\
\quad \quad \sum_{j,k} p_{0,j,1,k} + p_{0,j,1,0} \leq p \\
\end{array} \right\}.
$$

To verify the value of Plotkin point $P_{L-1}$ at $L = 3$, it suffices to verify that, if $w = 1/2$, then $P^{\otimes 3}_x \notin K^{\otimes 3}(P_x)$ if $p < 1/4$, since we know that the optimizing input distribution when codewords are weight unconstrained is uniform. To this end, define a hyperplane

$$
H \left( P^{\otimes 3}_x \right) := \left\{ P_{x_1,x_2,x_3} = [P_{x_2,x_3,y}]_{x_1,x_2,x_3} \in \mathcal{J}^{\otimes 3}(P_x): \sum_{i,j,k} p_{i,j,k} \geq 0, \; i,j,k \in \{0,1\} \right\}.
$$

Note that $P^{\otimes 3}_x \notin K^{\otimes 3}(P_x)$ is equivalent to $H \left( P^{\otimes 3}_x \right) \cap \mathcal{K}^{\otimes 4}(P_x) = \emptyset$. Since $H \left( P^{\otimes 3}_x \right)$ depends on $w$ and $\mathcal{K}^{\otimes 4}(P_x)$ depends on $w, p$, we write them as $H(w)$ and $\mathcal{K}^{\otimes 4}(w, p)$, respectively, for simplicity.

We claim that the Plotkin point $P_{L-1}$ is precisely the optimal value of the following LP, i.e., the smallest $p^*$ such that the hyperplane $H(1/2)$ has no intersection with the corresponding high-dimensional polytope $\mathcal{K}^{\otimes 4}(1/2, p^*)$.

$$\begin{align*}
\min_{p} & \quad p \\
\text{subject to} & \quad H(1/2) \cap \mathcal{K}^{\otimes 4}(1/2, p) \neq \emptyset.
\end{align*}
$$

Equivalently, collecting all constraints together, we want to find the minimal $p$ so that the polytope (the feasible region of the LP) defined by the following constraints is nonempty.

$$
P_{x_1,x_2,x_3} \in \mathcal{J}^{\otimes 4}(P_x)
$$
Y. Zhang, A. J. Budkuley, and S. Jaggi

51:63

rPx1 ,x2 ,x3 ,y sx1 ,x2 ,x3 “Pxb3
ÿ
p0,j,k,1 ` p1,j,k,0 ďp
j,kPt0,1u

ÿ

pi,0,k,1 ` pi,1,k,0 ďp

i,kPt0,1u

ÿ

pi,j,0,1 ` pi,j,1,0 ďp.

i,jPt0,1u

Expanding everything out and noting that the first constraint regarding constant composition
Px1 ,x2 ,x3 ,yPJpb4 pPx q is redundant since it is the same as the constraint rPx1 ,x2 ,x3 ,y sx1 ,x2 ,x3 “
Pxb3 P J b3 pPx q, we simplify the defining (in)equalities of the polytope as follows,
pi,j,k,` ě0, i, j, k, ` P t0, 1u
ÿ

pi,j,k,` “1

i,j,k,`Pt0,1u

pi,j,k,0 ` pi,j,k,1 “1{8, i, j, k P t0, 1u
ÿ

p0,j,k,1 ` p1,j,k,0 ďp

j,kPt0,1u

ÿ

pi,0,k,1 ` pi,1,k,0 ďp

i,kPt0,1u

ÿ

pi,j,0,1 ` pi,j,1,0 ďp,

i,jPt0,1u

since Pxb3 pi, j, kq “ Px piqPx pjqPx pkq “ 1{8 for all i, j, k P t0, 1u.
Let
“
‰J
p :“ p0,0,0,0 ¨ ¨ ¨ p1,1,1,1 .
The LP can be written in a compact form as
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Observe that as p increases, the linear system becomes monotonically easier to be satisfied.
Checked by Mathematica, the above LP is feasible if p ą 1{4 (and hence the distribution
„ b3
„ b3
1{2
1{2
is confusable) and is infeasible if p ă 1{4 (and hence
is not confusable).
1{2
1{2
Therefore, the pp, L ´ 1q-list decoding capacity hits 0 precisely at p “ 1{4.
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15.2 $L = 4$

For $L = 4$, one can obtain a similar LP whose infeasibility is equivalent to $\mathcal{H} \left( \frac{1}{2} \right)^{\otimes 4}$ and $\mathcal{K}^{\otimes 5} \left( \left[ \frac{1}{2} \right]^\otimes 4, p \right)$ being disjoint.

$$\mathcal{H} \left( \frac{1}{2} \right)^{\otimes 4} \cap \mathcal{K}^{\otimes 5} \left( \left[ \frac{1}{2} \right]^\otimes 4, p \right)$$

where

$$p = \begin{bmatrix} p_{0,0,0,0,0} & \cdots & p_{1,1,1,1,1} \end{bmatrix}^T.$$

One can numerically check that the above LP is feasible if $p > 5/16$ and infeasible otherwise.

In general, to check whether

$$\mathcal{H} \left( \frac{1}{2} \right)^{\otimes L} \cap \mathcal{K}^{\otimes (L+1)} \left( \left[ \frac{1}{2} \right]^\otimes L, p \right)$$

is empty, it boils down to checking the infeasibility of a linear program with $2^{L+1}$ variables and $2^{L+1} + 1 + 2^L + L$ constraints, $2^{L+1}$ of them for non-negativity of probability mass, 1 of them for probability mass summing up to one, $2^L$ of them for ensuring that $P_{x_1, \ldots, x_L} \in \mathcal{J}^{\otimes L}(P_x)$ is a $(P_x, L)$-self-coupling, $L$ of them for the non-confusability guarantee: $P_{x_1, \ldots, x_L} \notin \mathcal{K}^{\otimes L}(P_x)$.

The size of the program (or the number of defining constraints of the corresponding polytope) grows exponentially in $L$. However, since we are concerned with absolute constant $L$ in this paper, for any given $L$, the feasibility can be certified in constant time. Observe that, since the LP in the bit-flip setting is so structured, one can write it down explicitly by hand for any given $L$.

16 Blinovsky [9] revisited

In this section, we fully recover Blinovsky’s [9] results on characterization of the Plotkin points $P_{l-1}$ for $(p, L - 1)$-list decoding under the bit-flip model.

Let $\phi$ be the standard bijection between $\{0, 1\}$ and $\{-1, 1\}$,

$$\phi: \quad \begin{array}{c@{\mapsto}c} F_2 & \{-1, 1\} \\ 0 & 1 \\ 1 & -1. \end{array}$$
We identify the type $\tau_P \in \mathcal{P}(n)(F_2)$ of a binary length-$n$ vector $x \in F_2^n$ using a $\{-1, 1\}$-valued random variable $x$ defined as
\[
\Pr[x = -1] = \frac{w_H(x)}{n}, \quad \Pr[x = 1] = 1 - \frac{w_H(x)}{n}.
\]
Indeed the distribution $P_x \in \mathcal{P}(n)(\{-1, 1\})$ of $x$ is the type of the image $\phi(x)$ of $x$ under $\phi$.
\[
P_x(\phi(0)) = \tau_P(0), \quad P_x(\phi(1)) = \tau_P(1).
\]
For a collection of vectors $x_1, \ldots, x_k \in F_2^n$, their joint type is now represented by a sequence of random variables $x_i, \ldots, x_k$ with joint distribution $P_{x_1, \ldots, x_k}$, for any $x_1, \ldots, x_k \in \{-1, 1\}$,
\[
P_{x_1, \ldots, x_k}(x_1, \ldots, x_k) = \Pr[x_1 = x_1, \ldots, x_k = x_k]
\]
\[
= \tau_{x_1, \ldots, x_k}(\phi^{-1}(x_1), \ldots, \phi^{-1}(x_k)).
\]
Indeed
\[
\text{RHS} = \frac{1}{2} \left(\left(-1 - \tau_{x_1, x_2}(0, 1) \cdot (-1) - \tau_{x_1, x_2}(1, 0) \cdot (-1) - \tau_{x_1, x_2}(0, 0) \cdot 1 - \tau_{x_1, x_2}(1, 1) \cdot 0 \right) \right)
\]
\[
= \frac{1}{2} \left(\frac{d_H(x_1, x_2)}{n} \right) = \text{LHS}.
\]
Let
\[
r := \mathbb{E}_{(x_1, \ldots, x_L) \sim \{-1, 1\}^L} |x_1 + \cdots + x_L|,
\]
be the expected translation distance of a 1-dimensional unbiased random walk after $L$ steps. Each $x_i$ $(1 \leq i \leq L)$ is independent and uniformly distributed on $\{-1, 1\}$.

**Theorem 77.** The Plotkin point $P_{L-1}$ for $(p, L - 1)$-list decoding is given by
\[
P_{L-1} = \frac{1 - r/L}{2}.
\]

**Remark 78.** Note that the formula in Theorem 77 agrees with the one by Blinovsky. To see this, we first compute $r$. For odd $L = 2k + 1$, where $k \in \mathbb{Z}_{>0}$ is some strictly positive integer, it is easy to see that
\[
r = \mathbb{E} |x_1 + \cdots + x_L| = \sum_{i=0}^{k} \frac{2^L}{2^i} (L - 2i).
\]
Recall that, by binomial theorem (Fact (18)),
\[
2^L = \sum_{i=0}^{L} \binom{L}{i} = \sum_{i=0}^{k} \binom{L}{i}.
\]
Now we simplify the formula in Theorem 77.

\[ P_{L-1} = \frac{1}{2} - \frac{r}{2L} \]

\[ = \sum_{i=0}^{k} \binom{i}{L} \left( \frac{1}{2} \right)^{L} - \sum_{i=0}^{k} \left( 1 - \frac{2i}{L} \right) \left( \frac{i}{2L} \right) \]

\[ = \sum_{i=0}^{k} \frac{2i}{L} \binom{i}{L} \]

\[ = \frac{1}{2L-1} \sum_{i=0}^{L-1} \frac{L-1}{i} \]

\[ = \frac{1}{2L-1} \sum_{i=0}^{L-1} \left( \frac{L-1}{i} \right) \]

\[ = \frac{1}{2L-1} \left( 2^{L-1} - \binom{L-1}{k} \right) \]

\[ = \frac{1}{2} - 2^{-L} \binom{2k}{k}, \quad (104) \]

\[ = \frac{1}{2} - \frac{r}{2L} \binom{2k}{k}, \quad (105) \]

where Eqn. (104) is by Fact (16); Eqn. (105) follows from binomial theorem (Fact (18)) again.

\[ 2^{L-1} = \binom{2k}{k} + 2 \sum_{i=0}^{k-1} \binom{2k}{i}. \]

\[ \triangleright \text{Lemma 79 (Lower bound). The Plotkin point } P_{L-1} \text{ for } (p, L-1)\text{-list decoding is lower bounded by} \]

\[ P_{L-1} \geq \frac{1 - r/L}{2}. \]

That is, if \( p < P_{L-1} \), then the \((p, L-1)\)-list decoding capacity is positive, i.e., there is an infinite sequence of \((p, L-1)\)-list decodable codes of positive rate.

\[ \text{Proof.} \quad \text{We will show that if } p = \frac{1 - r/L}{2} \text{ for any } \eta > 0, \text{ then the product distribution } \text{Bern}^{\otimes L} (1/2) \text{ lies outside the corresponding confusability set } K^{\otimes L} (\text{Bern}(1/2)). \text{ Using the framework developed in this paper, a random code of a suitable positive rate in which each codeword is sampled independently and uniformly from } \mathcal{T}_L (\text{Bern}(1/2)) \text{ is } (p, L-1)\text{-list decodable w.h.p.} \]

The proof is by contradiction. If \( P_{x_1, \ldots, x_L} := \text{Bern}^{\otimes L} (1/2) \) is confusable, then, by the definition 37 of confusability of tuples, an \( L \)-tuple of distinct codewords \( x_1, \ldots, x_L \) of joint type \( \tau_{x_1, \ldots, x_L} = P_{x_1, \ldots, x_L} \), can be covered by a ball of radius \( np \) centered around some \( y \in \mathbb{F}_2^n \). Equivalently, by the definition 38 of confusability of distributions, there is a refinement \( P_{x_1, \ldots, x_L, y} \in \Delta \left( (-1, 1)^{L+1} \right) \) such that \[ P_{x_1, \ldots, x_L, y} \mid x_1, \ldots, x_L = P_{x_1, \ldots, x_L}, \] and for every \( i \in [L] \),

\[ P_{x_i, y}(0, 1) + P_{x_i, y}(1, 0) \leq p. \]

This means that for every \( i \in [L] \),

\[ \mathbb{E} [x_i, y] \geq \frac{r + \eta}{L}. \]
by the relation (Eqn. (102)) between Hamming distance between vectors and correlation of their random variable representations. Hence

\[ \mathbb{E} [(\mathbf{x}_1 + \cdots + \mathbf{x}_L) \mathbf{y}] \geq r + \eta. \]  

(106)

The \{-1, 1\}-valued random variable \( \mathbf{y} \) that has the largest correlation with \( \mathbf{x}_1 + \cdots + \mathbf{x}_L \) is \( \mathbf{y} = \text{MAJ} (\mathbf{x}_1, \cdots, \mathbf{x}_L) \), where

\[ \text{MAJ}: \{-1, 1\}^L \rightarrow \{-1, 1\} \]

\[ (x_1, \cdots, x_L) \mapsto \text{sgn} (x_1 + \cdots + x_L). \]

is the majority function. To see this, just expand the above expectation,

\[ \mathbb{E} [\mathbf{x}_1 + \cdots + \mathbf{x}_L] \mathbf{y} = \sum_{x_1, \cdots, x_L, y \in \{-1, 1\}} P_{\mathbf{x}_1, \cdots, \mathbf{x}_L, \mathbf{y}} (x_1, \cdots, x_L, y) (x_1 + \cdots + x_L) y \]

\[ = \sum_{x_1, \cdots, x_L \in \{-1, 1\}} P_{\mathbf{x}_1, \cdots, \mathbf{x}_L} (x_1, \cdots, x_L) \sum_{y \in \{-1, 1\}} P_{\mathbf{y}|\mathbf{x}_1, \cdots, \mathbf{x}_L} (y|x_1, \cdots, x_L) (x_1 + \cdots + x_L) y. \]

Note that, each summand

\[ P_{\mathbf{y}|\mathbf{x}_1, \cdots, \mathbf{x}_L} (1|x_1, \cdots, x_L) (x_1 + \cdots + x_L) = P_{\mathbf{y}|\mathbf{x}_1, \cdots, \mathbf{x}_L} (-1|x_1, \cdots, x_L) (x_1 + \cdots + x_L) \]

is maximized when the conditional probability mass of \( \mathbf{y} \) is concentrated on the singleton \( \text{sgn}(x_1 + \cdots + x_L) \),

\[ P_{\mathbf{y}|\mathbf{x}_1, \cdots, \mathbf{x}_L} (\text{sgn}(x_1 + \cdots + x_L)|x_1, \cdots, x_L) = 1, P_{\mathbf{y}|\mathbf{x}_1, \cdots, \mathbf{x}_L} (-\text{sgn}(x_1 + \cdots + x_L)|x_1, \cdots, x_L) = 0. \]

In this case, each summand attains its maxima

\[ \text{sgn}(x_1 + \cdots + x_L)(x_1 + \cdots + x_L) = |x_1 + \cdots + x_L|. \]

Overall, the corresponding maximal correlation is precisely

\[ \mathbb{E} [\mathbf{x}_1 + \cdots + \mathbf{x}_L] \text{MAJ} (\mathbf{x}_1, \cdots, \mathbf{x}_L) \]

\[ = \sum_{x_1, \cdots, x_L \in \{-1, 1\}} P_{\mathbf{x}_1, \cdots, \mathbf{x}_L} (x_1, \cdots, x_L) |x_1 + \cdots + x_L| \]

\[ = \mathbb{E} \left[ |\mathbf{x}_1 + \cdots + \mathbf{x}_L| \right]. \]

(107)

Using the above observation, we get

\[ r = \mathbb{E} \left[ |\mathbf{x}_1 + \cdots + \mathbf{x}_L| \right] \]

\[ = \mathbb{E} \left[ (\mathbf{x}_1 + \cdots + \mathbf{x}_L) \text{MAJ} (\mathbf{x}_1, \cdots, \mathbf{x}_L) \right] \]

\[ \geq r + \eta. \]

(108)

(109)

(110)

Eqn. (108) is by the definition of \( r \) (Eqn. (103)). Eqn. (109) follows from Eqn. (107). Eqn. (110) is by Eqn. (110). We hence reach a contradiction which finishes the proof.

\[ \textbf{Lemma 80} \text{ (Upper bound). The Plotkin point } P_{L-1} \text{ for } (p, L - 1)\text{-list decoding is upper bounded by} \]

\[ P_{L-1} \leq \frac{1 - r/L}{2}. \]

That is, if \( p > P_{L-1} \), then no positive rate is possible, i.e, there is no infinite sequence of \( (p, L - 1)\)-list decodable codes of positive rate.
Proof. Our goal is to show that if \( p > P_{L-1} \), then \( C_{L-1} = 0 \). Suppose \( p = \frac{1 - e^{-u}}{u} \) for a constant \( u > 0 \).

We are going to show that any infinite sequence of codes \( \mathcal{C}_n \) each of positive rate is not \((p, L - 1)\)-list decodable. First, by the previous argument in last section, we can extract a sequence of subcodes \( \mathcal{C}' \subseteq \mathcal{C}_n \) of positive rate satisfying that, for every tuple of distinct codewords \( \mathbf{z}_1, \ldots, \mathbf{z}_L \in \mathcal{C}' \) and \( x_1, \ldots, x_L \in \mathbb{F}_2^L \),

\[
\left| \tau_{\mathbf{z}_1, \ldots, \mathbf{z}_L}(x_1, \ldots, x_L) - \hat{P}_{\mathbf{z}_1, \ldots, \mathbf{z}_L}(x_1, \ldots, x_L) \right| \leq \zeta
\]

for some symmetric distribution \( \hat{P}_{\mathbf{z}_1, \ldots, \mathbf{z}_L} \in \Delta (\mathbb{X}^L) \) and some positive constant \( \zeta > 0 \). In favour of the proceeding calculations, it suffices to take

\[
\zeta = \frac{L}{(L - 1)2^{L+2}n}. \tag{111}
\]

To show non-list decodability of \( \mathcal{C}' \) (and hence \( \mathcal{C} \)), we will argue that there is a list \( (\mathbf{z}_1, \ldots, \mathbf{z}_L) \in \binom{\mathbb{X}^L}{L} \) that can be covered by a ball of radius \( np \) centered around the point \( \text{MAJ} (\mathbf{z}_1, \ldots, \mathbf{z}_L) \). The proof is by contradiction. Suppose this is not the case, i.e., no list can be covered by the ball centered at its majority. Define, for \( (i_1, \ldots, i_L) \in [2^R]^L \),

\[
Q_{i_1, \ldots, i_L} = (x_{i_1} + \cdots + x_{i_L}) \cdot \text{MAJ} (x_{i_1}, \ldots, x_{i_L}) - r.
\]

We will provide a strictly negative upper bound and a non-negative lower bound on

\[
Q := \mathbb{E}_{(i_1, \ldots, i_L) \sim [2^R]^L} \mathbb{E}_{(x_{i_1}, \ldots, x_{i_L}) \sim P_{x_{i_1}, \ldots, x_{i_L}}} [Q_{i_1, \ldots, i_L}],
\]

which is a contradiction and finishes the proof.

Upper bound on \( Q \). By the assumption of list decodability, for every \( L \)-tuple of distinct codewords \( \mathbf{z}_1, \ldots, \mathbf{z}_L \in \mathcal{C}' \), there is a codeword \( \mathbf{z}_i \) among them such that

\[
d_H (\mathbf{z}_i, \text{MAJ} (\mathbf{z}_1, \ldots, \mathbf{z}_L)) \geq np.
\]

Equivalently,

\[
\mathbb{E} [x_i \text{MAJ} (x_1, \ldots, x_L)] \leq \frac{r - \eta}{L}.
\]

Since \( \hat{P}_{\mathbf{z}_1, \ldots, \mathbf{z}_L} \) is symmetric and \( \mathcal{C}' \) is \( (\zeta, \hat{P}_{\mathbf{z}_1, \ldots, \mathbf{z}_L}) \)-equicoupled, we expect that the term \( \mathbb{E} [x_i \text{MAJ} (x_1, \ldots, x_L)] \) \leq \frac{r - \eta}{L} \) for all \( j \in [L] \), potentially with some slack depending on \( \zeta \). Indeed, for any \( j \in [L] \setminus \{i\} \) (without loss of generality, assume \( j > i \)),

\[
\left| \mathbb{E} [x_i \text{MAJ} (x_1, \ldots, x_L)] - \mathbb{E} [x_j \text{MAJ} (x_1, \ldots, x_L)] \right|
\]

\[
= \left| \sum_{x_1, \ldots, x_L \in \{-1, 1\}} \tau_{\mathbf{z}_1, \ldots, \mathbf{z}_L} (\phi^{-1}(x_1), \ldots, \phi^{-1}(x_L)) x_i \text{MAJ} (x_1, \ldots, x_L)
\]

\[
- \sum_{x_1, \ldots, x_L \in \{-1, 1\}} \tau_{\mathbf{z}_1, \ldots, \mathbf{z}_L} (\phi^{-1}(x_1), \ldots, \phi^{-1}(x_L)) x_j \text{MAJ} (x_1, \ldots, x_L) \right| \tag{112}
\]

\[
= \left| \sum_{x_1, \ldots, x_L \in \{-1, 1\}} \tau_{\mathbf{z}_1, \ldots, \mathbf{z}_L} (\phi^{-1}(x_1), \ldots, \phi^{-1}(x_L)) x_i \text{MAJ} (x_1, \ldots, x_L) \right|
\]
Thus we have

\[ 
\sum_{\sigma(1), \ldots, \sigma(L) \in \{-1, 1\}} T_{x(1), \ldots, x(L)} (\phi^{-1}(x_{\sigma(1)}), \ldots, \phi^{-1}(x_{\sigma(L)})) x_{\sigma(j) \text{MAJ}} (x_{\sigma(1)}, \ldots, x_{\sigma(L)}) \quad (113) 
\]

\[ = \sum_{x_1, \ldots, x_L \in \{-1, 1\}} T_{x_1, \ldots, x_L} (\phi^{-1}(x_1), \ldots, \phi^{-1}(x_L)) x_i \text{MAJ} (x_1, \ldots, x_L) 
\]

\[ = \sum_{x_1, \ldots, x_L \in \{-1, 1\}} \left[ \frac{T_{x_1, \ldots, x_L} (\phi^{-1}(x_1), \ldots, \phi^{-1}(x_L))}{-P_{x_1, \ldots, x_L} (\phi^{-1}(x_1), \ldots, \phi^{-1}(x_L))} \right] x_i \text{MAJ} (x_1, \ldots, x_L) 
\]

\[ \leq 2 \zeta \frac{2^L}{L} \mathbb{E}_{(x_1, \ldots, x_L) \sim \{-1, 1\}^L} [x_1 + \cdots + x_L] \text{MAJ} (x_1, \ldots, x_L)] 
\]

\[ = 2^{L+1} \frac{\zeta}{L} \mathbb{E}_{(x_1, \ldots, x_L) \sim \{-1, 1\}^L} [x_1 + \cdots + x_L] 
\]

\[ = 2^{L+1} \frac{\zeta}{L}. 
\]

In the above chain of equalities and inequalities, we used the following facts.

1. In Eqn. (113), \( \sigma \in S_L \) denotes the transposition which swaps the \( i \)-th and \( j \)-th element,

\[ \sigma = \begin{pmatrix} 1 & \cdots & i - 1 & i & i + 1 & \cdots & j - 1 & j & j + 1 & \cdots & L \\ 1 & \cdots & i - 1 & j & i + 1 & \cdots & j - 1 & i & j + 1 & \cdots & L \end{pmatrix}. \]

2. Eqn. (114) is due to symmetry of \( \hat{P}_{x_1, \ldots, x_L} \).

3. Inequality (115) is by triangle inequality of absolute value.

4. Eqn. (116) follows since

\[ \sum_{x_1, \ldots, x_L \in \{-1, 1\}} x_i \text{MAJ} (x_1, \ldots, x_L) = 2^L \left( \frac{1}{L} \sum_{i=1}^{L} \sum_{x_1, \ldots, x_L \in \{-1, 1\}} \frac{1}{2^L} x_i \text{MAJ} (x_1, \ldots, x_L) \right), \]

and the expectation is over \( x_i \)'s which are independent and uniformly distributed on \( \{-1, 1\} \).

Now, for any \( j \in [L] \setminus \{i\} \),

\[ \mathbb{E} [x_j \text{MAJ} (x_1, \ldots, x_L)] = \mathbb{E} [x_i \text{MAJ} (x_1, \ldots, x_L)] + (\mathbb{E} [x_j \text{MAJ} (x_1, \ldots, x_L)]) \]

\[ - \mathbb{E} [x_i \text{MAJ} (x_1, \ldots, x_L)]) \]

\[ \leq \frac{r - \eta}{L} + \frac{2^{L+1} \eta}{L} \zeta. \]

Thus we have

\[ \mathbb{E} [(x_1 + \cdots + x_L) \text{MAJ} (x_1, \ldots, x_L)] \leq r - \eta + \frac{2^{L+1} \eta (L - 1)}{L} \zeta. \]
That is,
\[
E[Q_{i_1, \ldots, i_L}] = E[(x_1 + \cdots + x_L) \text{ MAJ}(x_1, \ldots, x_L) - r] \\
\leq -\eta + \frac{2^{L+1}r(L-1)}{L} \zeta \\
= -\frac{\eta}{2}
\]
where the last Eqn. (118) follows by the choice of \(\zeta\) (Eqn. (111)). Since the above calculations work for any list \(\Xi_1, \ldots, \Xi_L \in \mathcal{C}'\) of distinct codewords, we have that for \((i_1, \ldots, i_L) \in [M']^L\), the same bound holds,
\[
E[Q_{i_1, \ldots, i_L}] \leq -\frac{\eta}{2}
\]
For lists \((i_1, \ldots, i_L) \in [M']^L\) that are not all distinct, we use the trivial bound,
\[
E[Q_{i_1, \ldots, i_L}] = E[|x_{i_1} + \cdots + x_{i_L} - r|] \\
\leq L - r.
\]
Overall we have
\[
Q = \mathbb{E}_{(i_1, \ldots, i_L) \sim [2^n]^L} E[Q_{i_1, \ldots, i_L}] \\
= \frac{1}{2^{nRL}} \left( \sum_{i_1, \ldots, i_L \in [2^n]^L \text{ distinct}} Q_{i_1, \ldots, i_L} + \sum_{i_1, \ldots, i_L \in [2^n]^L \text{ not distinct}} Q_{i_1, \ldots, i_L} \right) \\
\leq \frac{1}{2^{nRL}} \left[ 2^{nR} (2^n - 1) (2^n - L + 1) \left( -\frac{\eta}{2} \right) \\
+ (2^{nRL} - 2^{nR} (2^n - 1) (2^n - L + 1) (L - r) \right] \\
< 0.
\]
(119)
The last inequality (119) holds if
\[
|\mathcal{C}'| > \max \left\{ \frac{2(L - 1)}{\eta}, \frac{2^{L+1}L!}{\eta} \right\}
\]
by similar calculations to Sec. 13.2.

**Lower bound on** \(Q\). Following the calculations in the proof of generalized Plotkin bound for list decoding, we have
\[
Q + r = \mathbb{E}_{(i_1, \ldots, i_L) \sim [2^n]^L} E[|x_{i_1} + \cdots + x_{i_L}|] \\
= \frac{1}{2^{nRL}} \sum_{i_1, \ldots, i_L \in [2^n]^L} \sum_{x_1, \ldots, x_L \in \{-1,1\}} \tau_{\Xi_1, \ldots, \Xi_L} (\phi^{-1}(x_1), \ldots, \phi^{-1}(x_L)) |x_1 + \cdots + x_L| \\
= \frac{1}{2^{nRL}} \sum_{i_1, \ldots, i_L \in [2^n]^L} \frac{1}{n} \sum_{j=1}^n \mathbb{E}_{\Xi_j \sim \phi^{-1}(x_1)} \cdots \mathbb{E}_{\Xi_L \sim \phi^{-1}(x_L)} |x_1 + \cdots + x_L| \\
\]
(120)
A Gilbert–Varshamov-type expression was obtained using a purely random code construction, take any input distribution with the classic GV bound in this particular setting. We also provide a convex program for evaluating the cloud rate. We have \( \Delta \) that the Gilbert–Varshamov-type bound for general adversarial channels indeed coincide by a cloud code construction. We evaluate both bounds under the bit-flip model. We show and a rate lower bound (we call \( L \) in this section, we are concerned with the question of unique decoding (special case where \( L = 1 \)) under the bit-flip model.

In expression (123), the \( P^{(j)}(x) = \frac{1}{2^{nR}} \sum_{i \in [2^n]} \mathbb{1}\{z^{(j)} = x\} \) denote the empirical distribution of the \( j \)-th column of \( C \) when viewed as an \( M' \times n \) matrix.

In expression (123), the \( j \)-th summand can be viewed as the translation distance of a non-lazy one-dimensional random walk after \( L \) steps. The walker moves left \( (x = 1) \) with probability \( P_{x}^{(j)}(1) \) and moves right \( (x = 0) \) with probability \( P_{x}^{(j)}(0) \). It is not hard to check that the expected translation distance is minimized when the walker is unbiased, i.e., when \( P_{x}^{(j)}(1) = P_{x}^{(j)}(0) = 1/2 \). This is formally justified in Appendix C. Hence, for every \( j \in [n] \),

\[
\mathbb{E}_{x^{(j)}, \ldots, x^{(j)}} \left( \left| x^{(j)}_{1} + \cdots + x^{(j)}_{L} \right| \right) - r \geq 0.
\]

Since the above bound is valid for every \( j \in [n] \), it is still valid averaged over \( j \sim [n] \). Hence we have \( Q \geq 0 \).

### 17 GV rate vs. cloud rate

In this section, we are concerned with the question of unique decoding (special case where \( L = 1 \)) under the bit-flip model.

In [43], bounds on achievable rates of codes for general adversarial channels are provided. A Gilbert–Varshamov-type expression was obtained using a purely random code construction, and a rate lower bound (we call cloud rate) that generalizes the GV-type expression was given by a cloud code construction. We evaluate both bounds under the bit-flip model. We show that the Gilbert–Varshamov-type bound for general adversarial channels indeed coincide with the classic GV bound in this particular setting. We also provide a convex program for evaluating the cloud rate.

We use the probability vector \( \left[ P_{x}(1) \cdots P_{x}(|\mathcal{X}|) \right]^{\top} \) to denote a distribution \( P_{x} \in \Delta(\mathcal{X}) \). Take any input distribution

\[ P_{x} = \text{Bern}(w) = \begin{bmatrix} 1 - w \\ w \end{bmatrix}, \]

from \( \Delta([0,1]) \), we first explicitly compute the basic objects we are concerned with in this paper.
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\[ \Delta := \Delta([0, 1]) \]
\[ = \left\{ P_{x_1, x_2} \in \mathbb{R}^{2 \times 2} : \sum_{x_1, x_2} P_{x_1, x_2}(x_1, x_2) = 1, \forall x_1, x_2 \right\} \]
\[ = \left\{ \begin{bmatrix} a & c \\ d & b \end{bmatrix} \in \mathbb{R}^{2 \times 2} : \begin{array}{c} a, b, c, d \geq 0 \\ a + b + c + d = 1 \end{array} \right\} \]
\[ = \left\{ \begin{bmatrix} 1 - a - b - c & c \\ 1 & b \end{bmatrix} \in \mathbb{R}^{2 \times 2} : \begin{array}{c} a, b, c \geq 0 \\ a + b \leq 1 \end{array} \right\}. \]

\[ \mathcal{J}(w) := \mathcal{J}\left( \begin{bmatrix} 1 - w \\ w \end{bmatrix} \right) \]
\[ = \left\{ P_{x_1, x_2} \in \Delta : P_{x_1} = P_{x_2} = P \right\} \]
\[ = \left\{ \begin{bmatrix} a & c \\ d & b \end{bmatrix} \in \mathbb{R}^{2 \times 2} : \begin{array}{c} a + b + c + d = 1 \\ a + b = w \\ c + b = w \end{array} \right\} \]
\[ = \left\{ \begin{bmatrix} 1 - w - d & d \\ d & w - d \end{bmatrix} \in \mathbb{R}^{2 \times 2} : 0 \leq d \leq \min\{w, 1 - w\} \right\}. \]

\[ \mathcal{K}(w, p) := \mathcal{K}\left( \begin{bmatrix} 1 - w \\ w \end{bmatrix} \right) \]
\[ = \left\{ P_{x_1, x_2} \in \mathcal{J}(w) : P_{x_1, x_2}(0, 1) + P_{x_1, x_2}(1, 0) \leq 2p \right\} \]
\[ = \left\{ \begin{bmatrix} 1 - w - d & d \\ d & w - d \end{bmatrix} \in \mathbb{R}^{2 \times 2} : 0 \leq d \leq \min\{w, 1 - w, p\} \right\}. \]

Since \( CP_2 = \text{DNN}_2 \), we have

\[ CP_2(w) = CP_2 \cap \mathcal{J}(w) \]
\[ = \left\{ \begin{bmatrix} w - d & d \\ d & 1 - w - d \end{bmatrix} : 0 \leq d \leq \min\{w, 1 - w\}, (w - d)(1 - w - d) - d^2 \geq 0 \right\} \]
\[ = \left\{ \begin{bmatrix} w - d & d \\ d & 1 - w - d \end{bmatrix} : 0 \leq d \leq w - w^2 \right\}. \]

Note that to ensure \( CP_2(w) \cap \mathcal{K}(w, p) \neq \emptyset \), we need

\[ 0 < p < 1/4, \quad w \in \left( \frac{1 - \sqrt{1 - 4w}}{2}, \frac{1 + \sqrt{1 - 4w}}{2} \right). \]

In other words, \( 0 < w < 1 \) and \( 0 < p < w - w^2 \). In this case,

\[ \mathcal{K}(w, p) = \left\{ \begin{bmatrix} 1 - w - d & d \\ d & w - d \end{bmatrix} \in \mathbb{R}^{2 \times 2} : 0 \leq d \leq p \right\}. \]

Actually, if the above conditions hold, then when \( 1/3 \leq w < 1 \), the boundary of \( \mathcal{K}(w, p) \) is \( p \)
and the boundary of \( CP_2(w) \) is \( w - w^2 \). Note that the right boundary \( \left[ \begin{bmatrix} (1 - w)^2 & w - w^2 \\ w - w^2 & w^2 \end{bmatrix} \right]^{\otimes 2} \) of \( CP_2(w) \) is the only distribution in \( CP_2(w) \) of CP-rank-1.
where the mutual information is calculated using \( P_{x_1,x_2} \).

We now evaluate the above expression under the bit-flip model.

\[
R_{\text{GV}} = \max_{P_x \in \lambda_x} \min_{P_{x_1,x_2} \in \mathcal{K}(P_x)} I(x; x'),
\]

where the mutual information is calculated using \( P_{x_1,x_2} \).

We now state the cloud rate expression given by [43].

\[
R_{\text{cloud}} = \max_{P_x \in \lambda_x} \max_{P_{x_1,x_2} \in \mathcal{CP}_2(P_x)} \min_{P_{u,x_1} \in \mathcal{K}_{\text{cloud}(P_{u,x})}} \mathcal{D} \left( P_{u,x_1} || P_{u} P_{x|u}^{\otimes 2} \right),
\]

where

\[
\mathcal{K}_{\text{cloud}}(P_{u,x}) := \left\{ P_{u,x_1,x_2} : P_{u,x_1,x_2} \in \mathcal{D}(u \times A^2 \times S^2 \times Y) \right\}.
\]

\( \mathcal{D} \left( P_{u,x_1} || P_{u} P_{x|u}^{\otimes 2} \right) \) is the relative entropy between \( P_{u,x_1} \) and \( P_{u} P_{x|u}^{\otimes 2} \).

This matches the classic GV bound given a greedy volume packing argument.

Cloud rate. We now state the cloud rate expression given by [43].

\[
\begin{align*}
\text{Remark 83.} & \quad \text{The reason that [43] has to define a different confusability set } \mathcal{K}_{\text{cloud}} \text{ when cloud code is using is that as a part of the code design, the distributions } P_u, P_{u|x} \text{ are revealed to every party, including the adversary, hence he may be able to inject noise patterns that are potentially more malicious compared with the case where he does not have such knowledge. We refer the readers to the proof in [43].}
\end{align*}
\]
In the bit-flip setting, it is easy to verify that
\[
K_{\text{cloud}}(P_{u,x}) = \left\{ P_{u,x_1,x_2} \in \Delta (U \times \mathcal{X}^2) : P_{u,x_1} = P_{u,x_2} = P_{u,x} \right\}
\]
\[
= \left\{ p \in \mathbb{R}^{U \times 2 \times 2} : \begin{align*}
p_{u,x_1,x_2} &\geq 0, \forall u, x_1, x_2 \\
\sum_{u,x_1} p_{u,x_1,x_2} &\geq 1, \forall u_1, x_1, x_2 \\
\sum_{u,x_2} p_{u,x_1,x_2} &\geq 1, \forall u_1, x_1, x_2 \\
\sum_{u} p_{u,0,1} &+ p_{u,1,0} \leq 2p \end{align*} \right\}.
\]

We use the notation \(p_{u,x_1,x_2} := P_{u,x_1,u_2}(u,x_1,x_2)\) and \(p_{u,x} := P_{u,x}(u,x)\) for all \(u \in U, x_1, x_2 \in \{0,1\}\). The third maximization is over all extensions which correspond to CP decompositions of \(P_{x_1,x_2}\). Note that for a CP matrix, its CP decomposition is not necessarily unique, even if we require the decomposition to meet the CP-rank [23]. A CP decomposition of a CP distribution can contain an arbitrarily large number of terms. Here we focus on decompositions which meet the CP-rank of \(P_{x_1,x_2}\). That is, \(|U| = \text{CP-rank}(P_{x_1,x_2})\).

Note that the objective function KL-divergence also equals
\[
D \left(P_{u,x_1,x_2} \| P_u P_{x|x|u} \right) = I (x_1; x_2 | u),
\]
where the mutual information is w.r.t. \(P_{u,x_1,x_2}\).

Note that even if we could show \(R_{\text{cloud}} \leq R_{\text{GV}}\), this does not mean cloud codes will never attain a rate larger than the GV bound. It only means that the cloud rate expression we have cannot take values larger than the GV bound. This is because our bounds are only achievable, but we do not have matching upper bounds. Indeed, this is an extremely difficult question even under simple models.

Actually all CP decompositions meeting the CP-rank of a CP distribution can be computed. For a CP-rank-2 distribution \(1-w+b \choose b \quad b \choose w-b \in \text{CP}_2 (w) \setminus K(w, p)\) where \(b \neq w-w^2\), we write its CP decomposition as
\[
\begin{bmatrix}
1-w-b & b \\
\alpha & u
\end{bmatrix} \otimes \begin{bmatrix}
1-u & v \\
\beta & v
\end{bmatrix} = \begin{bmatrix}
\alpha (1-u)^2 + \beta (1-v)^2 & \alpha u (1-u) + \beta v (1-v) \\
\alpha u (1-u) + \beta v (1-v) & \alpha u^2 + \beta v^2
\end{bmatrix}.
\]

Solving the equation in terms of \(b\) and \(u\), we have
\[
\alpha := \alpha(w,b,u) = \frac{w-b-w^2}{u^2 + w - 2uw - b},
\]
\[
\beta := \beta(w,b,u) = 1 - \alpha = \frac{(u-w)^2}{u^2 + w - 2uw - b},
\]
\[
v := v(w,b,u) = \frac{b-w+uw}{w-u},
\]
where \(u \in \left[0, \frac{b}{1-w} \right] \cup \left[\frac{w-b}{w}, 1\right]\).

Any such decomposition gives rise to a joint distribution \(P_{u} P_{x|x|u} \) which is a \(2 \times 2 \times 2\) tensor.
\[
P_{u=0} P_{x|x|u=0} = \begin{bmatrix}
\alpha (1-u)^2 & \alpha u (1-u) \\
\alpha u (1-u) & (1-u)^2
\end{bmatrix}, \quad P_{u=1} P_{x|x|u=1} = \begin{bmatrix}
\beta v^2 & \beta v (1-v) \\
\beta v (1-v) & (1-v)^2
\end{bmatrix}.
\]
It also induces a distribution $P_{u,x}$.

$$
P_{u,x} = \begin{bmatrix} \alpha(1-u) & \alpha u \\ \beta(1-v) & \beta v \end{bmatrix}.
$$

Now for any CP decomposition $P_{u,x_1,x_2}$ of a CP distribution $P_{x_1,x_2} = \begin{bmatrix} w - b & b \\ b & 1 - w - b \end{bmatrix}$, the inner minimization can be written as minimizing a convex function over a polytope.

$$
\min_p \ D(p)P_{u,x_1,x_2}^{\circ2} \\
\text{subject to } \ p \in K_{\text{cloud}}(P_{u,x}).
$$

It can be expanded in the following explicit form.

$$
\min_p \ p_{0,0,0} \log \frac{p_{0,0,0}}{\alpha(1-u)} + p_{0,0,1} \log \frac{p_{0,0,1}}{\alpha u(1-u)} + p_{0,1,0} \log \frac{p_{0,1,0}}{\beta(1-v)} + p_{0,1,1} \log \frac{p_{0,1,1}}{\beta v(1-v)} \\
+ p_{1,0,0} \log \frac{p_{1,0,0}}{\alpha(1-u)} + p_{1,0,1} \log \frac{p_{1,0,1}}{\alpha u(1-u)} + p_{1,1,0} \log \frac{p_{1,1,0}}{\beta(1-v)} + p_{1,1,1} \log \frac{p_{1,1,1}}{\beta v(1-v)} \\
\text{subject to } \ sum_{i,j,k} p_{i,j,k} = 1 \ \forall \ i,j,k \\
p_{0,0,0} + p_{0,0,1} + p_{0,1,0} + p_{0,1,1} + p_{1,0,0} + p_{1,0,1} + p_{1,1,0} + p_{1,1,1} = 1 \\
\left[ P_{u,x_1,x_2} \right]_{u,x_1} = P_{u,x} \\
\left[ P_{u,x_1,x_2} \right]_{u,x_2} = P_{u,x}
$$

Note that it is implied by the given constraints that $p_{u,x_1,x_2} = p_{u,x_2,x_1}$. Also, the p.m.f. constraint $\sum_{u_1,x_1,x_2} p_{u_1,x_1,x_2} = 1$ is actually redundant. Hence the problem can be simplified as follows.

$$
\min_p \ p_{0,0,0} \log \frac{p_{0,0,0}}{\alpha(1-u)} + 2p_{0,0,1} \log \frac{p_{0,0,1}}{\alpha u(1-u)} + 2p_{1,0,1} \log \frac{p_{1,0,1}}{\beta(1-v)} + p_{1,1,1} \log \frac{p_{1,1,1}}{\beta v(1-v)} \\
\text{subject to } -p_{i,j,k} \leq 0 \ \forall \ i,j,k \\
p_{0,0,0} + p_{0,0,1} + p_{0,1,0} + p_{0,1,1} + p_{1,0,0} + p_{1,0,1} + p_{1,1,0} + p_{1,1,1} \leq p.
$$

Let $D^*(w,b,u)$ denote the optimal value of the above minimization. The final cloud rate is given by

$$
\max_{0 \leq w \leq 1} \max_{p \in C(w)} \max_{w \leq u \leq \frac{1-w}{w}} \ D^*(w,b,u),
$$

where the first maximization corresponds to finding the optimal input distribution $\begin{bmatrix} 1-u \\ u \end{bmatrix}$, the second maximization corresponds to finding the optimal CP distribution $\begin{bmatrix} 1-w-b & b \\ b & w-b \end{bmatrix}$ outside $K(w)$, and the third optimization corresponds to finding the optimal CP-decomposition $\alpha \begin{bmatrix} 1-u \end{bmatrix}^{\otimes2} + \beta \begin{bmatrix} 1-v \end{bmatrix}^{\otimes2}$ of the optimal CP distribution.
Concluding remarks and open problems

In this paper, we study the list decoding problem on general adversarial channels for both large and small list sizes. Given any channel, for large (yet constant) list sizes, we prove the list decoding theorem which identifies the fundamental limit of list decoding. For small (yet arbitrary universal constant) list sizes, we characterize when positive rate list decodable codes are possible.

Many open questions are left after this work is done. We list some of them for future study.

1. In this paper, we made no attempt towards understanding channels with arbitrary transition distributions $W_{y|x,s}$ (instead of only those corresponding to deterministic bivariate functions). Pushing our results to such a general setting remains an intriguing open question.

2. Other adversarial channels under further assumptions, e.g., online (causal) channels, channels with feedback, channels with bounded memory, etc., are less understood. There are results regarding each of these topics under very restricted models, e.g., bit-flips [13, 6], deletions [12], etc..

3. We do not have any nontrivial upper bound on $(L-1)$-list decoding capacity for general adversarial channels. Existing upper bounds for error correction codes seem tricky to generalize. A reasonable starting point might be to extend the classic Elias–Bassalygo bound [4] whose proof has a similar spirit as the Plotkin bound.

4. Given any adversarial channel, when we are “below the Plotkin point” (i.e., there are non-confusable CP distributions), can we construct explicit codes of positive rate? We know that random codes are list decodable w.h.p..
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### A CP tensors and coP tensors

#### A.1 Tensor products

**Definition 84** (Tensor product). For two tensors $A \in \text{Ten}_n^{\otimes m}$, $B \in \text{Ten}_n^{\otimes \ell}$, Their tensor product is defined as

$$A \otimes B := [A(i_1, \cdots , i_m) B(j_1, \cdots , j_\ell)] \in \text{Ten}_n^{\otimes (m+\ell)}.$$

**Definition 85** (Frobenius inner product, Frobenius norm). For two tensors $A, B \in \text{Ten}_n^{\otimes m}$, Their inner product is defined as

$$\langle A, B \rangle := \sum_{i_1, \cdots , i_m \in [n]} A(i_1, \cdots , i_m)B(i_1, \cdots , i_m).$$

The Frobenius norm is defined as $\|A\|_F := \sqrt{\langle A, A \rangle}$.

**Definition 86** (Hadamard product). For two tensors $A, B \in \text{Ten}_n^{\otimes m}$, Their Hadamard product is defined as

$$A \circ B := [A(i_1, \cdots , i_m) B(i_1, \cdots , i_m)] \in \text{Ten}_n^{\otimes m}.$$
A.2 Tensor decomposition

Definition 87 (Canonical decomposition). For a tensor $A \in \text{Ten}_n^m$, its canonical decomposition has form

$$A = \sum_{j=1}^{r} \alpha_j \otimes x_{j,i},$$

where each $x_{j,i} \in \mathbb{S}_n^{m-1}$. The smallest $r$ for $A$ to admit such a decomposition is called the rank of $A$. If $A$ is symmetric, then

$$A = \sum_{j=1}^{r} \alpha_j x_{j}^m$$

is an analog of the eigendecomposition of symmetric matrices. The smallest $r$ is called the symmetric rank of $A$.

Conjecture 88. For $A \in \text{Sym}_n^m$, $\text{rank}(A) = \text{sym-rank}(A)$.

Remark 89. It is known to be true if $\text{rank}(A) \leq m$.

Definition 90 (Tucker decomposition). For a tensor $A \in \text{Ten}_n^m$, the Tucker decomposition has form

$$A = \sum_{j=1}^{r_1} \cdots \sum_{j_m=1}^{r_m} \alpha_{j_1,\cdots,j_m} \otimes x_{j_1,j},$$

It is an analogy of the singular value decomposition of matrices.

A tensor $A \in \text{Ten}_n^m$ has $n(m-1)^{n-1}$ eigenvalues. $A$ may have non-real eigenvalues even if $A$ is symmetric. If an eigenvector is real, then the corresponding eigenvalue is also real. Such eigenvalues are called $H$-eigenvalues. They always exist for even-order tensors.

A.3 Special tensors

Definition 91 (NN tensors). A tensor is said to be non-negative if each of its entry is non-negative. The set of order-$m$ dimension-$n$ non-negative tensors is denoted by $\text{NN}_n^m$.

Definition 92 (PSD tensors, PD Tensors). For even $m$, $A \in \text{Ten}_n^m$ is positive semidefinite (PSD) if $\langle A, x^m \rangle \geq 0$ for any $x \in \mathbb{R}^n$. $A$ is positive definite (PD) if the above inequality is strict for all $x \neq 0$.

The sets of PSD and PD tensors is denoted by $\text{PSD}_n^m$ and $\text{PD}_n^m$, respectively.

Definition 93 (CP tensors, CP tensor rank). A tensor $P \in \text{Ten}_n^m$ is said to be completely positive if for some $r \geq 1$, there are component-wise non-negative vectors $p_1, \cdots, p_r \in \mathbb{R}_{\geq 0}^n$ such that

$$P = \sum_{j=1}^{r} p_j^m.$$
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Fact 94. Verifying if a symmetric non-negative tensor is CP is NP-hard.

Definition 95 (coP tensors). $A \in \text{Sym}_{n}^{\otimes m}$ is copositive if $\langle A, x^{\otimes m} \rangle \geq 0$ for all $x \in \mathbb{R}_{\geq 0}^{n}$. The set of copositive tensors is denoted by $\text{coP}_{n}^{\otimes m}$.

Theorem 96 (Duality). $\text{CP}_{n}^{\otimes m}$ and $\text{coP}_{n}^{\otimes m}$ are closed convex pointed cones with nonempty interior in $\text{Sym}_{n}^{\otimes m}$. For $m \geq 2$, $n \geq 1$, they are dual to each other.

Definition 97 (DNN tensors). For even $m$, $A \in \text{Sym}_{n}^{\otimes m}$ is doubly non-negative (DNN) if $A$ is entry-wise non-negative and $\langle A, x^{\otimes m} \rangle$ is a sum-of-square as a polynomial in the components of $x$.

Fact 98. The double non-negativity of a tensor can be verified in polynomial time using SDP.

Fact 99. The following inclusion relations between different sets of special tensors hold.
1. $\text{PSD}_{n}^{\otimes m} \subseteq \text{coP}_{n}^{\otimes m}$.
2. $\text{CP}_{n}^{\otimes m} \subseteq \text{DNN}_{n}^{\otimes m} \subseteq \text{NN}_{n}^{\otimes m} \subseteq \text{coP}_{n}^{\otimes m} \subseteq \text{Sym}_{n}^{\otimes m}$.

B Hypergraph Ramsey numbers

Let $R_{k}^{(r)}(s_{1}, \ldots, s_{k})$ denote the smallest size of an $r$-uniform hypergraph such that for any $k$-colouring, there must be a monochromatic clique of size $s_{i}$ for some $i \in [k]$.

Define tower function $t_{1}(x) = x$ and $t_{i+1}(x) = 2^{t_{i}(x)}$.

Lemma 100 (Properties of hypergraph Ramsey numbers). 1. For any $i \in [k]$, and $s_{j} \geq r (j \neq i)$,

$$R_{k}^{(r)}(s_{1}, \ldots, s_{i-1}, r, s_{i+1}, \ldots, s_{k}) = R_{k-1}^{(r)}(s_{1}, \ldots, s_{i-1}, s_{i+1}, \ldots, s_{k}).$$

2. For any $\sigma \in S_{k}$

$$R_{k}^{(r)}(s_{1}, \ldots, s_{k}) = R_{k}^{(r)}(s_{\sigma(1)}, \ldots, s_{\sigma(k)}).$$

Lemma 101 (Finiteness of hypergraph Ramsey numbers). For any positive integers $r$, $k$, $s_{1}$, \ldots, $s_{k}$, the hypergraph Ramsey number $R_{k}^{(r)}(s_{1}, \ldots, s_{k})$ is finite. In particular, it satisfies the following recursive inequalities.

$$R_{k}^{(r)}(s_{1}, \ldots, s_{k}) \leq 1 + R_{k}^{(r-1)} \left( R_{k}^{(r)}(s_{1}, s_{2}, \ldots, s_{k}), R_{k}^{(r)}(s_{1}, s_{2} - 1, \ldots, s_{k}), \ldots, R_{k}^{(r)}(s_{1}, s_{2}, \ldots, s_{k} - 1) \right),$$

$$R_{k}^{(r)}(s_{1}, \ldots, s_{k}) \leq 1 + \sum_{i=1}^{k} R_{k}^{(r-1)} \left( R_{k}^{(r)}(s_{1}, \ldots, s_{i-1}, s_{i} - 1, s_{i+1}, \ldots, s_{k}), \ldots, R_{k}^{(r)}(s_{1}, \ldots, s_{i-1}, s_{i} - 1, s_{i+1}, \ldots, s_{k}) \right),$$

$$R_{k}^{(r)}(s_{1}, \ldots, s_{k}) \leq R_{k-1}^{(r)} \left( s_{1}, \ldots, s_{k-2}, R_{2}^{(r)}(s_{k-1}, s_{k}) \right).$$
Lemma 102 (Bounds on hypergraph Ramsey numbers).

1. For any $s, t$,
   \[ R_2^{(r)}(s, t) \leq 2^{R_2^{(r-1)}(s-1, t-1)}. \]

2. For $r \geq 3$, there are constants $c, c' > 0$ such that
   \[ t_{r-1}(c \cdot s^2) \leq R_2^{(r)}(s, s) \leq t_r(c' \cdot s). \]

3. For $s > k \geq 2$, there are constants $c, c' > 0$ such that
   \[ t_r(c \cdot k) < R_k^{(r)}(s, \ldots, s) < t_r(c' \cdot k \log k). \]

Lemma 103. Consider a random walk $x_1, \ldots, x_L$ of length $L$. Each $x_i$ ($1 \leq i \leq L$) is an independent and identically distributed $\{-1, 1\}$-valued random variable satisfying

\[ \Pr[x_i = 1] = p, \quad \Pr[x_i = -1] = 1 - p. \]

Without loss of generality, assume $p \geq 1/2$. Then, we have that the expected translation distance $E[|x_1 + \cdots + x_L|]$ of this random walk after $L$ steps is minimized when $p = 1/2$.

Proof. Create another walk $x'_1, \ldots, x'_L$ with $p = 1/2$ that is coupled with $x_1, \ldots, x_L$ in the following way.

\[ \Pr[x_i = 1|x'_i = 1] = 1, \quad \Pr[x_i = 1|x'_i = -1] = 2p - 1. \]

It is easy to see that the distribution of $x_1, \ldots, x_L$ is preserved under this coupling.

\[ \Pr[x_i = 1] = \Pr[x'_i = 1] \Pr[x_i = 1|x'_i = 1] + \Pr[x'_i = -1] \Pr[x_i = 1|x'_i = -1] \]
\[ = \frac{1}{2} \cdot 1 + \frac{1}{2} (2p - 1) \]
\[ = p. \]

Now,

\[ E[|x_1 + \cdots + x_L|] = E[|x'_1 + \cdots + x'_L|] \]
\[ = \sum_{d \in \{-L, -L+2, \ldots, L-2, L\}} \sum_{x_1, \ldots, x_L \in \{-1, 1\}} \Pr[x'_1 = x_1, \ldots, x'_L = x_L] \sum_{i=1}^L x_i - |d| \Pr[x'_i = x_1, \ldots, x'_L = x_L]. \]

For each translation distance $d \in \{-L, -L+2, \ldots, L-2, L\}$ and trajectory $x_1, \ldots, x_L \in \{-1, 1\}$ such that $\sum_{i=1}^L x_i = d$, let $\ell := \{i \in [L]: x_i = -1\}$. Note $2(d + \ell) = L$. We have

\[ E\left[ \left| \sum_{i=1}^L x_i - |d| \right| \right] = ((2p - 1) \cdot 1 + (1 - (2p - 1)) \cdot (-1)) \ell - (-\ell) \]
\[ = 2(2p - 1)\ell, \]

which is non-negative and attains its minima 0 when $p = 1/2$. This finishes the proof. ▶
In this section we show that, though differing ostensibly, the formulas of the Plotkin points for \((p, L - 1)\)-list decoding given by Blinovsky and Alon–Bukh–Polyanskiy actually agree with each other. The proof is essentially due to the user Sean Clark on Mathematics Stack Exchange [14].

For \(L = 2k\) or \(2k + 1\) for some positive integer \(k \in \mathbb{Z}_{>0}\), Blinovsky’s formula is
\[
P_{L-1} = \sum_{i=1}^{k} \frac{(2(i-1))}{i} 2^{-2i};
\]
while Alon–Bukh–Polyanskiy wrote it as
\[
P_{L-1} = \frac{1}{2} - 2^{-2k-1} \binom{2k}{k}.
\]

We are going to show that

\begin{align}
\sum_{i=1}^{k} \frac{(2(i-1))}{i} 2^{-2i} = \frac{1}{2} - 2^{-2k-1} \binom{2k}{k}. \tag{124} \\
\sum_{i=0}^{k-1} \frac{\binom{2i}{i}}{i+1} 2^{2(k-i)} = 2^{2k+1} - 2 \binom{2k}{k}. \tag{125}
\end{align}

To show
\[
\sum_{i=0}^{k} \frac{\binom{2i}{i}}{i+1} 2^{2(k-i)} = 2^{2k+1} - \binom{2k+1}{k}, \tag{126}
\]
we conduct induction on \(k\).
1. When $k = 0$, LHS = 1 = RHS.
2. Assume (126) holds for certain $k \geq 1$. We want to show it also holds for $k + 1$.

\[
\sum_{i=0}^{k+1} \binom{2i}{i+1} 2^{2(k+1-i)} = 2^2 \sum_{i=0}^{k} \binom{2i}{i+1} 2^{2(k-i)} + \frac{2^{2(k+1)} + 2^{2k+2}}{k+2}
\]

\[
= 2^2 \left( 2^{2k+1} - \binom{2k + 1}{k} \right) + \frac{2^{2k+2}}{k+2}
\]

\[
= 2^{2(k+1)+1} - 2 \left( \binom{2k + 1}{k} + \binom{2k + 1}{k+1} \right) + \frac{2^{2k+2}}{k+2}
\]

\[
= 2^{2(k+1)+1} \left( 2 - \frac{1}{k+2} \right) \binom{2k + 2}{k+1}
\]

\[
= 2^{2(k+1)+1} \left( \frac{2k + 2}{k+2} \right) \binom{2k + 2}{k+1}
\]

Eqn. (127), (128), (129) and (130) follow from induction hypothesis, Fact (15), Fact (17) and Fact (16), respectively. Hence Eqn. (126) holds for $k + 1$ as well. ◢
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Abstract

The advice model of online computation captures the setting in which the online algorithm is given some partial information concerning the request sequence. This paradigm allows to establish tradeoffs between the amount of this additional information and the performance of the online algorithm. However, unlike real life in which advice is a recommendation that we can choose to follow or to ignore based on trustworthiness, in the current advice model, the online algorithm treats it as infallible. This means that if the advice is corrupt or, worse, if it comes from a malicious source, the algorithm may perform poorly. In this work, we study online computation in a setting in which the advice is provided by an untrusted source. Our objective is to quantify the impact of untrusted advice so as to design and analyze online algorithms that are robust and perform well even when the advice is generated in a malicious, adversarial manner. To this end, we focus on well-studied online problems such as ski rental, online bidding, bin packing, and list update. For ski-rental and online bidding, we show how to obtain algorithms that are Pareto-optimal with respect to the competitive ratios achieved; this improves upon the framework of Purohit et al. [NeurIPS 2018] in which Pareto-optimality is not necessarily guaranteed. For bin packing and list update, we give online algorithms with worst-case tradeoffs in their competitiveness, depending on whether the advice is trusted or not; this is motivated by work of Lykouris and Vassilvitskii [ICML 2018] on the paging problem, but in which the competitiveness depends on the reliability of the advice. Furthermore, we demonstrate how to prove lower bounds, within this model, on the tradeoff between the number of advice bits and the competitiveness of any online algorithm. Last, we study the effect of randomization: here we show that for ski-rental there is a randomized algorithm that Pareto-dominates any deterministic algorithm with advice of any size. We also show that a single random bit is not always inferior to a single advice bit, as it happens in the standard model.
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1 Introduction

Suppose that you have an investment account with a significant amount in it, and that your financial institution advises you periodically on investments. One day, your banker informs you that company X will soon receive a big boost, and advises to use the entire account to buy stocks. If you were to completely trust the banker’s advice, there are naturally two possibilities: either the advice will prove correct (which would be great) or it will prove wrong (which would be catastrophic). A prudent customer would take this advice with a grain of salt, and would not be willing to risk everything. In general, our understanding of advice is that it entails knowledge that is not foolproof.

In this work we focus on the online computation with advice. Our motivation stems from observing that, unlike the real world, the advice under the known models is often closer to “fiat” than “recommendation”. Our objective is to propose a model which allows the possibility of incorrect advice, with the objective of obtaining more realistic and robust online algorithms.

1.1 Online computation and advice complexity

In the standard model of online computation that goes back to the seminal work of Sleator and Tarjan [26], an online algorithm receives as input a sequence of requests. For each request in this sequence, the algorithm must make an irrevocable decision concerning the item, without any knowledge of future requests. The performance of an online algorithm is usually evaluated by means of the competitive ratio, which is the worst-case ratio of the cost incurred by the algorithm (assuming a minimization problem) to the cost of an ideal solution that knows the entire sequence in advance.

In practice, however, online algorithms are often provided with some (limited) knowledge of the input, such as lookahead on some of the upcoming requests, or knowledge of the input size. While competitive analysis is still applicable, especially from the point of view of the analysis of a known, given algorithm, a new model was required to formally quantify the power and limitations of offline information. The term advice complexity was first coined by Dobrev et al. [12], and subsequent formal models were presented by Böckenhauer et al. [6] and Emek et al. [13], with this goal in mind. More precisely, in the advice setting, the online algorithm receives some bits that encode information concerning the sequence of input items. As expected, this additional information can boost the performance of the algorithm, which is often reflected in better competitive ratios.

Under the current models, the advice bits can encode any information about the input sequence; indeed, defining the “right” information to be conveyed to the algorithm plays an important role in obtaining better online algorithms. Clearly, the performance of the online algorithm can only improve with larger number of advice bits. The objective is thus to identify the exact trade-offs between the size of the advice and the performance of the algorithm. This is meant to provide a smooth transition between the purely online world (nothing is known about the input) and the purely “offline” world (everything is known about the input). In the last decade, a substantial number of online optimization problems have been studied in the advice model; we refer the reader to the survey of Boyar et al. [7] for an in-depth discussion of developments in this field.

As argued in detail in [7], there are compelling reasons to study the advice complexity of online computation. Lower bounds establish strict limitations on the power of any online algorithm; there are strong connections between randomized online algorithms and online algorithms with advice (see, e.g., [16]); online algorithms with advice can be of practical
interest in settings in which it is feasible to run multiple algorithms and output the best solution (see [17] about obtaining improved data compression algorithms by means of list update algorithms with advice); and the first complexity classes for online computation have been based on advice complexity [8].

Notwithstanding such interesting attributes, the known advice model has certain drawbacks. The advice is always assumed to be some error-free information that may be used to encode some property often explicitly connected to the optimal solution. In many settings, one can argue that such information cannot be readily available, which implies that the resulting algorithms are often impractical.

1.2 Online computation with untrusted advice

In this work, we address what is a significant drawback in the online advice model. Namely, all previous works assume that advice is, in all circumstances, completely trustworthy, and precisely as defined by the algorithm. Since the advice is infallible, no reasonable online algorithm with advice would choose to ignore the advice.

It should be fairly clear that such assumptions are very unrealistic or undesirable. Advice bits, as all information, are prone to transmission errors. In addition, the known advice models often require that the information encodes some information about the input, which, realistically, cannot be known exactly (e.g., some bits of the optimal, offline solution). Last, and perhaps more significantly, a malicious entity that takes control of the advice oracle can have a catastrophic impact. For a very simple example, consider the well-known ski rental problem: this is a simple, yet fundamental resource allocation, in which we have to decide ahead of time whether to rent or buy equipment without knowing the time horizon in advance. In the traditional advice model, one bit suffices to be optimal: 0 for renting throughout the horizon, 1 for buying right away. However, if this bit is wrong, then the online algorithm has unbounded competitive ratio, i.e., can perform extremely badly. In contrast, an online algorithm that does not use advice at all has competitive ratio at most 2, i.e., its output can be at most twice as costly as the optimal one.

The above observations were recently made in the context of online algorithms with machine-learned predictions. Lykouris and Vassilvitskii [21] and Purohit et al. [23] show how to use predictors to design and analyze algorithms with two properties: (i) if the predictor is good, then the online algorithm should perform close to the best offline algorithm (what is called consistency); and (ii) if the predictor is bad, then the online algorithm should gracefully degrade, i.e., its performance should be close to that of the online algorithm without predictions (what is called robustness).

Motivated by these definitions from machine learning, in this work we analyze online algorithms based on their performance in both settings of trusted and untrusted advice. In particular, we will characterize the performance of an online algorithm $A$ by a pair of competitive ratios, denoted by $(r_A, w_A)$, respectively. Here, $r_A$ is the competitive ratio achieved assuming that the advice encodes precisely what it is meant to capture; we call this ratio the competitive ratio with trusted (thus, always correct) advice. In contrast, $w_A$ is the competitive ratio of $A$ when the advice is untrusted (thus, potentially wrong). More precisely, in accordance with the worst-case nature of competitive analysis, we allow the incorrect advice to be chosen adversarially. Namely, assuming a deterministic online algorithm $A$, the incorrect advice string is generated by a malicious, adversarial entity.

To formalize the above concept, assume the standard advice model, in which a deterministic online algorithm $A$ processes a sequence of requests $\sigma = (\sigma[i])_{i \in [1,n]}$ using an advice tape. At each time $t$, $A$ serves request $\sigma[t]$, and its output is a function of $\sigma[1, \ldots, t-1]$ and
Denote by $r_A$, $w_A$ as
\[ r_A = \sup_{\sigma} \inf_{\phi} \frac{A(\sigma, \phi)}{\text{OPT}(\sigma)}, \quad w_A = \sup_{\sigma} \inf_{\phi} \frac{A(\sigma, \phi)}{\text{OPT}(\sigma)}, \]
where $\text{OPT}(\sigma)$ denotes the optimal offline cost for $\sigma$. Then we say that algorithm $A$ is $(r, w)$-competitive for every $r \geq r_A$ and $w \geq w_A$. In addition, we say that $A$ has advice complexity $s(n)$ if for every request sequence $\sigma$ of length $n$, the algorithm $A$ depends only on the first $s(n)$ bits of the advice string $\phi$. To illustrate this definition, the opportunistic 1-bit advice algorithm for ski rental that was described above is $(1, \infty)$-competitive, whereas the standard competitively optimal algorithm without advice is $(2, 2)$-competitive. In general, every online algorithm $A$ without advice or ignoring its advice is trivially $(w, w)$-competitive, where $w$ is the competitive ratio of $A$.

Hence, we can associate every algorithm $A$ to a point in the 2-dimensional space with coordinates $(r_A, w_A)$. These points are in general incomparable, e.g., it is difficult to argue that a $(2, 10)$-competitive algorithm is better than a $(4, 8)$-competitive algorithm. However, one can appeal to the notion of dominance, by saying that algorithm $A$ dominates algorithm $B$ if $r_A \leq r_B$ and $w_A \leq w_B$. More precisely, we are interested in finding the Pareto frontier in this representation of all online algorithms. For the ski rental example, the two above mentioned algorithms belong to the Pareto set.

A natural goal is to describe this Pareto frontier, which in general, may be comprised of several algorithms with vastly different statements. Ideally, however, one would like to characterize it by a single family $\mathcal{A}$ of algorithms, with similar statements (e.g., algorithms in $\mathcal{A}$ are obtained by appropriately selecting a parameter). We say that $\mathcal{A}$ is Pareto-optimal if it consists of pairwise incomparable algorithms, and for every algorithm $B$, there exists $A \in \mathcal{A}$ such that $A$ dominates $B$. Regardless of optimality, given $\mathcal{A}$, we will describe its competitiveness by means of a function $f : \mathbb{R}_{\geq 1} \to \mathbb{R}_{\geq 1}$ such that for every ratio $r$ there is an $(r, f(r))$-competitive algorithm in $\mathcal{A}$. This function will in general depend on parameters of the problem, such as, for example, the buying cost $B$ in the ski rental problem.

### 1.3 Contribution

We study various online problems in the setting of untrusted advice. We also demonstrate that it is possible to establish both upper and lower bounds on the tradeoff between the size of the advice and the competitiveness in this new advice model. We begin in Section 2 with a simple, yet illustrative online problem as a case study, namely the ski-rental problem. Here, we give a Pareto-optimal algorithm with only one bit of advice. We also show that this algorithm is Pareto-optimal even in the space of all (deterministic) algorithms with advice of any size.

In Section 3 we study the online bidding problem, in which the objective is to guess an unknown, hidden value, using a sequence of bids. This problem was introduced in [11] as a vehicle for formalizing efficient doubling, and has applications in several important online and offline optimization problems. As with ski rental, this is another problem for which a trivial online algorithm is $(1, \infty)$-competitive. We first show how to find a Pareto-optimal strategy, when the advice encodes the hidden value, and thus can have unbounded size. Moreover, we study the competitiveness of the problem with only $k$ bits of advice, for some fixed $k$, and show both upper and lower bounds on the achieved competitive ratios. The results illustrate that is is possible to obtain non-trivial lower bounds on the competitive ratios, in terms of the advice size. In particular, the lower bound implies that, unlike the ski rental problem, Pareto-optimality is not possible with a bounded number of advice bits.
In Sections 4 and 5, we study the bin packing and list update problems; these problems are central in the analysis of online problems and competitiveness, and have numerous applications in practice. For these problems, an efficient advice scheme should address the issues of “what constitutes good advice” as well as “how the advice should be used by the algorithm”. We observe that the existing algorithms with advice perform poorly in the case the advice is untrusted. To address this, we give algorithms that can be “tuned” based on how much we are willing to trust the advice. This enables us to show guarantees in the form $(r, f(r))$-competitiveness, where $r$ is strictly better than the competitive ratio of all deterministic online algorithms and $f(r)$ smoothly decreases as $r$ grows, while still being close to the worst-case competitive ratio. To illustrate this, consider the bin packing problem. Our $(r, f(r))$-competitive algorithm has $f(r) = \max\{33 - 18r, 7/4\}$ for any $r \geq 1.5$. If $r = 1.5$, our algorithm is $(1.5, 6)$-competitive, and matches the performance of a known algorithm [10]. However, with a slight increase of $r$, one can improve competitiveness in the event the advice is untrusted. For instance, choosing $r = 1.55$, we obtain $f(r) = 5.1$. In other words, the algorithm designer can hedge against untrusted advice, by a small sacrifice in the trusted performance. Thus we can interpret $r$ as the “risk” for trusting the advice: the smaller the $r$, the bigger the risk. Likewise, for the list update problem, our $(r, f(r))$-competitive algorithm has $f(r) = 2 + \frac{10 - 3r}{9r}$ for $r \in [5/3, 2]$. If the algorithm takes maximum risk, i.e., if $r$ is smallest, the algorithm is equivalent to an existing $(5/3, 5/2)$-competitive algorithm [9]. Again, by increasing $r$, we better safeguard against the event of untrusted advice.

All the above results pertain to deterministic online algorithms. In Section 6, we study the power of randomization in online computation with untrusted advice. First, we show that the randomized algorithm of Purohit et al. [23] for the ski rental problem Pareto-dominates any deterministic algorithm, even when the latter is allowed unbounded advice. Furthermore, we show an interesting difference between the standard advice model and the model we introduce: in the former, an advice bit can be at least as powerful as a random bit, since an advice bit can effectively simulate any efficient choice of a random bit. In contrast, we show that in our model, there are situations in which a randomized algorithm with $L$ advice bits and one random bit is Pareto-incomparable to the Pareto-optimal deterministic algorithm with $L + 1$ advice bits. This confirms the intuition that a random bit is considered trusted, and thus not obviously inferior to an advice bit.

While our work addresses issues similar to [21] and [23], in that trusted advice is related to consistency whereas untrusted advice is related to robustness, it differs in two significant aspects: First, our ideal objective is to identify an optimal family of algorithms, and we show that in some cases (ski rental, online bidding), this is indeed possible; when this is not easy or possible, we can still provide approximations. Note that finding a Pareto-optimal family of algorithms presupposes that the exact competitiveness of the online problem with no advice is known. For problems such as bin packing, the exact optimal competitive ratios are not known. Hence, a certain degree of approximation is unavoidable in such cases. In contrast, [21, 23] focus on “smooth” tradeoffs between the trusted and untrusted competitive ratios, but do not address the issues related to optimality and approximability of these tradeoffs.

Second, our model considers the size of advice and its impact on the algorithm’s performance, which is the main focus of the advice complexity field. For all problems we study, we parameterize advice by its size, i.e., we allow advice of a certain size $k$. Specifically, the advice need not necessarily encode the optimal solution or the request sequence itself. This opens up more possibilities to the algorithm designer in regards to the choice of an appropriate advice oracle, which may have further practical applications in machine learning.
2 A warm-up: the ski rental problem

2.1 Background

The ski rental problem is a canonical example in online rent-or-buy problems. Here, the request sequence can be seen as vacation days, and on each day the vacationer (that is, the algorithm) must decide whether to continue renting skis, or buy them. Without loss of generality we assume that renting costs a unit per day, and buying costs $B \in \mathbb{N}^+$. The number of skiing days, which we denote by $D$, is unknown to the algorithm, and we observe that the optimal offline cost is $\min\{D, B\}$. Generalizations of ski rental have been applied in many settings, such as dynamic TCP acknowledgment [19], the parking permit problem [22], and snoopy caching [18].

Consider the single-bit advice setting. Suppose that the advice encodes whether to buy on day 1, or always rent. An algorithm that blindly follows the advice is optimal if the advice is trusted, but, if the advice is untrusted, the competitive ratio is as high as $D/B$, if $D > B$. Hence, this algorithm is $(1, \infty)$-competitive, for $D \to \infty$.

2.2 Ski rental with untrusted advice

We define the family of algorithms $A_k$, with parameter $0 < k \leq B$ as follows. There is a single bit of advice, which is the indicator of the event $D < B$. If the advice bit is 1, then $A_k$ rents until until day $B - 1$ and buys on day $B$. Otherwise, the algorithms buys on day $k$.

▶ Proposition 1. Algorithm $A_k$ is $(1 + \frac{k-1}{B}, 1 + \frac{B-1}{k})$-competitive.

Our algorithm $A_k$ is slightly different from the one proposed in [23], which buys on day $\lceil B/k \rceil$ if the advice is 1 and is shown to be $(1 + k/B, 1 + B/k)$-competitive. More importantly, we show that $A_k$ is Pareto-optimal in the space of all deterministic online algorithms with advice of any size. This implies that more than a single bit of advice will not improve the tradeoff between the trusted and untrusted competitive ratios.

▶ Theorem 2. For any deterministic $(1 + \frac{k-1}{B}, w)$-competitive algorithm $A$, with $1 \leq k \leq B$, with advice of any size, it holds that $w \geq 1 + \frac{B-1}{k}$.

Proof. Let $A$ be an algorithm with trusted competitive ratio at most $1 + \frac{k-1}{B}$. First, note that if the advice is untrusted, the competitive ratio cannot be better than the competitive ratio of a purely online algorithm. For ski-rental, it is known that no online algorithm can achieve a competitive ratio better than $1 + (B - 1)/B$ [18]. So, in the case $k = B$, the claim trivially holds. In the remainder of the proof, we assume $k < B$.

We use $\sigma_D$ to denote the instance of the problem in which the number of skiing days is $D$, and use $A_t(\sigma_D)$ to denote the cost of $A$ for $\sigma_D$ in case of trusted advice.

Consider a situation in which the input is $\sigma_{B+k}$ and the advice for $A$ is trusted. Let $j$ be the day the algorithm will buy under this advice. Since the advice is trusted and thus $\text{OPT}(\sigma_{B+k}) = B$, it must be that

$$A_t(\sigma_{B+k}) \leq \left(1 + \frac{k-1}{B}\right) \text{OPT}(\sigma_{B+k}),$$

which implies $j < B + k$. In other words, $A$ indeed buys on day $j$. We conclude that $A_t(\sigma_{B+k}) = j - 1 + B$ which further implies $j \leq k$.

Let $x$ be the trusted advice $A$ receives on input $\sigma_{B+k}$ and suppose $A$ receives the same advice $x$ on input $\sigma_j$. Note that $x$ can be trusted or untrusted for $\sigma_j$. The important point is that $A$ serves $\sigma_j$ in the same way it serves $\sigma_{B+k}$, that is, it rents for $j - 1$ days and buys
on day $j$. The cost of $A$ for $\sigma_j$ is then $j - 1 + B$, while Opt$(\sigma_j) = j$. The ratio between the cost of the algorithm and Opt is therefore $1 + \frac{B-1}{J}$, which is at least $1 + \frac{B-1}{k}$ since $j \leq k$. Note that $1 + \frac{B-1}{k} > 1 + \frac{k-1}{B}$ (since we assumed $k < B$) and therefore the advice in this situation has to be untrusted, by the assumption on the trusted competitive ratio of $A$. We conclude that the untrusted competitive ratio must be at least $1 + (B-1)/k$.

### 3 Online bidding

#### 3.1 Background

In the online bidding problem, a player wants to guess a hidden, unknown real value $u \geq 1$. To this end, the player submits a sequence $X = (x_i)$ of increasing bids, until one of them is at least $u$. The strategy of the player is defined by this sequence of bids, and the cost of guessing the hidden value $u$ is equal to $\sum_{i=1}^{j} x_i$, where $j$ is such that $x_{j-1} < u \leq x_j$. Hence the following natural definition of the competitive ratio of the bidder’s strategy.

$$w_X = \sup_u \frac{\sum_{i=1}^{j} x_i}{u}, \text{ where } j \text{ is such that } x_{j-1} < u \leq x_j.$$ 

The problem was introduced in [11] as a canonical problem for formalizing doubling-based strategies in online and offline optimization problems, such as searching for a target on the line, minimum latency, and hierarchical clustering. It is worth noting that online bidding is identical to the problem of minimizing the acceleration ratio of interruptible algorithms [25]; the latter and its generalizations are problems with many practical applications in AI (see, for instance [20]).

Without advice, the best competitive ratio is 4, and can be achieved using the doubling strategy $x_i = 2^i$. If the advice encodes $u$, and assuming trusted advice, bidding $x_1 = u$ is a trivial optimal strategy. The above observations imply that there are simple strategies that are $(4, 4)$-competitive and $(1, \infty)$-competitive, respectively.

#### 3.2 Online bidding with untrusted advice

Suppose that $w \geq 4$ is a fixed, given parameter. We will show a Pareto-optimal bidding strategy $X^*_u$, assuming that the advice encodes $u$, which is $(\frac{w-\sqrt{w^2-4w}}{2}, w)$-competitive (Theorem 5).

We begin with some definitions. Since the index of the bid which reveals the value will be important in the analysis, we define the class $S_{m,u}$, with $m \in \mathbb{N}^+$ as the set of bidding strategies with advice $u$ which are $w$-competitive, and which, if the advice is trusted, succeed in finding the value with precisely the $m$-th bid. We say that a strategy $X \in S_{m,u}$ is $(r, w)$-competitive dominates $S_{m,u}$ if for every $X' \in S_{m,u}$, such that $X'$ is $(r', w)$-competitive, $r \leq r'$ holds.

The high-level idea is to identify, for any given $m$, a dominant strategy in $S_{m,u}$. Let $X^*_{m,u}$ denote such a strategy, and denote by $(r^*_{m,u}, w)$ its competitiveness. Then $X^*_{m,u}$ and $r^*_{m,u}$ are the solutions to an infinite linear program which we denote by $P_{m,u}$, and which is shown below. For convenience, for any strategy $X$, we will always define $x_0$ to be equal to 1.

---

1 We assume that the advice provides the exact value $u$ to the algorithm. For practical considerations, it suffices to assume an oracle that provides an $(1 + \epsilon)$-approximation of the hidden value, for sufficiently small $\epsilon > 0$. This will only affect the competitive ratios by the same negligible factor.
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\[
\min \ r_{m,u} \quad \text{(P}_{m,u}\text{)} \quad \min \ \frac{1}{u} \sum_{i=1}^{m} x_i \quad \text{(L}_{m,u}\text{)}
\]

s.t. \( x_i < x_{i+1}, \ i \in \mathbb{N}^+ \)

\[
x_{m-1} < u \leq x_m
\]

\[
\sum_{j=1}^{m} x_j \leq r_{m,u} \cdot u
\]

\[
\sum_{j=1}^{i} x_j \leq w \cdot x_{i-1}, \ i \in \mathbb{N}^+
\]

\[
x_i \geq 0, \ i \in \mathbb{N}^+.
\]

Note that in \( P_{m,u} \) the constraints \( \sum_{j=1}^{i} x_j \leq w \cdot x_{i-1} \) guarantee that the untrusted competitive ratio of \( X \) is at most \( w \), whereas the constraints \( \sum_{j=1}^{i} x_j \leq r_{m,u} \cdot u \) and \( x_{m-1} < u \leq x_m \) guarantee that if the advice is trusted, then \( X \) succeeds in finding \( u \) precisely with its \( m \)-th bid, and in this case the competitive ratio is \( r_{m,u} \).

We also observe that an optimal solution \( X_{m,u}^* = (x_j^*)_{i \geq 1} \) for \( P_{m,u} \) must be such that \( x_m = u \), otherwise one could define a strategy \( X_{m,u}^* \) in which \( x_i^* = x_i^*/\alpha \), for all \( i \geq 1 \), with \( \alpha = u/x_m^* \), which is still feasible for \( P_{m,u} \), is such that \( x_m^* = u \), and has better objective value than \( X_{m,u}^* \), a contradiction. Furthermore, in an optimal solution, the constraint \( \sum_{i=1}^{m} x_i \leq r_{m,u} \cdot u \) must hold with equality. Therefore, \( X_{m,u}^* \) and \( r_{m,u}^* \) are also solutions to the linear program \( L_{m,u} \).

Next, define \( r_u^* = \inf_m r_{m,u}^* \), and \( r^* = \sup_u r_u^* \). Informally, \( r_u^* \), \( r^* \) are the optimal competitive ratios, assuming trusted advice. More precisely, the dominant strategy in the space of all \( w \)-competitive strategies is \((r_u^*,w)\)-competitive, and \( r^* \) is an upper bound on \( r_u^* \), assuming the worst-case choice of \( u \).

We first argue how to compute \( r_{m,u} \) and the corresponding strategy \( X_{m,u}^* \), provided that \( L_{m,u} \) is feasible. This is accomplished in Lemma 3. The main idea behind the technical proof is to show that in an optimal solution of \( L_{m,u} \), all constraints \( C_i \) hold with equality. This allows us to describe the bids of the optimal strategy by means of a linear recurrence relation which we can solve so as to obtain an expression for the bids of \( X_{m,u}^* \).

Define the sequences \( a_i \) and \( b_i \) as follows:

\[
a_i = \frac{a_{i-1}}{w - 1 - b_{i-1}}, \ \text{with} \ a_0 = 1, \ \text{and} \ b_i = \frac{1 + b_{i-1}}{w - 1 - b_{i-1}}, \ \text{with} \ b_0 = 0, \quad (2)
\]

Moreover, for \( w > 4 \), let \( \rho_1 = \frac{w - \sqrt{w^2 - 4w}}{2} \) and \( \rho_2 = \frac{w + \sqrt{w^2 - 4w}}{2} \) denote the two roots of \( x^2 - wx + w \), the characteristic polynomial of the above linear recurrence.

**Lemma 3.** For every \( m \) define \( X_{m,u} \) as follows:

- If \( w > 4 \), then \( x_{m,u,i} = \alpha \cdot \rho_1^{m-1} + \beta \cdot \rho_2^{m-1} \), where \( \alpha = \frac{a_m - \rho_1 b_{m-1}}{\rho_1^m - \rho_2^m} \cdot u \), and \( \beta = \frac{a_m - \rho_2 b_{m-1}}{\rho_1^m - \rho_2^m} \cdot u \),

- If \( w = 4 \), then \( x_{m,u,i} = (\alpha + \beta \cdot i) \cdot 2^i \), where \( \alpha = \frac{2a_m d_{m-1}}{2^m (m-1)} \cdot u \), and \( \beta = \frac{2a_m d_{m-1}}{2^m (m-1)} \cdot u \).

Then, \( X_{m,u} \) is an optimal feasible solution if and only if \( a_{m-1} \cdot u \leq w \).

We can now give the statement of the optimal strategy \( X_u^* \). First, we can argue that the optimal objective value of \( L_{m,u} \) is monotone increasing in \( m \), thus it suffices to find the objective value of the smallest \( m^* \) for which \( L_{m^*,u} \) is feasible; This can be accomplished with a binary search in the interval \([1, \lceil \log u \rceil]\), since we know that the doubling strategy in which
the $i$-th bid equals $2^i$ is $w$-competitive for all $w \geq 4$; hence $m^* \leq [\log u]$. Then $X_u^*$ is derived as in the statement of Lemma 3. The time complexity of the algorithm is $O(\log \log u)$, since we can describe each $a_i, b_i$, and hence $a_{m-1}$ in closed form, avoiding the recurrence which would add a $O(\log u)$ factor. The technical details can be found in the long version of this paper [2].

Last, the following lemma allows us to express $r^*$ as a function of the values of the sequence $b$, which we can further exploit so as to obtain the exact value of $r_u^*$.

**Lemma 4.** It holds that $r^* = 1 + \sum_{i=1}^{\infty} \prod_{j=1}^{i-1} b_j$. Furthermore, $r^* = \frac{w-\sqrt{w^2-4w}}{2}$.

Combining Lemmas 3 and 4 we obtain following result:

**Theorem 5.** Strategy $X_u^*$ is Pareto-optimal and is $(\frac{w-\sqrt{w^2-4w}}{2}, w)$-competitive.

Strategy $X_u^*$ requires $u$ as advice, which can be unbounded. A natural question is what competitiveness can one achieve with $k$ advice bits, for some fixed $k$. We address this question both from the point of view of upper and lower bounds. Concerning upper bounds, we show the following:

**Theorem 6.** For every $w \geq 4$, there exists a bidding strategy with $k$ bits of advice which is $(r, w)$-competitive, where

$$r = \begin{cases} \frac{(w+\sqrt{w^2-4w})^{1+1/K}}{2^{1/K(w+\sqrt{w^2-4w})-2}} & \text{if } w \leq (1+K)^2/K \\ \frac{(1+K)^{1+1/K}}{K} & \text{if } w \geq (1+K)^2/K. \end{cases}$$

and where $K = 2^k$.

In particular, for $w = 4$, the strategy of Theorem 6 is $(2^{1+\frac{1}{2^k}}, 4)$-competitive, whereas $X_u^*$ is $(2, 4)$-competitive. The following theorem gives a lower bound on the competitiveness of any bidding strategy with $k$ bits. The result shows that one needs unbounded number of bids to achieve $(2, 4)$-competitiveness.

**Theorem 7.** For any bidding strategy with $k$ advice bits that is $(r, 4)$-competitive it holds that $r \geq 2 + \frac{1}{32^k}$.

**Proof sketch.** We present only an outline. With $k$ bits of advice, the online algorithm can differentiate only between $K = 2^k$ online bidding sequences, denoted by $X_1, \ldots, X_K$, each of which must have (untrusted) competitive ratio at least 4. Suppose, by way of contradiction, that the algorithm has trusted competitive ratio less than $2 + \frac{1}{32^k}$. We reach a contradiction, by applying a game between the algorithm and the adversary, which proceeds in rounds. The adversary fixes a sufficiently large index $i \geq i_0$, for some $i_0$. In the first round, $u$ is chosen by the adversary so as to be infinitesimally larger than $x_{K,i-1}$, namely the $(i - 1)$-th bid of $X_K$. For the algorithm to guarantee the claimed $r$, we show that it will have to use the advice so as to “choose” one of the sequences $X_1, \ldots, X_{K-1}$, say $X_j$. Then in the next round, the adversary will choose an appropriate $u$ that is adversarial for $X_j$. The crux of the proof is to show that the algorithm’s only response is to choose a sequence of index higher than $j$. Eventually, the only remaining choice for the algorithm is strategy $X_K$; moreover, we can show that throughout the execution of the algorithm the adversarial $u$ is comparable to $x_{K,i-1}$, in particular, we show that $u \leq e^{1/3} x_{K,i-1}$. To conclude, the above argument shows that

$$r \geq \sup_{i \geq i_0} \sum_{j=1}^{i} x_{K,j} \geq \frac{1}{e^{1/3}} \sup_{i=1}^{i} \sum_{j=1}^{i} x_{K,j} x_{K,i-1} \geq \frac{4}{e^{1/3}} > 2 + \frac{1}{32^k},$$

where we used the fact that $\sup_{i=1}^{i} \sum_{j=1}^{i} x_{K,j} x_{K,i-1} = 4$, since $X_K$ is 4-competitive.
4 Online Computation with Untrusted Advice

4.1 Background

An instance of the online bin packing problem consists of a sequence of items with different sizes in the range (0, 1], and the objective is to pack these items into a minimum number of bins, each with a capacity of 1. For each arriving item, the algorithm must place it in one of the current bins or open a new bin for the item. We say that algorithm $A$ has an asymptotic competitive ratio $r$ if, on every sequence $\sigma$, the number of opened bins satisfies $A(\sigma) \leq r \cdot \text{Opt}(\sigma) + c$, where $c$ is a constant. As standard in the analysis of bin packing problems, throughout this section, by “competitive ratio” we mean “asymptotic competitive ratio”. The First Fit [15] algorithm maintains bins in the same order that they have been opened, and places an item into the first bin with enough free space; if no such bin exists, it opens a new bin. First Fit has a competitive ratio of 1.7 [15] while the best online algorithm has a competitive ratio of at least 1.54278 [5] and at most 1.57829 [4]. Online bin packing has also been studied in the advice setting [10, 24, 3]. In particular, it is possible to achieve a competitive ratio of 1.4702 with only a constant number of (trusted) advice bits [3].

In this section, we introduce an algorithm named Robust-Reserve-Critical (RRC) which has a parameter $\alpha \in [0, 1]$, indicating how much the algorithm relies on the advice. Provided with $O(1)$ bits of advice, the algorithm is asymptotically $(r_{RRC}, w_{RRC})$-competitive for $r_{RRC} = 1.5 + \frac{\alpha}{1-\alpha}$ and $w_{RRC} = 1.5 + \text {max} \left\{\frac{4}{3}, \frac{6\alpha}{\alpha+1} \right\}$. If the advice is reliable, we set $\alpha = 1$ and the algorithm is asymptotically (1.5, 6)-competitive; otherwise, we set $\alpha$ to a smaller value.

4.2 The Reserve-Critical algorithm

Our solution uses an algorithm introduced by Boyar et al. [10] which achieves a competitive ratio of 1.5 using $O(\log n)$ bits of advice [10]. We refer to this algorithm as Reserve-Critical in this paper and describe it briefly. The algorithm classifies items according to their size. Tiny items have their size in the range (0, 1/3], small items in (1/3, 1/2], critical items in (1/2, 2/3], and large items in (2/3, 1]. In addition, the algorithm has four kinds of bins, called tiny, small, critical and large bins. Large items are placed alone in large bins, which are opened at each arrival. Small items are placed in pairs in small bins, which are opened every other arrival. Critical bins contain a single critical item, and tiny items up to a total size of 1/3 per bin, while tiny bins contain only tiny items. The algorithm receives as advice the number of critical items, denoted by $c$, and opens $c$ critical bins at the beginning. Inside each critical bin, a space of 2/3 is reserved for a critical item, and tiny items are placed using First-Fit into the remaining space of these bins possibly opening new bins dedicated to tiny items. Each critical item is placed in one of the critical bins. Note that the algorithm is heavily dependent on the advice being trusted. Imagine that the encoded advice is strictly larger than the real number of critical items. This results in critical bins which contain only tiny items. The worst case is reached when all tiny items have size slightly more than 1/6 while there is no critical item. In this case, all critical bins are filled up to a level slightly more than 1/6. Hence, untrusted advice can result in a competitive ratio as bad as 6.

4.3 The Robust-Reserve-Critical (RRC) algorithm

Let $t$ be the number of tiny bins opened by the Reserved-Critical algorithm. Recall that $c$ is the number of critical bins. We call the fraction $c/(c + t)$ the critical ratio. The advice for RRC is a fraction $\gamma$, integer multiple of 1/2$^k$, that is encoded in $k$ bits such that if the advice is trusted then $\gamma \leq c/(c + t) \leq \gamma + 1/2^k$. In case $c/(c + t)$ is a positive integer multiple of
1/2^k, we break the tie towards γ < c/(c + t). Note that for sufficiently large, yet constant, number of bits, γ provides a good approximation of the critical ratio. Indeed having γ as advice is sufficient to achieve a competitive ratio that approaches 1.5 in the trusted advice model, as shown in [3].

The Rrc algorithm has a parameter 0 ≤ α ≤ 1, which together with the advice γ can be used to define a fraction β = min{α, γ}. The algorithm maintains a proportion close to β of critical bins among critical and tiny bins. Formally, on the arrival of a critical item, the algorithm places it in a critical bin, opening a new one if necessary. Each arriving tiny item x is packed in the first critical bin which has enough space, with the restriction that the tiny items don’t exceed a fraction 1/β in these bins. If this fails, the algorithm tries to pack x in a tiny bin using First-Fit strategy (this time on tiny bins). If this fails as well, a new bin B is opened for x. Now, B should be declared as a critical or a tiny bin. Let c’ and t’ denote the number of critical and tiny bins before opening B. If c’ + t’ > 0 and \( \frac{c}{c + t'} < \beta \), then B is declared a critical bin; otherwise, B is declared a tiny bin. Large and small items are placed similarly to the Reserved-Critical algorithm (one large item in each large bin and two small items in each small bin).

4.4 Analysis

Intuitively, Rrc works similarly to Reserved-Critical except that it might not open as many critical bins as suggested in the advice. The algorithm is more “conservative” in the sense that it does not keep two-third of many (critical) bins open for critical items that might never arrive. The smaller the value of α is, the more conservative the algorithm is. Our analysis is based on two possibilities in the final packing of the algorithm. In the first case (case I), all critical bins receive a critical item, while in the second case (case II) some of them have their reserved space empty. In case I, we show the number of bins in the packing of Rrc is within a factor 1.5 + \( \frac{15}{2^{1/2 + 1}} \) of the number of bins in the optimal packing. Note that this ratio decreases as the value of α (and β) grows. This implies a less conservative algorithm would be better packing in this case. Case II happens only if the advice is untrusted. In this case, the number of bins in the Rrc packing is within a factor 1.5 + \( \frac{9}{8 - 6\alpha} \) of the number of bins in an optimal packing. This ratio increases with α (and β). This implies a more conservative algorithm would be better in this case as it would open less critical bins and, thus, would have fewer without critical items.

Assume the advice is trusted. Then either γ ≤ α or γ > α. In the former case, the algorithm maintains the same ratio as suggested by advice, and a result from [3] indicates that the competitive ratio is at most 1.5 + \( \frac{15}{2^{1/2 + 1}} \). In the former case, the algorithm maintains a smaller number of critical items than what the advice suggested; all these bins receive critical items and the final packing will be in Case I. Consequently, when the advice is trusted, the competitive ratio is at most 1.5 + max\{\( \frac{1}{4}, \frac{15}{2^{1/2 + 1}} \)\}. If the advice is untrusted, both case I and case II can be realized for the final packing. The competitive ratio will be at most 1.5 + max\{\( \frac{1}{4}, \frac{9}{8 - 6\alpha} \)\}. We can conclude with the following theorem:

**Theorem 8.** Algorithm Robust-Reserve-Critical with parameter α ∈ [0, 1] and k bits of advice achieves a competitive ratio of rRrc ≤ 1.5 + max\{\( \frac{1}{4}, \frac{15}{2^{1/2 + 1}} \)\} when the advice is trusted and a competitive ratio of wRrc ≤ 1.5 + max\{\( \frac{1}{4}, \frac{9}{8 - 6\alpha} \)\} when the advice is untrusted.

Assuming the size k of the advice is a sufficiently large constant, we conclude the following.

**Corollary 9.** For bin packing with untrusted advice, there is a \( (r, f(r)) \)-competitive algorithm where \( r \geq 1.5 \) and \( f(r) = \max\{33 - 18r, 7/4\} \).
5 List update

5.1 Background

The list update problem consists of a list of items of length \( m \), and a sequence of \( n \) requests that should be served with minimum total cost. Every request corresponds to an “access” to an item in the list. If the item is at position \( i \) of the list then its access cost is \( i \). After accessing the item, the algorithm can move it closer to the front of the list with no cost using a “free exchange”. In addition, at any point, the algorithm can swap the position of any two consecutive items in the list using a “paid exchange” which has a cost of 1. Throughout this section, we adopt the standard assumption that \( m \) is a large integer but still a constant with respect to \( n \).

Move-to-Front (MTF) is an algorithm that moves every accessed item to the front of the list using a free exchange. MTF has a competitive ratio of at most \( 2 \) [27], which is the best that a deterministic algorithm can achieve [14]. Timestamp [1] is another algorithm that achieves the optimal competitive ratio of 2. This algorithm uses a free exchange to move an accessed item \( x \) to the front of the first item that has been accessed at most once since the last access to \( x \). Move-To-Front-Every-Other-Access (MTF2) is a class of algorithms which maintain a bit for each item in the list. Upon accessing an item \( x \), the bit of \( x \) is flipped, and \( x \) is moved to front if its bit is 0 after the flip (otherwise the list is not updated). If all bits are 0 at the beginning, MTF2 is called called Move-To-Front-Even (MTFE), and if all bits are 1 at the beginning, MTF2 is called Move-To-Front-Odd (MTFO). Both MTFE and MTFO algorithms have a competitive ratio of \( 5/2 \) [9]. In [9] it is shown that, for any request sequence, at least one of Timestamp, MTFO, and MTFE has a competitive ratio of at most \( 5/3 \). For a given request sequence, the best option among the three algorithms can be indicated with two bits of advice, giving a \( 5/3 \)-competitive algorithm. However, if the advice is untrusted, the competitive ratio can be as bad as \( 5/2 \).

To address this issue, we introduce an algorithm named Toggle (TOG) that has a parameter \( \beta \in [0, 1/2] \), and uses 2 advice bits to select one of the algorithms Timestamp, MTFE or MTFO. This algorithm achieves a competitive ratio of \( r_{TOG} = 5/3 + \frac{5\beta}{6+3\beta} \) when the advice is trusted and a competitive ratio of at most \( w_{TOG} = 2 + 2/(4 + 5\beta) \) when the advice is untrusted. The parameter \( \beta \) can be tuned and should be smaller when the advice is more reliable. In particular, when \( \beta = 0 \), we get a \((5/3, 2.5)\)-competitive algorithm.

5.2 The Toggle algorithm

Given the parameter \( \beta \), the Toggle algorithm (TOG) works as follows. If the advice indicates Timestamp, the algorithm runs Timestamp. If the advice indicates either MTFO or MTFE, the algorithm will proceed in phases (the length of which partially depend on \( \beta \) alternating (“toggling”) between running MTFE or MTFO, and MTF. In what follows, we use MTF2 to represent the algorithm indicated by the advice. The algorithm TOG will initially begin with MTF2 until the cost of the accesses of the phase reaches a certain threshold, then a new phase begins and TOG switches to MTF. This new phase ends when the access cost of the phase reaches a certain threshold, and TOG switches back to MTF2. This alternating pattern continues as TOG serves the requests. As such, TOG will use MTF2 for the odd phases which we will call trusting phases, and MTF for the even phases which we will call ignoring phases. The actions during each phase are formally defined below.

**Trusting phase:** In a trusting phase, TOG will use MTF2 to serve the requests. Let \( \sigma_i \) be the first request of some trusting phase \( j \) for \( 1 \leq i \leq n \) and an odd \( j \geq 1 \). Before serving \( \sigma_i \), TOG modifies the list with paid exchanges to match the list configuration that would result
from running Mtf2 on the request sequence $\sigma_1, \ldots, \sigma_t$. The number of paid exchanges will be less than $m^2$. In addition, TOG will set the bits of items in the list to the same value as at the end of this hypothetical run. As such, during a trusting phase, TOG incurs the same access cost as Mtf2. The trusting phase continues until the cost to access a request $\sigma_i$, $i < t \leq n$, for TOG would cause the total access cost for the phase to become at least $m^3$ (or the request sequence ends). The next phase, which will be an ignoring phase, begins with request $\sigma_{t+1}$.

Ignoring phase: In an ignoring phase, TOG will use the Mtf rule to serve the request. Unlike the trusting phase, TOG does not use paid exchanges to match another list configuration. Let $\sigma_i$ be the first request of some ignoring phase $j$ for $1 \leq i \leq n$ and an even $j \geq 1$. The ignoring phase continues until the cost to access a request $\sigma_i$, $i < \ell \leq n$, for TOG would cause the total access cost for the phase to exceed $\beta \cdot m^3$ (or the request sequence ends). The next phase, which will be a trusting phase, begins with request $\sigma_{\ell+1}$.

5.3 Analysis

The access cost in each phase of TOG is $\Theta(m^3)$, while the cost that it might pay at the beginning of each phase is $O(m^3)$. Consequently, the cost of the algorithm in a trusting phase is roughly $m^3 + o(m^3)$ and $\beta m^3 + o(m^3)$ for an ignoring phase. Moreover, the optimal algorithm incurs a cost of at least $m^3/2.5 - m^2$ in a trusting phase and at least $\beta m^3/2 - m^2$ in an ignoring phase; these results follow from the upper bounds of respectively $2.5$ and $2$ for the competitive ratios of Mtf and Mtf2, and the fact that the discrepancy in the initial configuration of each phase changes the cost of Opt in that phase by at most $m^2$. We can extend these results to show that, for sufficiently long lists, the competitive ratio of TOG (regardless of the advice being trusted or not) converges to at most $2 + \frac{2}{4 + 5\beta}$. We conclude that, when the advice is untrusted, the competitive ratio of TOG is at most $2 + \frac{2}{4 + 5\beta}$.

Now, assume the advice is trusted. If the advice indicates Timestamp as the best algorithm among Mtf, Mtf0, and Timestamp, the algorithm uses Timestamp to serve the entire sequence, and since the advice is right, the competitive ratio will be at most $5/3$ [9]. If the advice indicates Mtf2 (either MTf or MTfo), we compare the cost of TOG with that of Mtf2 in each phase. A careful phase analysis, similar to the one for the competitive ratio, shows that the ratio between the costs of the two algorithms converges to at most $2 + \frac{2}{4 + 5\beta}$. We conclude that, when the advice is trusted, the competitive ratio of the TOG algorithm converges to $5/3 + \frac{5\beta}{4 + 5\beta}$ for sufficiently long lists. We can state the following theorem:

▶ Theorem 10. Algorithm TOG with parameter $\beta \in [0, 1/2]$ and $k$ bits of advice achieves a competitive ratio of at most $5/3 + \frac{5\beta}{4 + 5\beta}$ when the advice is trusted and a competitive ratio of at most $2 + \frac{2}{4 + 5\beta}$ when the advice is untrusted.

▶ Corollary 11. For list update with untrusted advice, there is a $(r, f(r))$-competitive algorithm where $r \in [5/3, 2]$ and $f(r) = 2 + \frac{4}{5\beta - \beta}$.

6 Randomized online algorithms with untrusted advice

The discussion in all previous sections pertains to deterministic online algorithms. In this section we focus on randomization and its impact on online computation with untrusted advice. We will assume, as standard in the analysis of randomized algorithms, that the source of randomness is trusted (unlike the advice). Given a randomized algorithm $A$, its trusted and untrusted competitive ratios are defined as in (1), with the difference that the cost $A(\sigma, \phi)$ is now replaced by the expected cost $\mathbb{E}(A(\sigma, \phi))$. 
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First, we will argue that randomization can improve the competitiveness of the ski rental problem. For this, we note that [23] gave a randomized algorithm with a single advice bit for this problem which is $(\frac{3}{2w-1}, \frac{1}{w-1})$-competitive, where $\lambda \in (1/B, 1)$ is a parameter of the algorithm. For simplicity, we may assume that $B$ is large, hence this algorithm is $(\frac{1}{1+\frac{\sqrt{w}}{2}}, \frac{1}{w-1})$-competitive, which we can write in the equivalent form $(w \ln \frac{w}{w-1}, w)$. In contrast, Theorem 2 shows that any deterministic Pareto-optimal algorithm with advice of any size is $(1 + \lambda, 1 + 1/\lambda)$-competitive, or equivalently $(\frac{1}{1+\frac{\sqrt{w}}{2}}, w)$-competitive. Standard calculus shows that $w \ln \frac{w}{w-1} < \frac{w}{w-1}$; therefore we conclude that the randomized algorithm Pareto-dominates any deterministic algorithm, even when the latter is allowed unbounded advice.

A second issue we address in this section is related to the comparison of random bits and advice bits as resource. More specifically, in the standard model in which advice is always trustworthy, an advice bit can be at least as powerful as a random bit since the former can simulate the efficient choice of the latter, and thus provide a “no-loss” derandomization. However, in the setting of untrusted advice, the interplay between advice and randomization is much more intricate. This is because random bits, unlike advice bits, are assumed to be trusted.

We show, using online bidding as an example, that there are situations in which a deterministic algorithm with $L + 1$ advice bits is Pareto-incomparable to a randomized algorithm with 1 random bit and $L$ advice bits. In particular we focus on the bounded online bidding problem, in which $u \leq B$, for some given $B$.

▶ **Theorem 12.** For every $\epsilon > 0$ there exist sufficiently large $B$ and $L$ such that there is a randomized algorithm for bounded online bidding with $L$ advice bits and 1 random bit, and which is $(\frac{1+\rho_1}{2}, \frac{1+\rho_1}{2} + \epsilon)$-competitive for all $w > 4$, where $\rho_1 = \frac{w}{2w-4} - \frac{1}{2}$. Note that when $B, L \to \infty$, the competitiveness of the best deterministic algorithm with $L$ advice bits approaches the one of $X_w^*$, as expressed in Theorem 5, namely $(\rho_1, w)$. Thus, Theorem 12 shows that randomization improves upon the deterministic untrusted ratio $w$ by a factor $\frac{1+\rho_1}{2} > 1$, at the expense of a degradation of the trusted competitive ratio by a factor $\frac{1+\rho_1}{2} > 1$. For instance, if $w$ is close to 4, then the randomized algorithm has untrusted competitive ratio less than 4, and thus better than any deterministic strategy.
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Abstract

The most studied linear algebraic operation, matrix multiplication, has surprisingly fast $O(n^\omega)$ time algorithms for $\omega < 2.373$. On the other hand, the $(\min, +)$ matrix product which is at the heart of many fundamental graph problems such as All-Pairs Shortest Paths, has received only minor $n^{o(1)}$ improvements over its brute-force cubic running time and is widely conjectured to require $n^{3-o(1)}$ time. There is a plethora of matrix products and graph problems whose complexity seems to lie in the middle of these two problems. For instance, the Min-Max matrix product, the Minimum Witness matrix product, All-Pairs Shortest Paths in directed unweighted graphs and determining whether an edge-colored graph contains a monochromatic triangle, can all be solved in $\tilde{O}(n^{(3+\omega)/2})$ time. While slight improvements are sometimes possible using rectangular matrix multiplication, if $\omega = 2$, the best runtimes for these “intermediate” problems are all $\tilde{O}(n^{2.5})$.

A similar phenomenon occurs for convolution problems. Here, using the FFT, the usual $(+, \times)$-convolution of two $n$-length sequences can be solved in $O(n \log n)$ time, while the $(\min, +)$ convolution is conjectured to require $n^{2-o(1)}$ time, the brute force running time for convolution problems. There are analogous intermediate problems that can be solved in $O(n^{1.5})$ time, but seemingly not much faster: Min-Max convolution, Minimum Witness convolution, etc.

Can one improve upon the running times for these intermediate problems, in either the matrix product or the convolution world? Or, alternatively, can one relate these problems to each other and to other key problems in a meaningful way?

This paper makes progress on these questions by providing a network of fine-grained reductions. We show for instance that APSP in directed unweighted graphs and Minimum Witness product can be reduced to both the Min-Max product and a variant of the monochromatic triangle problem, so that a significant improvement over $n^{(3+\omega)/2}$ time for any of the latter problems would result in a similar improvement for both of the former problems. We also show that a natural convolution variant of monochromatic triangle is fine-grained equivalent to the famous 3SUM problem. As this variant is solvable in $O(n^{1.5})$ time and 3SUM is in $O(n^2)$ time (and is conjectured to require $n^{2-o(1)}$ time), our result gives the first fine-grained equivalence between natural problems of different running times. We also relate 3SUM to monochromatic triangle, and a coin change problem to monochromatic convolution, and thus to 3SUM.
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1 Introduction

Matrix multiplication is arguably the most fundamental linear algebraic operation. It is an important primitive for an enormous variety of applications. Within algorithmic research it has a very special role since it is one of the few problems for which we have surprisingly fast and completely counter-intuitive algorithms. Starting with Strassen’s breakthrough [36] in 1969, a long line of research culminated in the current bound $\omega < 2$ [42, 30], where $\omega$ is the smallest real number so that $n \times n$ matrix multiplication can be performed in $O(n^{\omega + \epsilon})$ time for all $\epsilon > 0$.

In many applications, one needs to compute matrix products that are a bit different (often called funny [2]) from the usual definition of matrix multiplication over a ring such as the integers ($C_{ij} = \sum_k A_{ik} \cdot B_{kj}$). Such examples include matrix products over semirings such as the $(\min, +)$-product (often called distance product) which is over the tropical $((\min, +))$ semiring and the Max-Min product which is over the $(\max, \min)$-semiring. Both these products are equivalent to certain types of path optimization problems in graphs. The distance product of $n \times n$ matrices is equivalent to the All-Pairs Shortest Paths (APSP) problem in $n$-node graphs, so that a $T(n)$ time algorithm for one problem would imply an $O(T(n))$ time algorithm for the other [21]. Similarly, the Max-Min product is equivalent to the so called All-Pairs Bottleneck Paths (APBP) in graphs (e.g. [35]).

There seems to be a distinct complexity difference between APSP and APBP (and hence the corresponding matrix products), however. The fastest algorithms for APSP and the distance product run in $n^3/\exp(\sqrt{\log n})$ time [46], which is only better by an $n^{o(1)}$ factor than the trivial cubic time algorithm for the distance product. Meanwhile, as was first shown by [38, 39], APBP and the Max-Min product admit a much faster than cubic time algorithm via a reduction to (normal) matrix multiplication; the fastest running time is $O(n^{(3+\omega)/2})$ [19].

APSP is in fact conjectured to not admit any truly subcubic, $O(n^{3-\epsilon})$ time algorithms for $\epsilon > 0$. Fine-grained complexity has strengthened this hypothesis by providing a large class of problems that are equivalent to APSP and the distance product, via fine-grained subcubic reductions. Thus the reason why distance product is seemingly so difficult is because there are many problems that are equivalent to it and researchers from different communities have all failed to solve these problems faster.

The best known running time for the $n \times n$ Max-Min product, $\tilde{O}(n^{(3+\omega)/2})$, while nontrivially subcubic, seems difficult to improve upon. In fact, $\tilde{O}(n^{(3+\omega)/2})$ is the best known running time for many other matrix and graph problems besides the Max-Min product: the Dominance product [32] and Equality product [47, 29], All-Pairs Nondecreasing Paths (APNP) and the $(\min, \leq)$-product [37, 41, 18]. For some of these problems [49, 24] one can obtain slightly improved running times using rectangular matrix multiplication [23]. However, the closer $\omega$ is to 2, the smaller the improvement, and when $\omega = 2$, the $\tilde{O}(n^{(3+\omega)/2}) = \tilde{O}(n^{3.5})$ running time is the best known for all of these problems. Since their running time exponent is essentially the average of the brute-force exponent 3 and the fast matrix multiplication exponent $\omega$, we will call these problems “intermediate”.
There are two additional problems that are intermediate if $\omega = 2$: the Minimum Witness product, which is equivalent to the problem of computing All-Pairs Least Common Ancestors in a DAG, and All-Pairs Shortest Paths (APSP) in unweighted directed graphs. For both problems we know algorithms running in $\tilde{O}(n^{(3+\omega)/2}) \leq \tilde{O}(n^{2.687})$ time [6, 2], and both algorithms can be improved upon, by using rectangular matrix multiplication [15, 50]. The improvement is already seen in a naive implementation, i.e. cutting rectangular matrices into square blocks, which gives an $\tilde{O}(n^{2+1/(4-\omega)}) \leq \tilde{O}(n^{2.615})$ time. Employing a specialized rectangular matrix multiplication algorithm [23], brings the runtime down to $\tilde{O}(n^{2.529})$. When $\omega = 2$, however, all the improvements vanish and those running times become $\tilde{O}(n^{2.5})$.

Is the 2.5 running time exponent (for $\omega = 2$) for all of these problems a coincidence, or can we relate all of them via fine-grained reductions, and use plausible hypotheses to explain it?

This is a question that many have asked, but unfortunately there are only two partial answers: First, it is known that Equality product and Dominance product are equivalent ([47, 29], also follows from Proposition 3.4 in [45]), and that they are equivalent to All-Pairs $\ell_{2p+1}$ Distances [29]. The second result is that the Max-Min product is equivalent to approximate APSP in weighted graphs without scaling [10]. The main question above remains wide open.

Parallel to the world of matrix products, there is a very similar landscape of convolution problems. While it is well-known that the $(+, \times)$-convolution of two $n$-length vectors can be computed in $O(n \log n)$ time using the Fast Fourier Transform (FFT), these techniques no longer work for the $(\min, +)$-convolution, and this problem is conjectured to require $n^{2-o(1)}$ time (see e.g. [14]). Similar to the “intermediate” matrix product problems, there are analogous “intermediate” convolution problems, all in $\tilde{O}(n^{3/2})$ time: Max-Min convolution, Dominance convolution, Minimum Witness convolution, etc.

The convolution landscape is even somewhat cleaner than the matrix product one. As the normal convolution ($(+, \times)$) is already in (near-)linear time, there are no analogues of rectangular matrix multiplication speedups, and all intermediate problems happen to have exactly the same running time (up to polylogarithmic factors). Still, there is no real formal explanation of why they have the same running time. The only reductions between these convolutions are analogous to the matrix product ones: Dominance convolution is equivalent to Equality convolution [29], and approximate $(\min, +)$-convolution is equivalent to exact Max-Min convolution [10].

1.1 Our contributions

In this paper we provide new fine-grained reductions between several intermediate matrix product and all-pairs graph problems, and between intermediate convolution problems, also relating these to other key problems from fine-grained complexity such as 3SUM. See Figure 1 for a pictorial representation of our results.

Reductions for Graph Problems and Matrix Products

Several of our reductions concern the All-Edges Monochromatic Triangle (AE-MonoΔ) problem: Given an $n$-node graph in which each edge has a color from 1 to $n^2$, decide for each edge whether it belongs to a monochromatic triangle, a triangle whose all three edges
have the same color. Vassilevska, Williams and Yuster [40] studied the decision variant of AE-Mono$\Delta$ in which one asks whether the given graph contains a monochromatic triangle. They provided an $O(n^{(3+\omega)/2})$ time algorithm for the decision problem, but that algorithm is in fact strong enough to also solve the all-edges variant AE-Mono$\Delta$, making AE-Mono$\Delta$ one of the “intermediate” problems of interest.

To obtain their $O(n^{(3+\omega)/2})$ time algorithm, Vassilevska, Williams and Yuster [40] implicitly reduce AE-Mono$\Delta$ (in a black-box way) to the AE-Sparse$\Delta$ problem of deciding for every edge $e$ in an $m$-edge graph whether $e$ is in a triangle. The fastest known algorithm for AE-Sparse$\Delta$ is by Alon, Yuster and Zwick [3], running in $O(m^{2\omega/(\omega+1)})$ time, and the problem is known to be runtime equivalent to the problem of listing up to $m$ triangles in an $m$-edge graph [20]. The black-box reduction of [40] from AE-Mono$\Delta$ to AE-Sparse$\Delta$ implies that a significant improvement over the $O(m^{2\omega/(\omega+1)})$ time for AE-Sparse$\Delta$ would translate to an improvement over $O(n^{(3+\omega)/2})$ for AE-Mono$\Delta$.

**Theorem 1** (implicit in [40]). If AE-Sparse$\Delta$ is in $O(m^{2\omega/(\omega+1)-\varepsilon})$ time, for some $\varepsilon > 0$, then AE-Mono$\Delta$ is in $O(n^{(3+\omega)/2-\delta})$ time, for some $\delta > 0$.

Our first set of results shows that AE-Mono$\Delta$ is powerful enough to capture two well-studied intermediate problems: the Minimum Witness product of two Boolean matrices and the All-Pairs Shortest Paths problem in directed unweighted graphs.

The Minimum Witness product (MinWitness) $C$ of two Boolean matrices $A$ and $B$ is defined as $C_{ij} = \min\{k \mid A_{ik} = B_{kj} = 1\}$ (where the minimum is defined to be $\infty$ if there is no witness $k$). It is well-known [15] that MinWitness is equivalent to determining for every pair $u, v$ of vertices in a DAG, the least common ancestor of $u$ and $v$, i.e. solving the All-Pairs Least Common Ancestors (AP-LCA) problem. The fastest known algorithm for MinWitness runs in $O(n^2/\omega^{2+\varepsilon})$ time using rectangular matrix multiplication, and in $O(n^{2+1/\delta})$ time just using square matrix multiplication [15].

The All-Pairs Shortest Paths (APSP) problem in unweighted graphs is very well-studied. While in undirected graphs, the problem is known to be solvable in $O(n^3)$ time [34], the problem in directed graphs is one of our intermediate problems. Its fastest algorithm (similarly to MinWitness) runs in $O(n^{2+\varepsilon}/\omega^{2+\varepsilon})$ time using rectangular matrix multiplication, and in $O(n^{2+1/\delta})$ time just using square matrix multiplication [50]. We will refer to the APSP problem in directed unweighted graphs as UnweightedAPSP.
We present reductions from MinWitness and UnweightedAPSP to AE-MonoΔ with only polylogarithmic overhead.

\textbf{Theorem 2.} If AE-MonoΔ is in $T(n)$ time, then MinWitness is in $O(T(n) \log n)$ time.

\textbf{Theorem 3.} If AE-MonoΔ is in $T(n)$ time, then UnweightedAPSP is in $O(T(n) \log^2 n)$ time.

The above reductions tightly relate MinWitness and UnweightedAPSP to AE-MonoΔ if $\omega = 2$, showing that any improvement over the 2.5 exponent for AE-MonoΔ, gives the same improvement for MinWitness and UnweightedAPSP. Due to the tight reduction (Theorem 1) from AE-MonoΔ to AE-SparseΔ, we also obtain that an $O(m^{4/3 - \varepsilon})$ time algorithm, with $\varepsilon > 0$, for AE-SparseΔ would give $O(n^{2.5 - \delta})$ time algorithms, for $\delta > 0$, for MinWitness and UnweightedAPSP, presenting another tight relationship for the case when $\omega = 2$.

Our next result is that improving over the exponent 2.5 for AE-MonoΔ is at least as hard as obtaining a truly subquadratic time algorithm for the 3SUM problem.

\textbf{Theorem 4.} If AE-MonoΔ is in $O(n^{5/2 - \varepsilon})$ time, then 3SUM is in (randomized) $\tilde{O}(n^{2 - \frac{1}{2} \varepsilon})$ time.

In 3SUM one is given $n$ integers and is asked whether three of them sum to 0. The problem is easy to solve in $O(n^2)$ time, and slightly subquadratic time algorithms exist [4, 11]. 3SUM is a central problem in fine-grained complexity [43]. It is hypothesized to require $n^{2-o(1)}$ time (on a word-RAM with $O(\log n)$ bit words), and many fine-grained hardness results are conditioned on this hypothesis (see [22, 43]). Our reduction shows that, under the 3SUM Hypothesis, the exponent 2.5 for AE-MonoΔ cannot be beaten, and this is tight if $\omega = 2$. We note that before our work no intermediate matrix, graph, or convolution problem was known to be 3SUM-hard.

Next, we consider the Min-Max product (Min-Max) of two matrices $A$ and $B$, defined as $C_{ij} = \min_{k} \max(A_{ik}, B_{kj})$. The Min-Max product is equivalent to the aforementioned Max-Min product (just negate the matrix entries) and the All-Pairs Bottleneck Paths problem, and is thus solvable in $O(n^{3+\omega/2})$ time [19].

A very simple folklore reduction shows that Min-Max on $n \times n$ integer matrices is at least as hard as MinWitness on $n \times n$ Boolean matrices, giving a tight relationship when $\omega = 2$.

\textbf{Theorem 5 (folklore).} If Min-Max is in $T(n)$ time, then MinWitness is in $O(T(n))$ time.

Our next result states that All-Pairs Shortest Paths in directed unweighted graphs (UnweightedAPSP) is also tightly reducible to Min-Max. This gives a second intermediate problem that is at least as hard as both MinWitness and UnweightedAPSP.

\textbf{Theorem 6.} If Min-Max is in $T(n)$ time, then UnweightedAPSP is in $O(T(n) \log n)$ time.

The above theorem also follows from a recent independent result by Barr, Kopelowitz, Porat and Roditty [5]. In particular, they reduce All-Pairs Shortest Paths in directed graphs with edge weights from $\{-1, 0, 1\}$ to Min-Max. Interestingly, they use a substantially different approach than ours. While their argument can be seen as inspired by Seidel’s algorithm for unweighted APSP in undirected graphs [34], ours resembles Zwick’s algorithm for directed graphs [50].
Reductions for Convolution Problems

Our main result for convolution problems regards the convolution version of \( AE_{\text{Mono}} \Delta \), which we call \( \text{MonoConvolution} \): Given three integer sequences \( a, b, c \), decide for each index \( i \) if there exists \( j \) such that \( a_j = b_{i-j} = c_i \). We show that \( \text{MonoConvolution} \) is actually fine-grained equivalent to 3SUM.

\[ \text{Theorem 7. If } \text{MonoConvolution} \text{ is in } O(n^{3/2-\varepsilon}) \text{ time, then 3SUM is in (randomized) } \tilde{O}(n^{2-\frac{3}{2}\varepsilon}) \text{ time.} \]

\[ \text{Theorem 8. If 3SUM is in } O(n^{2-\varepsilon}) \text{ time, then } \text{MonoConvolution} \text{ is in } \tilde{O}(n^{3/2-\varepsilon/4}) \text{ time.} \]

This equivalence is arguably the first fine-grained equivalence between natural problems with different running time complexities: \( \text{MonoConvolution} \) is a problem in \( O(n^{3/2}) \) time, whereas 3SUM is in \( O(n^2) \) time, and a polynomial improvement on one of these running times would result in a polynomial improvement over the other. All previous fine-grained equivalences were between problems with the same running time exponent: the problems equivalent to APSP [44, 1] are all solvable in \( \mathcal{O}(N^{1.5}) \) time where \( N \) is the size of their input, the problems equivalent to Orthogonal Vectors [12] or to \((\min,+)\)-convolution [14] are all in quadratic time, the problems equivalent to CNF-SAT [13] are all in \( O(2^n) \) time, etc. While tight fine-grained reductions between problems with different running times are well-known, there was no such equivalence until our result, largely since it often seems difficult to reduce a problem with a smaller asymptotic running time to one with a larger running time, something our Theorem 8 overcomes. Note that the same apparent difficulty is overcome by the reduction from \( AE_{\text{Mono}} \Delta \) to \( AE_{\text{Sparse}} \Delta \) in Theorem 1, as well as by the reductions from \( \text{MinWitness} \) and \( \text{UnweightedAPSP} \) to \( AE_{\text{Sparse}} \Delta \), which follow from combining Theorems 2 and 3 with Theorem 1.

Theorem 8 together with Theorem 4 give a reduction from \( \text{MonoConvolution} \) to \( AE_{\text{Mono}} \Delta \). Previously reductions from a convolution to the corresponding graph/matrix problem were known only for problems with best known algorithms running in brute-force time, i.e. quadratic time for convolution and cubic time for product, e.g. \((\min,+)\)-convolution and \((\min,+)\)-product [7].

Finally, we relate \( \text{MonoConvolution} \) to an unweighted variant of a coin change problem [48, 28] that is related to the minimum word break problem [8]. Given a set of coin values from \( \{1,2,\ldots,n\} \), the \( \text{CoinChange} \) problem asks to determine for each integer value up to \( n \) what is the minimum number of coins (allowing repetitions) that sum to that value. We reduce \( \text{CoinChange} \) to \( \text{MonoConvolution} \) with only a polylogarithmic overhead. \( \text{CoinChange} \) is solvable in \( \tilde{O}(n^{3/2}) \) time [9], and our reduction implies that any improvement over the known running times of \( \text{MonoConvolution} \) or 3SUM would also improve the running time for \( \text{CoinChange} \).

\[ \text{Theorem 9. If } \text{MonoConvolution} \text{ is in } T(n) \text{ time, then } \text{CoinChange} \text{ is in } \mathcal{O}(T(n) \log^2 n) \text{ time.} \]

2 Preliminaries

In this section we recall formal definitions of all the problems involved in the reductions presented in the paper. We split these problems by their time complexity.
2.1 Problems in \(\widetilde{O}(n^{(3+\omega)/2})\) time

- **Definition 10** (All-Edges Monochromatic Triangle, AE-Mono\(\Delta\)). Given an \(n\)-node graph \(G\) in which each edge has a color from 1 to \(n^2\), decide for each edge whether it belongs to a monochromatic triangle, a triangle where all three edges have the same color.

- **Definition 11** (Min-Max matrix product, Min-Max). Given two \(n\times n\) matrices \(A\) and \(B\), compute matrix \(C\) such that
  \[
  C_{ij} = \min_k \max(A_{ik}, B_{kj}).
  \]

- **Definition 12** (Minimum Witness matrix product, MinWitness). Given two \(n\times n\) Boolean matrices \(A\) and \(B\), compute matrix \(C\) such that
  \[
  C_{ij} = \min(\{k \mid A_{ik} = B_{kj} = 1\} \cup \{\infty\}).
  \]

- **Definition 13** (All-Pairs Shortest Paths in directed unweighted graphs, UnweightedAPSP). Given an \(n\)-node unweighted directed graph \(G = (V, E)\), compute for each pair of vertices \(u, v\) the length of a shortest path from \(u\) to \(v\). Note that all path lengths will be in \(\{0, 1, \ldots, n - 1\} \cup \{\infty\}\).

2.2 Problems in \(O(m^{2\omega/(\omega+1)})\) time

- **Definition 14** (All-Edges Sparse Triangle, AE-Sparse\(\Delta\)). Given an \(m\)-edge graph \(G\) decide for each edge whether it belongs to a triangle.

2.3 Problems in \(O(n^2)\) time

- **Definition 15** (3SUM). Given three lists, \(A\), \(B\) and \(C\), of \(n\) integers, determine if there exist \(a \in A\), \(b \in B\), and \(c \in C\) such that \(a + b = c\).

  Let us note that the 3SUM problem is defined in several different ways in literature. They differ as to whether the input is split into three list or all the numbers are in a single list, and whether one looks for \(a + b = c\) or \(a + b + c = 0\). All these variants are equivalent by simple folklore reductions.

2.4 Problems in \(\widetilde{O}(n^{1.5})\) time

- **Definition 16** (MonoConvolution). Given three sequences \(a, b, c\), all of length \(n\), compute the sequence \(d\) such that
  \[
  d_i = \begin{cases} 
  1 & \text{if } \exists_j a_j = b_{i-j} = c_i, \\
  0 & \text{otherwise}. 
  \end{cases}
  \]

- **Definition 17** (CoinChange). Given a set of coin values \(C \subseteq \{1, 2, \ldots, n\}\), assume you have for each \(c \in C\) an infinite supply of coins of value \(c\), and determine for each \(v \in \{1, 2, \ldots, n\}\) the minimum number of coins that sums up to \(v\).

  CoinChange can be solved in \(\widetilde{O}(n^{1.5})\) time [9]. The algorithm splits the coins into heavy coins, with weight at least \(\sqrt{n}\), and light coins, with weight less than \(\sqrt{n}\). The minimum sum for a value can use at most \(\sqrt{n}\) heavy coins. By running FFT \(\sqrt{n}\) times the algorithm produces a vector with the minimum number of heavy coins needed to sum to every value. That takes \(O(n^{1.5} \log n)\) time in total. Then a classical dynamic programming algorithm is run for the \(\sqrt{n}\) light coins and \(n\) values, in \(O(n^{1.5})\) time.
2.5 Self-reducibility of 3SUM

In our proofs of Theorems 4 and 7 we use the following fact about 3SUM.

Lemma 18. For any \( \alpha \in [0,1] \), a single instance of 3SUM of size \( n \) can be reduced to \( O(n^{2\alpha}) \) instances of 3SUM of size \( O(n^{1-\alpha}) \) each. The reduction runs in time linear in the total size of produced instances, and the original instance is a yes-instance if and only if at least one of the produced instances is a yes-instance.

This fact appears in many 3SUM-related papers, e.g. [4, 26, 27, 31, 33]. In [4] it was proved using a randomized almost linear hashing scheme [17]. An alternative proof – using a domination argument to provide a deterministic reduction – appeared e.g. in [31, 25], and is based on ideas of [16].

3 Reductions for Graph and Matrix Problems

First, let us recall the algorithm of Vassilevska, Williams and Yuster [40] for \( \text{AE-Mono}\Delta \). We rephrase the argument so that it not only shows how to solve \( \text{AE-Mono}\Delta \) in \( O(n^{(3+\omega)/2}) \) time, but also proves that any polynomial improvement over the \( O(m^{2\omega/(\omega+1)}) \) time algorithm of Alon, Yuster and Zwick [3] for \( \text{AE-Sparse}\Delta \) translates to a polynomial improvement for \( \text{AE-Mono}\Delta \).

Theorem 1 (implicit in [40]). If \( \text{AE-Sparse}\Delta \) is in \( O(m^{2\omega/(\omega+1)}) \) time, for some \( \varepsilon > 0 \), then \( \text{AE-Mono}\Delta \) is in \( O(n^{(1+\omega)/2-\delta}) \) time, for some \( \delta > 0 \).

Proof. Assume \( \text{AE-Sparse}\Delta \) is in \( O(m^\alpha) \) time. Take an \( \text{AE-Mono}\Delta \) instance. For each color consider the subgraph composed of all the edges of that color. Each such subgraph constitutes an independent instance of \( \text{AE-Sparse}\Delta \). However, simply using the \( O(m^\alpha) \) time algorithm on all of these instances is not efficient enough. Intuitively, some of the instances might be too dense.

Instead, for a parameter \( t \) to be determined later, take the \( t \) largest subgraphs (in terms of the number of edges). For each of them solve the problem by using fast matrix multiplication to compute the square of the adjacency matrix. This takes \( O(n^\alpha) \) time in total. Let \( m_i \) denote the number of edges in the \( i \)-th of the remaining subgraphs. Clearly, \( \forall i \, m_i \leq n^2/t \), and \( \sum_i m_i \leq n^2 \). On each of those subgraphs use the \( O(m^\alpha) \) time \( \text{AE-Sparse}\Delta \) algorithm. This takes an order of

\[
\sum_i m_i^\alpha = \sum_i m_i \cdot m_i^{\alpha-1} \leq \sum_i m_i \cdot (n^2/t)^{\alpha-1} \leq n^2 \cdot (n^2/t)^{\alpha-1}
\]

time. The total runtime is thus \( O(tm^\omega + n^{2\alpha}/t^{\alpha-1}) \). Optimize by setting \( t = n^{(2\alpha-\omega)/\alpha} \), and get an \( O(n^{\omega+2-(\omega/\alpha)}) \) time.

Observe that for \( \alpha = 2\omega/(\omega+1) \) the runtime is \( O(n^{(3+\omega)/2}) \). Moreover, for \( \alpha < 2\omega/(\omega+1) \) the exponent in the runtime becomes strictly smaller.

Now, we proceed to show how to use \( \text{AE-Mono}\Delta \) to solve two popular graph problems.

We start with the problem of finding All-Pairs Least Common Ancestors in directed acyclic graphs, which is runtime-equivalent to \( \text{MinWitness} \) [15]. We reduce a single instance of \( \text{MinWitness} \) to \( \log n \) instances of \( \text{AE-Mono}\Delta \).

Theorem 2. If \( \text{AE-Mono}\Delta \) is in \( T(n) \) time, then \( \text{MinWitness} \) is in \( O(T(n) \log n) \) time.
Proof. The main idea is to use a parallel binary search. For each entry of the output matrix $C$ we will keep an interval which that entry is guaranteed to lie in. With a single call to $\text{AE-Mono}$ we will be able to halve all the intervals.

W.l.o.g. assume the last column of $A$ and last row of $B$ are all ones, so that the output is always finite. For $\ell \in [\log n]$, let $C^{(\ell)}$ denote the matrix pointing to $2^{\ell}$-length intervals in which entries of $C$ lie, that is $C^{(\ell)}_{ij}$ is the unique integer such that $C^{(\ell)}_{ij} \in [2^{\ell} \cdot C^{(\ell)}_{ij}, 2^{\ell} \cdot (2 \cdot C^{(\ell)}_{ij} + 1)]$.

We will compute $C^{(\ell)}$ for $\ell = [\log n], \ldots, 1, 0$. Observe that $C^{([\log n])}$ is the zero matrix. Knowing $C^{(\ell + 1)}$, we compute $C^{(\ell)}$ as follows. We create a tripartite graph $G = (I \cup J \cup K, E)$, with each of $I, J, K$ containing $n$ vertices. We add edges between $I$ and $K$ according to the matrix $A$. Edges from the $k$-th column get the label $[k/2^\ell]$. We add edges between $K$ and $J$ according to the matrix $B$. Edges from the $k$-th row get the label $[k/2^\ell]$. Finally, we add the full bipartite clique between $I$ and $J$. The edge between the $i$-th vertex of $I$ and the $j$-th vertex of $J$ gets the label $2 \cdot C^{(\ell + 1)}$. That edge forms a monochromatic triangle if and only if $C^{(\ell)}_{ij} \in [2^{\ell} \cdot 2 \cdot C^{(\ell + 1)}_{ij}, 2^{\ell} \cdot (2 \cdot C^{(\ell + 1)}_{ij} + 1)]$, i.e. $C^{(\ell)}_{ij} = 2 \cdot C^{(\ell + 1)}_{ij}$. Otherwise, it must be that $C^{(\ell)}_{ij} \in [2^{\ell} \cdot (2 \cdot C^{(\ell + 1)}_{ij} + 1), 2^{\ell} \cdot (2 \cdot C^{(\ell + 1)}_{ij} + 2)]$, i.e. $C^{(\ell)}_{ij} = 2 \cdot C^{(\ell + 1)}_{ij} + 1$. Therefore, solving $\text{AE-Mono}$ on $G$ suffices to compute $C^{(\ell)}$. Finally, observe that $C = C^{(0)}$.

With a slightly more involved argument we show how to solve $\text{UnweightedAPSP}$ with $O(\log^2 n)$ calls to $\text{AE-Mono}$.

\textbf{Theorem 3.} If $\text{AE-Mono}$ is in $T(n)$ time, then $\text{UnweightedAPSP}$ is in $O(T(n) \log^2 n)$ time.

Proof. We solve $\text{UnweightedAPSP}$ in $\log n$ rounds, in the $i$-th round we compute matrix $D^{\leq 2^i}$ of lengths of shortest paths of length up to $2^i$ (other entries equal to $\infty$). Each round will consist of a parallel binary search, similar to the one we use in our reduction from $\text{MinWitness}$ to $\text{AE-Mono}$ (Theorem 2). The algorithm is based on the fact that in unweighted graphs every path can be split roughly in half, i.e. if the distance from $u$ to $v$ equals to $k$, then there must exist a vertex $w$ such that the distances from $u$ to $w$ and from $w$ to $v$ equal to $[k/2] + \{0, 1\}$.

To start, note that $D^{\leq 2^i}$ is a $\{0, 1, \infty\}$-matrix that can be easily obtained from the adjacency matrix of the input graph. Now, assume we already computed $D^{\leq 2^i}$ and let us proceed to compute $D^{\leq 2^{i+1}}$. To avoid excessive indexing, let $A$ denote $D^{\leq 2^i}$, and $B$ denote $D^{\leq 2^{i+1}}$. For each entry of the output matrix $B$ we will keep an interval which that entry is guaranteed to lie in. With a single call to $\text{AE-Mono}$ we will be able to halve all the intervals.

For $\ell \in \{0, 1, \ldots, i + 2\}$, let $B^{(\ell)}$ denote the matrix pointing to $2^\ell$-length intervals in which entries of $B$ lie, that is $B^{(\ell)}_{uv}$ equals to the unique integer such that $B^{(\ell)}_{uv} \in [2^\ell \cdot B^{(\ell)}_{uv}, 2^\ell \cdot (B^{(\ell)}_{uv} + 1) - 1]$, or to infinity in case $B_{uv}$ is infinite.

We will iterate over $\ell$ from $i + 2$ down to 0. First, we need to compute $B^{(i+2)}$, whose entries are either zeros or infinities. Recall that we already know the matrix $A = D^{\leq 2^i}$. Consider a pair of nodes $u$ and $v$ that are at distance at most $2^{i+1}$. There must exist a node $w$ such that $A_{uw} \leq 2^i$ and $A_{vw} \leq 2^i$, that is, equivalently both $A_{uw}$ and $A_{vw}$ are finite. We obtain the matrix $B^{(i+2)}$ by squaring the $(0, 1)$ matrix obtained from $A$ by putting ones at the finite entries and zeros elsewhere. That single matrix multiplication can be easily simulated by a single call to $\text{AE-Mono}$, using just two colors.
Once we have the matrix $B^{(\ell+1)}$ we want to compute $B^{(\ell)}$. For this we first note that if $B_{uv}^{(\ell+1)} = j$ then $B_{uv}^{(\ell)}$ is either $2j$ or $2j + 1$. If $B_{uv}^{(\ell)} = 2j$, then there must exist a vertex $w$ such that

$$A_{uw} \in [2^{\ell-1}, (2j), 2^{\ell-1} \cdot (2j + 1)], \quad \text{and} \quad A_{wv} \in [2^{\ell-1} \cdot (2j), 2^{\ell-1} \cdot (2j + 1)].$$

Furthermore, if $B_{uv}^{(\ell)} > 2j$, then there is no $w$ such that the above condition holds. This will allow us to distinguish between the $2j$ and $2j + 1$ cases by coloring the matrix $A$ based on which range the entries fall in. Note that the ranges in Condition (1) do not overlap with corresponding ranges for different integer values $j' \neq j$. Thus we will be able to use a single call to AE-Mono$\Delta$ to check in parallel for all values of $B_{uv}^{(\ell)}$ if they are the smaller even value $2 \cdot B_{uv}^{(\ell+1)}$ or the larger odd value $2 \cdot B_{uv}^{(\ell+1)} + 1$.

We construct an AE-Mono$\Delta$ instance with a tripartite graph with the vertex set $U \sqcup V \sqcup W$ where $U$, $V$, and $W$ are disjoint copies of the original vertex set. The edges between $U$ and $V$ correspond to our desired output. If $B_{uv}^{(\ell+1)} = j$ then we color the edge $(u, v) \in U \times V$ with $j$. The edges between $U$ and $W$ correspond to the first part of Condition (1), i.e. if $A_{uw} \in [2^{\ell-1} \cdot (2j), 2^{\ell-1} \cdot (2j + 1)]$, then we add the edge $(u, w)$ to $U \times W$ with color $j$. The edges between $W$ and $V$ correspond to the second part of Condition (1), i.e. if $A_{wv} \in [2^{\ell-1} \cdot (2j), 2^{\ell-1} \cdot (2j + 1)]$, then we add the edge $(w, v)$ to $W \times V$ with color $j$. Any edge $(u, v)$ in $U \times V$ that is in a monochromatic triangle implies $B_{uv}^{(\ell)} = 2 \cdot B_{uv}^{(\ell+1)}$. Conversely, any edge $(u, v)$ that is not a part of any monochromatic triangle implies $B_{uv}^{(\ell)} = 2 \cdot B_{uv}^{(\ell+1)} + 1$.

We iterate down until $B^{(0)}$, and observe that $B^{(0)} = B$. Thus, with $O(\log n)$ calls we can compute $B = D^{\ell\cdot n^{1/2}}$ from $A = D^{\ell\cdot n}$. To solve UnweightedAPSP the total number of calls we need to make to AE-Mono$\Delta$ is $O(\log^2 \langle n \rangle)$. Therefore, if AE-Mono$\Delta$ can be solved in $T(n)$ time then UnweightedAPSP can be solved in $O(T(n) \log^2 \langle n \rangle)$ time.

Now we show that AE-Mono$\Delta$ is 3SUM-hard. In our proof we use as a black-box the following reduction from 3SUM to AE-Sparse$\Delta$.

**Lemma 19** (Kopelowitz, Pettie, Porat [27]). A single instance of 3SUM of size $n$ can be reduced to a single instance of AE-Sparse$\Delta$ with $\Theta(n \log n)$ vertices and $\Theta(n^{3/2} \log n)$ edges.

**Theorem 4.** If AE-Mono$\Delta$ is in $O\left(n^{5/2 - \varepsilon}\right)$ time, then 3SUM is in (randomized) $\tilde{O}\left(n^{2 - \frac{3}{2}\varepsilon}\right)$ time.

**Proof.** Given an instance of 3SUM of size $N$, we use the self-reduction (Lemma 18), and reduce it to $O\left(N^{2/5}\right)$ instances of size $O\left(N^{4/5}\right)$ each. Then, we reduce each of these instances to an AE-Sparse$\Delta$ instance with $n = \Theta\left(N^{4/5} \log N\right)$ vertices and $m = \Theta\left(N^{6/5} \log N\right)$ edges, using Lemma 19. Now we will show how to combine these $O\left(N^{2/5}\right)$ AE-Sparse$\Delta$ instances to form polylogarithmically many AE-Mono$\Delta$ instances, each with $O\left(N^{4/5} \log N\right)$ vertices, which will finish the proof.

Assume w.l.o.g. that all the created graphs are over the same vertex set $[n]$. If we were lucky enough and the edge sets of the created AE-Sparse$\Delta$ instances were disjoint, the reduction would be essentially done. Indeed, we could simply union the edge sets to create a single graph, and use colors to track from which graph every edge originates. Solving that one AE-Mono$\Delta$ instance would provide answers to all AE-Sparse$\Delta$ instances. Sadly, the chances of such a favorable collision-free scenario are very slim. The remaining part of the proof shows how to deal with multiple AE-Sparse$\Delta$ instances containing the same edge.

We randomly permute the vertex sets, for each graph independently. For a fixed $(u, v) \in [n]^2$, the probability that a fixed graph contains the edge $(u, v)$ equals $p = m/(\binom{n}{2}) = O\left((N^{2/5} \log N)^{-1}\right)$. The expected number of $(u, v)$ edges across all graphs is $O\left(N^{2/5} \cdot p\right) = O(1/ \log N)$. By a Chernoff bound, the probability that the number of $(u, v)$ edges exceeds
\[ \text{c log } n \text{ is less than } e^{\Theta(\text{c log } n)}. \] We take \text{c} large enough so that, by union bound, with probability at least 1/2 no edge appears more than \text{c} log \text{n} times across all graphs. For each \((u, v) \in [n]^2\) we arbitrarily number all \((u, v)\) edges with consecutive positive integers from 1 up to at most \text{c} log \text{n}. We iterate over all triples \((i, j, k) \in [c \log n]^3\). For every triple we create a tripartite graph with the vertex set \(V_1 \sqcup V_2 \sqcup V_3\), for \(V_1 = V_2 = V_3 = [n]\). We create an edge \((u, v)\) between \(V_1\) and \(V_2\) if there exists an edge \((u, v)\) with number \text{i} assigned to it in any of the \text{AE-Sparse}\(\Delta\) instances. Note that there can be at most one such instance. We set the color of the newly created edge to the identifier of the instance it originates from. Similarly, we create edges between \(V_2\) and \(V_3\) using edges with number \text{j} assigned, and between \(V_3\) and \(V_1\) using number \text{k}. That gives us \((c \log n)^3\) instances of \text{AE-Mono}\(\Delta\). Note that every triangle present in any of the \text{AE-Sparse}\(\Delta\) instance corresponds to a single monochromatic in one of the \text{AE-Mono}\(\Delta\) instances, and vice versa. We solve all \text{AE-Mono}\(\Delta\) instances and combine the outputs in order to get the output for all \text{AE-Sparse}\(\Delta\) instances, and eventually, for the \text{3SUM} instance.

The next two theorems use techniques similar to Theorems 2 and 3 to give reductions to Min-Max.

\textbf{Theorem 5 (folklore).} If Min-Max is in \(T(n)\) time, then MinWitness is in \(O(T(n))\) time.

\textbf{Proof.} Given two \((0, 1)\) matrices \(A\) and \(B\), we construct matrices \(A'\) and \(B'\) such that
\[
A'_{ik} = \begin{cases} k & \text{if } A_{ik} = 1, \\ \infty & \text{if } A_{ik} = 0, \end{cases} \quad \text{and} \quad B'_{kj} = \begin{cases} k & \text{if } B_{kj} = 1, \\ \infty & \text{if } B_{kj} = 0. \end{cases}
\]
Observe that the \((\min, \max)\)-product of \(A'\) and \(B'\) equals to the minimum witness product of \(A\) and \(B\).

\textbf{Theorem 6.} If Min-Max is in \(T(n)\) time, then UnweightedAPSP is in \(O(T(n) \log n)\) time.

\textbf{Proof.} The reduction is similar to the reduction from UnweightedAPSP to \text{AE-Mono}\(\Delta\) (Theorem 3) in that we also have log \text{n} rounds, and in the \(i\)-th round we compute matrix \(D^{<2^i}\) of lengths of shortest paths of length up to \(2^i\) (other entries equal to \(\infty\)). The key difference is that, in each round, instead of performing a binary search and issuing log \text{n} calls to \text{AE-Mono}\(\Delta\), we issue just two calls to Min-Max.

As before, first note that \(D^{<2^i}\) is a \((0, 1, \infty)\)-matrix that can be easily obtained from the adjacency matrix of the input graph. Now, assume we already computed \(D^{<2^i}\) and let us proceed to compute \(D^{<2^{i+1}}\). Let \(\ell = 2^i\). Naturally, \(D^{<2\ell}\) is the \((\min, +)\)-product of \(D^{<\ell}\) with itself, but this sole observation is not enough for our purposes. We will exploit the fact that \(D^{<\ell}\) is not an arbitrary matrix — but a (truncated) matrix of shortest paths in an unweighted graph — in order to compute that specific \((\min, +)\)-product using a Min-Max algorithm. Let \(A \oplus B\) denote the \((\min, \max)\)-product of matrices \(A\) and \(B\).

First, we handle even-length paths. We compute \(E = 2 \cdot (D^{<\ell} \oplus D^{<\ell})\). Note that \(D^{<2\ell} \leq E_{uv}\) for all \(u, v \in V\), because for any two integers \(a, b\) we have \(a + b \leq 2 \cdot \max(a, b)\). Moreover, if \(D^{<2\ell} = 2k\), then there must exist \(w \in V\) such that \(D^{<\ell} = D^{<\ell} = k\), and thus \(D^{<\ell} + D^{<\ell} = 2 \cdot \max(D^{<\ell}, D^{<\ell})\) and \(D^{<2\ell} = E_{uv}\).

For odd-length paths we proceed in a similar manner, just the formulas become slightly more obscure. We compute \(O = 2 \cdot (D^{<\ell} \oplus (D^{<\ell} - 1)) + 1\). Note that \(D^{<2\ell} \leq O_{uv}\) for all \(u, v \in V\), because for any two integers \(a, b\) we have \(a + b \leq 2 \cdot \max(a, b - 1) + 1\). Moreover, if \(D^{<2\ell} = 2k + 1\), then there must exist \(w \in V\) such that \(D^{<\ell} = k\) and \(D^{<\ell} = k + 1\), and thus \(D^{<\ell} + D^{<\ell} = 2 \cdot \max(D^{<\ell}, D^{<\ell} - 1) + 1\) and \(D^{<2\ell} = O_{uv}\).

Consequently, we compute \(D^{<2\ell} = \min(E_{uv}, O_{uv})\), for all \(u, v \in V\).
4 Reductons for Convolution Problems

In this section we provide two reductons which together show that MonoConvolution is fine-grained equivalent to 3SUM. Recall that the best known algorithms for MonoConvolution require time \(n^{3/2-o(1)}\), and the best algorithms for 3SUM require time \(n^{2-o(1)}\), so this is an equivalence between problems of different time complexity. At the end of the section we reduce CoinChange to MonoConvolution.

First, let us recall the All-Integers variant of 3SUM, which parallels the All-Edges variants of our graph problems. That variant is easier to work with than the original 3SUM problem for our purposes. Luckily if either variant has a subquadratic algorithm then they both do [44].

▶ Definition 20 (All-Integers 3SUM). Given three lists \(A, B, C\) of \(n\) integers each, output the list of all integers \(c \in C\) such that there exist \(a \in A\) and \(b \in B\) such that \(a + b = c\).

▶ Lemma 21 (Vassilevska Williams, Williams [44]). If 3SUM is in \(O(n^{2-\varepsilon})\) time, then All-Integers 3SUM is in \(O(n^{2-\varepsilon/2})\) time.

An important ingredient of our reduction from 3SUM to AE-Mono\(\Delta\) (Theorem 7) is the following range reduction for 3SUM.

▶ Lemma 22 (Baran, Demaine, Pătraşcu, rephrased, see Section 2.1 of [4]). For every positive integer output size \(s\), there exists a family of hash functions \(H\) such that:
1. Every hash function \(h \in H\) hashes to the range \(\{0, 1, \ldots, R - 1\}\) for \(R = 2^s\).
2. For all integers \(a, b, c \in \mathbb{Z}\) and all hash functions \(h \in H\), if \(a + b = c\), then
   \[h(a) + h(b) \equiv h(c) + \{-1, 0, 1\} \mod R.\]
3. Given an integer \(c\) and two lists of \(n\) integers \(A, B\) such that there are no \(a \in A, b \in B\) with \(a + b = c\), the probability, over hash functions \(h\) drawn uniformly at random from \(H\), that there exist \(a \in A, b \in B\) such that \(h(a) + h(b) \equiv h(c) + \{-1, 0, 1\} \mod R\) is at most \(O(n^2/R)\).

We are now ready to show that 3SUM can be solved efficiently with a MonoConvolution algorithm. Our reduction uses the fact that we can re-write a 3SUM instance with \(n\) integers in \(-R, \ldots, R\) as a convolution of \(O(R)\)-length \((0, 1)\) vectors, where a one in the \(i\)-th position corresponds to the number \(i\) in the original 3SUM instance. We will combine several such instances into one MonoConvolution instance by giving each instance its own number. A one in position \(i\) in a convolution instance labelled \(j\) will result in the MonoConvolution instance having \(j\) in position \(i\).

▶ Theorem 7. If MonoConvolution is in \(O(n^{3/2-\varepsilon})\) time, then 3SUM is in (randomized) \(\tilde{O}(n^{2-3\varepsilon})\) time.

Proof. Given an instance of 3SUM of size \(n\), we reduce it to \(O(n^{2/3})\) instances of size \(O(n^{2/3})\) each, using the self-reduction (Lemma 18). Although for the self-reduction itself it would be sufficient just to solve 3SUM on each of these instances — i.e. decide if there exist \(a, b, c\) with \(a + b = c\) — we are going to solve the All-Integers 3SUM variant — i.e. decide for each \(c\) if there exist \(a\) and \(b\) with \(a + b = c\).

To each created instance we apply a hashing scheme of Lemma 22 in order to reduce the universe size down to \(R = n^{4/3}\). This introduces false positives for each element with probability \(O((n^{2/3})^2)/R = O(1)\). Note that the hashing has one-sided error, i.e. if for some
element $c$ there are no $a$ and $b$ such that $h(a) + h(b) \equiv h(c) + \{-1, 0, 1\} \mod R$, then with
certainty there are no $a$ and $b$ such that $a + b = c$. To mitigate the effect of false positives we
create $O(\log n)$ copies of each instance, each copy with an independently drawn hash function.
Note that for every fixed element $c$, if there are no $a$, $b$ with $a + b = c$, then the probability
that in each of the independent $O(\log n)$ copies we detect that $h(a) + h(b) \equiv h(c) + \{-1, 0, 1\} \mod R$ for some $h(a), h(b)$ is $1/poly(n)$, and we can make the degree of the polynomial
arbitrarily large by choosing an appropriate multiplicative constant for the number of copies.
Therefore we can use the union bound to argue that with at least $2/3$ probability there are
no false positives across all instances and all elements.

Suppose that for some subinstance $A, B, C$ of size $n^{2/3}$ we obtained for every one of the
$O(\log n)$ hashed instance copies, for every $t \in [R]$ for which there is some $c$ with $h(c) = t$, whether there are some $h(a), h(b)$ with $h(a) + h(b) \equiv h(c) + \{-1, 0, 1\} \mod R$. Then, we can
go through every $c \in C$ and if for every copy the answer for $h(c)$ was YES, we can conclude that (whp) $\exists d \in A, b \in B$ with $a + b = c$, and if the answer was NO at least once, then we
can conclude that there is no pair that sums to $c$.

Here an important point is that we need to solve all of the $O(n^{2/3} \log n)$ instances of
All-Integers 3SUM above on $n^{2/3}$ integers each over a range $[O(n^{4/3})]$. We will embed solving
all instances simultaneously into solving a small number of $\text{MonoConvolution}$ instances.

Each of the above $O(n^{2/3} \log n)$ instances of All-Integers 3SUM easily reduces to an
(OR, AND)-convolution of $(0, 1)$ vectors of length $O(n^{4/3})$, each with only $O(n^{2/3})$ nonzero
entries, and with only $O(n^{2/3})$ relevant output coordinates one needs to compute. If only
we had no collisions – i.e. two instances with the same nonzero input coordinate or the same
relevant output coordinate – we could easily combine all the convolution instances into a
single instance of $\text{MonoConvolution}$, with $O(n^{2/3} \log n)$ different colors/values. However, the
collisions are unavoidable. In order to circumvent these collisions, we will add small random
shifts, and use a similar analysis as in the 3SUM to $\text{AE-Mono} \Delta$ reduction of Theorem 4.

Specifically, for each instance we chose a shift $s$ uniformly at random from a range of
size $O(n^{4/3})$, we add $s$ to all elements in $A$, add $s$ to all elements in $B$, and add $-2s$ to all
elements in $C$. Let the numbers after the shift lie in $\{-R', \ldots, R'\}$ where $R' = O(n^{4/3})$.

These shifts do not change whether for a given triplet $a, b, c$ the condition $a + b = c$ holds
or not. For a fixed value $v \in \{-R', \ldots, R'\}$ the expected number of instances containing $v$
is $O(\log n)$: for each particular instance, the probability that one of its numbers lands at
$v$ after the shift is $O(n^{2/3}/R') = O(1/n^{2/3})$; then summing over all the instances gives an
expectation of $O(\log n)$.

Since the shifts are independent, we can use a Chernoff bound to bound the probability
that the number of instances containing $v$ exceeds $c \log n$ by $\leq e^{\Theta(c \log n)}$. We take $c$
large enough so that, by union bound, the probability that no value is contained in more than
$c \log n$ instances is at least $2/3$.

Then, once again following the example of Theorem 4, we reduce the problem to $(c \log n)^{3}$
instances of $\text{MonoConvolution}$ as follows.

For each value $r \in \{-R', \ldots, R'\}$, let the instances that contain $r$ in their $A$ sets be
$\text{in}_A(r)[1], \ldots, \text{in}_A(r)[c \log n]$. Define $\text{in}_B(r)[1], \ldots, \text{in}_B(r)[c \log n]$ and $\text{in}_C(r)[1], \ldots,
\text{in}_C(r)[c \log n]$ analogously.

We now create an instance of $\text{MonoConvolution}$ for each choice of $(x, y, z) \in [c \log n]^3$.
In instance $(x, y, z)$ we create vectors $a, b, c$, where for each $r \in \{-R', \ldots, R'\}$, we set
$a_r = \text{in}_A(r)[x], b_r = \text{in}_B(r)[y] $ and $c_r = \text{in}_C(r)[z]$.

Then for any instance $i$ that contains $r$ in $A$, $s$ in $B$ and $t$ in $C$, we would have
$\text{in}_A(r)[x] = \text{in}_B(s)[y] = \text{in}_C(t)[z] = i$ for some $x, y, z$ and so we will place $i$ in $a_r, b_s$, and $c_t$
for that choice of $x, y, z$. Thus all value collisions will be handled. ▶
This next reduction finishes the equivalence between MonoConvolution and 3SUM. It uses a high-frequency/low-frequency split. For elements that appear at a high frequency we use FFT. For elements of low frequency we make calls to All-Integers 3SUM. Recall that a subquadratic algorithm for 3SUM implies a subquadratic algorithm for All-Integers 3SUM.

**Theorem 8.** If 3SUM is in $\mathcal{O}(n^{2-\varepsilon})$ time, then MonoConvolution is in $\tilde{\mathcal{O}}(n^{3/2-\varepsilon/4})$ time.

**Proof.** For a parameter $t$ to be determined later, consider the $t$ most frequent values. For each of these values use FFT to calculate the standard $(\cdot,\cdot)$-convolution of two $(0,1)$ vectors formed from vectors $a$ and $b$ by putting ones everywhere that value appears, and zeros everywhere else. Examine, where the outputs of these convolutions are nonzero, in order to determine the part of output to MonoConvolution corresponding to occurrences of the frequent values in vector $c$. This takes $\tilde{O}(tn)$ time in total.

Let $n_i$ denote the number of occurrences of the $i$-th of the remaining values in all three sequences. Clearly, $v_i\in n_i \leq 3n/t$, and $\sum_i n_i \leq 3n$. For each value $v$ out of those remaining values construct sets of indices at which it appears in vectors $a$, $b$, $c$, i.e. $A = \{j : a_j = v\}$, $B = \{j : b_j = v\}$, $C = \{j : c_j = v\}$, and solve All-Integers 3SUM on these sets. For each element $j$ reported by the All-Integers 3SUM algorithm assign the corresponding output of MonoConvolution $d_j = 1$. By Lemma 21, solving these All-Integers 3SUM instances takes an order of

$$\sum_i n_i^{1-\varepsilon/2} = \sum_i n_i \cdot n_i^{1-\varepsilon/2} \leq \sum_i n_i \cdot (3n/t)^{1-\varepsilon/2} \leq 3n \cdot (3n/t)^{1-\varepsilon/2}$$

time. The total time is thus $\tilde{\mathcal{O}}(tn + n \cdot (n/t)^{1-\varepsilon/2})$. Optimize by setting $t = n^{1/2-\varepsilon/4}$, and get the desired runtime. ▶

The following theorem connects the CoinChange problem to our network of reduction. The proof uses the same structure and techniques as the reduction from UnweightedAPSP to AE-MonoΔ in Theorem 3.

**Theorem 9.** If MonoConvolution is in $T(n)$ time, then CoinChange is in $\mathcal{O}(T(n) \log^2 n)$ time.

**Proof.** Let $S$ denote the array of output values, i.e. $S[v]$ equals to the minimum number of coins that sum to $v$. Parallel to the proof of Theorem 3, let $S^{≤2^i}[v]$ be infinity if $S[v] > 2^i$, and otherwise equal to $S[v]$. We solve CoinChange in $\log n$ rounds, in the $i$-th round we compute $S^{≤2^i}$.

Note that $S^{≤2^0}[0] = 0$, and, for $v \geq 1$, $S^{≤2^0}[v] = 1$ if $v \in C$ and $S^{≤2^0}[v] = \infty$ otherwise. Further note that $S = S^{≤2^{\log n}}$. We will show how to compute $S^{≤2^{i+1}}$ given $S^{≤2^i}$. We will then iterate $i$ from 0 up to $\log n$.

Following the style of Theorem 3, we avoid overparameterizing by setting $A = S^{≤2^i}$ and $B = S^{≤2^{i+1}}$. Let $B^{(f)}$ be an array pointing to $2^f$-length intervals in which entries of $B$ lie, i.e. $B^{(f)}[v] = j$ if $B[v] \in [2^f j, 2^f(j+1) - 1]$. We will iterate $f$ from $i + 2$ down to 0 to compute $B$ from $A$.

First we show how to compute $B^{(i+2)}$ from $A$. If there is a way to sum to $v$ with at most $2^{i+1}$ coins, then there must be a $u \in [0,n]$ such that both $A[u]$ and $A[v-u]$ are at most $2^i$. Conversely, if there is no way to sum to $v$ with at most $2^i$ coins, then there will be no $u$ that meets the above criteria. Therefore we create a $(0,1)$ vector $a$ with $a_v = 1$ if and only if $A[v]$ is finite. Then, we compute the $(\cdot,\cdot)$-convolution of $a$ with itself, in near-linear time using FFT. We set $B[v] = 0$ where the convolution output is non-zero and $B[v] = \infty$ everywhere else.
Now we show how to compute \( B^{(t)} \) from \( A \) and \( B^{(t+1)} \). Note that if \( B^{(t+1)}[v] = j \) then \( B^{(t)}[v] \in \{2j, 2j+1\} \). Next, note that if \( B^{(t)}[v] = 2j \), then there must exist an integer \( u \in [0, n] \) such that

\[
A[u] \in \left[ 2^{t-1} \cdot (2j), 2^{t-1} \cdot (2j + 1) \right], \quad \text{and} \quad A[v - u] \in \left[ 2^{t-1} \cdot (2j), 2^{t-1} \cdot (2j + 1) \right]. \tag{2}
\]

Furthermore, if \( B^{(t)}[v] > 2j \), then there is no \( u \) such that the above condition holds. This will allow us to distinguish between the \( 2j \) and \( 2j + 1 \) cases. Note that the ranges in Condition (2) do not overlap with corresponding ranges for different integer values \( j' \neq j \). Thus, we will be able to use a single call to \texttt{MonoConvolution} to check in parallel for all values \( v \) if \( B^{(t)}[v] \) is the smaller even value \( 2B^{(t+1)}[v] \) or the larger odd value \( 2B^{(t+1)}[v] + 1 \).

We construct a \texttt{MonoConvolution} instance with three input vectors \( a, b, c \). The first input vector corresponds to the first part of Condition (2), i.e. if \( A[v] \in \left[ 2^{t-1} \cdot (2j), 2^{t-1} \cdot (2j + 1) \right] \), then \( a_v = j \). Any entries \( a_u \) unset by this condition are given the special value \( a_u = -1 \). The second vector corresponds to the second part of Condition (2), i.e. if \( A[v] \in \left[ 2^{t-1} \cdot (2j), 2^{t-1} \cdot (2j + 1) \right] \), then \( b_v = j \). Similarly, any entries \( b_u \) unset by this condition are given the special value \( b_u = -1 \). The last vector corresponds to our desired output, i.e. \( c_v = B^{(t+1)}[v] \). Let \( d \) denote the vector output by this \texttt{MonoConvolution} call.

Now, if \( d_v = 1 \) then \( B^{(t)}[v] = 2B^{(t+1)}[v] \), else \( B^{(t)}[v] = 2B^{(t+1)}[v] + 1 \).

We iterate down until \( B^{(0)} \), and observe that \( B^{(0)} = B \). Thus, with \( \mathcal{O}(\log n) \) calls to \texttt{MonoConvolution} we can compute \( B = S^{\leq 2^{t+1}} \) from \( A = S^{\leq 2^t} \). To solve \texttt{CoinChange} the total number of \texttt{MonoConvolution} calls is \( \mathcal{O}(\log^2 n) \). Therefore if \texttt{MonoConvolution} can be solved in \( T(n) \) time, then \texttt{CoinChange} can be solved in \( \mathcal{O}(T(n) \log^2 n) \) time.
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Abstract
Is matching in NC, i.e., is there a deterministic fast parallel algorithm for it? This has been an outstanding open question in TCS for over three decades, ever since the discovery of randomized NC matching algorithms [17, 27]. Over the last five years, the theoretical computer science community has launched a relentless attack on this question, leading to the discovery of several powerful ideas. We give what appears to be the culmination of this line of work: An NC algorithm for finding a minimum-weight perfect matching in a general graph with polynomially bounded edge weights, provided it is given an oracle for the decision problem. Consequently, for settling the main open problem, it suffices to obtain an NC algorithm for the decision problem. We believe this new fact has qualitatively changed the nature of this open problem.

All known efficient matching algorithms for general graphs follow one of two approaches: given by [6] and [20]. Our oracle-based algorithm follows a new approach and uses many of ideas discovered in the last five years.

The difficulty of obtaining an NC perfect matching algorithm led researchers to study matching vis-a-vis clever relaxations of the class NC. In this vein, recently [10] gave a pseudo-deterministic RNC algorithm for finding a perfect matching in a bipartite graph, i.e., an RNC algorithm with the additional requirement that on the same graph, it should return the same (i.e., unique) perfect matching for almost all choices of random bits. A corollary of our reduction is an analogous algorithm for general graphs.
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1 Introduction
Is matching in NC, i.e., is there a deterministic fast parallel algorithm for finding a perfect or, more generally, a maximum matching in a general graph? This has been an outstanding open question in theoretical computer science for over three decades, ever since the discovery of RNC matching algorithms [17, 27]. Over the last five years, the TCS community has launched a relentless attack on this question, leading to the discovery of numerous powerful
Matching Is as Easy as the Decision Problem, in the NC Model

We give what appears to be the culmination of this line of work: An NC algorithm for finding a minimum weight perfect matching in a general graph with polynomially bounded edge weights, provided it is given an oracle, say \( \mathcal{O} \), for the decision problem. Consequently, for settling the main open problem, it suffices to obtain an NC algorithm for the decision problem. We believe this new fact has qualitatively changed the nature of this open problem. Henceforth, by small weights we will mean polynomially bounded edge weights and acronym MWPM will be short for minimum weight perfect matching.

The difficulty of obtaining an NC matching algorithm led researchers to study matching vis-a-vis certain clever relaxations of the class NC. One such relaxation is pseudo-deterministic RNC. This is an RNC algorithm with the additional property that on the same graph, it must return the same (i.e., unique) solution for almost all choices of random bits [9, 10]. Recently, [10] gave such an algorithm for perfect matching in bipartite graphs. A second relaxation of NC is quasi-NC, under which the algorithm must run in polylogarithmic time, though it can use \( O(n^{\log O(1)}) \) processors; see Section 1.1 for results obtained for this model.

A corollary of our result extends [10] to general graphs as follows: The precise decision problem for our result is: Given a graph \( G \) with small weights and a number \( W \), is there a perfect matching of weight at most \( W \) in \( G \)? Clearly, this is NC equivalent to: Find the weight of a minimum weight perfect matching in \( G \). This question is easy to answer in RNC with inverse-polynomial probability of error using the algorithm of [27]. Therefore, using this RNC algorithm in place of the oracle we get an RNC matching algorithm with the property that in a run, all queries to the decision problem will be answered correctly with overwhelming probability, i.e., this is a pseudo-deterministic RNC matching algorithm.

All known efficient matching algorithms for general graphs follow one of two approaches: given by [6] and [20]. Our oracle-based algorithm follows a new approach and uses many of ideas discovered in the last five years. In particular, it uses the overall structure of the recent NC algorithm of [1] for finding a perfect matching in planar graphs. Since oracle \( \mathcal{O} \) can be implemented in NC for planar graphs, our current paper yields a simpler NC algorithm for finding a perfect matching in planar graphs. The second key ingredient which made our current result possible is an NC algorithm for finding a maximal laminar family of tight odd sets in a given face of the perfect matching polytope. This follows from the works of [4] and [31].

Our main result is:

**Theorem 1.** There is an NC algorithm for finding a minimum weight perfect matching in general graphs with small weights, provided the algorithm is given access to oracle \( \mathcal{O} \) for the decision problem. The latter is: Given a graph \( G \) with small weights and a target weight \( W \), is there a perfect matching of weight at most \( W \) in \( G \)?

**Corollary 2.** There is an NC algorithm for finding a maximum matching in general graphs, provided the algorithm is given access to the oracle \( \mathcal{O} \).

**Corollary 3.** There is a pseudo-deterministic RNC algorithm for finding a minimum weight perfect matching in general graphs with small weights.

We further show that our algorithms only need to call the decision oracle for minors of the input graph.

**Theorem 4.** Let \( \mathcal{F} \) be a minor-closed family of graphs. If there is an NC algorithm for deciding whether a perfect matching of weight at most \( W \) exists in graphs from \( \mathcal{F} \), weighted with polynomially small weights, then there is also an NC algorithm for finding a MWPM in such graphs.
1.1 Related work and a brief history of parallel matching algorithms

The notion of a pseudo-deterministic algorithm with polynomial expected running time was given by [9]. Such an algorithm runs in expected polynomial time and is required to output the same (i.e., unique) solution on a given instance on each run with high probability. Hence, in this sense, it resembles a deterministic algorithm. [9] gave pseudo-deterministic polynomial expected running time algorithms for several number theoretic and cryptographic problems. The notion of pseudo-deterministic RNC algorithms was defined by [10].

An RNC algorithm for the decision problem, of determining if a graph has a perfect matching, was obtained by [20], using the Tutte matrix of the graph. The first RNC algorithm for the search problem, of actually finding a perfect matching, was obtained by [18]. This was followed by a simpler and more versatile algorithm due to [27]; besides perfect matching, it also yielded RNC algorithms for the problem of exact matching (see Section 8) and for finding a MWPM in a graph with small weights. The latter fact is crucially used for obtaining pseudo-deterministic RNC algorithms for bipartite graphs [10] and general graphs (current paper). The “philosophy” behind [27] will be useful for dealing with a difficulty that arises in the design of the current algorithm as well, so it is recalled below.

The matching problem occupies an especially distinguished position in the theory of algorithms: Some of the most central notions and powerful tools within this theory were discovered in the context of an algorithmic study of this problem, including the notion of polynomial time solvability [6], the counting class \( \text{#P} \) [33] and a polynomial time equivalence between random generation and approximate counting for self-reducible problems [15], which lies at the core of the Markov chain Monte Carlo method. The perspective of parallel algorithms has also led to such a gain, namely the Isolation Lemma [27], which has found several applications in complexity theory and algorithms. Considering the fundamental insights gained from an algorithmic study of perfect matchings, the problem of obtaining an NC algorithm for it has remained a premier open question ever since the 1980s.

The first substantial progress on this question was made for the case of planar bipartite graphs by [26] via a flow-based approach, followed by [24] using the fact that there is an NC algorithm for counting perfect matchings in planar graphs. The long-standing problem of extending this result to non-bipartite planar graphs was resolved by [1]. Subsequently, [31] also got the same result using different ideas. [1] also extended their algorithm to constant genus graphs. Subsequently, [7] gave an NC algorithm for perfect matching in one-crossing-minor-free graphs, which include \( K_5 \)-free graphs and \( K_{3,3} \)-free graphs; the resolution of the latter class settles a thirty-year-old open problem asked in [34].

The quasi-NC algorithms for matching and its generalizations, mentioned above, work by achieving a partial derandomization of the Isolation Lemma. First, [8] gave a quasi-NC algorithm for perfect matching in bipartite graphs, which was followed by the algorithm of [32] for general graphs. Algorithms were also obtained for the generalization of bipartite matching to the linear matroid intersection problem by [11], and to a further generalization of isolating a vertex of a polytope with faces given by totally unimodular constraints, by [12].

2 Under the NC model, any one processor does not even have enough time to read the entire input, and hence can perform only local computations. On the other hand, a perfect matching is a global object, unlike say, a maximal independent set. Further difficulties arise from the fact that the number of perfect matchings in a graph can vary widely, all the way from one to exponentially many (assuming it has at least one). If there were a unique perfect matching in the graph, the algorithm’s task would become a lot simpler. [27] achieve uniqueness via a powerful probabilistic fact, the Isolating Lemma: under an assignment of randomly chosen small weights to the edges it claims that the MWPM will be unique with high probability.
1.2 What is the “right” decision problem?

Consider the following two decision problems for perfect matching:

- Given a graph $G$ with small weights and a target $W$, is there a perfect matching of weight at most $W$ in $G$?
- Does graph $G$ have a perfect matching?

Clearly, the second can be reduced to the first and is therefore “easier”. This leads to a legitimate question: why not attempt to reduce, in $\text{NC}$, the search problem to the second decision problem? Our experience suggests that the first problem is much more basic for the setting at hand. We next provide evidence to this effect.

Seeking a MWPM in a graph with small weights was the central problem in the work of [27]. The Isolating Lemma helped find small weights under which there was a unique MWPM. The second half of [27] gave an $\text{NC}$ algorithm for finding this (unique) perfect matching, using the Tutte matrix of the graph and matrix inversion; the latter is known to be in $\text{NC}$ [3]. Ever since then, perhaps the most popular avenue for obtaining an $\text{NC}$ matching algorithm has been to derandomize the Isolating Lemma. This would deterministically yield small weights under which there is a unique MWPM, and it could be found using the second half of [27].

The question of MWPM in a graph with small weights plays a central role in $\text{NC}$-type approaches to all non-bipartite, and even some bipartite, perfect matching algorithms: partial derandomization leading to quasi-$\text{NC}$ algorithms [8, 32], resolution of the open problem of non-bipartite planar graphs [1, 31], and quasi-deterministic $\text{RNC}$ algorithms for bipartite [10] and general graphs (current paper).

In mathematics, sometimes solving the harder problem turns out to be easier than solving the easier one, if the former has a better “behavior”. Our belief is that this is the case here.

1.3 Bipartite vs non-bipartite matching: An intriguing phenomenon

Decades of algorithmic work on the matching problem, from numerous perspectives, exhibits the following intriguing phenomenon: The bipartite case gets solved first. Then, using much more elaborate machinery, the general graph case also follows and yields the exact same result! This phenomenon is made all the more fascinating by the fact that the “elaborate machinery” consists not of one fact but numerous different structural properties and mathematical facts which happen to be just right for the problem at hand! We give a number of examples below.

The duality between maximum matching and minimum vertex cover for bipartite graphs extends to general graphs via the notion of an odd set cover, see [21]. The formulation of the perfect matching polytope for bipartite graphs extends by introducing constraints corresponding to odd sets [6]. Polynomial time algorithms for maximum matching and maximum weight matching in bipartite graphs generalize via the notion of blossoms [21]. The most efficient known algorithm for maximum matching in bipartite graphs [13, 19] obtained via an alternating breadth first search, extends via a much more elaborate algorithm with the same running time via the graph search procedure of double depth first search [25] and blossoms defined from the perspective of minimum length alternating paths [35]. The $\text{RNC}$ matching algorithms [18, 27] use Tutte’s theorem to extend to general graphs. The randomized matching algorithm of [30] uses Tutte’s theorem and a theorem of Frobenius about ranks of sub-matrices of skew-symmetric matrices.

More recent work exhibits this phenomenon as well. The quasi-$\text{NC}$ algorithm of [8] for bipartite graphs extends by handling tight odd cuts appropriately [32]. The $\text{NC}$ algorithm of [24] for planar bipartite graphs was extended to non-bipartite graphs via Edmonds’ formulation of the perfect matching polytope [6], an $\text{NC}$ algorithm for max-flow in planar
graphs [16], and a result of [28] proving that the Gomory-Hu tree of a graph must contain a tight odd cut, and an elaborate NC algorithm for uncrossing tight odd cuts [1]. In the same vein, the current paper is extending the pseudo-deterministic RNC bipartite algorithm of [10] by giving a way of dealing with tight odd cuts in Edmonds’ formulation of the perfect matching polytope [6] and using an NC procedure for finding a maximal laminar family of tight odd cuts [4, 31].

2 Overview and Technical Ideas

Most of this paper will concentrate on the problem of finding a perfect matching in a general graph in NC, given oracle \( O \). In Section 6.1 we will extend our ideas to finding a MWPM for small weights. Then, an algorithm for finding a maximum matching in a general graph in NC will easily follow. In this section, we will also give a number of key definitions which will be used throughout the paper.

2.1 The bipartite case

For ease of comprehension, we will first give an outline of a proof of Theorem 1 for the case of bipartite graphs. Such a proof can be gleaned from the paper of [10]; however, to the best of our knowledge, this important fact was not derived so far. Below, we build on the quasi-NC algorithm of [8] to obtain a somewhat simpler proof of this result.

The algorithm of [8] first starts with the perfect matching polytope and then iteratively moves to lower dimensional faces of this polytope, terminating when a vertex of the polytope is reached; this will be a perfect matching.

\[\text{Definition 5.} \] In a general graph \( G = (V, E) \) with edge weight function \( w \), an edge \( e \) is called an allowed edge if it participates in MWPM. Let \( E[w] \) denote the set of all allowed edges. Edges in the complement of this set will be called disallowed edges.

Assume \( w \) are small weights and let \( \text{PM}[w] \) denote the face of the polytope containing all fractional and integral MWPMs w.r.t. \( w \). Since we are in the bipartite case, \( \text{PM}[w] \) has a simple description: It is defined by the set of disallowed edges, since they are set to zero, or equivalently its complement, i.e., the set of allowed edges, \( E[w] \). The description of the algorithm given above can be refined to: Iteratively modify the weight vector \( w \) so that the dimension of face \( \text{PM}[w] \) keeps dropping, and equivalently \( E[w] \) keeps getting sparser, until \( E[w] \) is a perfect matching.

As argued earlier, using oracle \( O \), we can find the weight of a MWPM in \( G \). Further, it is easy to see that for a given edge \( e \), we can determine in NC if \( e \) participates in a MWPM, i.e., if \( e \in E[w] \). Repeating for all edges in parallel, we can compute \( E[w] \) in NC. The following is a fundamental notion in all recent NC-type matching algorithms:

\[\text{Definition 6 ([5])}. \] Number the edges of an even cycle \( C \) in a general graph \( G \) with edge-weights \( w \) starting from an arbitrary edge. The circulation of cycle \( C \) is the absolute value of the difference of the sum of weights of odd-numbered and even-numbered edges and is denoted \( \text{circ}_w(C) \).

It is easy to prove that if the MWPM in \( G \) is not unique, then any cycle in the symmetric difference of two such matchings must have zero circulation\(^3\).

\(^3\) Hence, if we find a weight vector \( w \) such that each cycle in \( G \) has nonzero circulation, then the MWPM must be unique and can be found in NC.
Proposition 7 ([8]). In a bipartite graph, let cycle \( C \subseteq E[w] \) have \( \text{circ}_w(C) = 0 \). Let \( G \) denote the graph on edge set \( E[w] \). Assign small weights \( w' \) to edges \( E[w] \) so that \( \text{circ}_{w'}(C) > 0 \). Then \( C \) will not be present in \( E[w'] \), i.e., at least one of its edges will be dropped in going from \( E[w] \) to \( E[w'] \). We will say that \( C \) got destroyed.

Hence, if we find a weight vector that destroys all cycles of \( G \), we would be done. However, \( G \) may have exponentially many cycles, so this is non-trivial. One of the key ideas of [8] is a systematic way of destroying cycles: They iteratively destroy cycles of length 4, 8, 16, \ldots, \( n \); clearly, the number of iterations needed is \( O(\log n) \). In the first round, \( G \) has at most \( O(n^4) \) cycles of length 4. [8] show that if all cycles of length at most \( 2^i \) have already been destroyed, then there are at most \( O(n^4) \) cycles of length at most \( 2^{i+1} \) left. Hence, in each iteration only \( O(n^4) \) cycles need to be destroyed.

Suppose the current iteration starts with small weights \( w \) under which all cycles of length at most \( 2^i \) have already been destroyed. In this iteration, the algorithm finds a weight vector \( w' \) for the edges in \( E[w] \) under which all cycles of length at most \( 2^{i+1} \) are destroyed. The following fact will play a central role in the current paper as well:

Proposition 8 ([8]). In order to destroy any set of \( s \) cycles, it suffices to try certain well-chosen \( O(n^2 s) \) integral weight vectors each of which uses numbers that are \( O(n^2 s) \); one of these vectors is sure to work.

Since in the current iteration \( s = O(n^4) \), at most \( O(n^8) \) weight vectors suffice. The algorithm for choosing a weight vector that works is as follows. In parallel, for each of the \( O(n^8) \) weight vectors, \( y \), compute \( E[y] \) and find the girth of the resulting graph; this can easily be done in NC. Pick the lexicographically first weight vector, say \( w' \), such that \( E[w'] \) has girth \( > 2^{i+1} \). Clearly, \( w' \) destroys all cycles of length at most \( 2^{i+1} \).

2.2 Extension to general graphs

Matching algorithms for general graphs, in different computational models, are far harder because they need to handle odd cycles in special ways. The set of constraints capturing the perfect matching polytope is also more complex: it includes exponentially many odd set constraints. An odd set \( S \subseteq V \) which satisfies this constraint with equality is called a tight odd set. The description of face \( \text{PM}[w] \) is also much more involved: in addition to edges \( E[w] \), we need a maximal laminar family of tight odd sets, say \( L \); see Section 3.2.

The “engine” underlying our algorithm

Analogous to the bipartite case, there is an “engine” underlying our algorithm as well – it iteratively reduces the size of the graph. This engine can be thought of as composed of three components which draw on different domains to establish structural facts and algorithms.

2.2.1 Component based on the structure of the perfect matching polytope

Proposition 7, which yielded the “engine” for the bipartite case, does not hold in general graphs. Thus a non-bipartite graph may have an even cycle \( C \subseteq E[w] \) with \( \text{circ}_w(C) > 0 \). The reason for this is the presence of a tight odd set. As a result, Proposition 7 needs to be enhanced to the fact stated below. We will say that a cycle \( C \) crosses a tight odd set \( S \) if \( C \) has vertices in \( S \) as well as in \( (V - S) \). Similarly, edge \( e \) crosses \( S \) if one of its endpoints is in \( S \) and the other is in \( V - S \).
Proposition 9 ([32]). In a general graph $G$, suppose even cycle $C \subseteq E[w]$ has $\text{circ}_w(C) > 0$. Then, there must be a tight odd set $S$ such that $C$ crosses $S$.

This is illustrated in Figure 1. In this graph, the three edges in $\delta(S)$ have weight 1 and the rest have weight 0. Observe that each edge participates in a MWPM and hence $E[w]$ consists of all edges. The cycle consisting of the four orange edges, say $C$, has positive circulation even though it is contained in $E[w]$. Cycle $C$ crosses tight odd set $S$.

Definition 10. Assume that even cycle $C$ crosses tight odd set $S$. Number the edges of $C$ starting from an arbitrary edge. Let $n_o$ and $n_e$ denote the number of odd-numbered and even-numbered edges, respectively, that cross $S$. Then the mismatch of $C$ and $S$, denoted $\text{mismatch}(C, S)$, is $|n_o - n_e|$.

Note that in Figure 1, $\text{mismatch}(C, S) = 2$. Observe that if the MWPM is not unique and $C$ is a cycle in the symmetric difference of two such perfect matchings then the following must hold:

- $\text{circ}_w(C) = 0$.
- If $C$ crosses a tight odd set $S$, then $\text{mismatch}(C, S) = 0$; the reason is that each perfect matching crosses each tight set exactly once.

Proposition 11 (Lemma 25). Consider a general graph $G$ with weights $w$ and even cycle $C \subseteq E[w]$ with $\text{circ}_w(C) > 0$. Let $S$ be a tight odd set such that $C$ crosses $S$. Then $\text{mismatch}(C, S) > 0$ and at least one edge of $C$ has both its endpoints in $S$.

Our strategy for dealing with cycle $C$ having $\text{circ}_w(C) > 0$ is to shrink the tight odd set $S$ it crosses; this is illustrated in Figure 2. By Proposition 11, this will shrink at least one edge of $C$, hence resulting in a smaller graph. Our overall strategy is as follows: Suppose w.r.t. weight vector $w$, $\text{circ}_w(C) = 0$. Let $w'$ be a weight vector such that $\text{circ}_{w'}(C) > 0$. If so, [32] show that either $C$ must lose an edge in going from $E[w]$ to $E[w']$ or a new odd set $S$ goes tight w.r.t. $w'$ such that $C$ crosses $S$. In the latter case, we shrink $S$. In either case, we will obtain a smaller graph and in both cases we will say that $C$ is destroyed.

2.2.2 Component based on graph-theoretic facts

As stated in the Introduction, the overall structure of our algorithm is similar to that of [1]. Both algorithms require in each iteration a large enough number of edge-disjoint even cycles whose destruction will result in the removal of a corresponding number of edges. However, in both cases, the graph may have not such cycles. The recourse is to resort to even walks.
Definition 12 ([32]). We call an ordered list of an even number of edges \( C = (e_1, \ldots, e_{2k}) \), not necessarily distinct, that start and end at the same vertex, an even walk if this list traverses either a simple even cycle or two odd cycles with a path joining them; in the latter case, the cycles are traversed once each and the path twice, once in each direction.

The list \( C \) of edges of an even walk contains each edge either once or twice, and if it contains an edge \( e \) twice, then both copies will have the same parity. The notions of circulation and mismatch can be extended to even walks in a natural way by taking into consideration multiplicity of edges. Thus if \( e \) occurs twice in walk \( C \), is odd-numbered and crosses tight odd set \( S \), then it contributes 2 to \( n_e \) in the computation of mismatch \((C, S)\) (see Definition 10) and it contributes \( 2w_e \) to the sum of odd-numbered edges in the computation of \( \text{circ}_w(C) \) (see Definition 6). As shown in [32], all statements made above about destroying even cycles carry over to even walks as well.

[1] critically used Euler’s formula and the planar dual of \( G \) for first finding a large number of edge-disjoint cycles in \( \text{NC} \). If more than half were even, they sufficed. Otherwise, they paired up odd cycles and found paths connecting each pair to obtain even walks. This was done in such a manner that the resulting even walks were edge-disjoint.

Finding edge-disjoint cycles in a general graph in \( \text{NC} \) appears to be quite difficult. Instead, we take a cue from the bipartite case, which finessed the issue of finding edge-disjoint cycles by using Proposition 7. As a result, showing the existence of cycles sufficed! However, there is a subtle difference: in the bipartite case, we needed to upper bound the number of cycles that needed to be destroyed in each iteration, whereas here we need to lower bound them; the latter is the case in [1] as well.

Using ideas from [2] we show that if the graph \( G = (V, E) \) is not very sparse (see Definition 31), then it contains \( \Omega\left(\frac{|E|}{\log^2|V|}\right) \) edge-disjoint even cycles. Then, using ideas from [1], we show how to pair up odd cycles to form walks. Unlike [1], the walks don’t need to be found explicitly – establishing existence suffices.

If in an iteration the graph is very sparse, it will not have the required number of edge-disjoint cycles. For this case, we define the notion of a triad in Definition 21; this is a tight odd set consisting of three vertices. We show that the graph has sufficiently many disjoint triads, and a maximal independent set algorithm can find a large enough subset of these in \( \text{NC} \). These can be shrunk simultaneously.

2.2.3 Component based on facts from matching theory

Suppose that in a certain iteration our algorithm is trying weight function \( w \), as per Proposition 7. We will need to find in \( \text{NC} \) a description of face \( \text{PM}[w] \), which involves, in addition to edges \( E[w] \), a maximal laminar family of tight odd sets, say \( L \). Computing \( E[w] \) using oracle \( O \) is straightforward. However, finding family \( L \) in \( \text{NC} \) is a difficult question. The difficulty is similar to that of finding a perfect matching in a graph, i.e., the presence of a plethora of solutions. Recall the “philosophy” of [27] given in Section 1.1, for dealing with this issue for perfect matching, namely attempt to narrow down the choices to one. Clearly unlike [27], randomization is not a resource we can use for this purpose. The solution involves imposing more and more restrictions on the family of tight odd sets until it becomes unique! These restrictions arise from deep structural facts from matching theory. Additional facts lead to an \( \text{NC} \) algorithm for computing \( L \) with the help of \( O \). These ideas are from [4] and [31] and are given in Section 3.2.
For the “correct” weight function, say \( w \), among the set of even walks being handled in this iteration, some will be destroyed by losing an edge and some by crossing a tight odd set. By updating the edge set to \( E[w] \), we can accrue the advantage from the first set of walks. For obtaining advantage from the second set of walks, for each such walk, say \( C \), we need to shrink a tight odd set, say \( S \), that it crosses. A major obstacle is that our algorithm does not “know” any of the walks! The way we finesse this difficulty is to shrink all outermost sets of \( L \), which are clearly be disjoint, in the graph on edge set \( E[w] \).

Finally, among all weight functions, we will pick the one, say \( w \), that yields a graph with the smallest number of edges. There is no guarantee that \( w \) would have destroyed all \( s \) walks which we had established the existence of up-front. However, at least one of the weight functions must have done so and therefore led to a decrease of at least \( s \) edges. Hence, \( w \) must also decrease at least \( s \) edges, and that suffices for making progress. As shown in Lemma 42, the number of non-isolated edges gets reduced by a factor of \( 1 - \Omega(1/\log^2|V|) \) in each iteration.

2.3 The final idea: balanced viable set

Our current strategy is to iteratively reduce the number of edges until a perfect matching remains. After picking its edges, we need to recursively find a perfect matching in each of the shrunk sets (after removing its matched vertex). The resulting algorithm would have polylogarithmic depth; however, it does not run in polylogarithmic time because of the following inherent sequentiality: Perfect matchings in shrunk sets can be found only after finding a perfect matching in the shrunk graph, because the algorithm needs to know the vertex in \( S \) that is matched outside \( S \). Moreover, perfect matchings in the shrunk graph and the shrunk sets need to be found via a recursive application of the full algorithm described so far.

The exact same issue arose in [1] as well. The solution proposed there was meant for general graphs and hence it works here as well. The solution is quite elaborate and hence is not repeated here; instead, we direct the reader to Section 4.2 in [1]. We note that the task is somewhat easier here because we have recourse to oracle \( O \); [1] had to resort to computing Pfaffians orientations, etc. We give a short, high-level summary below.

An odd set \( S \) is viable if there is at least one perfect matching in \( G \) which picks exactly one edge from \( \delta(S) \). A set \( S \) is balanced if both \( S \) and its complement contain a constant fraction of the vertices. [1] show how to find in \( NC \) a balanced viable odd set. Let \( S \) be such a set. Clearly, using oracle \( O \), we can find an edge \( e \in \delta(S) \) which is the unique edge in a perfect matching from this cut. Now we are done by a simple divide-and-conquer strategy: match \( e \), remove its end-points and find perfect matchings in the two sides of the cut recursively, in parallel. Observe that even though perfect matchings in the two sides can be found only after finding the matched edge \( e \), the latter can be done without any recursive calls, hence, leading to a polylogarithmic running time.

3 Preliminaries

We represent undirected graphs by \( G = (V,E) \), where \( V \) is the set of vertices and \( E \) is the set of edges. Unless otherwise specified, we only work with graphs that have no loops, i.e., an edge from a vertex to itself. An edge between vertices \( u \) and \( v \) is represented as \( \{u,v\} \). For a set \( S \subseteq V \), we use \( \delta(S) \) to denote the cut between \( S \) and its complement, i.e., \( \delta(S) = \{\{u,v\} \in E \mid u \in S, v \notin S \} \). When \( S \) is a singleton, i.e., \( \{v\} \) for some \( v \in V \), we use the shorthand \( \delta(v) = \delta(\{v\}) \). A perfect matching is a subset of edges \( M \subseteq E \) such that for all \( v \in V \) we have \( |M \cap \delta(v)| = 1 \).
Definition 13. We call an edge \( e = \{u, v\} \) isolated if \( \deg(u) = \deg(v) = 1 \).

By this definition a graph is a perfect matching if it has no isolated vertices and all of its edges are isolated.

For a set \( S \subseteq E \) of edges we use \( \mathbb{1}_S \in \mathbb{R}^E \) to denote the indicator of \( S \). We use the shorthand \( \mathbb{1}_e \) to denote the \( e \)-th element of the standard basis for \( \mathbb{R}^E \), where \( e \in E \). We denote the standard inner product between vectors \( w, x \in \mathbb{R}^E \) by \( \langle w, x \rangle \).

Definition 14. A graph \( G = (V, E) \) is matching-covered if for every edge \( e \in E \), there exists a perfect matching \( M \) such that \( e \in M \).

The perfect matching polytope for \( G = (V, E) \) is the convex hull of all perfect matchings of \( G \) in \( \mathbb{R}^E \). Thus,

\[
PM_G = \text{conv}\{\mathbb{1}_M \mid M \subseteq E \text{ is a perfect matching of } G\}.
\]

Clearly the perfect matchings of \( G \) are in one-to-one correspondence with the vertices of this polytope.

When \( G \) is clear from context, we simply use \( PM \) to refer to this polytope. \( PM \) is alternatively described by the following set of linear equalities and inequalities [6]:

\[
PM = \left\{ x \in \mathbb{R}^E \mid \begin{array}{l}
\langle \mathbb{1}_{\delta(v)}, x \rangle = 1 \quad \forall v \in V, \\
\langle \mathbb{1}_S, x \rangle \geq 1 \quad \forall S \subseteq V, \text{ with } |S| \text{ odd}, \\
\langle \mathbb{1}_e, x \rangle \geq 0 \quad \forall e \in E.
\end{array} \right\}.
\]

Any face \( F \) of \( PM \) can be either described by a weight vector \( w \), i.e., \( F = PM[w] \), or it can be alternatively described by the set of inequalities turned into equalities in Equation (1). These correspond to odd sets \( S \) and edges \( e \). When face \( F \) is clear from context, we call odd sets whose inequalities have been turned into equalities, tight odd sets. We call an edge \( e \) allowed if \( x_e > 0 \) for some \( x \in F \), i.e., if the inequality corresponding to \( e \) in Equation (1) has not been turned into equality. We use \( E[w] \) or \( E[F] \) to denote the set of allowed edges in the face \( F = PM[w] \). Putting it all together, to describe a face \( F \) it is enough to describe the set of allowed edges as well as tight odd sets.

### 3.2 Finding a description of a face

A key step in our oracle-based algorithm is: given small weights \( w \), compute a description of the face \( F = PM[w] \). As stated before, using oracle \( O \), \( E[w] \) can be computed in NC. However, as far as tight odd sets go, there are typically exponentially many choices of a
family of such sets that suffice. At this point, it will be useful to recall the “philosophy” of [27] given in Section 1.1, namely when designing an NC algorithm, faced with a plethora of solutions, one should attempt to narrow down the choices to one. Clearly unlike [27], randomization is not a resource we can use for this purpose. The solution to this puzzle is indeed one of the keys that enables our result and is described below. It involves imposing more and more structure on the family of tight odd sets we seek until it becomes unique! It turns out that the latter can be computed in NC with the help of $O$.

Two tight odd sets $S_1, S_2 \subseteq V$ are said to cross if they are not disjoint and neither is a subset of the other. A family of these sets $L \subseteq 2^V$ is said to be laminar if no pair of sets in it cross. It is well-known that each face $F$ of the perfect matching polytope can be described by the set of allowed edges and a laminar family of tight odd sets $L$:

$$F = \left\{ x \in \text{PM} \mid \begin{array}{l} \langle 1_{\delta(S)}, x \rangle = 1 \quad \forall S \in L, \\ \langle 1_e, x \rangle = 0 \quad \forall e \notin E[F], \end{array} \right\}.$$  

In fact, $L$ can be taken to be any maximal laminar family of tight odd sets for the given face $F$ (see, e.g., [32, Lemma 2.2]). Note that we will always include all singletons $\{ v \}$ in the laminar family $L$ since the equalities $\langle 1_{\delta(v)}, x \rangle = 1$ are automatically satisfied over all of PM. However, there are still potentially many choices for the laminar family $L$ describing face $F$, so we impose more conditions on $L$.

▶ **Definition 15.** Suppose we are given a face $F = \text{PM}[w]$. A laminar optimal dual solution is a laminar family $L$ of tight odd sets, including all singletons, together with a function $\pi : L \to \mathbb{R}$ such that for $S \in L$, $\pi(S) > 0$ whenever $|S| > 1$ and for all edges $e$

$$w_e \geq \sum_{S \in L, e \in \delta(S)} \pi(S),$$

with equality for allowed edges.

This definition gives dual solutions for the linear program $\min \{ \langle w, x \rangle \mid x \in \text{PM} \}$ that satisfy complimentary slackness and are in laminar form. By complimentary slackness, for any such solution, $\sum_{S \in L} \pi(S)$ is equal to the weight of a MWPM. Laminar optimal dual solutions exist but are still not unique.

[4] showed that extra conditions can be imposed on laminar optimal dual solution to make it unique. They studied the notion of balanced critical dual solutions and they showed how this unique $L$ can be found by computing primal solutions to the MWPM problem. [31] used this procedure to design an alternative NC algorithm for planar graph perfect matching. We describe this procedure below. For more details see the work of [4]. Note that we will not use these rather complex and elaborate extra conditions in any other context, so we will not state them explicitly.

The following was shown by [4, Lemma 28].

▶ **Lemma 16 ([4]).** If $E[w]$ is connected, then a balanced critical dual is unique and Algorithm 1 finds its support, the laminar family $L$.

It was observed by [31] that all steps of Algorithm 1 can be performed in NC except for finding allowed edges $E[w]$ and the computation of $\mu(v)$’s. We note that using oracle $O$, both these steps can be also be performed in NC.

▶ **Remark 17.** When $E[w]$ is not connected, Algorithm 1 still works but should be run in parallel for each connected component of $E[w]$.
Algorithm 1  Finding a balanced critical dual.
\[\begin{align*}
\mathcal{L} & \leftarrow \{v \mid v \in V\}. \\
\text{for } v \in V \text{ in parallel do} & \\
& \mu(v) \leftarrow \min\{\langle w, 1_M \rangle \mid M \subseteq E[w] \text{ is a perfect matching on } V \setminus \{u, v\} \text{ for some vertex } u\}. \\
\text{end} & \\
\text{Let } w'_e \leftarrow w_e + \mu(u) + \mu(v) \text{ for each } e \in E[w]. \\
\text{for } t \in \{w'_e \mid e \in E[w]\} \text{ in parallel do} & \\
& \text{Find the connected components of the graph } (V, \{e \in E[w] \mid w'_e \leq t\}). \\
\text{end} & \\
\text{return } \mathcal{L}. 
\end{align*}\]

3.3 Contraction of tight odd sets, matching minors, and triads

[6] observed that if a collection of tight odd sets are disjoint, one can shrink each one to a single node and obtain a smaller graph whose perfect matchings can be extended to perfect matchings in the original graph. For the sake of completeness we state and prove this fact here.

Proposition 18. Suppose that \( F = \text{PM}[w] \) is a face of the matching polytope for \( G = (V, E) \) and \( S_1, \ldots, S_k \) are disjoint tight odd sets w.r.t. \( F \). Let \( H \) be obtained from \( G \) by removing disallowed edges and contracting each \( S_i \) to a single node. Then any perfect matching in \( H \) can be extended to a perfect matching in \( G \).

Proof. Suppose that \( M \) is a perfect matching in \( H \). We can think of edges in \( M \) as edges in \( E \) as well; in fact \( M \subseteq E[w] \), because we remove disallowed edges to obtain \( H \). Because \( M \) is a perfect matching in \( H \), for each \( S_i \), there is a unique \( e_i \in M \cap \partial G(S_i) \). Now since \( e_i \) is an allowed edge, there must be some perfect matching \( M_i \) of \( G \) such that \( e_i \in M_i \) and \( 1_{M_i} \in F \). Since \( S_i \) is a tight odd set, \( M_i \) cannot have any other edge in \( \partial G(S_i) \), except for \( e_i \). So if we look at \( \{u, v\} \in M \setminus \{u, v \in S_i\} \), we must have a matching covering all vertices of \( S_i \) except for the endpoint of \( e_i \). Combining all of these matchings for \( i = 1, \ldots, k \) together with \( M \) will give us a perfect matching in \( G \) as desired.

Note that the graph \( H \) obtained above is a minor of the graph \( G \). But it is not an arbitrary minor. It has the additional property that every perfect matching of it can be extended back to a perfect matching of the original graph. For convenience we name these minors, matching minors.

Definition 19. A matching minor \( H \) of a graph \( G \), is a graph that can be obtained by a sequence of the following operations: Pick a face of the matching polytope and a collection of disjoint tight odd sets. Remove disallowed edges, and contract each tight odd set into a single node.

The following statement follows directly from Proposition 18.

Lemma 20. If \( H \) is a matching minor of the graph \( G \), then every perfect matching in \( H \) can be extended to a perfect matching in \( G \).

In our algorithms, we use the simple observation that a path of length 2 on vertices of degree 2 yields a tight odd set for the entire matching polytope. We call these paths triads.
Definition 21. A triad in graph $G = (V, E)$ is a set of three vertices $\{a, b, c\}$ such that $\deg(a) = \deg(b) = \deg(c) = 2$, and $\{a, b\}, \{b, c\} \in E$.

Lemma 22. A triad $\{a, b, c\}$ is a tight odd set for the matching polytope and all of its faces.

Proof. The only two neighbors of $b$ are $a, c$. So in every perfect matching, $b$ must be matched to one of them. The other vertex must have an edge to an outside vertex, and in fact that is the only possible edge in $\delta(\{a, b, c\})$.

Remark 23. Note that the proof of Lemma 22 does not use the assumptions $\deg(a) = \deg(c) = 2$ and only uses $\deg(b) = 2$. We will use these extra assumptions elsewhere, to prove that in certain situations, we can find many triads in our graph.

3.4 Even walks and weight vectors

Even walks were defined in Definition 12. For an even walk $C$, define the signature of $C$ to be the vector:

$$\text{sign}(C) = \sum_{i=1}^{2k} (-1)^i \mathbf{1}_{e_i}.$$ 

The notions of circulation and mismatch can be stated in terms of signature:

$$\text{circ}_w(C) = |\langle w, \text{sign}(C) \rangle|$$

$$\text{mismatch}(C, S) = |\langle 1_{\delta(S)}, \text{sign}(C) \rangle|$$

Now, there cannot be two distinct points $x, y \in \text{PM}[w]$ whose difference $x - y$ is a multiple of $\text{sign}(C)$, since otherwise we would have $\langle w, x \rangle = \langle w, y \rangle$. Another way of stating this is that if $x \in \text{PM}[w]$, then $x + \epsilon \text{sign}(C) \notin \text{PM}[w]$ for any $\epsilon \neq 0$. So, some inequality or equality describing $\text{PM}[w]$ must be violated for this point. If we pick $x$ to be in the relative interior of the face $\text{PM}[w]$ we will have some slack for non-tight inequalities describing $\text{PM}[w]$. So the violated constraint for $x + \epsilon \text{sign}(C)$ must be a constraint that is tight for the entire face $\text{PM}[w]$. This implies that:

Lemma 24. Let $C$ be an even walk with $\text{circ}_w(C) > 0$. Then either there is an edge $e \in C$ that is disallowed, i.e., $e \notin E[w]$, or for any laminar dual $(\mathcal{L}, \pi)$ describing $\text{PM}[w]$, there is some set $S$ such that $\text{mismatch}(C, S) > 0$.

For a more detailed proof of this, see [1, 32]. Note that if $\text{mismatch}(C, S) > 0$, then $C$ must have an edge with both endpoints inside $S$.

Lemma 25. If $C$ is an even walk and $S$ is a tight odd set such that $\text{mismatch}(C, S) > 0$, then there is an edge $e = \{u, v\} \in C$ such that $u, v \in S$.

Proof. If this is not true, then every time $C$ enters $S$ it must immediately exit. So if we compute $\text{mismatch}(C, S)$ by looking at edges that cross $S$, we always get a $+1$ followed by a $-1$, and a $-1$ followed by a $+1$. So the entire sum would be 0 which is a contradiction.

We also borrow from [8] the following important result, which is also stated in [32] and as Proposition 7 in this paper.
Lemma 26 ([8]). There exists a polynomial sized family of polynomially bounded weight vectors $W$, such that for any set of edge disjoint even walks $C_1, \ldots, C_k$, there is some $w \in W$ which ensures

$$\forall i : \text{circ}_w(C) > 0.$$  

Proof. This lemma is actually proved in [8, 32] for any collection of nonzero vectors, not just sign($C_i$)'s, as long as there is both a polynomial bound on the number of vectors and the absolute value of their coordinates. Edge-disjointness of even walks automatically puts a bound of $|E|$ on their number, and the coordinates of our even walks are always bounded in absolute value by 2.

3.5 Maximal independent sets

Given a graph $G = (V, E)$, we call a subset $S \subseteq V$ independent if no edge $e \in E$ has both endpoints in $S$. We call an independent set maximal if no strict superset $T \supseteq S$ is independent. We will crucially use the fact that maximal independent sets can be found in NC.

Theorem 27 ([22]). There is a deterministic NC algorithm that on input graph $G = (V, E)$ returns a maximal independent set $S \subseteq V$.

We usually want a large, rather than a maximal, independent set. We will use the fact that in bounded degree graphs, any maximal independent set is automatically large.

Proposition 28. If $G = (V, E)$ is a graph with $\deg(v) \leq \Delta$ for all $v \in V$, then any maximal independent set $S \subseteq V$ satisfies

$$|S| \geq \frac{|V|}{\Delta + 1}.$$ 

4 The Decision Oracle

We will assume that our algorithm is equipped with an oracle $O$ which answers the following type of queries: Given a graph $G = (V, E)$ and small weights $w \in \mathbb{Z}^E$, what is the weight of a MWPM in $G$? We denote the answer by

$$O(G, w) = \min \{ \langle w, x \rangle \mid x \in \text{PM}_G \}.$$ 

We now list several deterministic NC primitives based on $O$. Versions of these two lemmas appear implicitly, stated for planar graphs, in [31], but we prove them for the sake of completeness.

Lemma 29. Given access to $O$, for polynomially bounded $w \in \mathbb{Z}^E$, one can find $E[w]$ in NC.

Proof. An edge $e = \{u, v\}$ can be in a MWPM if and only if $O(G, w) = w_e + O(G - \{u\} - \{v\}, w)$, where $G - \{u\} - \{v\}$ is obtained from $G$ by removing vertices $u, v$. This can be checked in parallel for all edges $e$.

Lemma 30. Given access to $O$, for polynomially bounded $w \in \mathbb{Z}^E$, one can run Algorithm 1 in NC.
Proof. As was observed by [31], all steps of Algorithm 1 can be run in NC except for finding $E[w]$ and computing $\mu(v)$. Given access to $\mathcal{O}$, we can find $E[w]$ in NC by Lemma 29. Furthermore observe that for any $v \in V$

$$\mu(v) = \min \{ \mathcal{O}(G - \{u\} - \{v\}, w) \mid u \in V - \{v\} \},$$

which can be computed by making all queries $\mathcal{O}(G - \{u\} - \{v\}, w)$ in parallel and then taking the minimum.

An implementation for the oracle, in RNC with arbitrarily small inverse polynomial probability of error for general graphs, follows from [27], since they give an RNC algorithm for finding a MWPM for small weights. Since $\mathcal{O}$ is promised to be called at most polynomially many times, the probability of error over the entire run of the algorithm can be made inverse polynomially small.

5 Structural Facts

Our algorithm requires two structural facts, one for the case that the graph $G$ is very sparse and the other for the complementary case. They are encapsulated in Lemmas 32 and 34.

Definition 31. A connected graph $G = (V, E)$ is said to be very sparse if $|E| < |V|/(1 - \epsilon)$, for some constant $\epsilon < 1/9$.

Lemma 32. If $G = (V, E)$ is a matching-covered, very sparse graph, then the number of triads in any maximal set of node-disjoint triads in $G$ is at least $c_1|E|$, for some constant $c_1(\epsilon) > 0$.

The proof of this lemma involves two steps: first, we prove that the total number of triads is large and second, that a maximal node-disjoint set of triads must also be large. The first step is accomplished in the following lemma.

Lemma 33. Suppose that $G = (V, E)$ is a graph with no vertices of degree 0 or 1. Then the number of triads in $G$ is at least $9|V| - 8|E|$.

Proof. Consider a charging scheme, where we allocate a budget of 1 to each edge, and the edge distributes its budget between its two endpoints. We then sum up the charge on all vertices and use the fact that this sum is exactly $|E|$.

Let $e = \{u, v\}$ be an edge. If neither $u$ nor $v$ is of degree 2, let the edge give 1/2 to $u$, and 1/2 to $v$. If both $u$ and $v$ are of degree 2, we allocate the budget the same way by splitting it equally between $u$ and $v$. The only remaining case is when one of $u$ and $v$ has degree 2 and the other has degree at least 3; by symmetry let us assume that $\deg(u) = 2$ and $\deg(v) \geq 3$.

Then we allocate 5/8 to $u$ and 3/8 to $v$.

Now let us lower bound the charge that each vertex $v$ receives. Note that the minimum amount $v$ receives from any of its adjacent edges is 3/8, so an obvious lower bound is $3\deg(v)/8$. If $\deg(v) \geq 3$, this is at least 9/8. Now consider the case when $\deg(v) = 2$. Then $v$ receives at least 1/2 from each of its adjacent edges. If one of the neighbors of $v$ is not of degree 2, then the charge that $v$ receives will be at least 1/2 + 5/8 = 9/8. The only possible case where $v$ does not receive at least 9/8 is when it is of degree 2, and both of its neighbors are also of degree 2 (the center of a triad), in which case it receives 1.

Now let $k$ be the number of triads. Then, by the above argument the total charge on all the vertices is at least

$$\frac{9}{8}(|V| - k) + k \leq |E|.$$

Rearranging yields $k \geq 9|V| - 8|E|$. ◀
Proof of Lemma 32. We know that the number of triads is at least \(9|V| - 8|E| = (1 - 9\epsilon)|E|\). Now consider the conflict graph of triads, where nodes represent triads, and edges represent having an intersection. It is easy to see that any triad can only intersect at most 4 other triads. So the degrees in this conflict graph are bounded by 4. By Proposition 28, any maximal node-disjoint set of triads will contain at least \((1 - 9\epsilon)|E|/5\) many triads. So we can take \(c_1(\epsilon) = (1 - 9\epsilon)/5\) which is positive for \(\epsilon < 1/9\).

Lemma 34. If \(G = (V, E)\) is a matching-covered graph on \(|V| > 2\) vertices that is not very sparse, then there exist \(c_2|E|/\log^2|V|\) edge-disjoint even walks in \(G\), for some constant \(c_2(\epsilon) > 0\).

We first show that there are many edge-disjoint cycles in a non-sparse graph. If at least half of them are even, we are done. Otherwise, we show how to pair up odd cycles and connect them via suitable paths to get sufficiently many edge-disjoint even walks. A proof of the next lemma can be found in [2]; however, for the sake of completeness we provide it here.

Lemma 35. In a graph \(G = (V, E)\) there exists a collection of edge-disjoint cycles with at least the following number of cycles:

\[
\frac{|E| - |V|}{2\log_2|V|}.
\]

Proof. We prove this by induction on \(|V| + |E|\). We have several cases:

i) If there are any loops in the graph, we extract that as one of our cycles, and remove the edge from the graph. The promised quantity goes down by \(1/(2\log_2|V|)\) which is \(\leq 1/2\). So from now on we assume that \(G\) has no loops.

ii) If there are any two parallel edges \(e, e'\), we extract those as a cycle of length 2, and remove both from the graph. The promised number of edge-disjoint cycles goes down by \(2/(2\log_2|V|) \leq 1\). So adding the cycle we extracted fulfills the promise. From now on we assume that \(G\) is simple.

iii) If \(G\) has any vertices of degree 0: We can simply remove it and the promised quantity grows.

iv) If \(G\) has a vertex of degree 1: We can also remove this vertex. This operation does not change the numerator but shrinks the denominator, which results in a larger promised quantity.

v) If \(G\) has a vertex \(v\) of degree 2: Let \(e, e'\) be the two adjacent edges to \(v\). Remove \(v, e, e'\) from the graph, and place a new edge \(e''\) between the two former neighbors of \(v\). By doing this, both \(|V|\) and \(|E|\) go down by 1. So now the promised number of edge-disjoint cycles becomes larger. By induction we find them, and now we replace the edge \(e''\) if it is used at all in a cycle, by the path of length two consisting of \(e, e'\). Since \(e''\) appears in at most one cycle, this operation preserves edge-disjointness.

vi) Finally if \(G\) is a simple graph with no vertices of degree \(\leq 2\), it must have a cycle of length at most \(2\log_2|V|\). If we prove this, we are done by induction, because we can remove the edges of this cycle and the promised quantity goes down by at most 1. Now to prove the existence of this cycle, assume the contrary, that the length of the minimum cycle of the graph is at least \(2\log_2|V| + 1\). Pick a vertex \(v\) and look at all simple paths of length at most \(\log_2|V|\) going out of \(v\). The number of paths of length \(i\) is at least twice the number of paths of length \(i - 1\). This is because every path of length \(i - 1\) ending at a vertex \(u\) can be extended in at least \(\deg(u) - 1 \geq 2\) ways, and none of these extensions will intersect themselves, otherwise we would get a cycle of length \(\log_2|V| + 1\).
So in the end, the total number of such paths will be $> 2^{\log_2|V|} = |V|$, which means that two of the paths must share an endpoint. But now from the union of these two paths, we can extract a cycle of length at most $\log_2|V| + \log_2|V| = 2\log_2|V|$.

If at least half of the cycles guaranteed by Lemma 35 are odd, we need to pair them up and connect them with paths. We use a spanning tree to do this.

**Proposition 36 ([1, Lemma 20]).** Consider a tree $T$ with an even number of tokens placed on its vertices, with possibly multiple tokens on each vertex. There is a pairing, i.e., a partitioning of tokens into partitions of size two, such that the unique tree paths connecting each pair are all edge-disjoint.

**Lemma 37.** Suppose that there are $2\ell$ edge-disjoint cycles of odd length in a matching-covered connected graph $G = (V,E)$. Then $G$ contains at least $\Omega(\ell^2/|E|)$ edge-disjoint even walks.

**Proof.** We will pair up the odd cycles by paths connecting each pair. This will create $\ell$ even walks, but they might not be edge-disjoint. We will then show how to extract $\Omega(\ell^2/|E|)$ edge-disjoint even walks out of them.

Consider a spanning tree $T$ of $G$. For each of the $2\ell$ odd cycles, pick an arbitrary vertex, and put a token on that vertex. Now we have an even number of tokens on the vertices. We can pair up these tokens, so that the unique tree paths (of possibly length 0) connecting each pair are edge-disjoint, see Proposition 36.

Now for each pair of odd cycles $C_1, C_2$ whose tokens got paired up, we create an even walk. Let $P$ be the tree path connecting tokens from $C_1$ and $C_2$. If $P$ has no common edges with $C_1, C_2$ we can simply create our even walk, but this is not guaranteed to happen. So instead, traverse $P$ from $C_1$’s token to $C_2$’s token and look at the last exit from $C_1$; afterwards look for the first time any vertex of $C_2$ is visited. This portion of $P$ is a subpath connecting $C_1$ and $C_2$ having no common edged with either. We use $C_1, C_2$ and this subpath of $P$ to create our even walk.

So far we have created $\ell$ even walks, but they might not be edge-disjoint. The odd cycles are edge-disjoint, as are the paths connecting them, but one of the paths might share an edge with an unrelated odd cycle. This also means that no edge $e$ can be shared between more than two even walks; $e$ can be used once as part of an odd cycle, and once as part of a path.

Now consider the number of edges in each even walk. If we sum this over all even walks, we get at most $2|E|$, since each edge can appear in at most two even walks. So the average number of edges in an even walk is $\leq 2|E|/\ell$. By Markov’s inequality at least half of the even walks, $\ell/2$ of them, will have at most twice this average number of edges, $4|E|/\ell$. Now create a conflict graph where nodes represent these $\ell/2$ even walks, and an edge is placed when the two even walks share an edge. The degree of each node is at most $4|E|/\ell$. So if we pick a maximal independent set in this conflict graph, it will consist of at least $\Omega(\ell^2/|E|)$ many even walks.

We are finally ready to prove Lemma 34.

**Proof of Lemma 34.** First note that if our graph is not an isolated edge and is matching-covered it must contain at least one even cycle. This is so because there must be at least two perfect matchings in the graph, and in their symmetric difference, we can find one such cycle.

Because we are guaranteed to have at least 1 cycle, we can simply show that asymptotically we can extract $\Omega(|E|/\log^2|V|)$ edge-disjoint even walks. Then the asymptotic statement translates to the more concrete bound of $c_2|E|/\log^2|V|$. 
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If \((1 - \epsilon)|E| \geq |V|\), by Lemma 35, we have at least \(\epsilon|E|/2 \log |V| = \Omega(|E|/\log |V|)\) cycles. If at least half of them are of even length, we are done. Otherwise we get \(\Omega(|E|/\log |V|)\) odd cycles. Perhaps by throwing away one of them, we can assume the number of odd cycles we have is even. Then we can apply Lemma 37 to obtain \(\Omega(|E|/\log^2 |V|)\) edge-disjoint walks. This completes the proof.

6 The Oracle-Based Algorithm

In this section we describe our oracle-based algorithm for finding a perfect matching. In Section 6.1, we will extend this to finding a minimum weight perfect matching for small weights.

On input \(G = (V,E)\), our algorithm proceeds by finding smaller and smaller matching minors \(H\) of \(G\), until \(H\) has a unique perfect matching, or in other words is a perfect matching. Then we pick the edges in \(H\) as a partial matching in \(G\) and extend this partial matching to a perfect matching independently and in parallel for the preimage of each node in \(H\). That is for each node \(s\) in \(H\), we take the set \(S \subseteq V\) that got shrunk to \(s\), remove the single endpoint of the partial matching from \(S\), and recursively find a perfect matching in \(S\). In the end we return the results of all these recursive calls along with the edges of \(H\) as the final answer.

We crucially make sure that the pre-image of nodes in \(H\) never contain more than a constant fraction of \(V\). This makes sure that our recursive calls end in \(O(\log |V|)\) steps.

In all of our algorithms, when we construct matching minors, we implicitly maintain the mapping from the resulting edges to the original edges, and the mapping from original vertices to the minor’s vertices. These are trivial to maintain in NC, but for clarity we avoid explicitly mentioning them. We also keep node weights for matching minors, where the weight of a node is simply the number of original vertices that got shrunk to it.

Algorithm 2 Divide-and-conquer algorithm for finding a perfect matching.

```
PERFECTMATCHING(G = (V,E))
if V = \emptyset then
    return \emptyset.
else
    Call PARTIALMATCHING(G), and let \(H\) be the matching minor returned.
    Let \(M \subseteq E\) be the edges of \(H\).
    for each node \(s\) of \(H\) in parallel do
        Let \(S \subseteq V\) be the nodes of \(G\) that are shrunk to \(s\).
        Let \(v\) be the unique endpoint of the unique edge of \(M\) in \(\delta(S)\).
        Let \(G_s\) be the induced graph on \(S - \{v\}\).
        \(M \leftarrow M \cup \text{PERFECTMATCHING}(G_s)\).
    end
    return \(M\).
```

The pseudocode for the main algorithm PERFECTMATCHING can be seen in Algorithm 2. On input \(G\), the algorithm calls PARTIALMATCHING to find a matching minor \(H\) of \(G\) which itself is a perfect matching. Then the edges of \(H\), which form a partial matching in \(G\), are extended to a perfect matching independently and in parallel in the preimage of each node from \(H\). Since \(H\) is a matching minor, this extension can always be performed by Lemma 20.

The pseudocode for PARTIALMATCHING can be seen in Algorithm 3. This algorithm keeps a node-weighted matching minor of the input graph \(G\). It tries several ways of obtaining a smaller matching minor, where size of a matching minor is measured in terms of the number
Algorithm 3 Find a matching minor of the input graph that is itself a perfect matching.

**PartialMatching**(*G* = (*V*, *E*))

Assign node weight 1 to each node *v* ∈ *V*.

while *G* is not a perfect matching do

  if any node *v* of *G* has at least 1/6 of the total node weight then

    Remove disallowed edges *e* /∈ *E*[0] from *G*.

    Contract the complement of {*v*} to a single node. If there are parallel edges, remove all except for an arbitrary one.

    return *G*.

  end

  Find a maximal set of node-disjoint triads in *G*.

  Let *H* be obtained from *G* by removing disallowed edges and contracting each triad into a single node.

  *U* ← {*H*}.

  for *w* ∈ *W* in parallel do

    Call **Reduce**(*G*, *w*) and let the result be *H*.

    *U* ← *U* ∪ {*H*}.

  end

  Find the graph *H* ∈ *U* with the minimum number of non-isolated edges.

  *G* ← *H*.

end

return *G*.

Algorithm 4 Remove disallowed edges and contract certain tight odd sets.

**Reduce**(*G* = (*V*, *E*), *w*) ;  // The graph *G* has node weights.

Remove disallowed edges *e* /∈ *E*[w] from *G*.

Find all connected components of *G*.

for each connected component *C* of *G* in parallel do

  Run Algorithm 1 on *C* to find a laminar family of tight odd sets *L*.

  for *S* ∈ *L* in parallel do

    if node weight of *S* is more than half of the node weight of *C* then

      Replace *S* in *L* with *C* − *S*.

    end

  end

Find the inclusion-wise maximal sets in *L* and shrink each one to a single node.

end

return *G*. 
of non-isolated edges, see Definition 13. One way of obtaining a smaller matching minor is by picking a maximal node-disjoint set of triads and shrinking them simultaneously. By Lemma 22, this produces a matching minor. Also note that the maximal set of node-disjoint triads can be found in NC by enumerating all triads and using Theorem 27.

Another way of obtaining smaller matching minors is by trying weights from the set of weight vectors \( W \) and calling \textsc{Reduce} to remove disallowed edges \( e \notin E[w] \) and shrinking top-level sets of a laminar family of tight odd sets w.r.t. \( w \).

Finally, the pseudocode for \textsc{Reduce} can be seen in Algorithm 4. This algorithm is simply fed a graph \( G = (V,E) \) and a weight vector \( w \). It removes disallowed edges \( e \notin E[w] \) and shrinks the maximal sets of a laminar family of tight odd set. The laminar family is found using Algorithm 1, but is modified to make sure that no shrunk set becomes too large; to be more precise no shrunk vertex in the end will have node weight more than half of the total node weight.

### 6.1 Finding a minimum weight perfect matching

We extend our algorithm so it returns not just any perfect matching, but rather a minimum weight perfect matching, for small weights.

Given an input graph \( G = (V,E) \) and a weight vector \( w \), we can remove disallowed edges \( e \notin E[w] \), and find a laminar family of tight odd sets \( \mathcal{L} \) w.r.t. \( w \), by calling Algorithm 1 on each connected component of \( G \). By complementary slackness, any perfect matching that has only one edge in \( \delta(S) \) for each \( S \in \mathcal{L} \) will automatically be of minimum weight, see Definition 15. We can simply contract the top level sets in \( \mathcal{L} \), use Algorithm 2 to find a perfect matching in the shrunk graph, and recursively extend this to a minimum weight perfect matching in each shrunk piece. Following an almost identical argument as in the proof of Proposition 18, the perfect matching in the shrunk graph can be extended to a minimum weight perfect matching.

The only problem with this method is that the recursion depth is not guaranteed to be polylogarithmic. However we can fix that by making sure that tight odd sets \( S \in \mathcal{L} \) do not have more than half of the vertices in the graph; if they do, we replace them by their complements and we will see in Lemma 40 why this operation preserves laminarity.

### 6.2 Minor-closed families of graphs

Throughout our algorithm we only call the decision oracle on graphs obtained from the original through a sequence of edge and vertex removals and contractions. In this section we will prove that the decision oracle is only called on minors of the original graph, that is those graphs obtained by vertex and edge removals and contractions of connected subgraphs.

▶ **Lemma 38.** Algorithms 2 to 4 call the decision oracle on minors of their input graph only.

This lemma is all we need to prove Theorem 4. Note that there are several minor-closed families of graphs where the decision problem can be solved in NC by using a counting oracle. In particular we can count perfect matchings in graphs embedded on surfaces of genus at most \( O(\log n) \), and therefore solve the decision problem, all in NC. This improves upon the genus bound of \( O(\sqrt{\log n}) \) given by [1].

▶ **Corollary 39.** For graphs embedded on a surface of genus at most \( O(\log n) \) and weighted with polynomially bounded edge weights, there is an NC algorithm to find a minimum weight perfect matching.
Another consequence of Theorem 4 is an alternative algorithm for $K_{3,3}$-free graphs, which was resolved earlier by [7].

Now we prove Lemma 38.

**Proof of Lemma 38.** First we prove this for Algorithm 4. In this algorithm, we only remove edges from the input graph, and shrink tight odd sets in connected components. We just have to show that what we shrink is already connected. Consider a tight odd set $S$ in a connected component $C$. If it is not internally connected, then one of its internal connected components must have odd size; let that be $S'$. Since $S \subseteq C$ and $C$ is a connected component, there is an edge $e \in \delta(S - S')$. Since $S'$ is not internally connected to $S - S'$, it must be that $e \in \delta(S)$. Now since the graph is matching-covered with minimum weight perfect matchings, there must be some minimum weight perfect matching $M \ni e$. But because $S'$ is odd, there must also be an edge $f \in M \cap \delta(S')$. But note that $e \neq f$, and both $e, f \in \delta(S)$. This is a contradiction, since $S$ cannot have more than one edge in a perfect matching. This shows that $S$ must be connected and Algorithm 4 only produces minors of its input graph.

Next we prove the statement for Algorithm 3. This algorithm either calls Algorithm 4, or finds triads and contracts them. The former produces minors of the input graph, and the latter also produces minors of the input graph since triads are connected.

Note that the graph returned by Algorithm 3 may not be a proper minor of the input graph; that could happen if the node weight of some $v$ goes above $1/6$ the total node weight. In this scenario, the complement of $v$ might not be connected and yet we contract it. However the algorithm immediately returns and the decision oracle is not called on this returned graph. So this does not contradict the statement of the lemma.

Finally we prove the statement for Algorithm 2. The only graphs produced and passed onto Algorithm 3 are obtained from the input graph by vertex removals and edge removals. So they are all minors of the input graph. The output of Algorithm 3 might not be a proper minor, but this output is only used to decide which edges and vertices to remove from the original graph to get to induced graphs on $S - \{v\}$. ◀

7 Analysis of the algorithm

First we will prove that our oracle-based algorithm returns a correct answer. Next, we will bound the running time and prove that our algorithm runs in NC, modulo the calls to $O$; this constitutes the most challenging part of the analysis.

7.1 Correctness

We will need the following lemma.

**Lemma 40.** Suppose that $\mathcal{L}$ is a laminar family of sets in a node-weighted graph $G = (V, E)$, and we replace every $S \in \mathcal{L}$ whose node weight is larger than half of the total node weight by the complement, i.e., $V - S$. Then the resulting family of sets $\mathcal{L}'$ is also laminar.

**Proof.** Let $S, S'$ be two sets in $\mathcal{L}$. They are either disjoint or one is contained in the other.

If $S \cap S' = \emptyset$: They cannot both have node weight more than $1/2$. So at most one of them gets replaced by its complement. Then it is easy to see that the resulting sets do not cross.

If $S \subseteq S'$: There are three possibilities. If none of them gets replaced by their complements, or both of them get replaced by their complements, they remain nested and therefore do not cross. If one of them gets replaced by its complement, it has to be the larger set $S'$. In that case the resulting sets become disjoint, and still do not cross. ◀
Using Lemma 40 and Lemma 20, we deduce that \texttt{Reduce} always returns a matching minor of its input graph. By definition, \texttt{PartialMatching} also returns a matching minor of its graph when it finishes (for the analysis of running time see Section 7.2).

This proves the correctness of the algorithm, since we always find a matching minor that has a unique perfect matching (itself), and by Lemma 20, we can extend it to a perfect matching, independently in the preimage of each node.

7.2 Running time

First we analyze \texttt{PerfectMatching} (Algorithm 2) assuming the calls to \texttt{PartialMatching} (Algorithm 3) are in \texttt{NC}.

\begin{lemma}
Assuming the calls to \texttt{PartialMatching} are in \texttt{NC}, \texttt{PerfectMatching} is in \texttt{NC}.
\end{lemma}

\begin{proof}
We simply need to bound the number of levels in the recursion. We will prove that when \texttt{PartialMatching} returns a matching minor $H$, the node weight of every node is at most $5/6$ the total node weight. This proves that in each recursive call to \texttt{PerfectMatching}, the number of vertices gets reduced by a factor of $5/6$.

Note that the first time in Algorithm 3 that a node’s weight goes above $1/6$ the total weight, the algorithm stops and returns a two-node minor. So we just need to prove that the weight of the node that just went above $1/6$ is not more than $5/6$. The current minor was obtained from the previous minor by either \texttt{Reduce}, or by shrinking triads. But \texttt{Reduce} never creates nodes with weight more than half the total weight. The weight of each node in a triad is also at most $1/6$ the total weight, so after shrinking the triad, the new weight can be at most $1/6 + 1/6 + 1/6 = 1/2$ the total weight. This finishes the proof.
\end{proof}

Finally, we need to prove that \texttt{PartialMatching} finishes in a polylogarithmic number of steps. Using the structural facts, Lemma 42 and Lemmas 32 and 34, we establish the following lemma.

\begin{lemma}
In each iteration of Algorithm 3, the number of non-isolated edges gets reduced by a factor of $1 - \Omega(1 / \log^2 |V|)$.
\end{lemma}

\begin{proof}
First assume $G$ is a connected graph. Then we can directly apply Lemmas 32 and 34 for some fixed $\epsilon < 1/9$ to show that we either find $c_1|E|$ triads or there exist $c_2|E|/\log^2 |V|$ edge-disjoint even walks. In the former case, after contracting the triads, the number of edges gets reduced by a factor of $1 - c_1$. In the latter case, let $C_1, C_2, \ldots, C_k$ be the edge-disjoint even walks, and let $w \in W$ be the weight vector such that $\langle w, \text{sign}(C_i) \rangle \neq 0$. Note that $w$ is guaranteed to exist by Lemma 26. In the call to \texttt{Reduce}(G, w), every $C_i$ loses at least edge by Lemmas 24 and 25, either because one of its edges becomes disallowed or it gets shrunk as a result of shrinking top-level tight odd sets. Therefore, one of the candidate graphs in U in Algorithm 3 will have a factor of $1 - c_3 / \log^2 |V|$ fewer edges, for some constant $c_3 > 0$.

Next assume $G$ is not connected. If so, we apply the above-stated argument to each connected component that is not an isolated edge. We can further assume the same weight vector $w$ works for all connected components. Now if $H_1$ is the graph obtained from shrinking triads, and $H_2$ is the result of \texttt{Reduce}(G, w), then we know that the average number of edges in $H_1$ and $H_2$ for each connected component is at most $1 - c_3 / 2 \log^2 |V|$ times the number of edges in the connected component. So one of $H_1, H_2$ must have at most $(1 - c_3 / 2 \log^2 |V|)$ times as many non-isolated edges as $G$.
\end{proof}
Note that Lemma 42 gives a polylogarithmic upper bound on the number of iterations in Algorithm 3, since if we track the number of non-isolated edges, after every $\Theta(\log^2|V|)$ steps we get a constant factor reduction, and therefore it takes at most $O(\log|E| \cdot \log^2|V|)$ iterations for it to reach 0.

8 Discussion

This paper has identified what appears to be the “core” of the difficult open problem of obtaining an NC matching algorithm, namely the decision problem. We must immediately mention that both decision problems stated in Section 1.2 have been the subject of numerous attacks over the past decades and hence resolution is not likely to be an easy matter. At the same time, we hope that since the “target” has been more precisely identified, the resolution of the open problem will gain added impetus.

An obvious open question is to build on the quasi-NC algorithm of [11] and related results of [12] to obtain the appropriate oracle-based NC algorithms and pseudo-deterministic RNC algorithms for linear matroid intersection and for finding a vertex of a polytope with faces given by totally unimodular constraints. An interesting problem defined by Papadimitriou and Yannakakis [29], called Exact Matching, is the following: Given a graph $G$ with a subset of the edges marked red and an integer $k$, find a perfect matching with exactly $k$ red edges. This problem is known to be in RNC [27], even though it is not yet known to be in P. Is there a pseudo-deterministic RNC algorithm for it?

The phenomenon identified in Section 1.3 clearly deserves to be studied in depth. To the best of our knowledge, there are only two algorithmic results for bipartite matching that have not been extended to general graphs. The first is obtaining a fully polynomial randomized approximation scheme for counting the number of perfect matchings [14]; this is also among the outstanding open problems of theoretical computer science today. The second is obtaining an $O(m^{10/7})$ algorithm for maximum matching [23], which beats the earlier algorithms for sparse graphs.
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1 Introduction

Concerns about ethical use of data in algorithmic decision-making have spawned an important conversation regarding machine learning techniques that are fair towards the affected populations. We focus here on binary decision-making: e.g., deciding whether to approve a loan, admit a student to an honors class, display a particular job advertisement, or prescribe a particular drug. While multiple fairness notions have been suggested to inform these decisions, most assume access to labeled data and that this data is drawn from i.i.d. distributions. In practice, data patterns are often dynamically evolving and the feedback received is biased by the decisions of the algorithms – such as only learning whether a student should have been
admitted to an honors class if the student is actually admitted—which induces additional misrepresentation of the actual data patterns. Despite the rich literature, approaching fairness considerations without these strong assumptions is rather underexplored.

Most fairness notions impose a requirement of balance across groups. For example, demographic parity [9] aims to ensure that the percentage of positive predictions is the same across different populations, and equality of opportunity [22] aims to ensure that the percentage of false negative predictions is the same across them. These notions are useful in identifying inequities between subpopulations, especially in settings such as criminal recidivism [30] where there is a conflict between the incentives of the participants and the goal of accurate prediction. However, these notions may not be appropriate when the goal of each group is to be predicted as accurately as possible, and explicitly performing worse on one group in order to produce balance would be morally objectionable or absurd. For example, in a health application, a balance notion may lead to penalizing the majority population by willfully providing it worse treatment to make amends for the fact that a minority population is not classified correctly due to insufficient data. This would be clearly inappropriate.

More generally, there are many natural scenarios where the goal of each group is just to be predicted as accurately as possible. A student wishes to be admitted in an honors class only if they are qualified to succeed in it; otherwise their academic record may be jeopardized. A person requesting a microloan can be often significantly harmed by receiving it unless they return it (see [33] for an interesting discussion). A drug prescription is only beneficial if it helps enhance the health of the patient; otherwise it may cause adverse effects. In these settings what groups care about is not being treated equally but rather being treated well.

In this work, we consider a fairness notion for sequential non-i.i.d. settings where the subpopulations and the designer both strive for accurate predictions. We say that a prediction rule \( f \) is unfair to a subgroup \( g \) with respect to a family of rules \( F \) if there is some other rule \( f_g \in F \) that performs significantly better than \( f \) on \( g \), in which case we say that \( f_g \) witnesses this unfairness. More generally, given a collection of rules, some of which may come from the designer, some from third-party entities, and some from the groups themselves, our goal is to achieve performance on each group comparable to that of the best of these rules for that group, even when groups overlap. Moreover, we aim to achieve this goal with as strong bounds as possible in a challenging “apple-tasting” feedback model where we only receive feedback on positive predictions (e.g., when a loan is given or a student is admitted). Interestingly, while our main results are positive, we show such guarantees are not possible if we replace the performance measure of accuracy (or error) with any fixed weighted average of false-positive and false-negative rates. Our positive results can also be thought of as a form of individual rationality with respect to the groups: no group has any incentive (up to low order terms) to pull out and, say, form its own lending agency just for members of that group. From this perspective, we also consider notions of incentive compatibility (could groups have any incentive to hide prediction rules from the system) and present a computationally-inefficient algorithm along with an open problem related to achieving this guarantee in a computationally-efficient manner.

1.1 Our contribution

We consider a decision-maker with some global decision function \( f_o \) that she would like to use (say to decide who gets a loan), and a collection of groups \( G \), where each group \( g \in G \) proposes some function \( f_g \) that it would like to be used instead on members of \( g \).¹ The guarantee

¹ Both decision-maker and groups may have more functions; the guarantees are with respond to the best of them.
we aim to give is that our overall performance will be nearly as good (or better) than \( f_o \) on the entire population with respect to the objective function of the decision-maker, and for each group \( g \) our performance is nearly as good (or better) than the performance of \( f_g \) with respect to group \( g \)’s objective. We would like to do this even when groups are overlapping and even when feedback on whether or not a decision was correct is only received when the decision made was “yes” (e.g., when the loan was given or the student was admitted).

Surprisingly, we show that when groups are overlapping and when the group objectives are to minimize the unweighted average of false-positive rate (FPR) and false-negative rate (FNR), there exist settings where every global prediction rule \( f \) must be unfair to one of the groups. In particular, we present a simple example with two overlapping groups having predictors \( f_1 \) and \( f_2 \) respectively, where performing nearly as well as \( f_1 \) on group 1 and nearly as well as \( f_2 \) on group 2 is fundamentally impossible when performance is measured as \( \frac{\text{FPR} + \text{FNR}}{2} \) (or as \( \max(\text{FPR}, \text{FNR}) \) or as any fixed non-degenerate weighting) even when the input does not arrive in an online manner. This shows that just having the fairness notions be the same across groups and aligned with the goals of the designer (who in this case does not have any additional goal other than to eliminate unfairness) is not by itself sufficient to be able to achieve our fairness criteria under objectives based on fixed combinations of FPR and FNR.

▶ Informal theorem 1 (Theorem 10). If subgroups are overlapping and their objectives are to minimize the unweighted average of false positive and false negative rates, there exist instances where no global function can simultaneously perform nearly as well on each group as the best function for that group. This holds even in the batch setting.

Instead we aim for low absolute error on each subgroup\(^2\) and show a connection of this notion to an adversarial online learning setting, that of sleeping experts [6, 17]. In sleeping experts, each predictor (also referred to as an expert) can decide at each round to either make a prediction (fire) or abstain (sleep). Sleeping experts algorithms guarantee that, for any expert, the performance of the algorithm when the expert fires is nearly as good as the performance of this expert. Providing the functions \( f_o \) for the decision-maker and \( f_g \) for each group into existing sleeping-experts algorithms (viewing \( f_g \) as abstaining on any individual outside of group \( g \)) yields the following.

▶ Informal theorem 2 (Theorem 1). For the objective of minimizing absolute error, we can perform nearly as well as \( f_g \) for all groups \( g \) while performing nearly as well as \( f_o \) overall.

One particular complication that arises in many fairness-related settings, however, is that feedback received is one-sided: we only learn about the outcome if the loan is given, the student is admitted in the class, the advertisement is displayed, or the drug is prescribed; we do not learn about what would have happened when the action is not taken. In online learning, this is known as the apple tasting model [24]. We therefore initiate the study of sleeping experts in this apple tasting feedback model, aiming to achieve as strong regret guarantees as possible on a per-group basis. Combining apple tasting with sleeping experts poses interesting challenges as the exploration needs to be carefully coordinated among different subpopulations. In Section 3.2, we provide three different black-box reductions with different advantages in their performance guarantee.

\(^2\) This is equivalent to FPR on a group weighted by the fraction of negative examples in that group plus FNR on a group is weighted by the fraction of positive examples in that group.
Informal theorem 3 (Theorems 3, 4, and 5). Even if we only receive one-sided feedback, we can still perform nearly as well as \( f_g \) for all groups \( g \) while performing nearly as well as \( f_o \) overall.

Each of our guarantees is somewhat suboptimal. Theorem 3 is based on a construction that does not use sleeping experts, but has an exponential dependence on the number of groups which makes it computationally inefficient when there are many groups. Theorem 4 is a natural adaptation of sleeping experts to this setting but has an error bound with a (sublinear) dependence on the size of the total population instead of only depending on size of the subgroup, which makes the result less meaningful for small groups as this term may dominate their regret bound. Last, Theorem 5 has a more involved use of sleeping experts and does not suffer from the two previous issues, but has a suboptimal dependence on the size of the subgroup. Combining the advantages of these approaches without the resulting shortcomings is an intriguing open question.

The final contribution of our work (Section 4) is to provide a game-theoretic investigation of our setting in terms of incentives of the participating groups. In mechanism design, two important properties that a mechanism should satisfy are Individual Rationality (IR) and Incentive Compatibility (IC). The former asks that no player should prefer to opt out and seek service outside of the system instead. The latter refers to the mechanism creating no incentives for players to misreport their private information. Inspired by the kidney exchange literature [37, 3, 2], we consider each group as a player in our system. The IR property is satisfied when group \( g \) can get no benefit (asymptotically) from being predicted by their individual predictor \( f_g \), say via their own loan agency. This is exactly what our above guarantees provide and therefore they can be interpreted as asymptotically IR. This observation brings up the question of whether incentive compatibility is also satisfied by sleeping experts algorithms. In this context, IC means that if a group \( g \) has a set of predictors \( \{ f_g \} \) then they get no benefit (asymptotically) from hiding some of those predictors from the decision-maker. Unfortunately, we show that current sleeping experts algorithms are not (even approximately) incentive compatible. On the other hand, we provide an algorithm that achieves both IR and IC guarantees, as well as operating in the apple tasting setting, at the expense of being computationally inefficient (enumerating over all exponentially-many group intersections). This leads to an interesting open question of finding a computationally efficient algorithm that satisfies both IR and IC properties.

Informal theorem 4 (Theorem 8). Classical sleeping experts algorithms such as AdaNormalHedge do not satisfy the IC property.

Informal theorem 5 (Theorem 9). Separate multiplicative weights algorithms for each intersection of groups satisfy the IC property at the expense of being computationally inefficient.

Open question 1 (Section 4.3). Does there exist a computationally efficient algorithm satisfying both IR and IC properties?

1.2 Related work

There is a growing literature aiming to identify natural fairness notions and understand the limitations they impose; see [14, 22, 31, 12, 27, 1] for a non-exhaustive list. With respect to fairness among different demographic groups, notions such as disparate impact [9, 15] or equalized odds [22] aim to achieve some balance in performance across different populations. These make sense when there is an intrinsic conflict between the desires of the different groups
and those of the designer and can help identify undesirable inequities in the system that require remedies (that are often non-algorithmic and need policy changes). Unfortunately, aiming to satisfy these notions can also have undesired implications such as intentionally misclassifying some groups to make amends for the inability to classify other groups well enough. This has given rise to an important debate around alternative notions that do not suffer of these issues (see for example [13]). Our work aims to advance this direction.

When populations are overlapping, there are several recent works in the batch setting that tackle considerations similar to the ones we address. Kearns et al. [26] provide a simple example illustrating the issue that one can be non-discriminatory with respect to, say, gender and race in isolation but heavily discriminate against, say, black female participants; they also discuss how to audit whether a classifier exhibits such unfairness with respect to groups. In a similar motivation, Hebert-Johnson et al. [23] suggest a fairness notion they term multi-calibration that relates to accurate prediction of all populations that are computationally identifiable. Both these works show that their settings are equivalent to agnostic learning, which has strong computational hardness results but tends to have good heuristic guarantees.³ Subgroup fairness is also discussed by Kim et al. [28, 29] for the related notion of multi-accuracy, with the aim of post-processing data to achieve this notion while maintaining overall accuracy [28] as well as metric subgroup fairness notions [29]. Our approach similarly considers overlapping demographic groups, but focuses on the more complex setting of online decision-making under limited feedback and addresses inherent conflicts between the incentives of different subgroups. In fact, even for the batch setting, our impossibility result of Section 5 with respect to the criterion of unweighted average of false positive and false negative rates is of a purely statistical flavor (has nothing to do with computational issues or arrivals being online). It therefore provides insights on complications that exist even when all the incentives seem well aligned. On the other hand, our connection to sleeping experts does not appear to directly have implications to multicalibration and multiaccuracy for similar reasons as the issues encountered regarding Incentive Compatibility; these notions tend to require a similar no negative regret property in order to be satisfied in an online context (similar to our results in Sections 4.1-4.2).

Fairness issues in online decision-making have also recently been considered. Joseph et al. [25] focus on a bandit learning approach and impose what they call meritocratic fairness against individuals with some stochastic but unknown quality. Celis et al. [10] discuss how to alleviate bias in settings like online advertising where bandit learning can lead to overexposure or underexposure to particular actions. Blum et al. [7] focus on adversarial online learning and examine for different fairness notions whether non-discriminatory predictors can be combined efficiently in an online fashion while preserving non-discrimination. A recent line of work also focuses on online settings where decisions made today affect what is allowed tomorrow as they need to be connected via some metric-based notion of individual fairness [34, 19, 21]. Related to our work, Raghavan et al. [36] study externalities that arise in the exploration of classical stochastic bandit algorithms when applied across different subpopulations. Finally, Bechavod et al. [5] study a similar notion of one-sided feedback in online learning with fairness in mind. Unlike us, the latter work does not apply to overlapping populations but instead they take a contextual bandit approach, focus on stochastic and not adversarial losses, and aim for balance notions of fairness (where, as we discussed, there is conflict between incentives of designer and the groups).

³ Their connection implies that for exact auditing, a linear dependence on the number of subpopulations is required but can be overcome if additional structure exists. Our work also has a linear dependence on the number of subgroups as it explicitly lists the subgroups. Understanding if this can be improved in our setting when the subgroups and predictors have additional structure is an interesting open direction.
Our work applies adversarial online learning which was initiated by the seminal works of Littlestone and Warmuth [32], and Freund and Schapire [16]. The classical experts guarantee we use in our first reduction can come from any of these or later developed algorithms. The apple tasting setting we consider to model the one-sided feedback was introduced by Helmbold et al. [24]; a related concept is that of label-efficient prediction that instead has an upper bound on the number of times the learner can explore [11]. Sleeping experts have been introduced by Blum [6] and Freund et al. [17]. Subsequently they were extended to a more general case of confidence-rated experts, and the results were better optimized [8, 18, 35]. The sleeping expert full feedback guarantee we use in our reductions is the one of AdaNormalHedge [35]. To the best of our knowledge, our work is the first to consider sleeping experts in the context of either apple tasting or label efficient prediction. We do so to enable our algorithms to deal with overlapping populations while only using realistic feedback (incorporating the one-sided nature of feedback).

2 Basic model

Online learning with group context

We consider an online learning setting with multiple overlapping demographic groups. The set of groups \( G \) can correspond to divisions based on gender, age, ethnicity, or other attributes. People (also referred to as examples) arrive sequentially, and the example at round \( t = 1, 2, \ldots, T \) can be simultaneously a member of multiple groups (e.g., female and hispanic); the subset \( G_t \subseteq G \) denotes all groups that person \( t \) belongs to.

At each round \( t \), the system designer (or learning algorithm or learner) denoted by \( A \) aims to classify incoming examples by predicting a label \( \hat{y}_t \in \hat{Y} \). For example, in binary classification with deterministic predictors, the prediction space consists of positive and negative labels, i.e. \( \hat{Y} \in \{+, -\} \) (e.g. whether the corresponding person should be admitted to an honors class). To assist her goal, the designer has access to a set \( F_t \) of rules that suggest particular labels according to the features of the example; these are typically referred to as experts although they are not necessarily associated to any particular external knowledge. At every example, each expert \( f \in F_t \) makes a prediction \( \hat{y}_{t,f} \in \hat{Y} \) and the learner selects which expert’s advice to follow in a (possibly randomized) manner; we use \( p_{t,f} \) to denote the probability with which the learner follows the advice of expert \( f \). Subsequently, the true label \( y_t \in Y \) is realized and each expert \( f \) is associated with a loss \( \ell_{t,f} \in [0, 1] \). For example, if both the prediction and true label spaces are deterministic, i.e. \( \hat{Y} = Y = \{+, -\} \), then a reasonable loss is whether the prediction was correct: \( \ell_{t,f} = 1 \{ \hat{y}_{t,f} \neq y_t \} \). In order to not impose any i.i.d. assumption, we allow the losses to be adversarially selected. The learner then suffers expected loss \( \hat{\ell}_t(A) = \sum_{f \in F_t} p_{t,f} \ell_{t,f} \) and observes some feedback (discussed below).

Feedback observed

In the first portion of this paper, we assume the learner receives full feedback, i.e. at the end of the round she observes the losses of all experts (this typically can be achieved by observing the label). In Section 3.2, we turn our attention to the apple tasting setting in which we only receive feedback about the losses when we select the positive outcome. To ease notation and streamline presentation, we present here the performance and fairness notions for full feedback and defer the apple tasting definitions to Section 3.2.
Overall regret guarantee

One natural goal for the designer in this setting is that it performs as well as the best among a class of experts \( \mathcal{F} \) that are available every round, i.e. \( \forall t : \mathcal{F} \subseteq \mathcal{F}_t \). Intuitively, when there exists a rule that consistently classifies examples more accurately, the learner should eventually realize this fact and trust it more often (or at least perform as well via combining other rules). This is formalized by the following notion of regret.

\[
\text{Reg} = \sum_{t=1}^{T} \sum_{f \in \mathcal{F}_t} p_{t,f} \ell_{t,f} - \min_{f^* \in \mathcal{F}} \sum_{t=1}^{T} \ell_{t,f^*}.
\]

In the classical expert setting, \( \mathcal{F}_t = \mathcal{F} \) for all rounds \( t \). Algorithms such as the celebrated multiplicative weights [16] incur regret that, on average, vanishes over time at a rate of \( \sqrt{\log(|\mathcal{F}|)/T} \). Hence, despite the input not being i.i.d., the penalty we pay for not knowing in advance which expert is the best is very small and goes to 0 at a fast rate. We allow changes in the sets \( \mathcal{F}_t \) to incorporate adaptive addition of rules as well as group-specific rules.

Subgroup regret guarantees

In order to not treat any group worse than what is inevitable, we are especially interested in group-based performance guarantees. In particular, for each group \( g \in \mathcal{G} \), we want the performance on its members to be nearly as good as the best expert in a class \( \mathcal{F}(g) \). This class can consist of all rules in \( \mathcal{F} \), in which case this means we care not only about competing with the best rule in the class overall but also having the same guarantee for each group. It also allows each group to have rules specialized to it; for example, a third-party entity may observe a disparity in the performance of the group compared to what is achievable and recommend the use of a particular rule. To ease presentation we assume that the set \( \mathcal{F}(g) \) is fixed in advance but most of our results extend to the case where new rules are added adaptively as potential unfairness is observed (see Remark 2). This notion of group-based regret is formalized below:

\[
\text{Reg}(g) = \sum_{t,g \in \mathcal{G}_t} \sum_{f \in \mathcal{F}_t} p_{t,f} \ell_{t,f} - \min_{f^* \in \mathcal{F}(g)} \sum_{t,g \in \mathcal{G}_t} \ell_{t,f^*}.
\]

In Section 3, we show that, via connecting to the literature of sleeping experts, we can have the average group-based regret vanish across time for all groups while still retaining the overall regret guarantee described above. In Section 5, we show that this is not in general possible for objectives based on fixed averages of false-positive and false-negative rates.

### 3  Sleeping experts and one-sided feedback

In this section, we focus on subgroup regret guarantees and conceptually connect the quest for these guarantees to the literature of sleeping experts and the incentives of the groups.

#### 3.1  Subgroup regret guarantees via sleeping experts

Sleeping experts

Sleeping expert algorithms were originally developed to seamlessly combine task-specific rules so that their coexistence does not create negative externalities to other tasks. More formally, there is a set of experts \( \mathcal{H} \) and, at each round \( t \), any expert \( h \in \mathcal{H} \) may decide...
to either become active (fire) or abstain (sleep); the set of experts that fire at round \( t \) is denoted by \( \mathcal{H}_t \). At any round, the algorithm can only select among active experts, i.e. puts non-zero probability \( p_{t,h} \) only on experts \( h \in \mathcal{H}_t \). The goal is that, for all experts \( h^* \in \mathcal{H} \), the performance of the algorithm in the rounds where the experts fire is at least as good as the one of \( h^* \). More formally the sleeping regret is:

\[
\text{SleepReg}(h^*) = \sum_{t:h^* \in \mathcal{H}_t} \sum_{h \in \mathcal{H}_t} p_{t,h} \ell_{t,h} - \sum_{t:h^* \in \mathcal{H}_t} \ell_{t,h^*}.
\]  

(3)

The goal is to ensure that the average sleeping regret for any sleeping expert \( h \in \mathcal{H} \) is vanishing with the number of times the expert fires, \( T(h) = |\{t : h \in \mathcal{H}(t)\}| \). Multiple algorithms \([6, 17, 8, 18, 35]\) achieve this goal. Probably the most effective among them is AdaNormalHedge by Luo and Schapire \([35]\) with an average sleeping regret of \( O\left(\sqrt{\log(|\mathcal{H}|)/T(h)}\right)\). We elaborate on this algorithm in Section 4.1 in order to discuss its game-theoretic properties.

Subgroup regret formulated via sleeping experts

Looking closely at the definition of the desired subgroup regret from Eq. (2) and the one of sleeping regret from Eq. (3), there are clear similarities, which motivates formulating our problem as a sleeping experts problem and applying algorithms such as AdaNormalHedge. This leads to the following theorem.

\begin{itemize}
\item \textbf{Theorem 1.} Let \( A \) be an algorithm with sleeping regret bounded by \( O\left(\sqrt{T(h) \cdot \log(|\mathcal{H}|)}\right) \) for any expert \( h \in \mathcal{H} \) where \( \mathcal{H} \) is any class. Let \( \mathcal{G} \) be a set of overlapping groups and \( N = |\mathcal{F}| + \sum_{g \in \mathcal{G}} |\mathcal{F}(g)| \). Then \( A \) can provide subgroup regret guarantee of \( O\left(\sqrt{T(g) \cdot \log(N)}\right) \) for any \( g \in \mathcal{G} \) while ensuring overall regret guarantee of \( O(\sqrt{T \cdot \log(N)}) \).
\end{itemize}

\textbf{Proof.} The idea to bound subgroup regret as a sleeping experts problem is to have each expert \( f \in \mathcal{F}(g) \) fire only for members of group \( g \), guaranteeing that they experience performance at least as good as its own. One small issue is that we may want to use the same rule \( f \in \mathcal{F}_t \) for multiple subgroups; to deal with that, we create different copies of this expert, each associated to one group.

More formally, we create a set of global sleeping experts \( \mathcal{H} \) with one sleeping expert \( h \in \mathcal{H} \) for every expert \( f \in \mathcal{F} \). These sleeping experts fire every round and ensure the overall regret guarantee. Subsequently we create disjoint sets \( \mathcal{H}(g) \) for each group \( g \in \mathcal{G} \) where again we create a sleeping expert \( h \in \mathcal{H}(g) \) for any expert \( f \in \mathcal{F}(g) \). These sleeping experts fire only when the example is a member of group \( g \) and hence ensure the subgroup regret guarantee. The eventual sleeping expert set is \( \bigcup_{g \in \mathcal{G}} \mathcal{H}(g) \cup \mathcal{H} \). The cardinality of this set is \( N = |\mathcal{F}| + \sum_{g \in \mathcal{G}} |\mathcal{F}(g)| \). This formulation enables to automatically apply sleeping experts algorithms achieving subgroup regret of \( \sqrt{T(g) \cdot \log(N)} \) for any group \( g \in \mathcal{G} \) while also guaranteeing an overall regret of \( \sqrt{T \cdot \log(N)} \).

\begin{itemize}
\item \textbf{Remark 2.} In the above formulation, we assumed that all the experts exist in the beginning of the time-horizon. However, the sleeping experts algorithms allow for experts to be added dynamically over time (treating them as not firing in the initial rounds). Hence we can adaptively add new sleeping experts if a group or some third-party entity suggests it, guaranteeing that we do at least as well in the remainder of the game on the members of the group without affecting with the subgroup regret guarantees of other overlapping groups.
3.2 Subgroup regret with one-sided feedback

We now move our attention to the more realistic setting where we receive the label of the example (and therefore learn the losses of the experts) only if we select the positive outcome (e.g. admit the student to the honors class and observe her performance). This is captured by the so-called apple tasting setting which dates back to the work of Helmbold et al. [24].

Pay-for-feedback

Our algorithms operate in a more challenging model where, at the beginning of each round, the learner needs to select whether to ask for the label. If she asks for it, she receives it at a cost of 1 instead of the loss of this outcome. Any guarantee for this setting is automatically an upper bound for the apple tasting setting. We can transform any such algorithm to an apple tasting one by selecting the positive outcomes at the rounds that we ask the label and ignoring any extra feedback. The loss of the positive outcome is upper bounded by 1; since we assume the losses to be bounded in $[0, 1]$, the loss in the pay-per-feedback model is therefore only larger.

There are a few reasons why we want to work on this more stringent setting instead of the classical apple tasting setting. First, this feedback model makes it easy to create an estimator that is unbiased (since it does not condition on the prediction for the example and therefore our estimates do not suffer from selection bias). Second, in some applications, this model actually is more appropriate; for example, one may need to poll the participant to learn about their experience (which may be independent of whether they were classified as positive). Finally, this serves as an upper bound on the apple tasting setting; as we will see, arguing about lower bounds in this setting is significantly easier. Using the feedback in a more fine-grained way is an interesting open direction.

We now offer three guarantees for sleeping experts in the pay-per-feedback setting, which are all achieved via black-box reductions to full-feedback algorithms (either sleeping experts or classical experts). Although the reductions become more involved as we proceed in the paper, no guarantee strictly dominates each other. Our algorithms select random points of exploration (when they ask for the labels to receive feedback). We denote by $E$ the set of rounds that the algorithm ended up exploring (this is a random variable). For ease of presentation, we assume that we know the size of each demographic group and of all the intersections among groups; if these are not known, we can apply the so called doubling trick (similarly to the way described in Section 4.2).

First reduction: Independent classical experts algorithms per intersection

The first reduction we provide comes from treating all disjoint intersections between subgroups separately and running separate apple-tasting versions of classical (non-sleeping) experts algorithms on each intersection. Although this provides optimal dependence on the size of each subpopulation, the guarantee has an exponential dependence on the number of different groups.

For each disjoint intersection $I$ between groups, let $T(I)$ be the size of this intersection and denote by $g \in I$ the case when intersection $I$ includes $g$. Our algorithm splits the examples that lie in this intersection in $(T(I))^{2/3}$ phases, each of which consists of $(T(I))^{1/3}$ examples. At every phase, we select one random point of exploration. Whenever an example comes that belongs in $I$, our algorithm follows the advice of a classical experts algorithm (e.g. multiplicative weights) that is associated to $I$. This experts algorithm is updated at the end of the phase by the sample of the exploration round. This construction is in the spirit of Awerbuch and Mansour [4].
Theorem 3. Let $A$ be an algorithm with regret bounded by $O(\sqrt{T \cdot \log(|H|)}$ when compared to an expert class $H$, run on $T$ examples and split the examples in disjoint intersections, where each intersection corresponds to a distinct profile of subgroup memberships. For each intersection $I$, randomly selecting an exploration point every $(T(I))^{1/3}$ examples and running separate versions of $A$ for each $I$ provides subgroup regret on group $g \in G$ of

$$O\left((2^{|G|})^{1/3} \cdot (T(g))^{2/3} \cdot \sqrt{\log(N)}\right)$$

where $T(g) = |t : g \in G(t)|$ is the size of the $g$-population and $N = |\mathcal{F}| + \sum_{g \in G}|\mathcal{F}(g)|$.

Proof sketch. The guarantee follows from three observations formalized in Appendix A.

1. Among the exploration points, we run a classical experts algorithm so, on these examples, we have a regret guarantee that is square-root of the number of these examples.
2. For each phase, the exploration point is randomly selected and therefore the regret that we incur in the exploration point is an unbiased estimator of the average regret we incur in the whole phase (since the distribution of the algorithm in the phase is the same). As a result, the total regret in a phase is in expectation $(T(I))^{1/3}$ times the regret at the exploration point.
3. A particular group can have examples in at most $2^{|G|}$ intersections (as this is all the possible membership relationships with respect to the demographic groups).

Second reduction: Sleeping experts with fixed exploration phases

Aiming to avoid the exponential dependence on the number of groups, we now apply a sleeping experts algorithm such as AdaNormalHedge as our base algorithm. The algorithm described in this part removes this exponential dependence but introduces a dependence on the time horizon and therefore the regret guarantee can be suboptimal for minority populations whose size is significantly smaller than the total population. On the other hand, when all populations are well represented (and are of the same order as the time-horizon) then the guarantee has the optimal dependence on the size of the population without suffering in the number of groups.

The algorithm splits the examples in $T^{2/3}$ phases and selects one random point in each of the phases. Each phase consists in total of $T^{1/3}$ examples but its examples can be distributed differently across it. At the end of the phase, we update a sleeping experts algorithm (e.g. AdaNormalHedge) based on the observations at the exploration point.

Theorem 4. Let $A$ be an algorithm with sleeping regret bounded by $O\left(\sqrt{T(h) \cdot \log(|H|)}\right)$ for any expert $h$ in class $H$. Randomly selecting an exploration point every $T^{1/3}$ examples (irrespective of what groups they come from) and running $A$ on these points provides subgroup regret on group $g \in G$ of

$$O\left(T^{1/6} \cdot (T(g))^{1/2} \cdot \sqrt{\log(N)}\right)$$

where $T(g) = |t : g \in G(t)|$ is the size of the group-$g$ population and $N = |\mathcal{F}| + \sum_{g \in G}|\mathcal{F}(g)|$.

Proof sketch. The guarantee follows from two observations formalized in Appendix B.

1. Given that we run a sleeping experts algorithm across the exploration points, if we just focused on those examples, we simultaneously satisfy regret on them that is square-root of their size.
2. Within any phase the exploration point is selected uniformly at random. As a result, it is an unbiased estimator of the average regret we incur in the whole phase. Note that this is now the average across all rounds and not only rounds where we have members of the particular group which results in the dependence on the time-horizon $T$.

Third reduction: Sleeping experts with adaptive exploration phases

Our final reduction aims to remove the dependence on the time horizon while also avoiding an exponential dependence on the number of groups. Towards this end, we make the size of the phases adaptive based on the sizes of the populations. Our guarantee has both the aforementioned desired properties. On the negative side, the exponent on the group size is suboptimal (see discussion in the end of the section).

We again use a sleeping experts algorithm $A$ across phases but phases are now designed adaptively. At the beginning of each phase $r$, we initialize a counter per group to capture the number of examples we have seen from it in phase $r$. When an example arrives, we increase the corresponding counters for all groups related to the example (possibly the example belongs in multiple groups; then we increase all the corresponding counters simultaneously). The phase ends when one of the groups $g \in G$ has received $(T(g))^{1/4}$ examples in this phase.

At the beginning of a phase $r$, we draw for each group $g \in G$ a uniform random number $X(g,r) \in \{1,2,\ldots,T(g)\}$. This determines the exploration round for group $g$ at phase $r$; let $t(r,g)$ be the random variable determining the time that the $X(g,r)$-th example (after time $\tau_r$) from group $g$ will arrive. If the phase ends before this example arrives, i.e. $t(r,g) > \tau_r$ then we associate this phase with 0 estimated losses for group $g$: $\tilde{\ell}_f(r,g) = 0$ for all $f \in F(g)$. Otherwise, the estimated loss corresponding to the phase is the loss at the exploration point, i.e. $\tilde{\ell}_f(r,g) = \ell_{t(r,g),f}$. Since the phase ends once any group counter reaches the upper bound on examples for its phase, this means that we may not reach the exploration point for some other groups (this is the reason why we may have $t(r,g) > \tau_{r+1}$). Before proceeding to the next phase, we feed the estimated losses $\tilde{\ell}(r,g)$ to $A$.

Theorem 5. Applying the above algorithm provides subgroup regret on group $g \in G$ of

$$O\left(|G| \cdot (T(g))^{3/4} \cdot \sqrt{\log(N)}\right)$$

where $T(g) = |t : g \in G(t)|$ is the size of the $g$-population and $N = |F| + \sum_{g \in G}|F(g)|$.

Proof sketch. There are three components to prove this guarantee, formalized in Appendix C.

1. The number for relevant phases of each group (phases where they have at least one example) is at most $T(g)$. This provides an upper bound on the number of phases that we need to consider with respect to group $g$.

2. Using a similar analysis as before, we can create a guarantee about the regret we are incurring in the exploration points and multiply it by the $(T(g))^{1/4}$ which is the size of the phase. This would have created a completely unbiased estimator if there was no overlap with other groups.

3. A final complication is that exploration may occur due to other groups so we need to understand how much we lose there. For that, we observe that smaller groups are explored with higher probability (the interaction with larger groups does not therefore significantly increase their probability of inspection). On the other hand, larger groups do not often collide with significantly smaller groups due to the latters’ size.
On the optimality of the bounds

In the pay-for-feedback model, even if we do not work in a sleeping experts setting, the best that one can hope for is a guarantee of $T^{2/3}$. If we explore $T^a$ examples, we obtain a regret of $T^{a/2}$ on them. If the estimator is unbiased, we need to then multiply this with $T^{1-a}$, which gives a regret of $T^{1-a/2}$. Since we pay for feedback, we also lose $T^a$. The maximum of the two is minimized when $a = 2$. As a result, even if the groups were disjoint, we cannot hope for a better subgroup regret than $(T(g))^{2/3}$. Note that our results do not quite achieve this bound: having either a multiplicative term exponential in the number of groups (Theorem 3) or having a portion of the regret bound be in terms of the total time $T$ rather than $T(g)$ (Theorem 4). Achieving a bound of $(T(g))^{2/3}$ without enumerating over all possible disjoint intersections across groups is therefore an interesting open direction.

4 A game-theoretic interpretation

In this section, we provide a game-theoretic interpretation of the above subgroup regret guarantee, connecting it to the notions of Individually Rationality (IR) and Incentive Compatibility (IC).

Individual Rationality

In game theory, a mechanism is considered Individually Rational when the participants prefer to stay and be served in the system rather than to leave and use their best outside option. Consider each subgroup as a player in a game and the cost experienced by this player as the total loss in all its members; e.g., imagine each group has a representative who looks out for their best interests. This representative has access to the rules in $\mathcal{F}(g)$ (private type) and can opt to defect from the global learning system and create its own predictor with only rules in $\mathcal{F}(g)$.

We say that a learning algorithm induces an IR mechanism if no group has significant incentive to opt out. (We cannot require zero incentive since the system needs some time to learn.)

The subgroup regret guarantee can be thought as an asymptotic version of the individual rationality property. The guarantee ensures that the average benefit from being served outside of the system vanishes as the group size grows as formalized below.

Definition 6. A learning algorithm induces an asymptotically individual rational (IR) mechanism if no group gains (asymptotically) by getting served outside of the system.

\[
\forall g \in \mathcal{G} : \sum_{t \in \mathcal{T}} \sum_{f \in \mathcal{F}_t} p_{t,f} \ell_t(f) - \min_{f* \in \mathcal{F}(g)} \sum_{t \in \mathcal{T}} \ell_t(f*) = o(T(g)).
\]

Incentive Compatibility

A second desired game-theoretic notion is that of Incentive Compatibility which states that the player has no incentive to misreport her true type. In our context, we define the type of a group to be the set $\mathcal{F}(g)$ of experts that it knows about, and IC means that group $g$ could not achieve enhanced performance for the group by hiding a subset of $\mathcal{F}(g)$ and removing it from the global learning process. Recall that $\hat{\ell}_t(A) = \sum_{f \in \mathcal{F}(t)} p_f^t \ell_f^t$ denote the expected loss of the algorithm $A$ at round $t$. 

We say that a learning algorithm induces an IC mechanism if removing a subset of group-based experts does not improve the performance of the group. More formally, let \( A(\emptyset) \) denote the algorithm running with all the experts and nothing removed and \( A(\{g, H\}) \) denote the algorithm running with the subset \( H \in F(g) \) removed from the group-based experts and also from the overall set \( F \). Then:

**Definition 7.** A learning algorithm \( A \) induces an asymptotically incentive compatible (IC) mechanism if no group gains (asymptotically) by hiding a subset of its experts.

\[
\forall g \in G, \forall H \in F(g) : \sum_{t \in G(t)} \hat{\ell}_t(A(\emptyset)) - \sum_{t \in G(t)} \hat{\ell}_t(A(\{g, H\})) = o(T(g)).
\]

As before, we cannot hope to achieve the IC property exactly as extra experts will definitely delay the learning process, but we would like to satisfy an approximate version of this property where the average benefit from removing some experts vanishes as the group size grows. This is a desirable property as, when satisfied, it suggests that the groups should not overly think about potential adverse effects of suggesting particular predictors but instead provide all their proposed rules.

### 4.1 Roadblocks in applying sleeping experts for Incentive Compatibility

In this section, we show a strong negative result about classical sleeping experts algorithms with respect to the IC property. To make this formal, we present the result for the AdaNormalHedge algorithm of Luo and Schapire [35] but a similar intuition carries over to other sleeping experts algorithms (see Section 4.3).

**AdaNormalHedge**

AdaNormalHedge [35] is an algorithm with strong adaptive regret guarantees. Its sleeping experts version starts with a set of experts with cardinality \( N \) and a prior distribution \( q \) that is typically initialized uniformly: \( q_i = 1/N \) for all \( i \in [N] \). Every expert keeps two quantities \( R_{t,i} \) capturing the total regret it has experienced so far in the rounds that it fired and \( C_{t,i} \) capturing the desired regret guarantee. These parameters determine the weight of its expert which is expressed using a potential function \( \Phi(R,C) = \exp(\max(0,R/C)) \) giving rise to a weight function:

\[ w(R,C) = \frac{1}{2}(\Phi(R + 1, C + 1) - \Phi(R - 1, C + 1)). \]

More formally, both the expert quantities are initialized to 0, i.e. \( R_{0,i} = C_{0,i} = 0 \). At round \( t = 1 \ldots T \), a set \( A(t) \) of experts is activated and the learner predicts with probability proportional to the weight of its firing expert: \( p_{t,i} \propto q_i \cdot w(R_{t-1,i}, C_{t-1,i}) \cdot 1\{i \in F(t)\} \). The adversary then reveals the loss vector \( \ell_t \) and the learner suffers loss \( \hat{\ell}_t = \sum_{i \in [N]} p_{t,i} \ell_{t,i} \). This gives rise to an instantaneous regret for each firing expert: \( r_{t,i} = \left( \hat{\ell}_t - \ell_{t,i} \right) \cdot 1\{i \in A(t)\} \) which is used to update the expert parameters: \( R_{t,i} = R_{t-1,i} + r_{t,i} \) and \( C_{t,i} = C_{t-1,i} + |r_{t,i}| \), before proceeding to the next round.

The regret of this algorithm with respect to an expert \( i \in [N] \) is roughly of order \( \sqrt{C_{T,i}} \) which in the sleeping experts version gives a sleeping regret \( \sqrt{T} \): \( i \in A(t) \log(N) \). This is why using such an algorithm for subgroup regret guarantees provides a guarantee of \( \sqrt{T(g) \log(N)} \), ignoring constants.

---

4 Luo and Schapire [35] predict arbitrarily if all weights are 0; we commit on selecting uniformly at random then.
The IC lower bound

Although the subgroup regret guarantee that sleeping experts provide makes them satisfy an asymptotic version of the IR property, we now show that this is not the case for the IC property; we illustrate this for AdaNormalHedge and further discuss it in Section 4.3.

**Theorem 8.** AdaNormalHedge does not induce an asymptotically incentive compatible mechanism, i.e., there exists an instance where a group can asymptotically benefit from hiding one of its experts.

**Proof.** Consider a setting with two groups where the bigger group $B$ consists of the whole population whereas the smaller group $S$ corresponds to half of the population. Every odd round an example from $S$ arrives and every even round an example from $B \setminus S$ arrives. The algorithm has access to one global expert $F = \{f\}$ as well as one group-specific expert per group: $F(g) = \{f(g)\}$ for $g \in \{B, S\}$.

- Both group-specific experts have always loss $\ell_{t,f(g)} = 0.2$ if $g \in G(t)$.
- The global expert is really bad at predicting group $S$: $\ell_{t,f} = 1$ if $g \in S$ but makes no mistakes on the remaining population: $\ell_{t,f} = 0$ if $g \in B \setminus S$.

The high-level idea on why IC does not hold is the following. Group $B$ prefers to use expert $f(S)$ on members of group $S$ and expert $f$ on $B \setminus S$; this is achieved if it hides expert $f(B)$. However, if it does not, AdaNormalHedge ends up using often expert $f(B)$ on $B \setminus S$ which leads to a much higher loss. Intuitively, since $f(B)$ and $f$ make predictions on exactly the same set of examples and $f(B)$ has lower total loss, then $f(B)$ gets much higher weight than $f$ — the algorithm therefore uses $f(B)$ instead of $f$ on $B \setminus S$.

More formally, suppose first that group $B$ hides expert $f(B)$. The sleeping regret guarantee for expert $f(S)$ guarantees that expert $f(S)$ is selected in all but a vanishingly small number of rounds. As a result, asymptotically, the loss accumulated from group $S$ is $0.2 \cdot (T/2)$. Given that $f(B)$ is not an option (as it is hidden), in members $B \setminus S$ the algorithm can only select expert $f$ incurring $0$ loss.

We now show that, if $f(B)$ is not hidden, it incurs more loss in members of $B \setminus S$ without gaining on $S$. In this case, we show below that expert $f$ is selected with probability $p_{t,f} \leq 1/2$ after a few initial rounds. This leads to an additional loss of at least $0.2 \cdot (T/4)$ on examples of $B \setminus S$ since we select expert $f(B)$ which has higher loss than $f$ on these examples in at least half of the even rounds in expectation. As a result, by not hiding expert $f(B)$, the algorithm selects it often which leads in an additional loss that is linear in $T$ — this directly implies that group $B$ is better off by hiding this expert and enhancing the overall performance.

What is left is to show why the probability of selecting expert $f$ is indeed $p_{f,t} \leq 1/2$ after a few initial steps. The sleeping regret guarantee for expert $f(S)$ implies that the cumulative (across rounds) probability of selecting expert $f$ on examples in $S$ until round $t$ is at most $\sqrt{t}$ up to constants and log factors. As a result, the expected loss of the algorithm until round $t$ is at most $\hat{L}_t \leq 0.2 \cdot t/2 + \sqrt{t}$ and the total instantaneous regret of experts $f$ and $f(B)$ on odd rounds (i.e., members of group $S$) is

$$\sum_{\tau \leq t \atop \tau \text{ is odd}} r_{\tau,f} \geq 0.8 \cdot t/2 - \sqrt{t} \quad \text{and} \quad \sum_{\tau \leq t \atop \tau \text{ is odd}} r_{\tau,f(B)} \leq \sqrt{t}$$

On even rounds (i.e., members of $B \setminus S$), the algorithm selects either $f$ or $f(B)$; therefore its loss is at most $0.2$. This means that the instantaneous regret on these rounds is:

$$\sum_{\tau \leq t \atop \tau \text{ is even}} r_{\tau,f} \geq -0.2 \cdot t/2 \quad \text{and} \quad \sum_{\tau \leq t \atop \tau \text{ is even}} r_{\tau,f(B)} \leq 0.2 \cdot t/2$$

respectively.
As a result, after a few initial rounds, the cumulative instantaneous regret of \( f \) is consistently negative and also smaller than the one of \( f(B) \). This means that, by the construction of the potential function, the weight of \( f \) is 0 as \( \Phi(R_{f,t+1} + 1, C + 1) = \Phi(R_{f,t+1} - 1, C + 1) = 1 \). Since \( \Phi \) is an increasing function on its first argument and the probability is proportional on the weight, this means that \( f \) has the smallest probability across all other experts who fire and therefore has probability of being selected at most \( 1/2 \) which is what we wanted to show.

Note that, when \( f(B) \) is hidden, the weight still becomes 0 but now \( f \) is the sole alternative and is therefore always selected in members of \( B \setminus S \).

The reason why this negative result arises is that, by hiding a subset of the experts, the group can potentially lead the algorithm to use different experts in different disjoint parts of the population. Sleeping experts algorithms penalize each expert for its overall performance at times when it fires and does not distinguish disjoint subpopulations where it performs much better.

### 4.2 Incentive Compatibility in a computationally inefficient way

**Multiplicative weights for each disjoint subgroup**

We now turn our attention to the use of separate algorithms for each disjoint intersection of groups. This suffers from an exponential dependence on the number of groups but satisfies both IR and IC. In some sense, it therefore serves as an existential proof that satisfying these quantities in an online manner is feasible and creates an intriguing open question of whether this can be achieved in a computationally efficient manner.

We run separate multiplicative weights algorithms for each disjoint group intersection. More formally, for every \( S \in 2^{[d]} \), we run sub-algorithm \( \mathcal{A}(S) \) on examples \( t \) where \( g \in S \) if and only if \( g \in G_t \). We denote by \( \mathcal{A}_i \) this sub-algorithm. We assume that experts are not added adaptively for this part (if a new expert appears then we reinitialize the algorithm).

The sub-algorithm \( \mathcal{A}(S) \) has as experts all experts that fire at examples associated with \( S \) so all members of \( F \) or \( F(g) \) for some \( g \in S \). We let \( N(A) \) denote the number of those experts for sub-algorithm \( \mathcal{A} \).

For sub-algorithm \( \mathcal{A}_i \), each expert \( i \) is initialized with weight \( w_{t,i}(A) = 1 \). The algorithm selects experts proportionally to the weights in the corresponding sub-algorithm, i.e. \( p_{t,i} = \frac{w_{t,i}(A_t)}{\sum_{j \in F(S)} w_{t,j}(A_t)} \). We then multiplicatively update weights with learning rate \( \eta \) only for \( \mathcal{A}_i \):

\[
w_{t+1,i}(A) = w_{t,i} \cdot (1 - \eta)^{f_{t,i}} \cdot 1\{A = A_t\}.
\]

Denoting by \( T(A) \) the size of the disjoint subgroup, we should let \( \eta = \sqrt{\log(N(A))/T(A)} \) for a guarantee sublinear to this size. To deal with the fact that we do not know the size of each disjoint subgroup in advance we apply the so-called doubling trick, assuming that it is \( 2^r \) (initial \( r = 2 \)) and reinitializing the algorithm by increasing \( r \) – this can happen at most \( \log(T) \) times.

This algorithm satisfies the vanishing subgroup regret property (thus also the asymptotic IR property) as any group consists of multiple disjoint subgroups and the group has vanishing regret within each of them; other than the regret term, it cannot hope to do better if it is served outside of the system with its own functions. We now show that these separate multiplicative weights algorithms also achieve the asymptotic IC property. For that, we use a nice property of multiplicative weights establishing that multiplicative weights not only does not do worse than the best expert, but it also does not do better. This was first formalized by Gofer and Mansour [20] and was used in a fairness context by Blum et al. [7] to establish that equality of average losses across different groups is preserved when combining experts that have equally good performance across these groups.
Theorem 9. Running separate multiplicative weights algorithms for each disjoint intersection among groups induces an asymptotically IC mechanism, i.e. no group can asymptotically benefit by hiding any of its experts.

Proof. One essential step of the proof is the property that multiplicative weights with a fixed learning rate has performance almost equal to the one of the best expert. This is exactly shown in the proof of Theorem 3 in [7] which establishes that for any sub-algorithm and any fixed learning rate, the performance of the sub-algorithm is equal to the performance of the best expert $L^*$ in these rounds plus, up to constants, $\eta \cdot L^* + \log(N(A))/\eta$. Since we run each sub-algorithm with a fixed learning rate for at most $2^r$ rounds, this is, up to constants less than $\sqrt{2^r \log(N(A))}$. Summing across all $r = 2 \ldots T(A)$, this is at most $\sqrt{T(A) \log(N(A))}$.

To now establish the asymptotic IC property, note that the intervals that have fixed learning rates are not affected by any groups’ decision to hide a subset of their predictors. As a result, if some predictor is removed, then multiplicative weights will then have performance (asymptotically) close to the one of the best expert without the hidden one; this performance can only be worse (up to the regret term). This holds for any disjoint subgroup; it therefore still holds summing across all the (possibly exponential) disjoint subgroups.

4.3 Open problem: Computationally efficient Incentive Compatibility

In Section 4.1, we showed that AdaNormalHedge does not induce an IC mechanism as it used a single weight that deteriorated significantly in some disjoining subgroups and made some experts not usable in places that were essential and where hiding some experts would help with that. Using a single weight for each sleeping expert and updating it based on its instantaneous regret is not unique to AdaNormalHedge but is present to other algorithms such as the one of Blum and Mansour [8]. Since the algorithms do not distinguish between instantaneous regret obtained by different disjoint subgroups, the same construction can extend to those as well. On the other hand, in Section 4.2, we also showed that separate multiplicative weights for each subgroup provide the asymptotic IC property as they have the nice property that the performance of the algorithm is exactly as good as the one of the best expert in this group. On the negative side, having one sub-algorithm per disjoint subgroup is computationally costly as it means that we have exponential number of sub-algorithms.

These two results lead to the following open question: can we design a computationally efficient algorithm (not enumerating over all disjoint subgroups) that satisfies the subgroup regret guarantee? Besides its application to subgroup fairness, this question has independent technical interest as it seems to require a fundamentally new approach for the sleeping experts problem.

5 Impossibility results for fixed averages of FNR and FPR

In this section we demonstrate that if rather than minimizing the fraction of errors, each group wishes to minimize the unweighted average of its False Negative Rate (FNR) and False Positive Rate (FPR), or any fixed nontrivial weighted average of these two quantities, then guarantees of the form given in earlier sections are intrinsically not possible when there is no zero-error predictor.\footnote{Minimizing just FNR (resp. just FPR) is trivial by predicting positive (resp. negative) on every example.}
False negative and false positive rates

Many fairness notions explicitly consider false negative and false positive rates. For example, the notion of Equalized Odds [22] imposes that both these rates should be the same for all groups of interest, and the notion of Equality of Opportunity [22] imposes equality for just the FNR. Given the attention paid to false negative and false positive rates, it is natural to consider the objective of minimizing their average (or minimizing their maximum, which our negative results will also apply to). More formally, under this objective, the loss of the algorithm corresponds to 

$$ \frac{1}{|\{y_{t}=+\}|} \sum_{t : y_{t}=+} \hat{\ell}_{t} + \frac{1}{|\{y_{t}=-\}|} \sum_{t : y_{t}=-} \hat{\ell}_{t}. $$

If we have just one group and aim to achieve performance compared to the one of the best expert $f^{*} \in \mathcal{F}(g)$ for this objective, i.e. 

$$ \frac{1}{|\{y_{t}=+\}|} \sum_{t : y_{t}=+} \ell_{t,f^{*}} + \frac{1}{|\{y_{t}=-\}|} \sum_{t : y_{t}=-} \ell_{t,f^{*}}, $$

this is feasible even in an online setting by running a no-regret algorithm and weighting each example based on the number of examples with the same label that exist. Also note that, unlike balance notions, if groups are disjoint then simultaneously optimizing this objective for both groups does not create some inherent conflict between groups, e.g. necessitating to have performance on some group that is worse than necessary.

Unfortunately, we show that while minimizing the unweighted average of FNR and FPR seems like a benign objective, it can be impossible to produce a global prediction strategy that, on each group, performs nearly as well as the best predictor given for that group under this objective. That is, even though all groups appear to have objectives that are “aligned” they may not be simultaneously satisfiable. This impossibility result holds due to purely statistical reasons even in the batch setting and has nothing to do with the online or non-i.i.d. nature of examples. Note that if the populations are not overlapping, the batch setting for this goal is straightforward: among the available classifiers, for each group select the one with the best performance according to the given objective. The following theorem shows that, with overlapping populations, this is no longer possible.

\section*{Theorem 10.} Consider overlapping groups wishing to achieve performance on their members comparable to their group-specific predictors with respect to the objective of unweighted average of false positive and false negative rates. Even in the batch setting, there exist settings where it is impossible to simultaneously achieve this goal for both groups.

\textbf{Proof.} Assume two groups $\mathcal{G} = \{A, B\}$ that have 80% of their examples disjoint from the other group and the remainder 20% in common, as illustrated in Figure 1. All the non-overlapping examples of group $A$ have positive label and the non-overlapping examples of group $B$ have negative label. With respect to the shared portion, the examples have labels that are uniformly distributed: conditioned on being in the intersection, the probability of the label being positive is 0.5.

Regarding the predictors, we have two predictors $\mathcal{F} = \{f_{A}, f_{B}\}$. Predictor $f_{A}$ correctly predicts positive in the non-overlapping examples ($A \setminus B$), and predicts negative in the overlapping part $A \cap B$. The false positive rate of this predictor is 0 and the false negative rate is $1/9$. Analogously, predictor $f_{B}$ predicts negative on the examples in $B \setminus A$ and predicts positive in $A \cap B$, resulting in a false positive rate on examples in $B$ of $1/9$ and a false negative rate of 0. Therefore, for both $g \in \{A, B\}$, $f_{g}$ has a generalization error of $1/18$ with respect to the unweighted average of false positive and false negative rates.

We now show that this performance cannot (even approximately) be simultaneously achieved for both groups by combining these two predictors even in the batch setting. In particular, since examples in $A \cap B$ all have uniformly random labels, we can only select some probability $p$ to predict a positive label for points in the intersection. Even if we perfectly classify all the examples not in the intersection, if $p > 1/2$ then the false positive
rate of \( A \) is higher than \( 1/2 \) (as it misclassifies half of the negative examples); otherwise the false negative rate of \( B \) is no less than \( 1/2 \). This means that one of the two populations will necessarily have unweighted average of false positive and false negative rates higher than \( 1/4 \) and therefore will not achieve performance even approximately as good as its best predictor.

\[\begin{array}{c}
\text{Figure 1} \quad \text{Construction illustrating that unweighted average of false negative and false positive rate cannot be simultaneously optimized with respect to overlapping populations (Theorem 10).}
\end{array}\]

**Discussion**

The above result illustrates the additional complications caused by overlapping groups and highlights a subtlety in the positive results we provided in the previous sections. In particular, the key distinction is that for the objective of average loss (or error rate), the average contribution of any given example is the same across all groups; a misclassification is equally damaging for all groups an example belongs to. This is not the case in the setting considered here of minimizing the average (or maximum or any fixed nontrivial combination) of FPR and FNR where the harm of each misclassified example needs to be weighted differently across groups depending on their proportion of positive and negative examples.

**6 Conclusions**

In this paper, we consider settings where different overlapping populations coexist and we wish to design algorithms that do not treat any population unfairly. We consider a notion of fairness that corresponds to predicting as well as humanly (or algorithmically) possible on each given group, rather than based on requirements for equality. This framework can directly incorporate a designer’s goal of good overall prediction by creating one extra group (for the designer) that includes all the examples. Our results extend to the more realistic one-sided feedback (apple tasting) setting and have a nice game-theoretic interpretation. Our work makes a step towards identifying fairness notions that work well in online settings and are compatible with the existence of multiple parties, each with their own interests in mind. Our impossibility results with respect to the average (or maximum) of false negative and false positive rates demonstrate that satisfying the interests of different overlapping populations is quite subtle, further highlighting the positive results.

Regarding incentives, we show how to efficiently achieve Individual Rationality and how to inefficiently achieve both Individual Rationality and Incentive Compatibility. Achieving IR and IC together in a computationally efficient way (without enumerating across all disjoint
intersections of subgroups) is a very interesting question that seems to require novel learning-theoretic ideas as we discuss in Section 4.3. On the apple tasting front, we provide three distinct guarantees; the resulting algorithms are near-optimal but suffer from orthogonal shortcomings as we discuss in Section 3.2. Avoiding these and achieving an optimal guarantee for sleeping experts with apple tasting is an interesting open question.
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A Proof of Theorem 3

Theorem 3 restated

Let \( \mathcal{A} \) be an algorithm with regret bounded by \( O(\sqrt{T \cdot \log(|\mathcal{H}|)} \) when compared to an expert class \( \mathcal{H} \), run on \( T \) examples and split the examples in disjoint intersections, where each intersection corresponds to a distinct profile of subgroup memberships. For each intersection \( I \), randomly selecting an exploration point every \( (T(I))^{1/3} \) examples and running separate versions of \( \mathcal{A} \) for each \( I \) provides subgroup regret on group \( g \in \mathcal{G} \) of

\[
O\left( (2^{|G|})^{1/3} \cdot (T(g))^{2/3} \cdot \sqrt{\log(N)} \right)
\]

where \( T(g) = |t : g \in \mathcal{G}(t)| \) is the size of the \( g \)-population and \( N = |\mathcal{F}| + \sum_{g \in \mathcal{G}} |\mathcal{F}(g)| \).

Proof. The guarantee follows from three observations:

1. Among the exploration points, we run a classical experts algorithm so, on these examples, we have a regret guarantee that is square-root of the number of these examples.

2. For each phase, the exploration point is randomly selected and therefore the regret that we incur in the exploration point is an unbiased estimator of the average regret we incur in the whole phase (since the distribution of the algorithm in the phase is the same). As a result, the total regret in a phase is in expectation \( (T(I))^{1/3} \) times the regret at the exploration point.

3. A particular group can have examples in at \( 2^{|G|} \) intersections (as this is all the possible membership relationships with respect to the demographic groups).

We now formalize these three ideas, to obtain the guarantee. Let \( \mathcal{F}(I) \) be the set of experts that are either global or belong to some \( g \in I \), and update \( \mathcal{F}(g) \) to include both the global experts and the group-specific experts. Initially we split the performance of our algorithm across all the intersections \( I \) such that \( g \in I \). Let \( f^* \) be the comparator with the minimum cumulative loss on \( g \).

\[
\text{Reg}(g) = \sum_{t : g \in \mathcal{G}(t)} \sum_{f \in \mathcal{F}(g)} p_{t,f} \ell_{t,f} - \sum_{t : g \in \mathcal{G}(t)} \sum_{f \in \mathcal{F}(g)} p_{t,f} \ell_{t,f}^* = \sum_{I : g \in I} \sum_{f \in \mathcal{F}(g)} \left( \sum_{t : g \in \mathcal{G}(t) \cap I} p_{t,f} \ell_{t,f} - \ell_{t,f}^* \right)
\]

Focusing on a particular intersection \( I \) we connect its regret to the performance of the exploration points. Denote by \( t(r,I) \) the exploration point for phase \( r \) in intersection \( I \). Also denote by \( \tau(r) \) the beginning of the \( r \)-th phase. We use the fact that the exploration point is an unbiased representation on the regret at a phase (as it is selected uniformly and the algorithm is only updated at the end of the phase). Applying the guarantee for \( \mathcal{A} \) on the exploration times of all phases, we obtain:

\[
\sum_{t : g \in \mathcal{G}(t) \cap I} \left( \sum_{f \in \mathcal{F}(g)} p_{t,f} \ell_{t,f} - \ell_{t,f}^* \right) = \sum_{r=1}^{(T(I))^{2/3}} \sum_{\tau_{r-1} < t \leq \tau_r} \left( \sum_{f \in \mathcal{F}(g)} p_{t,f} \ell_{t,f} - \ell_{t,f}^* \right) \cdot 1\{g \in \mathcal{G}(t) \cap I\} = (T(I))^{1/3} \cdot \sum_{r=1}^{(T(I))^{2/3}} \sum_{f \in \mathcal{F}(g)} p_{t(r,I),f} \ell_{t(r,I),f} - \ell_{t(r,I),f}^* \\
\leq (T(I))^{1/3} \sqrt{(T(I))^{2/3} \log(|\mathcal{F}|)} = (T(I))^{2/3} \cdot \sqrt{\log(|\mathcal{F}|)}
\]

where the expectations are taken over the random selections of \( t(r,I) \).
Combining the above and applying Holder inequality, we obtain:

\[
\mathcal{R}(g) = \sum_{I \in \mathcal{I}} \sum_{t : g \in \mathcal{G}(t) \cap I} \left( \sum_{f \in \mathcal{F}(g)} p_{t,f} \ell_{t,f} - \ell_{t,f}^* \right) \leq \sum_{I \in \mathcal{I}} (T(I))^{2/3} \cdot \sqrt{\log(|\mathcal{F}|)} \\
\leq \left( \sum_{I \in \mathcal{I}} 1 \right)^{1/3} \cdot \left( \sum_{I \in \mathcal{I}} (T(I)) \right)^{2/3} \cdot \sqrt{\log(|\mathcal{F}|)} \leq \left( 2^{|\mathcal{G}|} \right)^{1/3} \cdot (T(g))^{2/3} \cdot \sqrt{\log(|\mathcal{F}|)}.
\]

Finally, we need to control how much we are losing via the exploration rounds. Since we apply pay-per-feedback we lose 1 every time we inspect (an upper bound on the apple tasting loss). For any intersection, we have exactly \((T(I))^{2/3}\) such exploration points so we are not losing something more compared to what we previously discussed which completes the proof.

\[\Box\]

**B Proof of Theorem 4**

**Theorem 4 restated**

Let \(A\) be an algorithm with sleeping regret bounded by \(O\left(\sqrt{T(h) \cdot \log(|\mathcal{H}|)}\right)\) for any expert \(h \in \mathcal{H}\) where \(\mathcal{H}\) is any class. Randomly selecting an exploration point every \(T^{1/3}\) examples (irrespective of what groups they come from) and running \(A\) on these points provides subgroup regret on group \(g \in \mathcal{G}\) of

\[
O\left(T^{1/6} \cdot (T(g))^{-1/2} \cdot \sqrt{\log(N)}\right)
\]

where \(T(g) = |t : g \in \mathcal{G}(t)|\) is the size of the \(g\)-population and \(N = |\mathcal{F}| + \sum_{g \in \mathcal{G}} |\mathcal{F}(g)|\).

**Proof.** The guarantee follows from two observations:

1. Given that we run a sleeping experts algorithm across the exploration points, if we just focused on those examples, we simultaneously satisfy regret on them that is square-root of their size.

2. Within any phase the exploration point is uniformly at random selected. As a result, it is an unbiased estimator of the average regret we incur in the whole phase. Note that this is now the average across all rounds and not only rounds where we have members of the particular group which results to the dependence on the time-horizon \(T\).

We now formalize these ideas. As before, we connect the regret on a group to the one of the exploration points. Denote by \(t(r)\) the random variable that corresponds to the exploration point. Now the size of the phases is fixed in advance so \(r\)-th phase starts at \(\tau_r = r \cdot T^{1/3}\). Similarly as before, we denote by \(f^*\) the comparator with the minimum cumulative loss on \(g\).

Applying linearity of expectation and Jensen’s inequality, we obtain:

\[
\text{Reg}(g) = \sum_{t : g \in \mathcal{G}(t)} \sum_{f \in \mathcal{F}(g)} p_{t,f} \ell_{t,f} - \sum_{t : g \in \mathcal{G}(t)} \ell_{t,f}^* \\
= \sum_{r=1}^{T^{2/3} \cdot \tau_{r+1} - 1} \sum_{t = \tau_r}^{T^{2/3} \cdot \tau_{r+1}} \left( \sum_{f \in \mathcal{F}(g)} p_{t,f} \ell_{t,f} - \ell_{t,f}^* \right) \cdot 1\{g \in \mathcal{G}(t)\}
\]
\[
\cdots = T^{1/3} \cdot \sum_{r=1}^{T^{2/3}} \mathbb{E} \left[ \left( \sum_{f \in \mathcal{F}(g)} p_{t(r), f} \ell_{t(r), f} - \ell_{t(r), f} \right) \cdot 1\{g \in \mathcal{G}(t(r))\} \right]
\]
\[
\leq T^{1/3} \cdot \mathbb{E} \left[ \sum_{r=1}^{T^{2/3}} 1\{g \in \mathcal{G}(t(r))\} \cdot \log(N) \right]
\]
\[
\leq T^{1/3} \cdot \mathbb{E} \left[ \sum_{r=1}^{T^{2/3}} 1\{g \in \mathcal{G}(t(r))\} \cdot \log(N) \right]
\]
\[
= T^{1/3} \cdot \sqrt{T(g) \cdot T^{-1/3} \cdot \log(N)} = T^{1/6} \cdot \sqrt{T(g) \cdot \log(N)}.
\]

The expectation is taken over the random selections of the exploration times \(t(r)\). The second-to-last equality holds as each member of group \(g\) has probability \(T^{-1/3}\) to be an exploration point and therefore the expected number of exploration points in the group is \(T(g) \cdot T^{-1/3}\).

Finally, for the pay-for-feedback model, we need to also consider the effect of inspected rounds in loss (we are losing 1 every time that we inspect). The number of these rounds on examples in \(g\) is at most \(T(g) \cdot T^{-1/3} \leq (T(g))^{2/3}\) so lower order than the term we already have.

\[
C \quad \text{Proof of Theorem 5}
\]

\textbf{Theorem 5 restated}

Applying the algorithm described in the third reduction (Section 3.2 provides subgroup regret on group \(g \in \mathcal{G}\) of

\[
\mathcal{O}\left(|\mathcal{G}| \cdot (T(g))^{3/4} \cdot \sqrt{\log(N)}\right)
\]

where \(T(g) = |t : g \in \mathcal{G}(t)|\) is the size of the \(g\)-population and \(N = |\mathcal{F}| + \sum_{g \in \mathcal{G}} |\mathcal{F}(g)|\).

\textbf{Proof.} There are three important components to prove this guarantee.

1. The number for relevant phases of each group (phases where they have at least one example) is at most \(T(g)\). This provides an upper bound on the number of phases that we need to consider with respect to group \(g\).

2. Using a similar analysis as before, we can create a guarantee about the regret we are incurring in the exploration points and multiply it by the \((T(g))^{1/4}\) which is the size of the phase. This would have created a completely unbiased estimator if there was no overlap with other groups.

3. A final complication is that exploration may occur due to other groups so we need to understand how much we lose there. For that, we observe that smaller groups are explored with higher probability (the interaction with larger groups does not therefore significantly increase their probability of inspection). On the other hand, larger groups do not often collide with significantly smaller groups due to the latter's size.

More formally, to analyze the subgroup regret for \(g \in \mathcal{G}\), let's consider a fictitious setting where all phases have equal size for group \(g\). This can be done by padding 0s in the end of the phase. This fictitious setting has the same loss as the original (as it only differs in that it has some more examples with zero loss). For this fictitious setting, the exploration point is
an unbiased estimator of the average regret. We first analyze the subgroup regret assuming that the points of inspection in other groups do not overlap with \( g \). Applying similar ideas as in the previous theorem:

\[
Reg(g) = \sum_{t \in \mathcal{G}(t)} \sum_{f \in \mathcal{F}(g)} p_{t,f} \ell_{t,f} - \sum_{t \in \mathcal{G}(t)} \ell_{t,f} \\
= \sum_{r=1}^{T(g)} \sum_{t=r}^{T_g \tau_{r-1}} \left( \sum_{f \in \mathcal{F}(g)} p_{t,f} \ell_{t,f} - \ell_{t,f} \right) \cdot 1\{g \in \mathcal{G}(t)\} \\
= (T(g))^{1/4} \cdot \sum_{r=1}^{T(g)} \mathbb{E} \left[ \left( \sum_{f \in \mathcal{F}(g)} p_{t(r),f} \tilde{\ell}_{t(r),f} - \hat{\ell}_{t(r),f} \right) \cdot 1\{g \in \mathcal{G}(t(r),g) \}, t(r,g) \leq t_{r+1} \right] \\
\leq (T(g))^{1/4} \cdot \sum_{r=1}^{T(g)} \mathbb{E} \left[ \left( \sum_{f \in \mathcal{F}(g)} p_{t(r),f} \tilde{\ell}_{t(r),f} - \hat{\ell}_{t(r),f} \right) \right] \\
\leq (T(g))^{1/4} \cdot \sqrt{T(g) \log(N)} = (T(g))^{3/4} \sqrt{\log(N)}
\]

The expectation is taken over the random selections of the exploration times \( t(r,g) \). The last inequality holds as the number of non-zero entries in the previous sum is at most the number of phases and we run \( A \) on the estimated losses.

Let’s understand now how much group \( g \) is harmed by the fact that some of its examples may be inspected by overlapping groups. As a result, we need to count in the regret the contribution of these examples as well. Note that each group has at most one exploration point within a phase – this is the reason why we get the dependence on \(|G|\) in our bound.

Group \( g \) is only affected by others’ exploration if this happens on examples that are also members of group \( g \). We first consider the effect of smaller groups than \( g \). For any group \( g' \) with \( T(g') \leq T(g) \) the exploration points at group \( g' \) are at most the size of the group times the probability that each example is an exploration point for \( g' \), i.e. \( T(g') \cdot (T(g'))^{-1/4} = (T(g'))^{3/4} \). Since the size of \( g' \) is smaller than the size of \( g \), this contributes at most an extra term of \( (T(g'))^{3/4} \) in the regret.

Let’s now consider groups \( g' \) with \( T(g') > T(g) \). Then, even if all examples of \( g \) are also examples of \( g' \), the probability that each of them is an exploration point due to \( g' \) is \( (T(g'))^{-1/4} \). Hence the expected number of exploration points of \( g' \) on examples in \( g \) is at most \( T(g) \cdot (T(g'))^{1/4} \leq (T(g))^{3/4} \). ▶
Instance Complexity and Unlabeled Certificates in the Decision Tree Model

Tomer Grossman  
Department of Computer Science and Applied Mathematics, Weizmann Institute of Science,  
Rehovot 76100, Israel  
tomer.grossman@weizmann.ac.il

Ilan Komargodski  
NTT Research, Palo Alto, CA, USA  
ilan.komargodski@ntt-research.com

Moni Naor\textsuperscript{1}  
Department of Computer Science and Applied Mathematics, Weizmann Institute of Science,  
Rehovot 76100, Israel  
moni.naor@weizmann.ac.il

\textbf{Abstract}

Instance complexity is a measure of goodness of an algorithm in which the performance of one algorithm is compared to others per input. This is in sharp contrast to worst-case and average-case complexity measures, where the performance is compared either on the worst input or on an average one, respectively.

We initiate the systematic study of instance complexity and optimality in the query model (a.k.a. the decision tree model). In this model, instance optimality of an algorithm for computing a function is the requirement that the complexity of an algorithm on any input is at most a constant factor larger than the complexity of the best correct algorithm. That is we compare the decision tree to one that receives a certificate and its complexity is measured only if the certificate is correct (but correctness should hold on any input). We study both deterministic and randomized decision trees and provide various characterizations and barriers for more general results.

We introduce a new measure of complexity called unlabeled-certificate complexity, appropriate for graph properties and other functions with symmetries, where only information about the structure of the graph is known to the competing algorithm. More precisely, the certificate is some permutation of the input (rather than the input itself) and the correctness should be maintained even if the certificate is wrong. First we show that such an unlabeled certificate is sometimes very helpful in the worst-case. We then study instance optimality with respect to this measure of complexity, where an algorithm is said to be instance optimal if for every input it performs roughly as well as the best algorithm that is given an unlabeled certificate (but is correct on every input). We show that instance optimality depends on the group of permutations in consideration. Our proofs rely on techniques from hypothesis testing and analysis of random graphs.

\textbf{2012 ACM Subject Classification}  
Theory of computation → Complexity theory and logic

\textbf{Keywords and phrases}  
decision tree complexity, instance complexity, instance optimality, query complexity, unlabeled certificates

\textbf{Digital Object Identifier}  
10.4230/LIPIcs.ITCS.2020.56

\textbf{Funding}  
\textit{Tomer Grossman}: Israel Science Foundation (no. 950/16).
\textit{Ilan Komargodski}: AFOSR grant FA9550-15-1-0262, Israel Science Foundation (no. 950/16), and a Levzion Fellowship.
\textit{Moni Naor}: Israel Science Foundation (no. 950/16).

\textsuperscript{1}Incumbent of the Judith Kleeman Professorial Chair.
Instance Complexity and Unlabeled Certificates

Acknowledgements We thank Scott Aaronson for discussions on quantum certificates, Ron Fagin for useful comments, and Ofer Grossman for helpful discussions and Yoram Moses and Benny Applebaum for suggesting instance optimality in other settings. We thank some of the referees of the paper for helpful comments.

1 Introduction

Worst-case analysis is the hallmark of theoretical computer science. An algorithm is evaluated based on its performance on the worst input and we want to find the algorithm whose performance is the best according to this criterion. Nevertheless, in some cases one might not be interested only in worst-case complexity of a function $f$. For instance, when the worst case is inherently “very bad” for all algorithms (and then measuring the algorithms by its worst case input gives meaningless comparisons), when the worst case is very rare, or when there is some prior information about the distribution of the inputs.

In this work we consider a new measure of complexity for problems we call the instance complexity. Here, we compare a given algorithm to one that has additional information about the input. That is, we are interested in the best algorithm for a given problem that performs as well as possible on every input compared to the best algorithm that knows (something about) the input. The instance complexity (denoted IC) of a problem is the overhead of solving the problem on every input vs. solving the problem on a given instance, provided that algorithms the specific instance is a correct algorithm (on all inputs). Here is one way to define this notion. Suppose that we have a collection of algorithms $\mathcal{A}$ that are correct on all on inputs.

Definition 1.1 (Instance complexity). Let $f$ be a function, and $A$ an algorithm that evaluates $f$. Let $\text{cost}(A, x)$ be the cost of algorithm $A$ on input $x$, where cost is some non-negative value that we want to optimize (e.g. runtime, space, etc.). We say that $f$ is instance optimizable and that $A$ is instance optimal if for every input $x$, and for every algorithm $A' \in \mathcal{A}$ (that evaluates $f$ correctly on every input) the following holds:

$$\text{cost}(A, x) \in O(\text{cost}(A', x)).$$

In the definition above, we compare the cost of $A$ on every input with the cost of an algorithm that has the input hardwired. One can relax the hint given to the competing algorithm $A'$ so that it only knows something about the input (e.g., an unknown permutation of the input, a subset of the coordinates, etc). Finally, note that both algorithms $A$ and $A'$ should be correct on all inputs, but the competing algorithm is evaluated in terms of cost only when the hint it is given is correct w.r.t. the input.

The term “Instance optimality” was coined by Fagin, Lotem and Naor [19] in the context of finding items with the top $k$ aggregate scores in a database of sorted lists. It has appeared in the theoretical computer science literature in several other contexts and forms. For previous works on instance complexity in other settings see Appendix B.

We initiate the systematic study of instance complexity in the query model (a.k.a. the decision tree model). In this model the input is given through an oracle, and the goal is to minimize the number of queries made to the input oracle. The query complexity model helps us understand the power of various resources (such as randomness and non-determinism) and inherent difficulties in computing a function. Not only is it a simple and clean model, but sometimes results in this model carry over to different models (i.e., “lifting” [43, 28]). See Section 2 for more details about the decision tree model, formal definitions, and known results.
We study two different notions of instance complexity. In the first notion the hint is simply the full input. The instance complexity, $IC$, of an algorithm is the maximal ratio between its complexity on a given input and the complexity of any other algorithm that knows the specific input (but is correct on all inputs). In the second notion the hint is some unlabeled version of the input; namely, the input is given in an (adversarially) permuted order. This is relevant when the function we wish to compute treats the input as symmetric, e.g., as in graph properties. We call this notion unlabeled instance complexity, $uIC$, and for a given algorithm define it to be the maximal ratio between its complexity on a given input and the complexity of any other algorithm that knows an unlabeled version of the input (but is correct on all inputs).

Models for instance complexity. Instance optimality captures the fact that an algorithm is not only optimal for a worst-case input or a random one, but that it is optimal for every input (up to constant factors). In the context of decision tree complexity, we formalize this in the following way: An algorithm is instance optimal if for every input $x$ its complexity is at most a constant factor larger than the complexity of any decision tree whose goal is to be as efficient as possible on $x$ (yet correct on all inputs). This naturally leads to comparing the efficiency of the decision tree on an input to the complexity of a decision tree that gets that input as a certificate. Thus, a function is instance optimizable if there is an algorithm such that for every input (not just the worst case input) its complexity on that input is at most a constant factor larger than the certificate complexity of the function on the same input. To show that an algorithm is not instance optimal it is possible to argue about inputs where the running time is not the worst case.

For example, the parity function is instance optimal, since any algorithm, on any input must read the entire input (see Example 3.1 for detail). The OR function on the other hand is not instance optimal. This is because for any algorithm, $A$, there exists an input, $x$, and another algorithm $A^*$, such that $A$ does $n$ queries on input $x$ while $A^*$ does 1 query (see Example 3.3 for detail).

We wish to emphasize that instance optimality is a fundamentally different notion than worst case complexity. Notice that for the OR function, in the worst case the certificate complexity is $\Theta(n)$ and any algorithm without a certificate also requires $\Theta(n)$ queries yet the OR function is not instance optimal.

We define a similar notion for randomized algorithms. Namely, an algorithm is said to be randomized instance optimal if for every input $x$ its expected complexity is at most a constant factor larger than the randomized certificate complexity of the function on $x$. We will consider randomized algorithms with two-sided error.

We introduce the notion of unlabeled certificate complexity in which the certificate is not the input, but a permutation thereof. This is relevant when the function is invariant under a family of permutations (e.g., a graph property or a symmetric function, such as threshold). We show that this is sometimes very helpful, even in the worst-case, in the sense that there are functions where the unlabeled certificate complexity is much smaller than the randomized complexity. Having this notion in hand, it is natural to define (randomized-) unlabeled instance optimality, where the standard (randomized) decision tree algorithm is

---

2 A graph property is a set of graphs closed under graph isomorphism; see Section 2.3.
3 The closest notion considered in previous literature is in geometric algorithms by Afshani et al. [2], see Appendix B.
required to have complexity (input-by-input) at most a constant factor larger than the best algorithm that gets a permutation (from the family) of the input as a certificate and computes the value of the function correctly. The algorithm that gets the unlabeled certificate is required to be correct on all inputs, but its complexity is measured only in case the certificate is correct.

1.1 Our Results

We lay the foundation for the study of instance optimality and unlabeled certificate complexity in the decision tree model by providing a host of results including various examples, relations, separations, and more. Our results fall short of a (complete) characterization of which functions are instance optimal and which are not and when unlabeled certificates help and when they do not. However, our results demonstrate that the theory of instance optimality and unlabeled complexity is rich, and contains non-trivial and sometimes surprising phenomena. Thus we believe that this theory deserves further research, and hope that this work will inspire such research.

Below, our results are stated in the order corresponding to the above models: deterministic and randomized instance optimality (Section 1.1.1), and then unlabeled certificate complexity (Section 1.1.2).

1.1.1 Deterministic and Randomized Instance Optimality

We start off by observing that even in the simplest setting of deterministic decision trees, instance optimality is a non-trivial property: there are functions that are instance optimizable and functions that are not. Also, monotonicity does not directly affect instance optimizability. Furthermore, we construct a function that is strictly instance optimal (strict means that the decision tree has no additional overhead over the one that has a certificate), but once composed with itself, results in a function that is not instance optimal.

▶ Theorem 1.2 (Deterministic instance optimality). The following holds:
1. There is a monotone function that is not deterministic instance optimal while the Majority function is deterministic instance optimizable (and monotone).
2. The Addressing and Parity functions are examples of non-monotone functions that are strictly instance optimizable.
3. Among the monotone functions, the only ones that can be strictly instance optimizable are functions that depend on 0 or 1 variables.
4. The composition of two (strictly) instance optimal functions is not necessarily instance optimal.

In the randomized case, the situation is somewhat different. While the parity and addressing functions behave similarly, the majority function becomes not instance optimizable! But, there are other instance optimizable monotone functions. Also, there are (non-monotone) graph properties that are instance optimizable. We further provide two results that capture a wide range of functions: (1) random functions are instance optimal and (2) a relation between instance optimizability and properties related to sensitivity (see Sections 3.2.1 and 3.2.2). As in the deterministic setting, the composition of instance optimal functions is not necessarily instance optimal.

One notable question left open is whether there is a monotone graph property that is randomized instance optimizable. We conjecture that such functions do not exist.
Theorem 1.3 (Randomized instance optimality). The following holds:

1. The Addressing and Parity functions are randomized instance optimizable functions.
2. The Majority function is not randomized instance optimizable. Thus, deterministic instance optimality does not imply randomized instance optimality. The other direction is true as well: There exists a function that is randomized instance optimizable but not deterministic instance optimizable (see Section 3.2.3).
3. There exists a monotone function that is randomized instance optimizable.
4. There exists a graph property that is randomized instance optimizable.
5. A random function is randomized instance optimizable with high probability.
6. The composition of two randomized instance optimal functions is not necessarily randomized instance optimal.

We consider the computational complexity of figuring out whether a function is instance optimizable and whether a given algorithm is instance optimal. A good time complexity in this setting is polynomial in the size of the representation of the function, i.e. exponential in $n$ for a Boolean function with input $\{0, 1\}^n$. We do not have an algorithm for the former problem (deciding whether a function is instance optimizable), but for the latter we show that an algorithm can be verified to be instance optimal in time that is polynomial in the domain size of the problem. Naively, one has to work in time exponential in the domain size and go over all possible decision trees and test against each one (see Section 3.5).

Theorem 1.4 (Complexity of checking if an algorithm is instance optimal). Given a function $f$ on $n$ input variables (given by a truth-table of size $2^n$), and a randomized algorithm $T$, there exists an algorithm $U$ that decides in time $2^{O(n)}$ whether $T$ is an instance optimal algorithm.

We also consider proximity property testing where the goal is to decide whether an object has some property or whether it is far from having it [26, 25]. Here it is possible to characterize the properties that are randomized instance optimizable: it is exactly those that can be tested in $O(1)$ queries (see Section 3.6).

1.1.2 Unlabeled Certificate Complexity

We introduce the study of the unlabeled certificate complexity. We show that an unlabeled certificate can help significantly in the worst case for graph properties. That is, we construct a function for which an algorithm that has an isomorphic copy of the graph as a certificate outperforms an algorithm that isn’t given any certificate.

Theorem 1.5 (Unlabeled certificate complexity). In both the randomized and deterministic setting, there exists a graph property for which the unlabeled certificate complexity is $O(n \log n)$ while any algorithm with no certificate requires $\Omega(n^2)$ queries.

Having the notion of unlabeled certificates we define unlabeled randomized instance complexity and optimality. Here the situation changes again. Whereas the majority function is not randomized instance optimizable, it is (almost) unlabeled randomized instance optimizable.

---

4 We use the term “proximity property testing” so as not to confuse the reader with the case where we are testing whether the given graph satisfies a property, rather than being close to a graph that satisfies the property.
optimizable. However, when viewed as a graph property, the majority function becomes not unlabeled randomized instance optimizable. The group of permutations we consider in the latter is the group of all isomorphic copies of the graph. In addition, we show that being a graph property is not directly related to unlabeled instance optimality. We say a function is labelling instance optimal if the unlabeled certificate performs as well as the labeled certificate for every input up to a constant. All instance optimal functions are also labelling instance optimal. We show that (up to log factors) the converse is not true: there exists a function which is within $O(\log n)$ of being labelling instance optimal, but not instance optimal in the normal sense.

Theorem 1.6 (Unlabeled instance optimality). The following holds:
1. The majority function is unlabeled randomized instance optimizable within $O(\log \log n)$.
2. The graph property of having more edges than non-edges is far from being unlabeled randomized-instance optimizable – it is at best within $\tilde{\Omega}(n)$ from being unlabeled randomized-instance optimizable, where $n$ is the number of vertices in the graph.
3. The graph property of having at least one edge is unlabeled randomized instance optimizable and not labelling instance optimal.
4. There exists a function that is $O(\log n)$ away from being labelling instance optimal, but is not instance optimal in the normal sense.

An impatient reader can skip ahead to Section 4, which is about unlabeled complexity, and contains the proofs of the items in Theorem 1.5 and Theorem 1.6.

The saga of the majority. As we shall see, the majority function behaves differently under different notions of instance optimality. While it is deterministic instance optimizable, it is not randomized instance optimizable (Lemma 3.5). Having only a permutation of the input as a certificate does not provide additional power to the one receiving it, i.e., it is (almost) unlabeled randomized instance optimizable (Lemma 4.4). On the other hand, viewing majority as a graph property, getting a permutation of the graph may help and majority becomes a function that is not unlabeled randomized instance optimizable (Lemma 4.5).

2 The Query Model and Instance Optimality

The query model is one of the simplest computational models and has been studied widely. See, for example, Buhrman and de Wolf [12], Jukna [34, Chapter 14] and O’Donnell [41, Chapter 8.6] for a survey. We give some standard definitions of decision trees and several related complexity measures such as deterministic, randomized and certificate complexity, and then briefly recall the known connections between them.

A decision tree is an algorithm for computing the value of a function on an a-priori unknown input. Let $f: \{0, 1\}^n \rightarrow \{0, 1\}$ be a Boolean function over a set of $n$ input variables $x_1, \ldots, x_n$. A deterministic decision tree $T$ over a set of input variables $x_1, \ldots, x_n$ is a rooted binary tree. Every internal vertex is labeled with an input variable. The leaves of the tree are labeled by 0 or 1, and every internal vertex has one outgoing edge labeled by 0 and the other by 1. The computation of the tree is done in the natural way from the root to the

---

In this result, the optimality ratio is a super-constant function $(\log \log)$ of the input size. In such cases, where the optimality ratio is a super constant function $g(n)$ of the input size, we will say that the function is within $g(n)$ of being (unlabeled/randomized-) instance optimizable.
leaves according to the assignment of the input variables. We denote by $T(x)$ the output of the decision tree $T$ on input $x$. We say that the decision tree $T$ computes $f$ if for any input $x$ it holds that $f(x) = T(x)$.

Denote by $\mathcal{T} = \mathcal{T}_n$ the set of all decision trees on functions of $n$ inputs. The complexity (i.e., cost) of a decision tree $T \in \mathcal{T}$ on input $x$, denoted by $D(T, x)$, is the length of the path from the root to the leaf corresponding to $x$, or in other words, the number of queries made by the algorithm to the input $x$. For a function $f$, denote by $\mathcal{T}_f$ the set of all decision trees in $\mathcal{T}$ that compute $f$:

$$T \in \mathcal{T}_f \iff \forall x: T(x) = f(x).$$

The following two definitions deal with the worst-case deterministic and certificate decision tree complexity measures. Roughly speaking, the deterministic complexity measures the smallest possible cost over all decision trees that compute $f$.

**Definition 2.1 (Worst-case deterministic complexity).** The worst-case deterministic decision tree complexity of $f : \{0, 1\}^n \to \{0, 1\}$, denoted by $D(f)$, is

$$D(f) = \min_{T \in \mathcal{T}_f} \max_{x \in \{0, 1\}^n} D(T, x).$$

The certificate complexity measures the minimal number of bits a decision tree has to query in order to verify the output of the function on a specific input (rather than to compute it). That is, we still want the decision tree to compute $f$ correctly on all inputs, but we measure its complexity only with respect to a fixed input.

**Definition 2.2 (Worst-case certificate complexity).** The certificate complexity of $f$ on input $x$ is

$$C(f, x) = \min_{T \in \mathcal{T}_f} D(T, x),$$

The worst-case certificate complexity of $f$ is $C(f) = \max_x C(f, x)$.

Throughout this paper we use the term “decision tree” and “algorithm” synonymously. Since in the decision tree model we are only interested in the number of queries made by a given algorithm, the two terms are equivalent. We also use the terms “certificate complexity”, “queries made by an algorithm with a certificate” and “queries made by any algorithm” synonymously. “Certificate complexity” and “an algorithm with a certificate” are synonyms since when arguing that the certificate complexity of a given function is some value, $q$ one has to prove that some algorithm with access to a certificate only has to make $q$ queries. This is the same as “queries made by any algorithm” since the certificate complexity is the decision tree with the lowest complexity, that is the algorithm that makes fewest queries.

We proceed with the randomized variants of the above two definitions. In randomized complexity it is common to talk about zero-error (Las Vegas), one-sided and two-sided (BPP style) algorithms. We will discuss only the latter for simplicity. There are two (equivalent) ways to view a randomized decision tree: one as a tree that has vertices that are coin flips. The other, which we will mostly use, as a probability distribution $\Delta$ over the set of all deterministic decision trees $\mathcal{T}$. Given an input $x$, the algorithm first samples a decision tree from the distribution and then executes it. The randomized decision tree complexity of a distribution (i.e., a randomized decision tree) $\Delta$ on input $x$, denoted by $R(\Delta, x)$, is the expected number of queries made by the chosen tree on input $x$. 
A distribution $\Delta$ is correct for a function $f$ if for any input $x$, a randomly chosen decision tree $T \leftarrow \Delta$ outputs the value $f(x)$ with probability $2/3$ over the choice of $T$.\footnote{The value of $2/3$ is arbitrary, since we can get any constant by amplification (i.e., by sampling several decision trees from $\Delta$, executing them and taking the majority result).} We denote by $\Delta_f$ the set of all distributions $\Delta$ that are correct for $f$:

$$\Delta \in \Delta_f \iff \forall x: \Pr_{T \leftarrow \Delta}[T(x) = f(x)] \geq 2/3.$$ 

Analogously to the deterministic setting, the worst-case randomized complexity measures the smallest possible (expected) cost over all randomized decision trees that compute $f$.

**Definition 2.3 (Worst-case randomized complexity).** The worst-case randomized decision tree complexity of $f$, denoted by $R(f)$, is

$$R(f) = \min_{\Delta \in \Delta_f} \max_x \mathbb{E}_{T \leftarrow \Delta}[D(T, x)].$$

For randomized certificate complexity, we still want the decision tree to be correct on every input with high probability, but the complexity is measured only on a fixed input.

**Definition 2.4 (Worst-case randomized certificate complexity).** The randomized certificate complexity of a function $f$ on input $x$ is

$$RC(f, x) = \min_{\Delta \in \Delta_f} \mathbb{E}_{T \leftarrow \Delta}[D(T, x)],$$

The worst-case randomized certificate complexity of $f$ is $RC(f) = \max_x RC(f, x)$.

### 2.1 Instance Complexity and Optimality

Adapting the general notion of instance optimality (see Definition 1.1) to the setting of query complexity is done by fixing a class of query algorithms (say, deterministic or randomized ones) and then asking whether there exists an algorithm in this class that is “the best” on every input. Such an algorithm must have complexity at most a constant factor larger than the complexity of every other algorithm on every input. In particular, it has to be at most a constant factor worse than an algorithm that is designed for any specific $x^*$, and if it finds any inconsistencies between the given input $x$ and $x^*$, reads the whole input. This leads us to the observation that a sufficient and necessary condition for instance optimality of a function in the query model is the existence of a deterministic (resp. randomized) decision tree whose complexity is at most a constant factor larger than the deterministic (resp. randomized) certificate decision complexity of the function per input.

The strongest notion one could hope for is what we call strict instance optimality, where the certificate does not help, even in low order constant factors (i.e., the optimality ratio is 1 and there is no additive term). More precisely, there exists a deterministic decision tree such that on every input $x$ the decision tree complexity on $x$ is upper bounded by the certificate decision tree complexity of $f$ on input $x$.

**Definition 2.5 (Strict optimality).** A function $f$ is strict instance optimizable if there exists a deterministic decision tree $T$ such that for every input $x$:

$$D(T, x) = C(f, x).$$
Being optimal on every input without any overhead is a very strong requirement (and indeed not many non-trivial functions satisfy it; see below), so we relax it by allowing multiplicative and additive slack in the overhead for the decision tree without the certificate. For this we need to talk about a sequence of functions.

**Definition 2.6 (D-Instance optimality).** A sequence of functions $f = \{f_n\}_{n \in \mathbb{N}}$ is D-instance optimizable if there exists a sequence of deterministic decision trees $T = \{T_n\}_{n \in \mathbb{N}}$, where each $T_n \in \mathcal{T}_{f_n}$, and (universal) constants $c_1, c_2 \geq 0$ such that on every input $x \in \{0, 1\}^n$, it holds that

$$D(T_n, x) \leq c_1 \cdot C(f_n, x) + c_2.$$

**Definition 2.7 (R-Instance optimality).** A sequence of functions $f = \{f_n\}_{n \in \mathbb{N}}$ is R-instance optimizable if there exists a sequence of distributions over decision trees $\Delta = \{\Delta_n\}_{n \in \mathbb{N}}$, where each $\Delta_n \in \mathcal{D}_{f_n}$, and (universal) constants $c_1, c_2 \geq 0$ such that on every input $x \in \{0, 1\}^n$, it holds that

$$R(\Delta_n, x) \leq c_1 \cdot RC(f_n, x) + c_2.$$

We refer to the constant factor $c_1$ above as the optimality ratio. The above deterministic (resp. randomized) algorithm is called instance optimal.

While we mostly talk about being within a constant of the best on any instance we will also consider being within some function $g(n)$. If we have an algorithm $T$ such that for $g(n)$ for every input $x \in \{0, 1\}^n$ it hold that

$$D(T, x) \leq g(n) \cdot C(f_n, x),$$

then we say that $f$ is within $g$ of being instance optimizable.

### 2.2 Unlabeled Complexity and Optimality

We introduce a new complexity measure for decision trees that we call unlabeled certificate complexity. Roughly speaking, the unlabeled complexity is the amount of queries an algorithm that is given some permutation of the certificate needs to perform.

This notion only makes sense for functions that are invariant under some permutation group $\Gamma$, such as symmetric properties or graph properties. In the case of symmetric functions, we consider the group of all permutations over the inputs, and in the case of graph properties, we focus on the group of permutations over the vertices (i.e., all isomorphic copies of the graph). We denote by $\Gamma$ the group of permutations.

The idea behind the notion is to model the situation where the algorithm has a lot of knowledge about the input, such as the graph structure (e.g. the degree sequence), but not the actual labels of the graph. We refer to a decision tree that gets such a certificate as an unlabeled certificate decision tree.

As before, we expect an unlabeled decision tree $T$ to correctly compute $f$ on every input, but we will measure its complexity over all inputs that are consistent with the certificate under the given group of permutations.

**Definition 2.8 (Worst-case unlabeled certificate complexity).** The unlabeled certificate complexity of a function $f$ that is invariant under $\Gamma$ on input $x$ is

$$AC(f, \Gamma, x) = \min_{T \in \mathcal{T}_f} \max_{\pi \in \Gamma} D(T, \pi(x)).$$

The worst-case certificate complexity of $f$ under $\Gamma$ is $AC(f, \Gamma) = \max_x AC(f, \Gamma, x)$. 
For randomized unlabeled certificate complexity, the definition is analogous but we allow the decision tree to be randomized and to err.

**Definition 2.9** (Worst-case randomized unlabeled certificate complexity). The **randomized unlabeled certificate complexity** of a function $f$ invariant under $\Gamma$ on input $x$ is

$$ \text{RAC}(f, \Gamma, x) = \min_{\Delta \in \Delta} \max_{\pi \in \pi^\Gamma} \mathbb{E}_{T \sim \Delta} [D(T, \pi(x))], $$

The **worst-case randomized unlabeled certificate complexity** of $f$ under $\Gamma$ is $\text{RAC}(f, \Gamma) = \max_x \text{RAC}(f, \Gamma, x)$.

It follows immediately that the unlabeled certificate complexity of a function is lower bounded by its certificate complexity and upper bounded by its deterministic complexity. That is, for any $\Gamma$ such that $f$ is invariant under $\Gamma$ we have

$$ C(f) \leq \text{AC}(f, \Gamma) \leq D(f). $$

The same holds in the randomized case:

$$ \text{RC}(f) \leq \text{RAC}(f, \Gamma) \leq R(f). $$

Throughout the paper we let the default $\Gamma$ be the set of all graph isomorphisms. That is, if our function is a graph property, and $\Gamma$ is not specified, then $\Gamma$ is the set of all graph isomorphisms.

Given this new notion of unlabeled certificates one can define instance optimality with respect to it. Here, we are trying to compete with the best algorithm that is given some permutation of the certificate, rather than the exact certificate as in the definitions of Section 2.1. If an algorithm is instance optimal in this sense, this means that even the knowledge about the graph structure does not help improve the performance.

Namely, we can ask whether having access to a permutation of a certificate reduces the complexity by more than a constant factor compared to a decision tree that gets no certificate at all.

**Definition 2.10** (Unlabeled instance optimality). A sequence of functions $f = \{f_n\}_{n \in \mathbb{N}}$ invariant under a sequence of family of permutations $\{\Gamma_n\}_{n \in \mathbb{N}}$, is unlabeled $D$-instance optimizable (resp. unlabeled $R$-instance optimizable) if there exists a sequence of deterministic (resp. randomized) decision trees $T = \{T_n\}_{n \in \mathbb{N}}$, where each $T_n \in \mathcal{T}_{f_n}$, and constants $c_1, c_2 \geq 0$ such that on every input $x$, it holds that

$$ D(T, x) \leq c_1 \cdot \text{AC}(f_n, \Gamma_n, x) + c_2 \quad \text{(resp. } R(T, x) \leq c_1 \cdot \text{RAC}(f_n, \Gamma_n, x) + c_2 \text{)} $$

We can also compare the labeled certificate to the unlabeled certificate. A function is labelling instance optimal if the number of queries required to evaluate the function given an unlabeled certificate is at most a constant times the number queries required to evaluate the function with a labeled certificate.

**Definition 2.11** (labelling instance optimality). A sequence of functions $f = \{f_n\}_{n \in \mathbb{N}}$ invariant under a sequence of family of permutations $\{\Gamma_n\}_{n \in \mathbb{N}}$, is labelling $D$-instance optimizable (resp. labelling $R$-instance optimizable) if there exists a sequence of deterministic (resp. randomized) decision trees $T = \{T_n\}_{n \in \mathbb{N}}$, where each $T_n \in \mathcal{T}_{f_n}$, and constants $c_1, c_2 \geq 0$ such that on every input $x$, it holds that

$$ \text{AC}(T, x) \leq c_1 \cdot C(f_n, \Gamma_n, x) + c_2 \quad \text{(resp. } \text{RAC}(T, x) \leq c_1 \cdot \text{RC}(f_n, \Gamma_n, x) + c_2 \text{)} $$
2.3 Additional Definitions & Known Relations

Graph properties. In some of our result we will be interested in graph properties. A graph property is a set of graphs closed under graph isomorphism. That is \( \Psi \) is a graph property if for every graph \( G = (V, E) \) and every permutation \( \pi \) over \( V \), it holds that \( G \in \Psi \) if and only if \( \pi(G) \in \Psi \), where \( \pi(G) = (V, E') \) and \( E' = \{(\pi(u), \pi(v)) \mid (u, v) \in E\}\).

Sensitivity. Two central notions in the analysis of Boolean functions are the sensitivity and block sensitivity, introduced by Cook, Dwork and Reischuk [14] and Nisan [40], respectively. They both measure how sensitive a function \( f \) is to changes in its input. Let \( f : \{0, 1\}^n \rightarrow \{0, 1\} \) be a function and \( x \in \{0, 1\}^n \) be an input. The sensitivity of \( f \) on \( x \), denoted \( s(f, x) \), is the number of bit positions \( i \) such that \( f(x) \neq f(x \oplus e_i) \), where \( e_i \in \{0, 1\}^n \) is a vector that is 1 at coordinate \( i \) and 0 everywhere else. The sensitivity of \( f \), denoted by \( s(f) \), is \( \max_x s(f, x) \).

Block sensitivity is a useful generalization of sensitivity. The block sensitivity of \( f \) on \( x \), denoted \( bs(f, x) \), is the maximum number \( t \) such that there is collection \( B = \{B_1, \ldots, B_t\} \) of disjoint subsets of \( [n] \) with \( f(x) \neq f(x \oplus B_i) \) for all \( i \in [t] \). The overall block sensitivity \( bs(f) \) of \( f \) is the maximum of \( bs(f, x) \) over all \( x \). Note that sensitivity is just block sensitivity where the blocks are restricted to be of size 1.

It is not hard to see that \( s(f) \leq bs(f) \leq C(f) \). The biggest known gap between \( s(f) \) and \( bs(f) \) is quadratic (see Rubinstein [45] and Ambainis and Sun [6]). Showing that this gap is at most polynomial has been a major open problem for many years, until it had been resolved recently by [32], who showed that for all \( f \), \( bs(f) \) is bounded by \( s(f)^4 \).

More relations. In general, all worst-case complexity measures discussed above are known to have a polynomial relationship and figuring out the precise relationships is a major research program.

\[ \text{Proposition 2.12. For every Boolean function } f \text{ we have:} \]
1. \( \text{RC}(f) \leq C(f) \leq D(f) \leq n \text{ and } R(f) \leq D(f) \).
2. \( C(f) \leq s(f) \cdot bs(f) \) (see [40] and [12, Theorem 2]).
3. \( D(f) \leq s(f) \cdot bs(f)^2 \leq bs(f)^3 \) (see [12, Corollary 1]).
4. \( bs(f) \leq s(f)^4 \) (see [32]).
5. \( D(f) \leq C(f)^2 \) (see [10, 49] and, for example, [34, Theorem 14.3]).
6. \( bs(f) \leq 3\text{RC}(f) \leq 3R(f) \) (see [40] and [11]) and \( bs(f) \leq D(f) \).

\[ \text{Proposition 2.13. For every monotone Boolean function } f \text{ it holds that } C(f) = s(f) = bs(f) \text{ (see [40] [12, Proposition 3]) and hence } D(f) \leq s(f)^2. \]

Yao’s Minimax Principle. When proving lower bounds on the randomized query complexity of a function \( f \) it is often easier to rephrase the problem by applying Yao’s [52] Minimax Principle (see [39] Chapter 2). In words, it says that in order to prove a lower bound on the randomized decision tree complexity, it is enough to come up with one particularly bad distribution over inputs which fools all deterministic algorithms. Often Yao’s Minimax principle is used by saying that if \( t \) expected queries are required to distinguish between two input distributions with high probability (where the function outputs 1 where the input is chosen from one distribution but when the input is chosen from the second distribution the function outputs 0), then any deterministic algorithm must perform at least \( t \) queries.
3 Properties Of Instance Optimal Functions

This section is devoted to showing several results regarding properties of instance optimal function in both the deterministic and randomized setting. We prove Theorem 1.2 and Theorem 1.3, as well as showing, given a truth table representing a function, and an algorithm, how to test if the algorithm is instance optimal in time polynomial in the size of the truth table. Lastly we give a characterization of which functions are $\mathcal{R}$-instance optimal in the proximity property testing model.

3.1 Deterministic Instance Optimality

We show that there are functions which are $D$-instance optimizable and there are functions which are not. We also prove that there are no non-trivial monotone functions whose optimality ratio is 1 (i.e., strict $D$-instance optimizable). The arguments in this section are simple and provide good examples for the notions discussed.

Let $\text{Parity} : \{0, 1\}^n \to \{0, 1\}$ be the parity function on $n$ variables, defined as $\text{Parity}(x) = \bigoplus_{i=1}^n x_i$. Assume that $n$ is a power of 2 and let $\text{Addr} : [n] \times \{0, 1\}^n \to \{0, 1\}$ be the addressing function defined as $\text{Addr}(i, x_1, \ldots, x_n) = x_i$. Both of these functions are $D$-instance optimizable. In both cases the argument is that on all instances the certificate complexity has the same value ($n$ and $1 + \log n$, respectively) and it is possible to achieve it with a straightforward deterministic algorithm.

Example 3.1 (Item 2 of Theorem 1.2). The Parity function and the Addr function are strict $D$-instance optimizable.

Proof. The proof for both Parity and Addr being strict $D$-instance optimizable rely on a common statement that follows from the definitions of deterministic and certificate complexity: given a function $f : \{0, 1\}^n \to \{0, 1\}$, for any decision tree $T \in \mathcal{T}_f$ and any input $x \in \{0, 1\}^n$, it holds that $D(T, x) \geq C(f, x)$. For the Parity and Addr functions the straightforward trees $T_{\text{Parity}} \in \mathcal{T}_{\text{Parity}}$ (that reads the whole input) and $T_{\text{Addr}} \in \mathcal{T}_{\text{Addr}}$ (that reads the address part plus the resulting address) satisfy $D(T_{\text{Parity}}, x) = n$ and $D(T_{\text{Addr}}, x) = \log n + 1$ for every $x \in \{0, 1\}^n$. Thus, it remains to prove that $C(\text{Parity}, x) \geq n$ and $C(\text{Addr}, x) \geq \log n + 1$. We do this by showing that any decision tree (that is always correct) must make at least $n$ queries for Parity and at least $\log n + 1$ queries for addressing. We show that for any algorithm that makes less queries, we can change bits that the algorithm does not query, and this will change the value of the function, thus making the algorithm err.

For Parity, consider an algorithm that on some input $x$ queries less than $n$ input locations. Since there is a location that the algorithm does not query and the function’s output depends on all locations, by flipping the value of an unqueried bit, the output of the function must change, but the algorithm cannot notice this and hence it is wrong either on $x$ or on $x$ with the flipped bit.

For Addr, consider an algorithm that on some input $x$ reads $k \leq \log n$ values. These $k$ bits can either fully fix the index $i$, but then there are two possible values for the bit in the $i$-th position (which determine the value of the function) that the algorithm cannot distinguish. The other case is that the algorithm did not query the value of the index $i$ in full. Denote by $\ell > 0$ the number of bits of $i$ that the algorithm did not query. There are $2^\ell$ possibilities for the value of $i$. The algorithm can query only $k - (\log n - \ell)$ locations out of the possible $n$. Since $k - (\log n - \ell) < 2^\ell$, there must be a way to assign values to the unread location so as to fool the algorithm to output the wrong answer.
We show that there is a monotone function that is \( D \)-instance optimizable (unlike the parity and addressing functions that are not monotone). However, the function is not strict \( D \)-instance optimizable. The function is the majority function \( \text{Maj}: \{0,1\}^n \rightarrow \{0,1\} \) defined as

\[
\text{Maj}(x_1, \ldots, x_n) = 1 \iff \sum_{i=1}^{n} x_i \geq \frac{n}{2}.
\]

\textbf{Example 3.2} (Item 1(i) of Theorem 1.2). The majority function is \( D \)-instance optimizable.

\textbf{Proof.} In order to determine the output of \( \text{Maj} \) on an input \( x \in \{0,1\}^n \), every decision tree has to find (at least) \( n/2 + 1 \) locations (in \( x \)) that have the same value, 0 or 1. Since the algorithm is deterministic, this can take up to \( n \) queries in the worst case. On the other hand, an algorithm with a certificate for \( x \) can query exactly \( n/2 + 1 \) locations that have the same value. Any algorithm that has a certificate for \( x \) that queries at most \( n/2 \) queries can be fooled to output the wrong answer. We get that for every input \( x \) it holds that \( C(\text{Maj}, x) = n/2 + 1 \) and \( D(\text{Maj}, x) \leq n \), as needed. \( \blacklozenge \)

To complete the picture, we give a (monotone) function that is not \( D \)-instance optimizable.

\textbf{Example 3.3} (Item 1(ii) of Theorem 1.2). The OR function (that outputs '1' iff the Hamming weight of the input is at least 1) is not \( D \)-instance optimizable.

\textbf{Proof.} An algorithm with a certificate can make just one query on every input with Hamming weight 1 (to a location where there is supposedly a '1'). However, every decision tree (not getting a certificate) that is correct on every input must query all the coordinates on one of these inputs, as otherwise we can fool it to output the wrong answer. This is done by planting '0's at the points it queries and a '1' at a point that it does not query. \( \blacklozenge \)

\textbf{Strict instance optimality.} Both the addressing and parity functions were shown to be strict \( D \)-instance optimizable (the algorithm with the certificate could not outperform the one without the certificate even by a multiplicative small constant term). On the other hand, in our analysis of the instance optimality of the majority function, we showed that an algorithm with a certificate may perform twice as fast than the one that does not have the certificate. Namely, the optimality ratio of the majority function is 2.

These examples are no coincidence: No non-trivial (that is not constant or dictatorship) monotone function can be strictly \( D \)-instance optimizable.

\textbf{Lemma 3.4} (Item 3 of Theorem 1.2). \textit{There are no strict \( D \)-instance optimizable monotone functions except those that depend on 0 or 1 variables.}

\textbf{Proof.} Consider the DNF of the function i.e. the OR of all the minimal terms that make the function '1'. Suppose that the function has only one term. It cannot be of length 1, since the function does not depend on one variable. Therefore, if all the variables in the term but one are set to '1', the certificate size is 1, but for any decision tree all the variables in the term must be read and if the one set to '0' is the last one, then the complexity on that input is greater than 1.

So suppose that there are at least two terms in the conjunction. Due to the monotonicity of the function they are not on exactly the same sets of variables. Consider the two instances, one satisfying the first term and the other satisfying the second one (and nothing else). A certificate verifier just needs to access the variables of one term, but a deterministic (or even probabilistic) will have to ask on a variable that appears in one term but not the other and hence will not have the same complexity and the instance satisfying the other term. \( \blacklozenge \)
 Instance Complexity and Unlabeled Certificates

3.2 Randomized Instance Optimality

The question we consider is whether randomness changes anything w.r.t. instance optimality. It is not hard to see that the parity function and the addressing function are not only $D$-instance optimizable but they are also $R$-instance optimizable (the proof of Example 3.1 actually shows it). However, the situation changes for the majority function: we show that, in contrast to Example 3.2, the majority function is not $R$-instance optimizable. We complement the picture in this section with an example of a monotone function that is also $R$-instance optimal.

Lemma 3.5 (Item 2 of Theorem 1.3, first part). The majority function is not $R$-instance optimizable.

Proof. Given that the deterministic certificate size of majority is always of size $\Theta(n)$, we must use the fact that the algorithm may err. We will give a distribution $D$ on the inputs such that any algorithm that does not get a certificate (but may be tailored to inputs that come from the distribution $D$) must query $O(n)$ bits in order to be correct with probability at least 2/3. On the other hand, for any input $x$ from this distribution $D$, an algorithm with a certificate for $x$ only needs to query $O(\sqrt{n})$ of the bits to be correct with high probability.

For $x \in \{0,1\}^n$ let $wt(x)$ stands for the Hamming weight of $x$. The hard distribution on inputs $x \in \{0,1\}^n$ is to choose uniformly at random from the set $wt(x) \geq n/2 + \sqrt{n}$ and the set $wt(x) \leq n/2 - \sqrt{n}$ (in the former $\text{Maj}$ is 1 and in the latter it is 0). Consider a randomized decision tree for Maj that is correct on this distribution with probability at least 2/3, i.e. distinguishes between the case that $wt(x) \geq n/2 + \sqrt{n}$ and the case that $wt(x) \leq n/2 - \sqrt{n}$ with probability at least 2/3.

We show that this task requires $\Omega(n)$ queries on a uniform input of Hamming weight $n/2 + \sqrt{n}$. First, by symmetry, notice that the best strategy for the algorithm is to sample uniformly at random from the set $\text{wt}(x) \geq n/2 + \sqrt{n}$ and the case that $\text{wt}(x) \leq n/2 - \sqrt{n}$ (in the former $\text{Maj}$ is 1 and in the latter it is 0). Consider a randomized decision tree for Maj that is correct on this distribution with probability at least 2/3, i.e. distinguishes between the case that $\text{wt}(x) \geq n/2 + \sqrt{n}$ and the case that $\text{wt}(x) \leq n/2 - \sqrt{n}$ with probability at least 2/3.

We show that this task requires $\Omega(n)$ queries on a uniform input of Hamming weight $n/2 + \sqrt{n}$. First, by symmetry, notice that the best strategy for the algorithm is to sample uniformly at random from the set $\text{wt}(x) \geq n/2 + \sqrt{n}$ and the case that $\text{wt}(x) \leq n/2 - \sqrt{n}$ (in the former $\text{Maj}$ is 1 and in the latter it is 0). Consider a randomized decision tree for Maj that is correct on this distribution with probability at least 2/3, i.e. distinguishes between the case that $\text{wt}(x) \geq n/2 + \sqrt{n}$ and the case that $\text{wt}(x) \leq n/2 - \sqrt{n}$ with probability at least 2/3.

We show that this task requires $\Omega(n)$ queries on a uniform input of Hamming weight $n/2 + \sqrt{n}$. First, by symmetry, notice that the best strategy for the algorithm is to sample uniformly at random from the set $\text{wt}(x) \geq n/2 + \sqrt{n}$ and the case that $\text{wt}(x) \leq n/2 - \sqrt{n}$ (in the former $\text{Maj}$ is 1 and in the latter it is 0). Consider a randomized decision tree for Maj that is correct on this distribution with probability at least 2/3, i.e. distinguishes between the case that $\text{wt}(x) \geq n/2 + \sqrt{n}$ and the case that $\text{wt}(x) \leq n/2 - \sqrt{n}$ with probability at least 2/3.

On the other hand, given a certificate for an $x$ of Hamming weight at least $n/2 + \sqrt{n}$, there is a randomized algorithm that makes $q = 10\sqrt{n}$ queries and outputs the right answer with probability at least 2/3. The algorithm, given a certificate $x^* \in \{0,1\}^n$ and an input $x \in \{0,1\}^n$, does:

1. Query $x$ at $q$ random locations $i$ where $x^*_i$ is 1.
2. If all queries return 1, output 1.
3. Otherwise, read the whole input and output the majority value.

The algorithm makes a mistake only if at Step 2 all queries returned ’1’, but the Hamming weight of $x$ was less than $n/2$. This can happen only if there is a set $I \subseteq [n]$ of coordinates of size at least $|I| \geq \sqrt{n}$ such that $x^*_i = 1$ but $x_i = 0$ for every $i \in I$, and the algorithm did not query at any of them. The probability that this happens is at most

$$\left(1 - \frac{\sqrt{n}}{n}\right)^q = \left(1 - \frac{1}{\sqrt{n}}\right)^{10\sqrt{n}} \leq 1/3.$$ 

Thus, this algorithm outputs the correct result with probability at least 2/3, as needed. ▶

---

7 See, for example, Claim 5.6 here: http://www.tau.ac.il/ mansour/advanced-agt+ml/scribe5-lower-bound-MAB.pdf (Accessed: June 2018).
We give an explicit monotone function that is $R$-instance optimizable. We call this function the lexicographic threshold function.

▶ **Lemma 3.6 (Item 3 of Theorem 1.3).** There exists an explicit monotone function that is $R$-instance optimizable.

**Proof.** Consider the lexicographic order of strings in $\{0,1\}^n$ under $\geq_{\text{lex}}$. Let $b = 1010 \ldots 1010 \in \{0,1\}^{2n}$ and define LTF$_n : \{0,1\}^{2n} \rightarrow \{0,1\}$ as LTF$_n(x) = 1$ if and only if $x \geq_{\text{lex}} b$. Denote by $b[i]$ the substring $b_1 \ldots b_i$ where $b_i$ is the $i$-th bit of $b$ from left to right.

We show that the randomized query complexity of LTF is roughly equal to the randomized query complexity of LTF given access to a certificate for the input. That is, we show that any randomized query algorithm for LTF that has access to a certificate for the input must work (roughly) as hard as an algorithm that does not have access to a certificate.

Our algorithm, that we denote by $P_n$, is to read bit by bit from left to right. Denote by $x[i]$ the substring read by the algorithm (ordered left to right) until iteration $i$. Initially, $x[0] = \perp$ and $i = 0$. At iteration $1 \leq i \leq 2n-1$, the algorithm returns 1 if $x[i] >_{\text{lex}} b[i]$, returns 0 if $x[i] <_{\text{lex}} b[i]$ and continues to the next iteration otherwise (i.e., if $x[i] =_{\text{lex}} b[i]$). If the algorithm reaches $i = 2n$, it returns 1 (since the last bit of $b$ is 0). Note that the algorithm is deterministic. The number of queries that this algorithm does depends on the input and is $2n - 1$ in the worst case.

We prove that for every input $x$ it holds that $\mathbb{E}[P_n(x)] \leq 2 \cdot \text{RC}(\text{LTF}, x)$.

For any $x$ let $\text{pref}(x)$ be the length of the prefix of $x$ that algorithm $P_n$ reads before it stops. In other words, it is the length of the prefix of $x$ that agrees with the string $b$. Consider a pair of locations $2i - 1$ and $2i$ that are smaller than $\text{pref}(x)$. If the probability that $A$ reads at least one of them is smaller than $2/3$, then algorithm $A$ may err with probability at least $1/3$. If instead of input $x$ it is given input $x'$ that is flipped in locations $2i - 1$ or $2i$, then the value of LTF$_n(x') \neq$ LTF$_n(x)$, but $A$ distinguishes the two inputs with probability less than $2/3$.

▶ **Remark 3.7 (Quantum instance optimality).** In the quantum case, the Parity function is not instance optimal. Based on Grover’s algorithm [29], it is known that quantum certificate complexity is exactly the square root of randomized certificate complexity (up to a constant factor). An explicit statement appears in Aaronson [1], where this claim is shown to be true on an input-by-input basis. On the other hand, computing Parity requires $n/2$ queries (quantumly) as shown by Farhi et al. [20] and Beals et al. [8].

### 3.2.1 Sensitivity and Instance Optimality

We show that a function for which the decision tree complexity for every input is (roughly) equal to its sensitivity, then the function is instance optimizable. This is not true in the opposite direction.

▶ **Lemma 3.8.** Let $f$ be an $n$-input Boolean function. If there is a (randomized) decision tree for $f$ s.t. for any $x$ the complexity on input $x$ is $\Theta(s(f,x))$, then this algorithm is instance optimal.

**Proof.** Let $f$ be an $n$-input Boolean function. Assume that there is a decision tree algorithm (randomized or deterministic) whose complexity for every input $x$ is $O(s(f,x))$. For the deterministic case we show that any algorithm $A$ that does not err must query $s(f,x)$.

---

8 We thank Scott Aaronson for bringing these results to our attention.
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location on \( x \): suppose that there is an index \( i \) such that \( f(x) \neq f(x \oplus e_i) \) that \( A \) does not query \( x_i \). Then, on input \( x \oplus e_i \) the algorithm \( A \) makes the same decision as on input \( x \) and thus must err.

For the randomized case, we show that any algorithm (that does not err with probability larger than \( 1/3 \) on any input) must query at least as many points in expectation as \( 2s(f,x)/3 \) on input \( x \) before deciding the output of the function.

Consider two input distributions: one with the point \( x \) and the other one is on \( s(f,x) \) points of the form \( x \oplus e_i \) for a random \( i \in [n] \) such that \( f(x) \neq f(x \oplus e_i) \). If an algorithm makes at most \( j \) queries, then the probability of distinguishing the two distributions is at most \( j/s(f,x) \). That is, the output distribution of such an algorithm when given one or the other distribution can differ by at most \( j/s(f,x) \). Therefore, if the expected number of queries the randomized algorithms makes on \( x \) is less than \( 2s(f,x)/3 \), then the expected difference is less than \( 2/3 \) which means that the algorithm will err with probability at least \( 1/3 \).

From this lemma we can obtain many results concerning the instance optimality of many algorithms. For instance, we can recover our results for the parity, addressing and lexicographic threshold functions.

The lemma actually holds for block-sensitivity as well (with essentially the same proof). But this still does not give a tight characterization, as there are functions where the block-sensitivity is lower than the randomized certificate complexity (by some polynomial factor) [1, 24].

3.2.2 Random Functions are Instance Optimizable

Consider the uniform distribution of Boolean functions, i.e. selecting at random one from the set of size \( 2^{2n} \) functions \( \{0,1\}^n \rightarrow \{0,1\} \). A random Boolean function \( f: \{0,1\}^n \rightarrow \{0,1\} \) is instance optimizable with probability \( 1 - 2^{-cn} \) for some constant \( c \) and the naive algorithm that reads the entire input is an instance optimal algorithm. A proof follows.

What we need to show is that for such a random function on all inputs any algorithm must read a large fraction of the bits.

For input \( x \in \{0,1\}^n \) consider all \( \binom{n}{2} \) elements at (Hamming) distance 2. We have that except with probability \( \ll 2^{-n} \) we will have at least \( \binom{n}{2}/4 \) values \( x' \) of distance 2 from \( x \) such that \( f(x) \neq f(x') \).

Consider first a deterministic algorithm for \( x \) that queries \( k \) locations. If the algorithm is not to err, then it must cover all those \( x' \)'s in the sense that it queries at least one of the two bits where \( x \) and \( x' \) differ. Now if it queries only \( k \in o(n) \) locations it can cover at most \( \binom{n}{2}/2 + k(n-k) \) such \( x' \), but this is much smaller than \( \binom{n}{2}/4 \).

To get a lower bound for a randomized algorithm, consider the set of locations that have probability at least \( 1/8 \) to be queried. If this set does not cover an \( x' \) at distance 2 from \( x \) where \( f(x') \neq f(x) \), then we have that the algorithm err with probability at least \( 3/4 \) when the input is \( x' \). So again we get that this set should be large and the expected number of location queried is \( \Theta(n) \). So, altogether, we get that on all inputs \( x \) an algorithm tailored for \( x \) must ask \( \Omega(n) \) queries and therefore the naive algorithm is instance optimal. This proves Item 5 of Theorem 1.3.

\[ \text{Remark 3.9.} \] It would have been nice if we could show the above claim (that random functions are instance optimizable) by showing that such functions have high block sensitivity on any input. But note that to use the union bound we need to get probability less than \( 2^{-n} \) and that just won’t work. Instead, we gave a direct proof.
3.2.3 A Separation From Deterministic Instance Optimality

As we have seen, deterministic instance optimality does not imply randomized instance optimality (e.g., the Majority function, Lemma 3.2 and 3.5). There are several examples for the other direction, utilizing cases where there is a difference between the worst case deterministic and randomized complexities. In particular the following example:

Lemma 3.10 (Item 2 of Theorem 1.3, second part). There exists a function that is $R$-instance optimal but not $D$-instance optimal.

Proof. Let $g(x_1)$ (where $|x_1| = n$) be a function for which $D(g) \in \Omega(n)$, $R(g) \in o(n)$ and $C(g) \in o(n)$ in the worst case. Such functions are known, for example Saks and Wigderson [46] or Ambainis et al. [5]. Let $\text{Parity}_\ell$ be the parity function of all the bits of the input string of length $\ell$. Let $x$ be the concatenation of $x_1$ and $x_2$, and let $f(x) = g(x_1) \oplus \text{Parity}_\ell(x_2)$ where we set $\ell = |x_2| = R(g)$. For this length we have $C(\text{Parity}_2) = R(g)$ on all inputs $x_2$.

Regarding the deterministic complexity of $f$, we have that $D(f) = D(g) + D(\text{Parity}_\ell) \geq D(g) \in \Omega(n)$. Similarly $C(f, x) = C(g, x_1) + C(\text{Parity}_\ell, x_2) \in o(n)$ and thus on the worst case input, the certificate outperforms the deterministic algorithm, and thus $f$ is not $D$ instance optimal.

On the other hand, in the randomized case: let $\Delta_g$ be the best randomized algorithm to evaluate $g$ in the worst case. Let $\Delta_{\text{Parity}_\ell}$ be the algorithm that evaluates $\text{Parity}_\ell$ by simply querying the entire input. Let $\Delta_f$ be the algorithm that evaluates $f$ by doing both $\Delta_g$ and $\Delta_{\text{Parity}_\ell}$. We have, for any $x$, $R(\Delta_f, x) = R(\Delta_g, x_1) + R(\Delta_{\text{Parity}_\ell}, x_2) \in O(R(g))$. Similarly $RC(f, x) = RC(g, x_1) + RC(\text{Parity}_\ell, x_2) \geq RC(\text{Parity}_\ell, x_2) \in \Omega(R(g))$ and thus $f$ is $R$-instance optimal.

3.3 Instance Optimality and Graph Properties

In this section we study the instance optimizability of a specific set of functions, ones that test graph properties. Our motivation comes from our example in Lemma 3.6 of a monotone function which is $R$-instance optimizable: the function is very “far” from being a graph property as the location of each bit greatly influences its effect on the outcome of the function. This raises the question of whether non-symmetry is necessary for $R$-instance optimizability of monotone functions.

As a first step, we ask the following question: if we restrict our attention to graph properties, then is it possible that having a certificate always “helps”? In Lemma 3.11 we show that it is not the case. Specifically, we give an explicit graph property that is instance optimal. The graph property that we use is the scorpion property. An $n$ vertex graph $G = (V, E)$ is a scorpion graph if it contains 3 special vertices: a vertex $b$ (body) of degree $n - 2$, a vertex $t$ (tail) of degree 2 and a vertex $s$ (sting) of degree 1. The tail is adjacent to both $b$ and $s$. Edges in between the remaining $n - 3$ vertices in $V \setminus \{b, s, t\}$ may be present or not.

Lemma 3.11 (Item 4 of Theorem 1.3). The scorpion graph property is $R$-instance optimal.

Proof. We first show that a deterministic algorithm can test whether a given graph is a scorpion graph with $O(n)$ queries. This is a result of Best et al. [9]. We provide a proof of this in Appendix A for completeness.

---

9 We consider finite and undirected graphs with neither self loops nor parallel edges. A graph property is an invariant that depends only on the abstract structure of the graph (and not on specific graph representations). See Section 2.3.
Claim 3.12 ([9]). Testing whether a given $n$ vertex graph is a scorpion graph takes at most $O(n)$ queries.

To complete the proof we show that on any instance $G$ the complexity is $\Omega(n)$:

Claim 3.13. For any graph $G$ the best randomized algorithm on $G$ that is correct on all inputs with probability at least $2/3$ must make $\Omega(n)$ queries in expectation.

Proof. Consider first a graph that is a scorpion. The sensitivity of such a graph is at least $n - 1$: there is a unique vertex that is the body (of degree $n - 2$). If any of its $n - 2$ adjacent edges is missing, then the graph ceases to be a scorpion. So as in the proof of Lemma 3.8 any correct algorithm must make $\Omega(n)$ queries in expectation. Consider now a graph that is not a scorpion. We partition its vertices into $n/3$ groups of triples and know that if for any one of the triples we completely change the neighborhood the triple can become the body, tail, and sting. So consider the following two distributions on graphs: one is simply $G$ the other one starts with $G$, picks a triple at random and changes the neighborhoods so they become the body, tail and sting. Differentiating between these two distributions implies that the number of triples touched (i.e. at least one edge in their neighborhood is queried) is close to $n/3$, but since each edge belongs to at most two triples we get that $\Omega(n)$ edges must be queried in expectation. ◁

3.3.1 Conjecture: monotone graph properties are not instance optimizable

One of the most famous conjectures in the literature of query complexity is the *easiveness conjecture* (a.k.a. the Aanderaa-Rosenberg conjecture). Roughly speaking, the conjecture says that for any non-trivial graph property any deterministic decision tree algorithm must query at least a constant fraction of all the edges (in the worst case). This conjecture was resolved by Rivest and Vuillemin [44]. In another version, called the *Aanderaa-Karp-Rosenberg conjecture* (AKR conjecture), the specific constant is also conjectured to be 1. This was resolved for graphs of prime power order (number of vertices) by Kahn, Saks and Sturtevant [35].

Yao [52, §4, Question (2)] asked whether an analogue of the Rivest-Vuillemin result holds for monotone graph properties and no-error randomized algorithms. Namely, whether a constant fraction of edges must be queried in expectation for any non-trivial monotone graph property by any randomized decision tree algorithm. The first result related to this question was of Yao [53] who showed a lower bound of $\Omega(n \cdot \log^{1/12} n)$. This was improved by King [36] and then by Hajnal [30] to $\Omega(n^{5/4})$ and $\Omega(n^{1/3})$, respectively. The currently best lower bound is $\Omega(n^{4/3} \cdot \log^{1/3} n)$ of Chakrabarti and Khot [13].

If the algorithm is allowed to make two-sided errors the best lower bound we are aware of is that of Jain and Zhang [33]. One could also pose a conjecture analogous to Yao’s for such algorithms:

Conjecture 3.14. Any randomized decision tree algorithm has to query a constant fraction of edges for any non-trivial monotone graph property $P$, even if it is allowed to make an error with probability $1/3$. That is, $R(P) = \Theta(n^2)$ for any non-trivial monotone graph property $P$ on $n$-vertex graphs.

We make a conjecture regarding instance optimality of graph properties, namely that every monotone graph property is not $R$-instance optimizable. That is, a randomized algorithm that gets a certificate will always be better than any randomized algorithm (that has no
certified) on some input. The examples we gave in previous sections do not rule out this conjecture: the scorpion property is not monotone, the lexicographic threshold function is not a graph property, and the majority function (which can be phrased as a graph property) is not $R$-instance optimizable. Recall that the majority function is $D$-instance optimal, so the conjecture is false for deterministic computation.

\section*{Conjecture 3.15. Every non-trivial monotone graph property is not $R$-instance optimizable.}

We do not know what is the relationship between Conjectures 3.14 and 3.15.

\section*{3.4 Composition of Instance Optimal Functions}

Given boolean function $f : \{0, 1\}^n \rightarrow \{0, 1\}$ and $g : \{0, 1\}^m \rightarrow \{0, 1\}$. The composition of $f$ and $g$, denoted $f \circ g : \{0, 1\}^{nm} \rightarrow \{0, 1\}$, is defined as the value of $f(g(x_1), \ldots, g(x_m))$ where each $x_i$ is an independent vector of $m$ bits. Most classical notions in query complexity (such as deterministic and certificate complexities, degree, sensitivity and more) are known to behave well under composition (see for example Tal [48, Lemma 3.1]). In this section we show that instance optimality, on the other hand, does not compose. That is, the composition of two instance optimal functions is not necessarily instance optimal.

\section*{Lemma 3.16 (Item 4 of Theorem 1.2 and Item 6 of Theorem 1.3). There exist two functions that are both strictly $D$-instance optimal and $R$-instance optimal, but their composition results in a function that is neither $R$ nor $D$ instance optimal.}

\section*{Proof.} Let $f : \{0, 1\}^n \rightarrow \{0, 1\}$ have input of the form: $(a_1, b_1), \ldots, (a_{n/2}, b_{n/2})$. The function $f$ outputs $b_i$ where $i$ is the first index for which $a_i = 1$. We also define $a_{n/2} = 1$, regardless of the true input. The lemma follows immediately from the claims below.

\section*{Claim 3.17. The function $f$ is strictly $D$-instance optimal.}

\section*{Proof.} Consider the naive algorithm that queries each $a_i$ in order until it finds an $i$ for which $a_i = 1$ and then queries $b_i$. WLOG suppose the naive algorithm outputs 0. Suppose towards a contradiction that there exists an algorithm $A$ that makes at most $k$ queries for some input $X$, while the naive algorithm makes $k + 1$ queries. We will show that by changing the values of bits that $A$ did not query we can make $A$ output the wrong value. If $A$ makes at most $k$ queries one of two things must be true:

1. For some $i < k$, $A$ does not query any one of $a_i$ and $b_i$.
2. $A$ doesn’t query $a_k$ or $A$ doesn’t query $b_k$. If Item 1 does not occur, then this must occur (since if for every $i < k$, $A$ queries either $a_i$ or $b_i$, then querying both $a_k$ and $b_k$ would require $k + 1$ total queries).

For the first case, if $a_i = b_i = 1$ then $A$ makes an error. For the second case, we have two options: either $A$ queries $a_k$ or $A$ queries $b_k$. Suppose $A$ queries $a_k$. Note that $a_k = 1$ since the naive algorithm makes $k + 1$ queries. If $b_k = 1$ then $A$ has made an error. For the second option, suppose $A$ queries $b_k$. If $a_k = 0$ but $a_{k+1} = b_{k+1} = 1$ then $A$ has made an error. Note that the maximum number of queries the naive algorithm makes is $k + 1 = \frac{n}{2}$ since we know automatically that $a_{n/2} = 1$.

\section*{Claim 3.18. The function $f$ is $R$-instance optimal.}

\section*{Proof sketch.} This is very similar to the proof of Lemma 3.6, that the lexicographic function is $R$-instance optimal. Essentially, any algorithm that is correct on $2/3$ of the input must query the $a_i$’s in order, since otherwise the input can be set to fool the algorithm.
\[
\text{\textit{Claim 3.19.}}\quad \text{For any algorithm} \; \Delta \in \Delta_{\text{iof}} \; (\text{i.e., that computes} \; f \circ f \; \text{on all inputs correctly with probability} \; 2/3) \; \text{there exists an input,} \; x, \; \text{for which} \; C(f \circ f, x) \in O(n) \; \text{while} \; R(\Delta, x) \in \Omega(n^{2}).
\]

The above claim implies that instance optimality does not compose in both the randomized and the deterministic case. This is true since our upper bound uses a deterministic decision tree while the lower bound is for any randomized decision tree.

\textbf{Proof.} Consider} \; f' \circ f", \; \text{where both} \; f' \; \text{and} \; f" \; \text{are} \; f \; \text{as defined above. Denote the input of} \; f' \; \text{by} \; \{a_{i,j}^{\text{out}}(\vec{x}_{1},1), b_{i,j}^{\text{out}}(\vec{x}_{1},1)\}, \ldots, \{a_{n/2}^{\text{out}}(\vec{x}_{n/2},1), b_{n/2}^{\text{out}}(\vec{x}_{n/2},1)\}, \text{and similarly the input of each} \; f" \; \text{by} \; \vec{x}_{i,j} = (a_{i}^{\text{in}}, b_{i}^{\text{in}}), \ldots, (a_{n/2}^{\text{in}}, b_{n/2}^{\text{in}}). \; \text{Note that} \; a_{i}^{\text{in}} \; \text{and} \; b_{i}^{\text{in}} \; \text{consists of a single bit. On the other hand} \; a_{i}^{\text{out}}(\vec{x}_{i,1}) \; \text{and} \; b_{i}^{\text{out}}(\vec{x}_{i,1}) \; \text{are functions on} \; n \; \text{bits.}

\text{Consider an input of the following form:} \; \text{for every} \; i, \; \vec{x}_{i,2} \; \text{has} \; a_{i}^{\text{in}} = 1 \; \text{and thus for all} \; i, \; b_{i}^{\text{out}}(\vec{x}_{i,2}) \; \text{can be computed in} \; O(1). \; \text{Suppose that for all} \; i \neq \frac{n}{2}, \; \vec{x}_{i,2} \; \text{has} \; b_{i}^{\text{out}} = 0, \; \text{and thus for all} \; i \neq \frac{n}{2}, \; \vec{x}_{i/2} \; \text{has} \; b_{i}^{\text{out}} = 1 \; \text{and thus} \; b_{i}^{\text{out}}(\vec{x}_{i/2}) = 1. \; \text{Suppose that for every} \; i, \; \vec{x}_{i,1} \; \text{has} \; a_{i}^{\text{in}} = 0 \; \text{for every} \; k \neq \frac{n}{2}, \; \text{and} \; a_{n/2}^{\text{in}} = 1 \; \text{and for all} \; i, \; \text{computing} \; a_{i}^{\text{out}}(\vec{x}_{i,1}) \; \text{requires} \; \Omega(n) \; \text{queries. Suppose there exists a single} \; i^{\ast}, \; \text{which is chosen uniformly at random from} \; [1, \frac{n}{2} - 1], \; \text{such that} \; \vec{x}_{i^{\ast},1} \; \text{has} \; b_{n/2}^{\text{out}} = 1 \; \text{and thus} \; a_{n/2}^{\text{out}}(\vec{x}_{n/2}) = 1. \; \text{Similarly, suppose} \; \vec{x}_{n/2} \; \text{has} \; b_{n/2}^{\text{out}} = 1 \; \text{and thus} \; a_{n/2}^{\text{out}}(\vec{x}_{n/2}) = 1. \; \text{For all} \; i \neq i^{\ast}, \; \vec{x}_{i,1} \; \text{has} \; b_{i}^{\text{out}} = 0 \; \text{and thus for} \; i \neq i^{\ast}, \; \frac{n}{2}, \; \text{we have} \; a_{i}^{\text{out}}(\vec{x}_{i,1}) = 0.

\text{Consider the following certificate algorithm: First the algorithm determines all of} \; b_{i}^{\text{out}}(\vec{x}_{i,2}). \; \text{To do this, for every} \; \vec{x}_{i,2} \; \text{the algorithm queries} \; a_{i}^{\text{in}}, \; b_{i}^{\text{in}}. \; \text{If for any} \; i \neq \frac{n}{2}, \; \text{either} \; a_{i}^{\text{in}} \neq 1 \; \text{or} \; b_{i}^{\text{out}} \neq 0 \; \text{then the input doesn’t match the certificate (and in this case the algorithm can query everything, and we don’t care about the number of queries). This requires} \; O(n) \; \text{queries, since for every} \; \vec{x}_{i,2} \; \text{the algorithm makes two queries and there are} \; O(n) \; \text{such} \; b_{i}^{\text{out}}. \; \text{Since for all} \; i < \frac{n}{2}, \; \text{the algorithm finds a single} \; i < \frac{n}{2} \; \text{for which} \; a_{i}^{\text{out}}(\vec{x}_{i,1}) = 1 \; \text{then with this certificate the output is 0. Thus the algorithm with a certificate can query all of the bits of} \; \vec{x}_{n/2} \; \text{in} \; O(n) \; \text{queries. If the certificate is truthfully all of the} \; a_{i}^{\text{in}} = 0 \; \text{except for} \; i = \frac{n}{2} \; \text{for which} \; a_{i}^{\text{out}}(\vec{x}_{i,1}) = 1 \; \text{and} \; b_{i}^{\text{out}} = 1 \; \text{and thus} \; a_{i}^{\text{out}}(\vec{x}_{i,1}) = 1 \; \text{(once again, if the queries do not match the certificate, then the certificate can query everything, and the number of queries is irrelevant). Thus the certificate algorithm outputs 0 in} \; O(n) \; \text{queries.}

\text{On the other hand any randomized algorithm without a certificate will take} \; \Omega(n^{2}) \; \text{queries. Suppose that for every} \; i \; \text{the randomized algorithm is given the value of each} \; b_{i}^{\text{out}}(\vec{x}_{i,1}), \; \text{without any queries. The output of the function is} \; 1 \; \text{if there exists an} \; i < \frac{n}{2} \; \text{for which} \; a_{i}^{\text{out}}(\vec{x}_{i,1}) = 1. \; \text{That is, the algorithm needs to output the OR function of} \; \frac{n}{2} - 1 \; \text{many} \; a_{i}^{\text{out}}(\vec{x}_{i,1}). \; \text{In order to compute a single} \; a_{i}^{\text{out}}(\vec{x}_{i,1}) \; \text{correctly with probability} \; \frac{2}{n} \; \text{any randomized algorithm must make at least} \; k \in \Omega(n) \; \text{queries due to Claim 3.18. That is} \; k = cn \; \text{for some constant} \; c. \; \text{Consider any randomized algorithm that makes at most} \; \frac{cn^{2}}{10} \; \text{queries. This algorithm can determine at most} \; \frac{cn^{2}}{10} = \frac{10n}{10} \; \text{many} \; a_{i}^{\text{out}}(\vec{x}_{i,1}) \; \text{correctly with probability} \; \frac{2}{n} \; \text{(since the input} \; \vec{x}_{i,1} \; \text{and} \; \vec{x}_{n/2} \; \text{are independent for each} \; i \; \text{and} \; i^{\ast}). \; \text{Suppose the algorithm has determined} \; \frac{10n}{10} \; \text{many} \; a_{i}^{\text{out}}(\vec{x}_{i,1}) \; \text{correctly with probability} \; 1 \; \text{(which is more than what any randomized algorithm can do). Since the single} \; i^{\ast} \; \text{that satisfies} \; a_{i}^{\text{out}}(\vec{x}_{i,1}) = 1 \; \text{is distributed uniformly at random among all the possible} \; \frac{n}{2} - 1 \; \text{many} \; i^{\prime}s, \; \text{and since any randomized algorithm knows the value of at most} \; \frac{10n}{10} \; \text{many} \; a_{i}^{\text{out}}(\vec{x}_{i,1}), \; \text{and since} \; \frac{10n}{10} \leq \frac{2}{5}(\frac{n}{2} - 1), \; \text{any randomized algorithm that makes at most} \; \frac{cn^{2}}{10} \; \text{will succeed with probability less than} \; \frac{2}{5}. \quad \lozenge
3.5 Testing Instance Optimality

In this section, we deal with the computational complexity of the problem of constructing and verifying instance optimal algorithms. The input is a function, i.e., the truth table and the output is a decision tree.

We give an algorithm\(^1\) \(U\) (for universal) that for a function \(f\) and an instance \(x\), outputs an optimal randomized certificate tree for \(f\) on \(x\). Thus, if one wants to test whether a given decision tree \(T\) is instance optimal for a problem \(f\), then it is enough to compare its complexity on input \(x\) to the complexity of the output of \(U\) on \(f\) and input \(x\) for every \(x \in \{0,1\}^n\). A different interpretation of \(U\) is that if one wants to prove that \(f\) is instance optimizable, then one has to give a decision tree that performs just as well as the decision tree generated by \(U\) for every input.

The running time of \(U\) for a problem \(f\) and input \(x\) is polynomial in the domain size of \(f\) and thus the total running time of testing whether a decision tree is instance optimal is a polynomial in the domain size of \(f\).

\[\text{Theorem 3.20 (Theorem 1.4 rephrased).} \] There exists an algorithm \(U\) that gets as an input a function \(f: \{0,1\}^n \rightarrow \{0,1\}\), and a certificate \(y\) for the input to the function, and generates in time \(2^{O(n)}\) a correct randomized decision tree \(T_y\) for \(f\) such that \(R(T_y, y) \in O(RC(f,y))\).

**Proof.** Let \(f: \{0,1\}^n \rightarrow \{0,1\}\) be a Boolean function and \(y \in \{0,1\}^n\) be a certificate for the input. For a subset \(S \subseteq [n]\) let \(y_S \in \{0,1\}^n\) be the incidence vector of \(S\), i.e., a string whose \(i\)-th bit is:

\[
(y_S)_i = \begin{cases} 
y_i & \text{if } i \notin S \\
\bar{y}_i & \text{if } i \in S
\end{cases}
\]

The algorithm \(U\) is given as Algorithm 1. On a high level, it uses the truth table of \(f\) to construct a linear program whose variables are all the possible inputs to \(f\) and the output is a set of \(n\) numbers \(p_1, \ldots, p_n \in [0,1]\) that correspond to the probability that the certificate verification tree should query the \(i\)th input bit.

Each such bit should be queried independently and the result is a non-adaptive verifier. The algorithm takes exponential time (its input is a function \(f\) whose description may be exponential and it solves an exponentially large linear program) but the representation of the decision tree is small – just a set of probabilities \(\{p_i\}\).

\(^1\) Throughout the paper the term “algorithm” was used synonymously with the term “decision tree”. In this section the term “algorithm” has a different meaning. Specifically, in this section the model the algorithm works in is RAM rather than the query model.
Algorithm 1 Randomized Decision Tree Generation Algorithm.

1: procedure \(U(f, y)\)
2: Solve the linear program
3: \[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{n} p_i \\
\text{subject to} & \quad 0 \leq p_i \leq 1, \forall 1 \leq i \leq n \\
& \quad \sum_{i \in S} p_i \geq 1, \forall S \subseteq [n] \text{ such that } f(y_S) \neq f(y)
\end{align*}
\]
4: end procedure

The certificate verification algorithm is:

1: Repeat \(c\) times:
2: for \(1 \leq i \leq n\) do
3: query \(x\) at location \(i\) with probability \(p_i\).
4: if the result is equal to \(y_i\) then continue.
5: else query \(x\) at all locations and output \(f(x)\).
6: end if
7: end for
8: output \(f(y)\).

First note that there is always a solution for the linear program by setting all the \(p_i\)'s to 1.

We begin by proving that Algorithm 1 satisfies correctness. Namely, that the resulting decision tree computes \(f\) correctly on every input (with sufficiently high probability). If \(y = x\), then clearly the decision tree generated by Algorithm 1 outputs the correct value with probability 1 (since \(f(x) = f(y)\)). Otherwise, assume that \(y \neq x\). Either the decision tree finds the differing point or not. In the former, it outputs \(f(x)\) as needed. In the latter, there are two cases again: either \(f(x) \neq f(y)\) or \(f(x) = f(y)\). In the latter, we are done again by construction.

We are left with calculating the probability that the differing point is not recognized in case \(f(x) \neq f(y)\). Let \(S = \{i_1, \ldots, i_k\} \subseteq [n]\) be a subset of size \(k \leq n\) of indices such that \(x_{i} \neq y_{i}\) for \(i \in S\). Algorithm 1 is wrong only if it does not query on any \(x_{i}\) such that \(i \in S\). But since \(f(y) \neq f(y_S)\) (since \(y_S = x\)) Algorithm 1 ensures that \(\sum_{i \in S} p_i \geq 1\). Let \(q_i = 1 - p_i\) (i.e., \(q_i\) is the probability that the decision tree does not query on \(x_i\)) and the probability of the algorithm being wrong is \(\prod_{i \in S} q_i\). By the inequality of arithmetic and geometric means, we get that

\[
\prod_{i \in S} q_i \leq \left( \frac{\sum_{i \in S} q_i}{k} \right)^k \leq \left( \frac{k-1}{k} \right)^k \leq e^{-1} < 0.4.
\]

Hence, Algorithm 1 succeeds with probability at least 0.6. By standard amplification (running the algorithm repeatedly \(c\) times and outputting \(f(y)\) only if there was never a disagreement), we get an algorithm whose success probability is at least 2/3.

To prove that Algorithm 1 is optimal in terms of the number of queries it makes, let \(T'\) be a randomized algorithm that computes \(f\). Assume towards contradiction that \(R(T', x) \in o(R(T, x))\), where \(T\) is the randomized decision tree generated by Algorithm 1. We will reach a contradiction by giving an input \(x'\) to \(T'\) for which it must error with probability...
at least $1/3$. By definition, $R(T, x) = \sum_{i=1}^{n} p_i$ and denote by $p'_i$ the probability that $T'$ queries $x_i$ (on input $x$). Since $R(T', x) \in o(R(T, x))$, there exists some $S \subseteq [n]$ for which $\sum_{i \in S} p'_i \in o(1)$ and $f(x) \neq f(x')$ where $x' = x_S$. This is true since otherwise the $p'_i$'s (times some constant) would be a solution to the linear program. Clearly, $T'$ computes $f$ correctly on $x'$ with probability at most $o(1)$, contradicting the assumption.

The conclusion is therefore that when given a function and a decision tree, in order to check whether the decision tree is instance optimal (with a given constant and some slackness) one may go over all inputs, for each one compute the certificate complexity as in Algorithm 1 and compare it to the complexity of the decision tree on that input. So only time proportional to polynomial in the truth table size is required.

Remark 3.21. Aaronson [1, Lemma 5] showed that there is a non-adaptive verifier whose query complexity is similar to the best adaptive verifier. While Aaronson starts with the adaptive verifier and defines from it a non-adaptive one, we construct the non-adaptive verifier directly from the function.

We leave open the question of the complexity of testing whether a given function is instance optimizable.

Question 3.22. What is the complexity of testing whether a given function $f$ is instance optimizable (within some $c$).

3.6 Instance Optimality of Proximity Property Testing

Consider instance optimality in proximity-to-property testing: the task in proximity property testing, as defined by Goldreich, Goldwasser and Ron [26] (see [25] for a current survey), is to decide whether an object has some property or whether it is far from having it (according to some measure of distance). This is actually a function with “don’t cares”: if the object is close to satisfying the property but does not satisfy it, then any answer is acceptable; in this sense it is different than the other functions considered in the paper which are full domain.

There are several examples and characterizations of problems that can be tested within query complexity that only depends on the proximity parameter (see, for example, [26, 3, 27]). In this case, when the proximity parameter is constant, the number of queries is also constant which means that every such property is “trivially” instance optimizable: both the tester that has a certificate and the tester that does not have it can decide the property within a constant number of queries.

We observe that these properties, namely the ones that are testable within a constant number of queries, are the only properties that are $R$-instance optimizable: the tester that gets a certificate can always efficiently check (using $O(1/\delta)$ queries sampled at random) that its certificate is $\delta/2$-close to the object. If the certificate satisfies the property or if it $\delta/2$ close to satisfying the property, then it outputs “accept”. Otherwise it outputs “reject”. Here, we are using the fact that we are allowing two-sided errors.

4 Unlabeled Certificates

In this section we switch gears and study the notion of unlabeled certificates (see Section 2.2 for formal definitions). In the previous section the competing algorithm received as a certificate the entire input (this can be though of as an “untrusted hint” where the hint is the entire input), whereas in this section the certificate is a permutation of the input (the “untrusted hint” is a permutation of the input, where the permutation is chosen adversarially).
The unlabeled certificate makes sense especially for functions that are symmetric under some class of permutations. For instance, if the input is a graph property, the unlabeled certificate will be an isomorphic copy of the graph. That means that the algorithm should always be correct (even if the unlabeled certificate is not an isomorphic copy of graph), but the runtime of the algorithm is only measured when the unlabeled certificate is indeed isomorphic to the graph.

We study both the worst case complexity and the instance complexity of unlabeled certificates. For the worst case, roughly speaking, suppose we have a graph property, and suppose we are given an isomorphic copy of the graph as a certificate. It turns out that there exists a function for which such a certificate helps almost as much as an unlabeled certificate can possibly help. See Section 4.1 for more details.

In the case of instance complexity of unlabeled certificates, we say a function is unlabeled instance optimal if there exists an algorithm that performs as well as the unlabeled complexity (up to a multiplicative constant) for every input. We show that the group of permutations considered is important. Specifically, the majority property is randomized unlabeled instance optimal (where the unlabeled certificate is simply the hamming weight, since the function is symmetric under any permutation of the input), whereas the graph property of having more edges than non-edges (now the group of allowed permutations are all isomorphisms of the graph) is far from being unlabeled instance optimal. See Section 4.2 for more details.

4.1 Unlabeled Certificates In the Worst Case

4.1.1 The Power of Unlabeled Certificates

We construct an example of a function (graph property) for which an algorithm that receives an isomorphic copy of the graph as a certificate outperforms any algorithm that has no certificate, thus showing a separation between algorithms receiving unlabeled certificates and algorithms with no certificate in the worst case. The separation is almost the largest possible.

\[ \text{Theorem 4.1 (Theorem 1.5 rephrased). There exists a graph property } f \text{ for which } \text{AC}(f) \in O(n \log n) \text{ while } R(f) \in \Omega(n^2). \]

That is, we show a function \( f \) for which \( R(f) \leq \tilde{\Omega}(\text{AC}(f)^2) \). Since \( D(f) \geq R(f) \), and \( \text{AC}(f) \geq \text{RAC}(f) \), we also know that there exists a function where \( D(f) \leq \Omega(\text{AC}(f)^2) \) and \( R(f) \leq \Omega(\text{RAC}(f)^2) \). Up to log factors, this example is tight in the deterministic setting since \( D(f) < C(f)^2 \) (see for example [34, Theorem 14.3]). In the randomized setting, the best known separation between \( R(f) \) and \( \text{RC}(f) \) is \( R(f) \in O(\text{RC}(f)^2) \), and improving this separation is a major open research problem. In fact, if \( D(f) \in O(\text{bs}(f)^2) \) then for all total functions \( f \), \( R(f) \in O(\text{RC}(f)^2) \), in which case our example is also tight in the randomized setting, up to log factors.

Our starting point in the construction is the property that every vertex has degree at least \( \log n \). If one has a labeled certificate of the graph, then for each vertex it is easy to check \( \log n \) neighbors and see that they indeed exist. But the problem with an unlabeled certificate is that there is no clear way to figure out who the vertices in the graph correspond to in the certificate and hence finding the \( \log n \) neighbors might be lengthy and require \( \Omega(n) \) queries per vertex. To overcome this we add some gadgets in order to uniquely define the vertices in a manner that allows to find their “identities” with relatively few queries.
Construction 4.2. The function outputs ‘1’ iff all of the following conditions holds:

1. There are exactly 2 vertices of degree 1, $T_1$ and $T_2$, both of which have an edge to a special vertex, denote this vertex by $P$.
2. There is a vertex of degree $n - 3$ that is adjacent to all vertices except $T_1$ and $T_2$. Call this vertex $B$.
3. Vertex $P$ is the root of a “binary tree” of size $10 \log n$. Every “right” child consists of an intermediate vertex. See Figure 1 where such a tree is shown. All vertices in the tree are also adjacent to $B$, this is not shown in the figure. Condition 4 is also shown in the figure.
4. There are 2 extra vertices, both adjacent to $P$’s right child, and one of which is also adjacent to $P$’s left child. This makes both of $P$’s immediate children also have degree 5. See Figure 1.
5. All the $10 \log n$ leaves have degree different than 5. This makes $P$ and its immediate children the only vertices of degree 5.
6. We call the set of remaining vertices ($n - O(\log n)$ in number) the “crowd” (denoted by $C$). The neighbor of every vertex in the crowd either also belongs to the crowd, or is a leaf of the tree described in Condition 3 or is the vertex $B$ from Condition 2. Furthermore, all vertices in the crowd must have degree at least $\log n$ on the subgraph induced by $C$ (that is, every vertex in $C$ must have at least $\log n$ neighbors also in $C$).\footnote{This condition can be replaced with any condition that can be solved in $O(n \log n)$ queries with a labeled certificate, but requires $\Omega(n^2)$ queries without a certificate.}
7. No two vertices in the crowd have the same neighborhood when restricted to the leaves of the tree. Note that this is possible since we have more than $\log n$ leaves.

Proof. Note that if the function outputs 1, then $T_1$ and $T_2$ are the only vertices of degree 1. Thus, once we find $T_1$ or $T_2$ we can also find $P$ in $O(n)$ queries by finding $T_1$’s (or $T_2$’s) only neighbor. If we know which vertex is $B$, then in $O(n)$ queries we can find $T_1$ and $T_2$, as they are the only vertices not adjacent to $B$. Once we find $P$ we can check if Condition 1 is
met by querying all of P’s neighbors, and for each one making $O(n)$ queries to see if their only neighbor is $P$. If only 2 of P’s 5 neighbors have this property then Condition 1 is met. Similarly once we find $P$, $T_1$ and $T_2$ we can check in $O(n)$ queries that Condition 2 is met by checking that one of $P$’s neighbor has degree $n - 3$ and is not adjacent to $T_1$ and $T_2$ as a neighbor. We can similarly check that Condition 4 is met in $O(n)$ queries given $P$. If we find a vertex, $v$, of degree 5 we can find $P$ in $O(n)$ queries by checking if $v$ has exactly two neighbors of degree 5, if it does then $v = P$, otherwise $v \neq P$ since $P$ has 2 neighbors of degree 5, and these two neighbors don’t have an edge between them.

The first phase of the algorithm is to find out either $T_1$, $T_2$ or $B$, and afterwards in $O(n)$ queries we also find $P$. We do this without using the unlabeled certificate similar to the way we check if a graph is a scorpion [9], see Appendix A. Start by picking an arbitrary vertex, $v$, and querying all of its neighbors. If $\text{deg}(v) \in \{1, 5, n - 3\}$ we are done, as $v$ must be $T$, $P$ (or one of $P$’s immediate children) or $B$ respectively. If $\text{deg}(v) > n - 3$ then output 0 since then we can’t have two vertices of degree 1. So assume $\text{deg}(v) \notin \{1, 5, n - 3, n - 2, n - 1\}$. Let $N_0$ denote the set of all of $v$’s neighbors, and let $N_1 = N_0 \setminus \{v\}$. Notice that if the function outputs 1 then $B \in N_0$ and $T_1, T_2 \in N_1$ since $T_1$ and $T_2$ are only adjacent to $P$, and $v \neq P$. Furthermore $P \in N_1$ because all of $P$’s neighbors have degree 1, 5 or $n - 3$. Iteratively pick $x \in N_0$ and $y \in N_1$, and make a query to see if $x$ is adjacent to $y$. If $x$ and $y$ are adjacent then $y$ can’t be $T_1$ or $T_2$ (since $T_1$ and $T_2$ only have an edge to $P$ which is also in $N_1$), so remove $y$ from $N_0$. If $x$ and $y$ are not adjacent then $x$ can’t be $B$ unless $y$ is $T_1$ or $T_2$, so remove $x$ from $N_0$. Eventually $N_0$ will be empty, in which case $y$ must be either $T_1$ or $T_2$. Thus in $O(n)$ queries we find $P$, and using $O(n)$ further queries we can check if Conditions 1, 2 and 4 are met.

Once we find $P$ we proceed to find the leaves of the tree in $O(n \log n)$ queries. If at any point the structure does not match the tree (each vertex having one child of degree 2 + 1 and one of degree 3 + 1, where the +1 if for the edge with $B$) output 0 (Condition 3). Once
we find the leaves of the tree, for each leaf we make \( n - 1 \) queries to check if each leaf has degree different than 5 (Condition 5) and to find the neighborhood of all the leaves. Having the neighborhood of each leaf allows us to check if Condition 7 is met, that no two vertices in the crowd have the same neighborhood when restricted to the leaves. If it is met then we can determine the isomorphism (for the vertices in \( C^{12} \)), between the unlabeled certificate and the true (labeled) certificate. Note that the leaves of the tree are distinguishable since we know exactly which is a right child and which is a left child due to the intermediate right children, and this allows us to determine the isomorphism. With the (labeled) certificate we can check if Condition 6 is met in \( O(n \log n) \).

Lower bound for randomized algorithms. It remains to show that the randomized complexity of this function is \( \Omega(n^2) \). Suppose the algorithm is given (without any queries) all of the vertices of degree less than \( \log n \), their neighbors, the vertex of degree \( n - 3 \), as well as being told which vertices are the leaves of the tree. Suppose that all conditions except 6 are met. It remains to check if Condition 6 is met – that all vertices in \( C \) have at least \( \log n \) neighbors also in \( C \). Consider the following two input distributions:

1. The vertices in \( C \) are split into 3 sets, \( C_1 \), \( C_2 \) and \( C_3 \), where \( |C_1| = \log(n) - 1 \) and \( |C_2| = |C_3| \in \Omega(n) \). The subgraphs induced by \( C_1 \) and \( C_3 \) are cliques, and every vertex in \( C_1 \) is connected to every vertex in \( C_2 \). For every vertex in \( C_2 \) we pick a vertex at random from \( C_3 \) and add an edge. Pick an edge uniformly at random from all edges that have one vertex in \( C_2 \) and one in \( C_3 \). Call the pair of endpoints of the edge the “marked pair”.

2. Same as distribution 1, except the edge which is the marked pair is removed.

For the first distribution Condition 6 is met, since every vertex in \( C_2 \) has degree \( \log n \) (on the subgraph induced by \( C \)) because it has \( \log n - 1 \) neighbors from \( C_1 \) and a single neighbor from \( C_3 \). In the second distribution Condition 6 is not met since there exists a single vertex in \( C_2 \) with degree \( \log n - 1 \).

Differentiating between the first distribution and the second distribution requires \( \Omega(n^2) \) queries: Suppose that the algorithm \( A \) that attempts to distinguish between the two cases is given the partition of the vertices in \( C \) into \( C_1 \), \( C_2 \) and \( C_3 \) “for free”, as well as being given for free that \( C_1 \) and \( C_3 \) are cliques. Furthermore, suppose that each query not only tells us if \((u,v)\) is an edge, but also tells us if \((u,v)\) is the marked pair. Note that the two distributions are identical, except that the second distribution does not contain the marked pair as an edge, and thus it is possible to tell apart the two distributions with any advantage (even if algorithm is allowed to err) if and only if the marked pair is queried.

Consider an arbitrary algorithm \( A \). Let \( N = |C_2| = |C_3| \in \Omega(n) \). At any point during the execution of \( A \), call a vertex \( u \in C_2 \) “unmatched” if its adjacent edge has not been discovered yet, call it “thin” if thus far \( A \) has made at most \( N \) queries that involve \( u \), and call it “thick” if \( A \) has made at least \( N/2 \) queries that involve \( u \). We can also think of the choice of the edges as well as the marked one as happening when the queries are made (principle of deferred decision): given an unmatched vertex \( u \) with \( q_u \) queries made so far, when a new slot is queried, it is matched with probability \( 1/(n - q_u - 1) \) and if it matched it is chosen as the marked one with probability proportional to the number of unmatched vertices.

\[ ^{12} \text{We do not have the full isomorphism, but we do know the mapping of the isomorphism for each of the vertices in the crowd – the vertices for which we want to check if they all have degree at least \( \log n \) on the subgraph induced on \( C \).} \]
We do not charge the algorithm for queries made to thick vertices: once a vertex $u$ becomes thick the next time $A$ decides to query $u$ it queries all the slots adjacent to it and gets the edge (or the marked pair); this modification does not result in a big change in the complexity, since it at most halves the total number of queries we charge $A$ for making in any given execution. Thus, when considering an execution of $A$, we assume it can only choose among thin vertices.

We will first show that if $A$ has made at most $q = \frac{1}{200}N^2$ queries so far, then the number of unmatched vertices is at least $N/2$ whp. Consider $q$ independent trials (corresponding to the queries), each successful with probability at most $2/N$ (a vertex becoming matched). By the Chernoff Bound, the probability that $q$ independent (and identical) trials, each successful with probability $\frac{2}{N}$ have more than $N/2$ successes is

$$\Pr[\text{More than } N/2 \text{ vertices become matched}] \leq 2^{-N/2}.$$ 

Thus any algorithm that thus far has made less than $\frac{1}{200}N^2$ queries, has at least $\frac{N}{2}$ unmatched vertices with high probability.

We conclude that under the assumption that the number of unmatched vertices is at least $N/2$ the probability that $A$ queries the marked pair in the next round is bounded by $4/N^2$: The probability that a given thin vertex $u$ is part of the matched pair is $\frac{N}{2}$ (since there are at least $N/2$ unmatched vertices), and given that we query a vertex that is part of the marked pair, the probability that we query the marked pair is at most $2/N$ (since $u$ is thin). So we get that the probability that $A$ finds the marked pair in $q$ rounds is bounded by $4q/N^2$ (union bound) plus the probability of not having $N/2$ unmatched vertices (which is negligible). So altogether, an algorithm operating with $q = \frac{1}{200}N^2$ queries has a limited probability of success and we get that the worst-case randomized complexity of $f$ (Definition 2.3) is $\Omega(N^2) = \Omega(n^2)$.

\begin{remark}
The technique or gadget used in the above construction in order to make each vertex unique has additional applications. For instance, it can be used to turn an arbitrary function into a graph property while the complexity increases by an additive $O(n \cdot \log n)$ factor, resulting in the first known graph property with separation between the deterministic and randomized complexity. We explore this in future work.
\end{remark}

## 4.2 Unlabeled Instance Optimality

### 4.2.1 Unlabeled Certificates of Majority

Our first example regarding unlabeled instance complexity is that while the majority function is not $R$-instance optimizable (Lemma 3.5), it is (almost) unlabeled $R$-instance optimizable. Namely, knowing the Hamming weight of the input does not help in significantly reducing the number of queries made to the input.\footnote{The majority is a symmetric function, and so in this case $\Gamma$ contains all permutations of the $n$ inputs, thus the full information is given by the hamming weight of the input.}

Here, the optimality ratio is super-constant, that is, the unlabeled decision tree has an asymptotic advantage over the standard decision tree but it is only doubly-logarithmic in the input size (and this is tight).

\footnote{We use the following form of Chernoff: $\forall t \geq 2e \mathbb{E}[X], \Pr[X \geq t] \leq 2^{-1}$. Indeed in this case $\mathbb{E}[X] = q \frac{N}{2} = \frac{N}{200}$. And $\frac{N}{2} > 2e \frac{N}{200}$.}
Lemma 4.4 (Item 1 of Theorem 1.6). The majority function is within \( O(\log \log n) \) of being unlabeled \( R \)-instance optimizable.

Proof. Consider an algorithm with an unlabeled certificate, which in the case of majority can be thought of as the number of 1’s in the input. Suppose that the Hamming weight is \( n/2 + \varepsilon n \). Then the algorithm must make at least \( \Omega(1/\varepsilon^2) \) queries to the input. This follows by fixing the distribution that with probability 1/2 outputs a random input of Hamming weight \( n/2 + \varepsilon n \) and with probability 1/2 outputs a random input of Hamming weight \( n/2 - \varepsilon n \). By the same fact we used in Lemma 3.5, \( \Omega(1/\varepsilon^2) \) queries are required to distinguish the two cases.

We show that without a certificate, we can work with almost the same number of samples: \( \Theta(1/\varepsilon^2 \cdot \log(1/\varepsilon)) \). The decision is obviously based on where the majority of the coordinates we read vote, but the issue is when to stop. This is a case of sequential hypothesis testing and the danger is that we are trying too many hypotheses and may fail in one of the trials, even though there is decent a probability of not failing in any particular one.

We use a recent result of Daskalakis and Kawase [15] who studied the following problem: Given sample access to an unknown distribution \( p \) over \( \{0, 1\} \) and an explicit distribution \( q \) over the same domain. How many samples are needed to reject the hypothesis “\( p = q \)” when \( p \neq q \), while never rejecting when \( p = q \). Daskalakis and Kawase showed that \( \Theta(1/d_{p,q}^2 \cdot \log \log(1/d_{p,q})) \) queries are needed and sufficient, where \( d_{p,q} \) is the total variation distance between \( p \) and \( q \). We sketch the upper bound directly for our case next.

The algorithm samples a coordinate \( i \leftarrow [n] \) uniformly at random and queries its input at \( i \). Let \( t \) be the number of queries made so far and let \( t_0 \) be the number of 0’s and \( t_1 \) the number of 1’s (where \( t_0 + t_1 = t \)). Whenever \( t \) is a power of 2, the algorithm decides whether to stop or go on:

1. if \( t \geq n \), read the whole input and output the majority value.
2. if \( t_0 > t/2 + 2\sqrt{t \cdot \log \log n} \), output the bit \( b \).

We need to show two properties of the algorithm. First, that after enough iterations, it stops with the right answer. Second, that the probability that it stops too early, before making enough queries, is small. For the latter, since our test is done only when \( t \) is a power of two, the test is performed at most \( \log n \) times. Thus, if we wish that no error will be made by stopping too early we need to reduce the probability of error per test to be at most \( 1/(3 \log n) \). Assume that the input has \( n/2 + \varepsilon n \) 1’s (the case with 0 majority is analogous).

We start by showing that the probability that the algorithm halts and outputs the wrong answer is small. Denote by \( T_b(t) \) the random variable corresponding to the number of \( b \)’s seen until query \( t \), for \( b \in \{0, 1\} \). \( T_b(t) \) is the sum of \( t \) independent random variables.) By a union bound, the probability that the algorithm makes a mistake at most

\[
\sum_{t=2^k} \Pr \left[ T_0(t) \geq \frac{t}{2} + 2\sqrt{t \cdot \log \log n} \right],
\]

where the sum is over all \( t \)'s that are powers of 2. We bound each of these terms separately using Chernoff’s bound.\(^{15}\) Since the input contains \( n/2 + \varepsilon n \) 1’s, it holds that \( \mathbb{E}[T_0(t)] = t/2 - \varepsilon t \).

\(^{15}\)We use the additive version of Chernoff’s bound [4, Appendix A.1]. Let \( X = \sum_{i=1}^n X_i \) be a sum of identically distributed independent random variables \( X_1, \ldots, X_n \in \{0, 1\} \). Let \( \mu = \mathbb{E}[X] = \sum_{i=1}^n \mathbb{E}[X_i] \). It holds that for \( a > 0 \), \( \Pr[X > \mu + a] \leq \exp(-2a^2/n) \).
Hence, for every $t \in [n]$:
\[
\Pr \left[ T_0^{(t)} \geq \frac{t}{2} + 2\sqrt{t \cdot \log \log n} \right] = \Pr \left[ T_0^{(t)} \geq \left( \frac{t}{2} - \epsilon t \right) + \left( \epsilon \sqrt{t} + 2\sqrt{\log \log n} \right) \cdot \sqrt{t} \right]
\leq \exp \left( -2 \left( \epsilon \sqrt{t} + 2\sqrt{\log \log n} \right)^2 \right)
\leq \exp \left( -8 \log \log n \right) \leq \log^{-8} n.
\]
Thus, the overall probability that the algorithm makes a mistake is less than $\log n \cdot \log^{-8} n < 1/3$.

We show that with probability at least $2/3$ our algorithm halts (with the correct output) after at most $t' = \min\{2n, 25(\log \log n)/\epsilon^2\}$ queries. This will finish the proof of the claim. Again, consider an input with $n/2 + \epsilon n$ 1’s. If $\epsilon$ is such that $t' \geq n$, then we are done. Otherwise, by the same Chernoff bound:
\[
\Pr \left[ T_1^{(t')} < \frac{t'}{2} + 2\sqrt{t' \cdot \log \log n} \right] = \Pr \left[ T_1^{(t')} \leq \left( \frac{t'}{2} + \epsilon t \right) - \left( \epsilon \sqrt{t'} - 2\sqrt{\log \log n} \right) \cdot \sqrt{t'} \right]
\leq \exp \left( -2 \left( \epsilon \sqrt{t'} - 2\sqrt{\log \log n} \right)^2 \right) < 1/3.
\]

### 4.2.2 Unlabeled Certificates of Graph Properties

Our next result is that there exists a graph property which is not unlabeled $R$-instance optimizable. It is our “old friend” the majority property, but this time the group of permutations $\Gamma$ considered is that of the vertices (rather than the edges), which demonstrates the significance of picking the most appropriate $\Gamma$.

#### Lemma 4.5 (Item 2 of Theorem 1.6).
There exists a graph property – majority of edges – which is not unlabeled $R$-instance optimizable. There is a distribution where any correct algorithm takes $\Omega(n^2)$ queries but an algorithm receiving an unlabeled certificate requires only $O(n \log n)$ queries.

**Proof.** The graph property is that the graph $G = (V, E)$ with $n$ vertices contains at least $\binom{n}{2}/2$ edges. The hard distribution for (certificateless) randomized decision trees will be a random graph that has either $\binom{n}{2}/2 + n$ edges or $\binom{n}{2}/2 - n$ edges.

On the one hand, a randomized algorithm that has no certificate cannot distinguish random graphs that have $\binom{n}{2}/2 + n$ edges from random graphs that have $\binom{n}{2}/2 - n$ edges unless it makes $\Omega(n^2)$ queries to the input and recovers a constant fraction of the graph. This is the fact we used in the proof of Lemma 3.5. The rest of the proof is devoted to showing that using an unlabeled certificate can significantly help.

We design a decision tree algorithm that has access to an unlabeled certificate and makes only $O(n \cdot \log n)$ queries to the input in expectation on the above distribution and decides the property correctly on all inputs with probability $2/3$. The algorithm works in two steps after which the algorithms recovers the *exact* graph (and not a permutation thereof) or figures out that it was given the wrong certificate. Then, we are back in the case of Lemma 3.5 where the (exact) certificate helps compared to the algorithm without the certificate.

Denote by $G = (V, E)$ the real graph we are querying and denote by $G' = (V, E')$ the permuted graph we have as a certificate. That is, $E' = \{(\pi(u), \pi(v)) \mid (u, v) \in E\}$ for some unknown permutation $\pi$. The first step of our algorithm is to sample a random set of $k = c \cdot \log n$ vertices $A = \{v_1, \ldots, v_k\}$ (for some large enough constant $c > 0$) and query all edges $(v_i, v_j)$ for all $i, j \in [k]$. We call the set $A$ the *anchor*. This costs at most $k^2 \in O(\log^2 n)$
queries. Denote by $G_A$ the induced subgraph that the algorithm just queried. The algorithm then tests how many isomorphic subgraphs there are to $G_A$ in $G'$. If there are no copies, we query all the edges in the graph, as the certificate is not a permutation of the input graph. If there is more than one copy, then we are unlucky (see below) and again we query all edges. If there is exactly one isomorphic subgraph, we have just identified the vertices in $A$ and we can use them as an anchor to identify the other vertices.

The next step of the algorithm is to query the input on all possible neighbors for each vertex in the anchor $A$. This costs $n \cdot k \in O(n \cdot \log n)$ additional queries. For a vertex $v \in V \setminus A$, let $v(A) = (E(v, v_1), \ldots, E(v, v_k))$ be the incidence vector w.r.t. neighborhood in $A$. For each such $v \in V \setminus A$, look for a vertex in the certificate with the same “fingerprint”, i.e., same list of vertices in $A$ (again, if we find no match, we output $\bot$).

At this point, the algorithm completely recovers the permutation between the input and the certificate and thus we are almost done: as in Lemma 3.5, the algorithm checks using $O(n)$ random queries that the input graph corresponds to the certificate; if it does the algorithm answers accordingly (i.e., by the majority of the edges of the certificate) and if not the algorithm queries all the edges and answers according to the result. By the correctness of Lemma 3.5 we get that the algorithm is correct with high probability.

The fact that the algorithm is efficient, that is, if it is given a permutation of the true graph then the expected number of queries it makes is $O(n \log n)$, follows from the two claims below. They show that we will indeed recognize the vertices in $A$ uniquely and then each other vertex in $V \setminus A$ (with very good probability). The overall complexity of the algorithm is $O(n \cdot \log n)$ queries with probability $1 - 1/n$ (the probability is over the distribution of the graphs and the random choices of the algorithm).

\[\text{Claim 4.6.} \quad \text{With all but } 1/n \text{ probability, there is only one induced subgraph of } G \text{ that is isomorphic to } G_A.\]

\[\text{Proof.} \quad \text{In Alon-Spencer [4, §10], Subsection titled ”THE PROBABILISTIC LENS: Counting Subgraphs” the following is shown. Let } G = (V, E) \text{ be a } G(n, p) \text{ graph (i.e., a graph on } n \text{ vertices with edge probability } p \in (0, 1)) \text{ and let } S \subseteq V \text{ be a subset of } k \text{ vertices. Let } G_S \text{ be the induced subgraph of } G \text{ to the vertices in } S. \text{ Then, the probability that there is an isomorphic copy to } G_S \text{ in } G \text{ besides the one induced by } S \text{ is at most } \sum_{g=1}^{t} \left(n^2 \cdot p^{1/3-k/6}\right)^g. \]

Letting $p = 1/2 \pm n/\binom{n}{2}$ and $k = 100 \log n$, we get that the above probability is bounded by $1/n^2$.

The above holds for a $G(n, p)$ graph while our graph is sampled from a different distribution. Our distribution is such that the given graph is a random one conditioned on having $\binom{n}{2}/2 \pm n$ edges. But, a random $G(n, p)$ graph has inverse-polynomial probability of ending up with $p \cdot \binom{n}{2}$ edges so we can get the result for these graphs by conditioning. More generally, it is known that random graphs with $m$ edges have similar properties to ones with edge probability $p = m/\binom{n}{2}$; see, for example, Frieze and Karonski [23, Lemma 1.2].

\[\text{Claim 4.7.} \quad \text{With probability less than } 1/n, \text{ there exist distinct } v, v' \in V \setminus A \text{ such that } v(A) = v'(A).\]
Proof. For every two distinct \( v, v' \in V \setminus A \) the probability that \( v(A) = v'(A) \) is \( 2^{-k} \). Applying a union bound over all possible such pairs, we get that there exist distinct \( v, v' \in V \setminus A \) such that \( v(A) = v'(A) \) with probability at most

\[
|V \setminus A|^2 \cdot 2^{-k} \leq n^2/2^{c \log n} \leq 1/n^2,
\]

where the last inequality follows for \( c > 4 \).

This concludes the proof that majority is not instance optimal in this sense.

Lastly, we show that even when considering graph properties (that is, the permutation group considered is over the vertices of the graph), there is a (monotone) graph property which is unlabeled \( R \)-instance optimizable:

**Lemma 4.8** (Item 3 of Theorem 1.6). There exists a monotone graph property (“there exists at least one edge”) which is unlabeled \( R \)-instance optimizable. But not labelling \( R \)-instance optimal.

**Proof.** The graph property is that the graph \( G = (V, E) \) contains at least one edge. Let \( n = |V| \), and let \( m \) be the number of edges. The instance optimal randomized decision tree algorithm is the one that just samples random edges in the graph (without repetition) and queries on them until it either finds an edge or until it exhausts all the edges in the graph. If the input graph has \( m \geq 1 \) edges, the expected number of queries the algorithm makes is bounded by \( \binom{n}{2}/m \).

In the unlabeled certificate case, we need to argue that for any \( m \in \{0, \ldots, \binom{n}{2}\} \) and any graph \( G \) no randomized decision tree algorithm given \( G' \), an isomorphic copy of \( G \), as an unlabeled certificate can be correct (on all graphs) with probability at least \( 2/3 \) by querying in expectation \( o \left( \binom{n}{2}/m \right) \).

Consider a distribution \( D_G \) on graphs such that with probability \( 1/2 \) the output is a random isomorphic copy of the graph \( G \) and with probability \( 1/2 \) the output is the empty graph (no edges at all). Consider the first \( k \) queries of any decision tree \( T \). We will argue that for \( k = \binom{n}{2}/(8m) \), with high probability \( T \) will not query any edge (when the graph it queries is a random isomorphic copy of \( G \)), and thus have no way of telling if the graph is indeed an isomorphic copy of \( G' \) or the empty graph. Note that as long as \( T \) doesn’t query any edges, \( T \) is non-adaptive. Since \( T \) makes \( k \) queries, the probability that it queries at least one edge is the same as the probability that a \( k \)-edge graph \( H \) and a random permutation of a \( m \)-edge graph \( G \) intersect. We argue that this is roughly on the order of \( km/n^2 \). More precisely, by a union bound and assuming the first \( i - 1 \) rounds returned no edges, if \( T \) makes \( k \) queries, then with probability at most:

\[
\sum_{i=1}^{k} \binom{m}{i} \cdot \frac{m}{\binom{n}{2}} - i + 1 \leq \frac{2mk}{n^2} - \frac{2m - 2k}{2k} \leq 1/4
\]

it will query an edge. Therefore, with probability at least \( 2/3 \) it will not query any edge and thus have no way of knowing whether the graph has an edge or not. This means that \( \Omega \left( \binom{n}{2}/m \right) \) queries must be made in expectation, same as the naive algorithm that does not get a certificate nor does it know \( m \) and therefore the property of having at least one edge is unlabeled \( R \)-instance optimizable.

The function is not labelling \( R \)-instance optimal, since if there exists one edge the algorithm with a (labeled) certificate requires only \( O(1) \) queries.
4.2.3 Labelling Instance Optimal

All instance optimal functions are also labelling instance optimal since for every \( x \) \( C(f,x) \leq AC(f,\Gamma,x) \leq D(f,x) \) and \( RC(f,x) \leq RAC(f,\Gamma,x) \leq R(f,x) \). We show that, up to log factors, the converse is not true; i.e., there exists a function that is within \( O(\log(n)) \) of being labelling \( D \)-instance optimal (resp. labelling \( R \)-instance optimal) but is not \( D \)-instance optimal (resp. \( R \)-instance optimal).

▶ Lemma 4.9 (Item 4 of Theorem 1.6). The function defined in Construction 4.2 is within \( O(\log(n)) \) of being labelling \( D \)-instance optimal, and labelling \( R \)-instance optimal, but is neither \( D \)-instance optimal nor \( R \)-instance optimal.

Proof. We know the function isn’t \( D \) nor \( R \) instance optimal since in the worst case the algorithm that has access to an unlabeled certificate does significantly better than the algorithm that has no certificate due to Theorem 4.1.

We will show that for every input \( RC(f,x) \in \Omega(n) \). Since for all inputs \( AC(f,x) \in \tilde{O}(n) \) both \( D \) and \( R \) instance optimality follows. Notice that all the conditions except for Condition 3 make a requirement about the degree of a given vertex (or multiple vertices). \( \Omega(n) \) queries are necessary to determine the degree of a given vertex with high probability. Condition 3 claims that we have a binary tree of size \( O(\log(n)) \) and thus this condition also requires \( \Omega(n) \) queries with a certificate.

4.2.4 Unlabeled Instance Optimality of Proximity Property Testing

It turns out that every proximity property, given an (unlabeled) certificate, can be done with at most \( \tilde{O}(\sqrt{n}) \) queries (with two-sided errors). This follows from a result of Fischer and Matsliah [22] who studied the query complexity of graph isomorphism in the proximity property testing model. One of their results determines the query complexity of this problem where one of the graphs is “known” to the algorithm and while allowing two-sided errors (this is in the dense graph model). They showed that, in this setting, \( \tilde{O}(\sqrt{n}) \) queries suffice and \( \Omega(\sqrt{n}) \) queries are necessary in general. Thus, in the unlabeled model, we can use this algorithm to first test proximity between the object and the given unlabeled certificate (using \( \tilde{O}(\sqrt{n}) \) queries). Then, if they are close, answer according to whether the certificate possess the property. If they are far, query the whole object and just compute the output precisely.

So, for a proximity property to be instance optimizable, it is necessary to prove that \( O(\sqrt{n}) \) queries are sufficient in the worst case.

5 Open Questions and Future Research

This work raises several open problems and research directions. Conjecture 3.15 is about the lack of monotone graph properties which are \( R \)-instance optimal.

▶ Conjecture 5.1 (Conjecture 3.15, repeated). Every non-trivial monotone graph property is not \( R \)-instance optimizable.

In section Section 3.5 we showed that given a truth-table representing a function, we can test if a given algorithm is instance optimal in time polynomial in the size of the truth-table. It remains open if we can test if a given function is instance optimizable in time polynomial in the size of the truth table. Another question is, given a decision tree (instead of a truth table), can we test whether the function it evaluates is instance optimizable.
Question 5.2 (Question 3.22, repeated). What is the complexity of testing whether a given function $f$ is instance optimizable (within some $c$).

As we observed in Section 3.6, there is a clean characterization of (randomized) instance optimality in the context of proximity testing. Also, we know that unlabeled certificates help (with properties which require many queries to test), but we do not have a full characterization.

Question 5.3. Are there unlabeled instance optimizable properties in the proximity testing model, with worst case complexity $\omega(1)$?

Another question is whether analogues of the Aanderaa-Rosenberg conjecture holds for unlabeled certificate decision tree complexity. The randomized variant of this question for monotone properties is also open.

Question 5.4. Can the result of Rivest and Vuillemin [44] be extended to algorithms with an unlabeled certificate? Namely, do deterministic decision tree algorithms require querying a constant fraction of the edges for any non-trivial monotone graph property, even given a permutation of the given graph?

In this work we considered two types of hints regarding the input, i.e. side information where the competing algorithm is measured only when it is correct: the full input and a permutation of the input. A natural question is what other types of hints are useful to study, e.g. partial inputs (that do not contain a certificate), such as the degree sequence.
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A  Efficiently Testing Scorpion Graphs

\textbf{Claim A.1 (Restatement of Claim 3.12, [9]).} Testing whether a given \( n \) vertex graph is a scorpion graph takes at most \( O(n) \) queries.

\textbf{Proof.} Let \( G = (V, E) \) be an \( n \) vertex graph. We give an algorithm that does at most \( O(n) \) queries to the graph \( G \). Denote by \( d(v) \) the degree of a vertex \( v \in V \). Observe that once we find one of the special vertices (i.e., the body, the tail or the sting), we can locate all other special vertices with at most \( 3n \) queries and then check that the graph is a scorpion graph. For example, once we find a vertex \( b \) with \( d(b) = n - 2 \), then the vertex must be the body (if the graph is a scorpion). Going over all the neighbors of \( b \) we locate the only vertex \( s \in V \) that is not a neighbor of \( b \). This must be the sting vertex (again, if the graph is a scorpion). Then, going over all the edges adjacent to \( s \), we locate the tail vertex \( t \) and verify that \( d(t) = 2 \). In total, we made \( 3n \) queries to the edges in \( G \). Thus, the goal now is to locate one of the special vertices.

We begin with an arbitrary vertex \( v \in V \). If \( d(v) \in \{0, n - 1\} \) then \( G \) is not a scorpion graph. Otherwise, if \( d(v) \in \{1, 2\} \) then either \( v \) is one of the special vertices or a neighbor of \( v \) is one of the special vertices. If \( d(v) = n - 2 \) then \( v \) must be the body vertex. In any such case we can identify all the special vertices and checking if the graph is a scorpion graph using at most \( 4n \) queries to \( G \).

Assume now that \( 3 \leq d(v) \leq n - 3 \). Denote by \( N_0 \) the set of neighbors of \( v \). Let \( N_1 = N_0 \setminus \{v\} \). The body of \( G \) (if \( G \) is a scorpion) must be in \( N_0 \) and the sting and the tail must be in \( N_1 \). At this point we iteratively choose \( x \in N_0 \) and \( y \in N_1 \) such that if \( (x, y) \in E \) then \( N_1 = N_1 \setminus \{y\} \) (as \( y \) can not be the sting) and choose a new \( y \in N_1 \), and otherwise (i.e., if \( (x, y) \notin E \)), \( N_0 = N_0 \setminus \{x\} \) (as \( x \) can not be the body unless \( y \) is the sting) and choose a new \( x \in N_0 \). This process terminates after at most \( n \) queries since after every query a vertex is deleted. Moreover, if \( G \) is a scorpion then at the end of the iterations \( N_0 = \emptyset \) and \( y \) is the sting. To see this, notice that the body can not be deleted from \( N_0 \) by any vertex in \( N_1 \) that is not the sting, and once the sting is encountered all the vertices in \( N_0 \) will be deleted. \hfill \triangleleft

B  Instance Optimality in Other Settings

The term “Instance optimality” was coined by Fagin, Lotem and Naor [19] in the context of finding items with the top \( k \) aggregate scores in a database of sorted lists.\footnote{We note that the term “Instance Complexity” has been used by Orponen et al. [42] in a different meaning, one related to Kolmogorov Complexity.} It has appeared in the theoretical computer science literature in several other contexts and forms. Here are a number of examples:

- **Competitive online analysis.** The competitive ratio of an algorithm \( A \) is its worst case performance relative to the best offline (see [11, 21]). This is a slightly different form of instance optimality since the comparison here is to an algorithm that is not necessarily from the same class.

- **Approximation algorithms.** Comparing the size (or value) that the best algorithm can find to the one the approximating algorithm finds.

- **Self-adjusting data structures.** Is it possible to construct an optimal binary search tree, i.e., with smallest possible search time, for an access sequence given online? Sleator and Tarjan [47] conjectured that Splay Trees are instance optimal in this sense and resolving it has been a central issue in the area. See also Demaine et al. [16].
Database operations. Demaine et al. [17] studied the problem of finding intersections, unions, or differences of a collection of sorted sets. While the worst-case complexity of these problems is straightforward, they consider algorithms whose complexity depends on the particular instance.

Computational geometry. Baran and Demaine [7] gave an instance optimal algorithm for the nearest-point-on-curve problem (where one needs to find a point on a curve that is nearest to a given point). Instance optimal algorithms for convex hull and set maxima were given by Afshani et al. [2]. Their notion is particularly related to the unlabeled model we consider in Section 4, where the algorithm is competing against the best one for the given set of points in some order.

Learning Theory. A fundamental question in learning theory is to produce an accurate as possible approximation of an unknown distribution (over a discrete support) given independent draws from it. Valiant and Valiant [50] gave an algorithm that outputs an approximation whose expected distance from the real distribution is equal to the minimum possible expected error that could be obtained by any algorithm that knows the true yet unlabeled distribution and simply needs to assign labels. Another work of Valiant and Valiant [51] studied the identity testing problem: Given the explicit description of a distribution, decide whether a set of samples was drawn from it or from a distribution with some distance from it. They gave an algorithm in which the number of queries depends on the given distribution.

Distributed computing. A series of works studied the possibility of instance optimal algorithms for eventual Byzantine agreement (a.k.a. Consensus) and simultaneous Byzantine agreement [18, 38, 31]. In these problems the inputs are the votes of the players and the failure pattern. They provided several positive and negative results for various notions of instance optimality appropriate for the setting.

Cryptography. The notion of precise zero knowledge bounds the knowledge gained by a player in terms of its actual computation rather than standard zero knowledge that bounds the knowledge of a player in terms of his potential computational power (see Micali and Pass [37]).

In this work, we concentrated on cases where the domain is full and there is no promise regarding the input (as opposed to, say the work of Fagin et al. [19], where the assumption is that each column is sorted).
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1 Introduction

The study of relativized complexity classes originally aspired to shed light on the structural relationships between unrelativized complexity classes. However, it was soon realized that many interesting complexity classes have contradictory relativization results. For instance, Baker et al. [9] showed that there exist oracles $A$ and $B$ such that $P^A = NP^A$ and $P^B \neq NP^B$.

Subsequent works sought to circumvent this difficulty by considering relativized worlds where the oracle is sampled from a “natural” distribution, and thereby avoid specially-crafted oracles that can force an equality/inequality on the complexity classes being compared. For instance, Bennett and Gill [20] proved that, with probability 1 over a random oracle $R$, it holds that $P^R \neq NP^R \neq co-NP^R$ and $P^R = BPP^R$. Since these relativization results agreed with what people believed to be true in the unrelativized case, Bennett and Gill proposed the Random Oracle Hypothesis, which states that structural relationships between complexity classes that hold with probability 1 over a random oracle also hold in the unrelativized case. However, this hypothesis was later disproved by Chang et al. [22], who showed that, with probability 1 over a random oracle $R$, $IP^R \neq PSPACE^R$. (We know that, without oracles, $IP = PSPACE$ [34, 41].)
These works indicate that, in general, relativization results are not helpful for understanding the relationships between unrelativized complexity classes. At best they provide us with relativization barriers, which nowadays are not considered so strong since we know of non-relativizing techniques.

1.1 New motivation: the efficiency of probabilistic proofs

We revisit relativization with a new motivation: the efficiency of probabilistic proofs. Superficially, relativization and probabilistic proofs seem unrelated. Yet they are deeply connected, as we explain.

Probabilistic proofs such as interactive proofs [28] and probabilistically checkable proofs [8] have played important roles in the study of hardness of approximation since the seminal work of [25]. In recent years, they became the subject of intense study due to their application to constructing highly-efficient cryptographic proofs (such as succinct arguments), and a major research goal today is to improve the efficiency of probabilistic proofs. We now illustrate, via an example, how relativization results tell us important facts about the efficiency of probabilistic proofs.

Example 1. Let \( H_s : \{0,1\}^{|s|} \rightarrow \{0,1\}^{|s|} \) be a family of “hash functions” (the precise security property in this discussion is unimportant), and consider the following NP language:

\[
L_s = \{(n,y) \in \mathbb{N} \times \{0,1\}^{|s|} \mid \exists x \in \{0,1\}^{|s|} \text{ s.t. } H_s^n(x) = y\}.
\]

The efficiency measures (proof length, randomness complexity, query complexity, and others) of a PCP for the language \( L_s \) typically depend on the size of an arithmetic circuit that iteratively applies \( H_s \), for \( n \) times, to a candidate witness \( x \) and checks if the result is \( y \). The size of such a circuit is \( \Omega(n \cdot |H_s|) \), i.e., it depends on the size of a circuit for expressing the computation of \( H_s \). Since there are many NP languages of interest to practitioners that involve cryptographic computations such as hash functions, researchers have been designing specialized families of hash functions that can be represented via small arithmetic circuits [6, 2, 29, 4, 3, 30].

We ask: is optimizing the arithmetic circuit complexity of hash functions necessary?

We now explain why the answer to this question is connected to relativization statements about probabilistic proofs. Informally, suppose that for any family of hash functions \( H \) it holds that \( \text{NP}^H \subseteq \text{PCP}^H \). In other words, every language that can be decided by a nondeterministic polynomial-time machine that makes oracle calls to a hash function has a PCP verifier that may make oracle calls to the same hash function. Now the “oracle language” \( L = \{L_s\}_{s \in \{0,1\}^*} \), which is in the relativized complexity class \( \text{NP}^H \), can be decided via a computation that involves \( n \) calls to the hash function but does not depend on the complexity of the hash function itself (as this computation happens inside the oracle). Hence, since we assumed that \( \text{NP}^H \subseteq \text{PCP}^H \), we can obtain a probabilistic proof for \( L \) whose efficiency does not depend on the complexity of the hash function (which is wonderful).

In sum, probabilistic proofs that “relativize with respect to hash functions” obviate the need to design hash functions with small complexity and, conversely, negative results about such relativizations provide strong evidence that efforts to design “PCP-friendly” hash functions are inherent.

The above example illustrates a general connection. On the one hand, constructing probabilistic proofs in relativized worlds could provide drastic efficiency improvements to probabilistic proofs. On the other hand, ruling out probabilistic proofs in relativized worlds
would provide a complexity-theoretic justification for why practitioners may be “stuck” with the task of designing “PCP-friendly” realizations of various functionalities (hash functions, signatures, encryption, and so on).

1.2 Our question: are there PCPs for computations in relativized worlds?

We initiate the systematic study of probabilistic proofs for relativized computations. In this work an oracle is a collection \( \mathcal{A} = \{\mathcal{A}_n\}_{n \in \mathbb{N}} \) where each \( \mathcal{A}_n \) is a distribution over functions on \( n \)-bit inputs. A sample from \( \mathcal{A} \) is a function \( A: \{0,1\}^* \rightarrow \{0,1\}^* \) obtained by sampling a function \( f_n \) from each \( \mathcal{A}_n \) and then setting \( A \) to equal \( f_n \) for \( n \)-bit inputs. (See Section 2.1 for definitions.)

We wish to understand for what oracles \( \mathcal{A} \) there are probabilistically checkable proofs (PCPs) in a relativized world where all machines have oracle access to a sample from \( \mathcal{A} \). Below we make this question more precise, distinguishing between the case of PCPs for relativized nondeterministic computations (“do PCPs provide any savings in witness length?”) and the case of PCPs for relativized deterministic computations (“do PCPs provide any savings in computation length?”).

The complexity classes that we study are the natural relativized extensions of DTIME, NTIME, and PCP. Note that complexity classes relative to an oracle \( \mathcal{A} \) are sets of oracle languages (see Definition 11) rather than sets of languages, because the sample from \( \mathcal{A} \) affects whether a particular instance is in the language or not. The informal definitions below are made precise in Section 2.4.

\[
\begin{array}{ll}
\text{DTIME}(t(n))^A & \text{oracle languages that are decidable by a deterministic machine that runs in time } O(t(n)) \text{ and has oracle access to a sample from } \mathcal{A} \\
\text{NTIME}(t(n))^A & \text{oracle languages that are decidable by a nondeterministic machine that runs in time } O(t(n)) \text{ and has oracle access to a sample from } \mathcal{A} \\
\text{PCP}(t(n), q(n))^A & \text{oracle languages that are decidable by a PCP verifier that runs in time } O(t(n)), \text{ makes } O(q(n)) \text{ queries to a proof string, and has oracle access to a sample from } \mathcal{A} \\
\end{array}
\]

We introduce two incomparable questions, which concern the (im)possibility of “non-trivial” PCPs for relativized nondeterministic computations and for relativized deterministic computations.

1. PCPs for NTIME. For every oracle \( \mathcal{A} \) it holds that \( \text{NTIME}(t(n))^A \subseteq \text{PCP}(t(n), t(n))^A \) because a PCP verifier can read in full a witness provided in the PCP proof, and then run the nondeterministic decider on the witness. We ask: for what oracles \( \mathcal{A} \) can we have any non-trivial improvement on this trivial inclusion? Namely, we consider PCP verifiers that may make \( o(t(n)) \) queries to the PCP proof, which in general prevents the PCP verifier from reading a witness from the PCP proof. We additionally allow the PCP verifier to incur a polynomial blow-up in running time: it may run in time \( \text{poly}(t(n)) \), and in particular can make \( \text{poly}(t(n)) \) queries to the sample from \( \mathcal{A} \). (The queries to the PCP proof are still \( o(t(n)) \).) This amounts to asking:

Given an oracle \( \mathcal{A} \), is it the case that \( \text{NTIME}(t(n))^A \subseteq \text{PCP}(\text{poly}(t(n)), o(t(n)))^A \) ?

We will say that an oracle \( \mathcal{A} \) separates NTIME and PCP if the answer to this question is negative.

2. PCPs for DTIME. For every oracle \( \mathcal{A} \) it holds that \( \text{DTIME}(t(n))^A \subseteq \text{PCP}(t(n), 0)^A \) because a PCP verifier can simply run the deterministic decider. We similarly ask: for what oracles \( \mathcal{A} \) can we have any non-trivial improvement on this trivial inclusion? Namely,
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we consider PCP verifiers that run in time \(o(t(n))\), which in general prevents a PCP verifier from simply running the deterministic decider. We additionally allow the PCP verifier to ask any number of queries to the proof or to the sample from \(\mathcal{A}\) (as bounded by its running time). This amounts to asking:

\[
\text{Given an oracle } \mathcal{A}, \text{ is it the case that } \text{DTIME}(t(n))^\mathcal{A} \subseteq \text{PCP}(o(t(n)), o(t(n)))^\mathcal{A}^F
\]

We will say that an oracle \(\mathcal{A}\) separates DTIME and PCP if the answer to this question is negative.

What is known? Recall that, for unrelativized complexity classes, we have excellent PCPs. All nondeterministic computations have a constant-query PCP verifier that runs in polylogarithmic time: \(\text{NTIME}(t(n)) \subseteq \text{PCP}(\text{poly}(n, \log t(n)), O(1))\) [24, 19, 37]. In particular, PCPs simultaneously provide exponential savings in witness length and in computation length.

However, for relativized complexity classes, known relativization results tell us very little. The main relevant prior work is by Hartmanis et al. [31], who claim that, with probability 1 over a random function \(R: \{0, 1\}^* \rightarrow \{0, 1\}\), \(\text{NP}^R \not\subseteq \text{PCP}(\text{poly}(n), \log n)^R\). This provides a negative result for the special case where \(\mathcal{A}\) is a “random oracle”, \(t(n)\) is polynomially bounded, and the PCP verifier makes \(O(\log n)\) queries to the PCP proof. (In Section 1.4 we discuss other related work.)

However, even for the case of a random oracle, our goal is to rule out any non-trivial PCP for any nondeterministic computation (ruling out any savings in witness length), and also for any deterministic computation (ruling out any savings in computation length, even if there is no witness).

More generally, we are interested to answer these questions for oracles beyond random oracles.

Some intuition. If the PCP verifier could “learn” the oracle in a small number of queries, then we may be able to rely on known techniques to construct PCPs for unrelativized computations because each oracle call could be replaced by a subroutine that simulates the learned oracle. Conversely, if the oracle is “hard” to learn, then known techniques do not seem to apply because it is not clear how they could deal with oracle calls, and so we may expect that non-trivial PCPs in this case are impossible. Our goal will be to show that, for hard-enough oracles, non-trivial PCPs are indeed impossible (regardless of the techniques that could be used to construct the PCPs).

Beyond PCPs. There are several models of probabilistic proofs beyond PCPs, such as interactive proofs (IPs) [28], interactive PCPs (IPCPs) [33], and interactive oracle proofs (IOPs) [18, 39]. One may ask: why do we focus only on PCPs in our presentation? The answer is that, for the goals of this paper, the PCP model is equivalent to the IOP model (see Remark 6), and the IOP model subsumes the other models as special cases. So, for the goals of this paper, it suffices to study PCPs. All results in Section 1.3 directly translate to IPs, IPCPs, and IOPs.

1.3 Our results

We prove that, for several oracles of cryptographic interest, non-trivial PCPs for relativized computations do not exist – this holds both for deterministic computations (DTIME) and for nondeterministic computations (NTIME). Moreover, we establish several structural results about “hard oracles” for PCPs. These initial results provide us with valuable insights into the efficiency limitations of PCPs, and provide a useful starting point for further investigations into this new direction.
We now summarize our results in more detail.

(1) Random functions. We begin with the oracle that intuition suggests is the “hardest” oracle for PCPs because it is “maximally unlearnable”, the random oracle. Namely, we consider the oracle $\mathcal{R} = \{\mathcal{R}_n\}_{n \in \mathbb{N}}$ where each $\mathcal{R}_n$ is the uniform distribution over all functions $R_n : \{0,1\}^n \rightarrow \{0,1\}$. Our first result shows that the intuition is correct, i.e., we prove that the oracle $\mathcal{R}$ separates $\text{DTIME}$ and $\text{PCP}$ and also separates $\text{NTIME}$ and $\text{PCP}$.

$\blacktriangleright$ Theorem 2 (informal). Let $\mathcal{R}$ be the random oracle. For any $t : \mathbb{N} \rightarrow \mathbb{N}$,

$$\text{DTIME}(t)^\mathcal{R} \not\subseteq \text{PCP}(o(t), o(t))^\mathcal{R} \quad \text{and} \quad \text{NTIME}(t)^\mathcal{R} \not\subseteq \text{PCP}(\text{poly}(t), o(t))^\mathcal{R}.$$  

The above theorem tells us that we cannot, in general, expect to construct PCPs for cryptographic computations that involve random oracles, such as Fiat–Shamir signatures [26]. The natural alternative would be to somehow instantiate the random oracle, and incur, within the PCP, the cost of the hash function used in place of the random oracle. This is indeed what Valiant [43] did in his construction of incrementally verifiable computation (IVC): Valiant needed to construct a PCP for the computation of a SNARK verifier that uses random oracles and, lacking suitable PCPs for this relativized computation, considered instead the SNARK verifier obtained by instantiating the random oracle. Our Theorem 2 rules out PCPs for computations that use random oracles, and in particular gives strong evidence that Valiant’s approach was in some sense justified.

One may argue that, while they give us useful insights, random oracles do not tell us much about other oracles because they are too special in that they have no structure. We now consider two oracles with structure: one with group structure and another with low-degree structure.

(2) Random generic groups. Many group-based cryptographic primitives are stated (and sometimes also analyzed) with respect to a generic group. This means that the primitive relies only on the fact that a certain prime-order group is available but does not rely on whether the group is instantiated, say, with a multiplicative subgroup of a finite field or an elliptic curve group. This motivates the question of whether there are PCPs with respect to a random (generic) group oracle, which is the oracle $\mathcal{O} = \{\mathcal{O}_n\}_{n \in \mathbb{N}}$ where each $\mathcal{O}_n$ is a random presentation of a group of order $n$. We prove that the answer is negative, i.e., that the oracle $\mathcal{O}$ separates $\text{NTIME}$ and $\text{PCP}$.

$\blacktriangleright$ Theorem 3 (informal). Let $\mathcal{O}$ be the random group oracle. For any $t : \mathbb{N} \rightarrow \mathbb{N}$,

$$\text{NTIME}(t)^\mathcal{O} \not\subseteq \text{PCP}(\text{poly}(t), o(t))^\mathcal{O}.$$  

The above theorem tells us that, in general, the representation of a group matters to a PCP. For example, if we return to the iterative hash computation of Example 1 and set the hash function to be the Pedersen hash function (a function that is collision resistant over any group where extracting discrete logarithms is hard), we should pick a group tailored to the PCP at hand. This is consistent with the fact that applied cryptographers working with probabilistic proofs have had to carefully design group instantiations for such computations.

---

1 More generally, we consider the uniform distribution over functions $R_n : \{0,1\}^n \rightarrow \{0,1\}^{\ell(n)}$ for some $\ell(n)$. 

---
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E.g., Jubjub [44] is an elliptic curve in the Zcash cryptocurrency that is used to instantiate a Pedersen hash function in a way that is “friendly” to probabilistic proofs. Our theorem provides strong evidence that these efforts are necessary.

(3) Random low-degree functions. Probabilistic proofs are typically achieved by relying on low-degree functions that encode information associated to the computation being checked. This fact extends to relativized complexity classes in the sense that results such as IP = PSPACE algebrrize with respect to every oracle [1]. In the language of this paper, this means that for every oracle \( \mathcal{A} \), it holds that \( \text{PSPACE}^\mathcal{A} \subseteq \text{IP}^\mathcal{A} \) where \( \mathcal{A} \) is the low-degree extension of \( \mathcal{A} \) (each sample in \( \mathcal{A} \) is replaced with some low-degree extension of it).

However in this paper we are interested to understand relativization results, not algebrization results, and the above discussion raises the question of what happens when we compare \( \text{DTIME}/\text{NTIME} \) and \( \text{PCP} \) in a relativized world where the oracle is a random low-degree function. Namely, we consider the oracle \( \mathcal{P} = \{ \mathcal{P}_n \}_{n \in \mathbb{N}} \) where \( \mathcal{P}_n \) is the uniform distribution over all low-degree polynomials on \( n \) variables (for given field and degree parameters). Note that \( \mathcal{P} \) can be viewed as a low-degree extension of the random oracle \( \mathcal{R} \).

We prove that \( \mathcal{P} \) separates \( \text{NTIME} \) and \( \text{PCP} \).

**Theorem 4 (informal).** Let \( \mathcal{P} \) be the random low-degree oracle. For any \( t : \mathbb{N} \rightarrow \mathbb{N} \),

\[
\text{NTIME}(t)^\mathcal{P} \not\subseteq \text{PCP}(\text{poly}(t), o(t))^\mathcal{P}.
\]

Interlude on separation types. We have so far considered relativized complexity classes in which a single machine is granted oracle access to a sample \( A : \{0, 1\}^* \rightarrow \{0, 1\}^* \) from the oracle \( \mathcal{A} \), and is required to “work” for the language defined by \( A \) with probability 1 over the choice of \( A \). For example, \( \text{DTIME}(t)^\mathcal{A} \) is the class of all oracle languages \( \mathcal{L} = \{ L_A \}_{A \in \mathcal{A}} \) for which there exists a deterministic machine \( M \), which runs in time \( O(t(n)) \), such that

\[
\Pr_{A \leftarrow \mathcal{A}} \left[ M^A \text{ decides the language } L_A \right] = 1.
\]

We use analogous definitions for \( \text{NTIME} \) and \( \text{PCP} \), as discussed in Section 2.4. We consider these definitions to be the natural ones to use for the goals of this paper. We sometimes refer to separations between these complexity classes as \textit{uniform separations}, to distinguish them from those below.

We could alternatively study separations where all machines are allowed to \textit{non-uniformly depend} on \( A \), thereby granting all machines more power. In this direction, there are two natural definitions.

- **Somewhere separation.** We say that \( \mathcal{A} \) provides a somewhere separation for \( \text{DTIME} \) and \( \text{PCP} \) if there exists \( A \in \mathcal{A} \) such that \( \text{DTIME}(t)^A \not\subseteq \text{PCP}(o(t), o(t))^A \). And similarly for \( \text{NTIME} \).

- **Almost-everywhere separation.** We say that \( \mathcal{A} \) provides an almost-everwhere separation for \( \text{DTIME} \) and \( \text{PCP} \) if \( \text{DTIME}(t)^A \not\subseteq \text{PCP}(o(t), o(t))^A \) holds with probability 1 over a random choice of sample \( A \leftarrow \mathcal{A} \). (Note that this leaves open the possibility that there is no separation for a set of functions of measure 0 in \( \mathcal{A} \).) And similarly for \( \text{NTIME} \).

An almost-everywhere separation is, in general, strictly stronger than an a somewhere separation. However, the relation between these and uniform separations is not a priori clear.

We provide clarity on this comparison: in the full version we prove that uniform separations are equivalent to somewhere separations, at least when comparing \( \text{DTIME}/\text{NTIME} \) and \( \text{PCP} \). Namely, we prove that, for any oracle \( \mathcal{A} \), \( \text{DTIME}(t)^A \not\subseteq \text{PCP}(o(t), o(t))^A \) if and only if there exists a function \( A \) in \( \mathcal{A} \) such that \( \text{DTIME}(t)^A \not\subseteq \text{PCP}(o(t), o(t))^A \). And similarly for \( \text{NTIME} \).
Almost-everywhere separation for random functions. For the random oracle $\mathcal{R}$, we strengthen the separations in Theorem 2 to almost-everywhere separations (via a different, longer proof). We learn that the random oracle $\mathcal{R}$ is particularly “hard” for PCPs.

▶ Theorem 5 (informal). Let $\mathcal{R}$ be the random oracle. For any $t: \mathbb{N} \rightarrow \mathbb{N}$,

$$
\Pr_{\mathcal{R} \leftarrow \mathcal{R}} \left( \text{DTIME}(t)^{\mathcal{R}} \not\subseteq \text{PCP}(o(t), o(t))^{\mathcal{R}} \right) = 1
$$

and

$$
\Pr_{\mathcal{R} \leftarrow \mathcal{R}} \left( \text{NTIME}(t)^{\mathcal{R}} \not\subseteq \text{PCP}(\text{poly}(t), o(t))^{\mathcal{R}} \right) = 1 .
$$

The above theorem also directly improves on the classical work of Hartmanis et al. [31], who showed that $\Pr_{\mathcal{R} \leftarrow \mathcal{R}} [\text{NP}^{\mathcal{R}} \not\subseteq \text{PCP}(\text{poly}(n), \log n)^{\mathcal{R}}] = 1$. The improvement is that our result rules out any non-trivial PCP for any nondeterministic computation, and also rules out any non-trivial PCP for any deterministic computation.

We prove Theorem 5 by building on techniques of Chang et al. [22] that were used to prove that $\Pr_{\mathcal{R} \leftarrow \mathcal{R}} [\text{IP}^{\mathcal{R}} \neq \text{PSPACE}^{\mathcal{R}}] = 1$. These techniques rely on the fact that every function $R$ in $\mathcal{R}$ has many other functions in $\mathcal{R}$ that are close to it in all but finitely many points.

We do not know how to extend these techniques to oracles such as the random group oracle $O$ or the random low-degree oracle $P$, because in these cases any two samples are far from one another. In this light, we view the techniques that we use to prove Theorems 2 to 4 as more flexible. Moreover, we consider the separations proved in these theorems as sufficient for our motivations.

Structural results: beyond $\mathcal{R}, O, P$. Our results thus far concern separations for specific oracles of interest. There are other oracles of interest that demand understanding (e.g., pseudorandom functions) and, more generally, the study of separations could benefit from general statements. In Section 3 we prove several useful structural results about oracles that are “hard” for PCPs.

1. Robustness. We prove that the separating property is “robust” with respect to small perturbations. In more detail, we prove that for every oracle $A$ that separates DTIME/NTIME and PCP there exists a distance function $\epsilon$ such that any other oracle that is $\epsilon$-close to $A$ also separates DTIME/NTIME and PCP. This statement can also be viewed as telling us that the set of separating oracles is open with respect to statistical distance (see Definition 8).

We can apply the above result to any of the separations that we have proved. For example, if apply it to Theorem 2 then we learn that all oracles that are “almost” uniformly random (close enough to the random oracle $\mathcal{R}$) separate DTIME/NTIME and PCP. In fact, in the full version, we use additional techniques to quantify (a bound on) this distance threshold, proving that all oracles that are $\frac{1}{2^e}$-close to uniformly random separate NTIME and PCP.

2. Monotonicity. We prove that the separating property is “monotone” in that, for every oracle $A$ that separates DTIME/NTIME and PCP, if another oracle $B$ contains $A$ as a marginal distribution then $B$ also separates DTIME/NTIME and PCP. I.e., $B$ inherits the hardness of $A$.

We rely on monotonicity in the proof of Theorem 4, where we reduce the problem of showing separation for random low-degree polynomials to the problem of showing separation for random multilinear polynomials (which we then solve).
3. **Conditioning.** We prove that the separating property is preserved by (finite) conditioning. Namely, given an oracle \( A \) and a function \( f : D \to \{0, 1\}^* \) over a finite domain \( D \), we denote by \( A^{D,f} \) the oracle where samples are conditioned to equal \( f \) on \( D \). We prove that if \( A \) separates \( \text{DTIME/NTIME} \) and \( \text{PCP} \) then \( A^{D,f} \) also separates \( \text{DTIME/NTIME} \) and \( \text{PCP} \).

▶ **Remark 6 (beyond PCPs).** Research in the last few years has shown that using known PCPs is not the best choice for constructing efficient succinct arguments. Instead, it is better to construct succinct arguments from IOPs [18, 39], which are a multi-round generalization of PCPs that enables significant improvements in asymptotic and concrete efficiency [15, 14, 13, 10, 12, 11, 17, 16, 40]. So the reader may rightfully ask: why did we prove all of our results for PCPs instead of IOPs, if these latter are more powerful?

The answer is that all of our results extend, in a generic way, to IOPs as well. This is because our results about PCPs only consider the PCP verifier’s time complexity and query complexity, and IOPs do not provide any benefits over PCPs when only considering these complexity measures. Indeed, any IOP can be “unrolled” into a PCP, possibly of exponentially larger size, while preserving the verifier’s time complexity and query complexity, regardless of oracle. In particular, for every oracle \( A \), the complexity class \( \text{IOP}(T, q)^A \) (oracle languages for \( A \) decidable by an IOP verifier with time complexity \( T \) and query complexity \( q \)) equals the complexity class \( \text{PCP}(T, q)^A \) (oracle languages for \( A \) decidable by a PCP verifier with time complexity \( T \) and query complexity \( q \)).

Finally, we additionally obtain analogous impossibility results for interactive proofs (IPs) [28] and interactive PCPs (IPCPs) [33], as both are special cases of IOPs.

1.4 **Related work**

**NP vs. PCP in relativized worlds.** Fortnow [27] uses diagonalization to obtain a function \( R : \{0, 1\}^* \to \{0, 1\} \) such that, for every \( k \in \mathbb{N} \), \( \text{NP}^R \not\subseteq \text{PCP}(\text{poly}(n), n^k)^R \). Hartmanis et al. [31] report a stronger result: with probability 1 over a random function \( R : \{0, 1\}^* \to \{0, 1\} \), \( \text{NP}^R \not\subseteq \text{PCP}(\text{poly}(n), \log n)^R \). We do not know of a version of [31] that contains a proof of this result, so we cannot comment on the techniques used to prove it. As already discussed, our Theorem 5 strengthens this latter result to hold for any non-trivial PCP.

**Barriers for relativization and others.** PCP constructions involve the use of non-relativizing techniques. A line of works [27, 5, 1, 32, 7] has developed frameworks that seek to capture the class of such techniques, along with other non-relativizing ones, within formal models, in order to prove barriers for these techniques (e.g., to show that they do not suffice to resolve the P vs. NP question or other difficult questions in complexity theory).

The emphasis and techniques in this work are complementary to the foregoing line of works.

Our emphasis is on establishing impossibility results for PCPs regardless of techniques used, as opposed to proving barriers for the PCP techniques that are known today.

Moreover, the axiomatic approaches employed in some of the works cited above cannot be used to even formulate questions that involve PCP verifiers with specific running times or query complexities. E.g., they rely on Cobham’s axiomatization of the notion of polynomial time [23], so cannot express exact running times. This means that we would not be able to phrase questions about non-trivial PCPs (as we do in Section 1.2).
1.5 Open problems

The separations that we prove in this paper are for “information-theoretic” oracles $A$. What can be said about hard “cryptographic” oracles $A$? E.g., if $A$ is a pseudo-random function, then must it be the case that $A$ separates $\text{DTIME}/\text{NTIME}$ and $\text{PCP}$? What about if $A$ is a decryption oracle?

More generally, the holy grail in this research direction would be to distill a crisp, and operationally useful, criterion that gives sufficient and necessary condition for an oracle $A$ that separates $\text{DTIME}/\text{NTIME}$ and $\text{PCP}$.

2 Definitions

2.1 Oracles

An oracle is a collection of distributions over functions, with one distribution per input length.

Definition 7. An oracle with output length $\ell: \mathbb{N} \to \mathbb{N}$ (with $\ell(n) > 0$ for every $n \in \mathbb{N}$) is a collection $A = \{A_n\}_{n \in \mathbb{N}}$ where each $A_n$ is a distribution over functions $f: \{0,1\}^n \to \{0,1\}^{\ell(n)}$.

We can obtain a sample $A: \{0,1\}^* \to \{0,1\}^*$ from $A$ by sampling a function $f_n$ from each $A_n$ and then setting $A$ to equal $f_n$ for inputs of size $n$. We write “$A \leftarrow A$” to denote that $A$ is a sample that follows this distribution, and “$A \in A$” to denote that $A$ is in the support of this distribution. We denote by supp($A$) the support of $A$.

An oracle $A$ induces a corresponding probability measure $\mu_A$ over the space of functions from binary strings to binary strings: given a subset $S \subseteq \{0,1\}^*$ and a set $X$ of functions from $S$ to $\{0,1\}^*$, $\mu_A(X)$ is the probability that the restriction to $S$ of a sample $A$ from $A$ belongs to $X$.

Definition 8. Two oracles $A = \{A_n\}_{n \in \mathbb{N}}$ and $B = \{B_n\}_{n \in \mathbb{N}}$ have (statistical) distance $\epsilon: \mathbb{N} \to \mathbb{N}$ if, for every $n \in \mathbb{N}$, the statistical distance between the distributions $A_n$ and $B_n$ is at most $\epsilon(n)$.

We write “$g \leftarrow A_{\leq n}$” to denote that $g$ is a function on $\{0,1\}^{\leq n}$ that is sampled from the distribution $A_{\leq n} := A_1 \times \cdots \times A_n$. We write “$g \in A_{\leq n}$” to denote that $g$ is in the support of this distribution, and denote by supp($A_{\leq n}$) the support of $A_{\leq n}$.

Definition 9. An oracle $B$ contains an oracle $A$ if for all $n \in \mathbb{N}$ it holds that $\mu_B(\text{supp}(A_{\leq n})) > 0$ and, for every $f \in \text{supp}(A_{\leq n})$, $\mu_B(f) = \mu_B(\text{supp}(A_{\leq n})) \cdot \mu_A(f)$.

The definition below provides an operation to condition an oracle to take known values.

Definition 10. Fix a subset $D \subseteq \{0,1\}^*$ and function $\tilde{f}: D \to \{0,1\}^*$.

Given a function $A: \{0,1\}^* \to \{0,1\}^*$, we define $A^{D,\tilde{f}}: \{0,1\}^* \to \{0,1\}^*$ to be the function obtained by setting the values of $A$ on $D$ to $\tilde{f}$:

$$A^{D,\tilde{f}} = \begin{cases} f(x) & \text{if } x \in D \\ A(x) & \text{if } x \notin D \end{cases}.$$  

Given an oracle $A = \{A_n\}_{n \in \mathbb{N}}$ (such that there exists some $\tilde{A} \in \text{supp}(A)$ agreeing with $\tilde{f}$ on $D$), we define $A^{D,\tilde{f}} = \{A_n^{D,\tilde{f}}\}_{n \in \mathbb{N}}$ to be the oracle where samples are conditioned to equal $\tilde{f}$ on $D$. In more detail, each distribution $A_n^{D,\tilde{f}}$ equals the distribution $A_n$ conditioned on the event that the sampled function agrees with $\tilde{f}$ on $D \cap \{0,1\}^n$. 
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2.2 Languages and oracle languages

A language \( L \) is a subset of \( \{0,1\}^* \). We denote by \( L(x) \) the bit that specifies whether a string \( x \in \{0,1\}^* \) is in \( L \) (\( L(x) = 1 \)) or not (\( L(x) = 0 \)).

We also consider oracle languages because we study relativized complexity classes.

- **Definition 11.** Let \( \mathcal{U} := \{ F: \{0,1\}^* \to \{0,1\}^* \} \) be the set of all functions on binary strings. An oracle language \( \mathcal{L} \) is a collection of languages indexed by functions \( F \in \mathcal{U} \), namely, \( \mathcal{L} = \{ L_F \}_{F \in \mathcal{U}} \) where each \( L_F \) is a subset of \( \{0,1\}^* \).

A language \( L \) can be viewed as a special case of an oracle language \( \{ L_F \}_{F \in \mathcal{U}} \) where each \( L_F = L \).

- **Definition 12.** Let \( \ell: \mathbb{N} \to \mathbb{N} \) be a computable function. An oracle language \( \mathcal{L} = \{ L_F \}_{F \in \mathcal{U}} \) is \( \ell \)-bounded if, for all functions \( F \in \mathcal{U} \) and inputs \( x \in \{0,1\}^* \), whether \( x \in L_F \) only depends on \( F \)’s values at locations of size at most \( \ell(|x|) \). Namely, \( L_F(x) = L_{F'}(x) \) for every \( F' \) that agrees with \( F \) on the set \( \bigcup_{1 \leq i \leq \ell(|x|)} \{0,1\}^i \).

2.3 Machines that query oracles

We consider several notions of (Turing) machines that query oracles, as defined below. Informally, an oracle machine is given black-box access to a function \( A: \{0,1\}^* \to \{0,1\}^* \), which the machine can query, any number of times, at any input of its choice. Each query costs the machine a single computational step, regardless of the function \( A \). In more detail, we consider the following definition.

- **Definition 13.** An oracle machine \( M \) is a machine that has two special tapes called oracle query tape and oracle answer tape, and two special states called Query and Answer. The special tapes are in addition to the machine’s regular read/write tapes (of which there can be one or multiple) and the special states are in addition to the machine’s regular start, accept, reject, and other states. We denote by \( M^A(x) \) the output of \( M \) on input \( x \in \{0,1\}^* \) and with access to oracle \( A: \{0,1\}^* \to \{0,1\}^* \), which is computed as follows. The input \( x \) is written in a designated read/write tape, and execution proceeds as normal except if the machine enters the Query state. Let \( y \in \{0,1\}^* \) be the contents of the oracle query tape when this happens. In the following step, the contents of the oracle answer tape are replaced with \( A(y) \in \{0,1\}^* \), and the machine enters the Answer state.

Definition 13 considers deterministic oracle machines. In Section 2.4 we use these machines to extend the notion of languages decidable in deterministic bounded time to work with oracles.

We also use nondeterministic oracle machines, which are defined similarly as above except that they can, in any computational step, choose to make a nondeterministic choice as in the standard definition of a nondeterministic machine. In Section 2.4 we use these machines to extend the notion of languages decidable in nondeterministic bounded time to work with oracles.

We also use probabilistic oracle machines that use randomness and can make queries to a proof string \( \pi \in \{0,1\}^* \) (in addition to the oracle \( A \)). These machines are defined similarly as above except that they can, in any computational step, receive a bit of randomness, or query a location of the proof string \( \pi \) via two dedicated tapes (a proof query tape and a proof answer tape). In Section 2.4 we use these machines to extend the notion of probabilistic proofs to work with oracles.
Throughout this paper we call oracle machines simply “machines”, as it will be clear from context when we are referring to an oracle machine (of one of the foregoing types).

- Remark 14. Oracle machines are often defined with one special tape, instead of two as in Definition 13. The machine writes its query to the oracle in this one tape, and in the following step the tape’s contents are replaced with the oracle’s answer. Note that, with one oracle tape, the machine has to write each query “from scratch” because the prior query was deleted. This difference is not significant, because writing each query from scratch is at most quadratically slower than not having to do that (due to having two oracle tapes). However, this difference matters when studying questions that are sensitive to such costs. Thus in this paper we use machines with two oracle tapes.

### 2.4 Complexity classes with oracles

We define, for a given oracle $A$, the complexity classes $\text{DTIME}(t)^A$, $\text{NTIME}(t)^A$, and $\text{PCP}(t,q)^A$.

#### Deterministic time.

A deterministic machine $M$ is a $D$-decider for a language $L$ if for every $x \in \{0,1\}^*$ it holds that $M(x) = L(x)$. The complexity class $\text{DTIME}(t)$ consists of all languages $L$ for which there exists a deterministic machine $M$ that runs in time $O(t(n))$ and is a $D$-decider for $L$. We now provide a definition that considers the more general case of oracle languages that are decidable by deterministic machines with access to an oracle.

- Definition 15. Let $A = \{ A_n \}_{n \in \mathbb{N}}$ be an oracle and let $t : \mathbb{N} \to \mathbb{N}$ be a function. $\text{DTIME}(t)^A$ is the class of all oracle languages $L = \{ L_A \}_{A \in A}$ for which there exists a deterministic machine $M$, which runs in time $O(t(n))$, such that

$$\Pr_{A \leftarrow A} \left[ M^A \text{ is a } D\text{-decider for } L_A \right] = 1 .$$

#### Nondeterministic time.

A nondeterministic machine $M$ is a $ND$-decider for a language $L$ if for every $x \in \{0,1\}^*$ it holds that $M(x) = L(x)$. The complexity class $\text{NTIME}(t)$ consists of all languages $L$ for which there exists a nondeterministic machine $M$ that runs in time $O(t(n))$ and is a $ND$-decider for $L$. We now provide a definition that considers the more general case of oracle languages that are decidable by nondeterministic machines with access to an oracle.

- Definition 16. Let $A = \{ A_n \}_{n \in \mathbb{N}}$ be an oracle and let $t : \mathbb{N} \to \mathbb{N}$ be a function. $\text{NTIME}(t)^A$ is the class of all oracle languages $L = \{ L_A \}_{A \in A}$ for which there exists a nondeterministic machine $M$, which runs in time $O(t(n))$, such that

$$\Pr_{A \leftarrow A} \left[ M^A \text{ is a } ND\text{-decider for } L_A \right] = 1 .$$

#### Probabilistic proofs.

A probabilistic machine $M$ is a $PCP$-verifier for a language $L$ if: for every $x \in L$ there exists $\pi \in \{0,1\}^*$ such that $\Pr[M^\pi(x) = 1] \geq 2/3$; for every $x \not\in L$ and $\pi \in \{0,1\}^*$ it holds that $\Pr[M^\pi(x) = 0] \geq 2/3$. The complexity class $\text{PCP}(t,q)$ consists of all languages $L$ for which there exists a probabilistic machine $M$ that runs in time $O(t(n))$, makes $O(q(n))$ queries to the proof string, and is a $PCP$-verifier for $L$. Below we consider the more general case of oracle languages that are decidable by probabilistic machines with access to an oracle.
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**Definition 17.** Let $\mathcal{A} = \{A_n\}_{n \in \mathbb{N}}$ be an oracle and let $t, q: \mathbb{N} \to \mathbb{N}$ be functions. $\text{PCP}(t, q)^A$ is the class of all oracle languages $\mathcal{L} = \{L_A\}_{A \in \mathcal{A}}$ for which the there exists a probabilistic machine $M$, which runs in time $O(t(n))$ and makes $O(q(n))$ queries to the proof string, such that

$$\Pr_{A \leftarrow \mathcal{A}} [M^A \text{ is a PCP-verifier for } L_A] = 1.$$

**Definition 18.** Let $\mathcal{L} = \{L_A\}_{A \in \mathcal{A}}$ be an oracle language. An oracle machine $M$ fails on an input $x \in \{0, 1\}^*$ and function $A \in \mathcal{A}$ for $\mathcal{L}$ if the following holds: if $x \in L_A$ then $\Pr_{\pi}[M^{A,\pi}(x; r) = 1] < \frac{3}{4}$ for every proof $\pi$; else if $x \notin L_A$ then $\Pr_{\pi}[M^{A,\pi}(x; r) = 1] > \frac{1}{2}$ for some proof $\pi$.

We conclude this section with several technical remarks.

**Remark 19 (bounded oracle languages).** For every oracle $\mathcal{A}$ and oracle language $\mathcal{L}$ in the complexity class $\text{DTIME}(t)^A$, $\text{NTIME}(t)^A$, or $\text{PCP}(t, q)^A$, there exists a $O(t)$-bounded oracle language $\mathcal{L}'$ such that for every oracle $A \in \mathcal{A}$ it holds that $L_A = L_A'$. The language $\mathcal{L}'$ is naturally defined by $\mathcal{L}'$’s $\text{DTIME}(t)^A$ decider, $\text{NTIME}(t)^A$ decider, or $\text{PCP}(t, q)^A$ verifier. In particular, we can assume without loss of generality that oracle languages in these complexity classes are $O(t)$-bounded.

**Remark 20 (index over $\mathcal{A}$ instead of $\mathcal{U}$).** We sometimes define an oracle language $\mathcal{L}$ in $\text{DTIME}(t)^A$ or in $\text{NTIME}(t)^A$ only for functions in (the support of) an oracle $\mathcal{A}$. In this case it is understood that $L_F$ is defined by the $\text{DTIME}(t)^A$ or $\text{NTIME}(t)^A$ decider of $\{L_A\}_{A \in \mathcal{A}}$ for all functions $F \in \mathcal{U} \setminus \mathcal{A}$.

**Remark 21 (relativized classes for a single function).** Definitions 15 to 17 capture, as a special case, relativized classes where the oracle is a single function $A: \{0, 1\}^* \to \{0, 1\}^*$ rather than a distribution over functions (let $\mathcal{A}$ be the oracle that puts all the probability mass on $A$). In this case the relativized classes can be “collapsed” to sets of languages rather than sets of oracle languages.

### 3 Structural properties of separation

We prove structural properties about the non-containments $\text{DTIME}(t)^A \not\subseteq \text{PCP}(T, q)^A$ (Theorem 22) and $\text{NTIME}(t)^A \not\subseteq \text{PCP}(T, q)^A$ (Theorem 23). We use these in later sections.

**Theorem 22 (DTIME & PCP).** Let $t, T: \mathbb{N} \to \mathbb{N}$ be time bound functions and $q: \mathbb{N} \to \mathbb{N}$ a query bound function. Let $\mathcal{A}$ be an oracle machine such that $\text{DTIME}(t)^A \not\subseteq \text{PCP}(T, q)^A$. Then the following holds.

1. **Robustness:** there exists a positive function $\epsilon: \mathbb{N} \to \mathbb{R}$ ($\epsilon(n) > 0$ for every $n \in \mathbb{N}$) such that, for every oracle $\mathcal{B}$ that is $\epsilon$-close to $\mathcal{A}$, it also holds that $\text{DTIME}(t)^B \not\subseteq \text{PCP}(T, q)^B$.
2. **Monotonicity:** for every oracle $\mathcal{B}$ that contains $\mathcal{A}$, it also holds that $\text{DTIME}(t)^B \not\subseteq \text{PCP}(T, q)^B$.
3. **Conditioning:** for every function $f: D \to \{0, 1\}^*$, it also holds that $\text{DTIME}(t)^{A^{f, 1}} \not\subseteq \text{PCP}(T, q)^{A^{f, 1}}$.

**Theorem 23 (NTIME & PCP).** Theorem 22 also holds with $\text{NTIME}(t)$ in place of $\text{DTIME}(t)$.

The above theorems are direct corollaries of general properties that we prove, as we now explain.
For the rest of this section we fix: (a) an oracle language $\mathcal{L}$ that is $\ell$-bounded for some $\ell: \mathbb{N} \to \mathbb{N}$; (b) a time bound function $T: \mathbb{N} \to \mathbb{N}$; (c) a query bound function $q: \mathbb{N} \to \mathbb{N}$; (d) an oracle $A$.

We shall provide an equivalent formulation for the condition “$\mathcal{L} \not\in \text{PCP}(T, q)^A$” (Claim 26), and then use it to derive several general properties about this condition: robustness (Lemma 27), monotonicity (Lemma 28), and conditioning (Lemma 29).

By taking $\mathcal{L}$ to be an oracle language in either $\text{DTIME}(t)^A$ or $\text{NTIME}(t)^A$ (which implies that the oracle language is $O(t)$-bounded), we can then derive the corresponding property in Theorem 22 or Theorem 23 respectively. We are left to state and prove the claim and lemmas mentioned above.

\begin{itemize}
  \item \textbf{Definition 24.} We denote by $\mathbf{M}_{T,q}$ the set of probabilistic oracle machines that, on inputs of length $n$, read $O(q(n))$ proof bits and run in $O(T(n))$ time.

  \item \textbf{Definition 25.} For every $n \in \mathbb{N}$, $s(n) := \max\{\ell(n), 2^{T(n)}\}$ and $S_n := \bigcup_{1 \leq i \leq s(n)} \{0, 1\}^i$.

  \item \textbf{Claim 26.} The following two conditions are equivalent:
    \begin{enumerate}
      \item $\mathcal{L} \not\in \text{PCP}(T, q)^A$.
      \item For every machine $M \in \mathbf{M}_{T,q}$ there exist an input $x \in \{0, 1\}^*$ and function $f: S_{|x|} \to \{0, 1\}^*$ such that, for every function $F: \{0, 1\}^* \to \{0, 1\}^*$ that agrees with $f$ on $S_{|x|}$, $M$ fails on input $x$ and function $F$ for $\mathcal{L}$. (The function $F$ need not be in $\text{supp}(A)$.)
    \end{enumerate}

  \item Proof. We separately consider the two directions.

    \begin{enumerate}
      \item $(1) \Rightarrow (2)$. If $\mathcal{L} \not\in \text{PCP}(T, q)^A$, then for every $M \in \mathbf{M}_{T,q}$ there exists a function $F$ on inputs $x$ and function $f$ that agrees with $f$ on $S_{|x|}$ such that $M^F$ fails to verify $L_F$ on some input $x$. Consider the function $f: S_{|x|} \to \{0, 1\}^*$ obtained by restricting $F$ to $S_{|x|}$. Since the running time of $M^F$ on input $x$ is at most $O(T(|x|))$, it cannot distinguish between having access to the function $F$ and access to any other function $F'$ that agrees with $f$. Moreover, since $\mathcal{L}$ is $\ell$-bounded, $L_F(x) = L_{F'}(x)$ for every $F'$ that agrees with $f$. Therefore, $M^{F'}(x)$ fails for every $F'$ that agrees with $f$. The set of all such oracles has positive measure in $A$ (i.e., $\mu_A(f) > 0$), because any finite prefix of any function in $A$ has positive measure.

      \item $(2) \Rightarrow (1)$. The condition directly implies that, for every $M \in \mathbf{M}_{T,q}$, $M^A$ is not a PCP-verifier for $L_A$ for a set of functions $A$ with positive measure in $A$. Therefore $\mathcal{L} \not\in \text{PCP}(T, q)^A$.
    \end{enumerate}

\end{itemize}

\begin{itemize}
  \item \textbf{Lemma 27 (robustness).} If $\mathcal{L} \not\in \text{PCP}(T, q)^A$, then there exists a positive function $\epsilon: \mathbb{N} \to \mathbb{R}$ ($\epsilon(n) > 0$ for every $n \in \mathbb{N}$) such that, for every oracle $B$ that is $\epsilon$-close to $A$, $\mathcal{L} \not\in \text{PCP}(T, q)^B$.

  \item \textbf{Proof.} For every $n \in \mathbb{N}$, define $X_n := \{f: S_n \to \{0, 1\}^* \mid \mu_A(f) > 0\}$ to be the set of all functions over $S_n$ that have positive measure in $A$. We define the distance function as $\epsilon(n) := \min_{f \in X_n} \mu_A(f)$.

    By Claim 26, from $\mathcal{L} \not\in \text{PCP}(T, q)^A$ we deduce that for any $M \in \mathbf{M}_{T,q}$ there exist an input $x$ and function $f: S_{|x|} \to \{0, 1\}^*$ such that, for every function $F: \{0, 1\}^* \to \{0, 1\}^*$ that agrees with $f$ on $S_{|x|}$, $M$ fails on input $x$ and function $F$ for $\mathcal{L}$. Since the oracle $B$ is $\epsilon$-close to $A$ we deduce, from the definition of $\epsilon$, that $\mu_B(f) > 0$ as well.

    Since the above holds for every $M \in \mathbf{M}_{T,q}$, by Claim 26 we conclude that $\mathcal{L} \not\in \text{PCP}(T, q)^B$.

\end{itemize}

\begin{itemize}
  \item \textbf{Lemma 28 (monotonicity).} If $\mathcal{L} \not\in \text{PCP}(T, q)^A$, then, for every oracle $B$ that contains $A$, it holds that $\mathcal{L} \not\in \text{PCP}(T, q)^B$.

\end{itemize}
Proof. From Claim 26, since \( \mathcal{L} \notin \text{PCP}(T, q)^A \), we know that for every \( M \in \text{M}_{T,q} \) there exist an input \( x \) and function \( f : S_{|x|} \to \{0, 1\}^* \) with \( \mu_A(f) > 0 \) such that, for every function \( F : \{0, 1\}^* \to \{0, 1\}^* \) that agrees with \( f \) on \( S_{|x|} \), \( M \) fails on input \( x \) and function \( F \) for \( \mathcal{L} \).

Due to containment (Definition 9), since \( f \in \text{supp}(A_{\leq s(|x|)}) \), we deduce that

\[
\mu_B(f) = \mu_B(\text{supp}(A_{\leq s(|x|)})) \cdot \mu_A(f) > 0.
\]

Since the above holds for every \( M \in \text{M}_{T,q} \), by Claim 26 we conclude that \( \mathcal{L} \notin \text{PCP}(T, q)^B \). \( \blacktriangleleft \)

Lemma 29 (conditioning). Let \( I \subseteq \mathbb{N} \) be finite, and set \( D := \bigcup_{i \in I} \{0, 1\}^i \). If \( \mathcal{L} \notin \text{PCP}(T, q)^A \), then there exists a function \( g : D \to \{0, 1\}^* \) such that, letting \( L^0 := \{L^0_f \}_{f \in U} \) where each \( L^0_f := L_{F \circ \sigma} \), for every \( f : D \to \{0, 1\}^* \) in the support of \( A \) it holds that \( L^0 \notin \text{PCP}(T, q)^A_{\sigma} \).

Proof. Consider the following set of functions over \( D \):

\[
G_{D,A} := \{g : D \to \{0, 1\}^* \mid \exists A \in \text{supp}(A) \text{ that agrees with } g \text{ on } D \}.
\]

First, we argue that, since \( \mathcal{L} \notin \text{PCP}(T, q)^A \), there exists \( g \in G_{D,A} \) such that \( \mathcal{L} \notin \text{PCP}(T, q)^{A_{\sigma}} \). Suppose by way of contradiction that \( \mathcal{L} \in \text{PCP}(T, q)^{A_{\sigma}} \) for every \( g \in G_{D,A} \). Then every oracle \( A_{\sigma} \) has a PCP-verifier \( M_g \in \text{M}_{T,q} \) for \( \mathcal{L} \). We use the PCP-verifiers \( \{M_g\}_{g \in G_{D,A}} \) to construct a PCP-verifier \( M \) that shows that \( \mathcal{L} \in \text{PCP}(T, q)^A \) (a contradiction):

\[
M^{A_{\sigma}}(x) \text{ first queries all locations in } D \text{ to identify which } g \in G_{D,A} \text{ is consistent with } A; \text{ then it rules according to } M_{g}^{A_{\sigma}}(x). \text{ By construction, the machine } M \text{ is in } \text{M}_{T,q} \text{ because querying all locations in } D \text{ takes a constant amount of time and involves a constant number of queries. (The size of } D \text{ is a finite constant.)}
\]

Next, we use \( \mathcal{L} \notin \text{PCP}(T, q)^{A_{\sigma}} \) to argue that \( L^0 \notin \text{PCP}(T, q)^{A_{\sigma}} \). By definition of \( L^0 \), for every \( F \in \text{supp}(A_{\sigma}) \) we have \( L_F = L_{F \circ \sigma}^0 \). Moreover, since \( D \) is the union of binary strings of certain lengths, there is a bijection between functions \( F \in \text{supp}(A_{\sigma}) \) and functions \( F_{\sigma} \in \text{supp}(A_{\sigma}), \) and \( \mu_{A \circ \sigma}(F) = \mu_{A}(F_{\sigma}) \). This means that if the oracle \( A_{\sigma} \) has a PCP-verifier \( M_{f} \in \text{M}_{T,q} \) for \( L^0 \), then we can construct a machine \( M_{g} \) that, relative to the oracle \( A_{\sigma} \), is a PCP-verifier for \( L; M_{f}^{A_{\sigma}}(x) \) runs \( M_{g}(x) \) except that \( M_{g} \) answers any query \( y \in D \) from \( M_{f} \) with \( f(y) \) instead of \( A(y) \). One can verify that \( M_g \in \text{M}_{T,q} \), which means that \( \mathcal{L} \in \text{PCP}(T, q)^{A_{\sigma}} \), a contradiction. \( \blacktriangleleft \)

4 Separations for random functions

We define the notion of a random oracle and then state our separation results for it.

Definition 30. A random oracle with output length \( \ell \in \mathbb{N} \) is the oracle \( R = \{R_n\}_{n \in \mathbb{N}} \) where each \( R_n \) is the uniform distribution over functions \( f : \{0, 1\}^n \to \{0, 1\}^{\ell(n)} \).

The probability measure of \( R \) is uniform, in the sense that, for any choice of distinct binary strings \( x_1, \ldots, x_m \) of lengths \( n_1, \ldots, n_m \) and choice of binary strings \( b_1, \ldots, b_m \) of lengths \( \ell(n_1), \ldots, \ell(n_m) \), the set \( \mathcal{S} := \{A \mid A(x_1) = b_1, \ldots, A(x_m) = b_m \} \) has measure

\[
\mu_R(S) = 1/(\prod_{i=1}^m 2^{\ell(n_i)}).
\]

Theorem 31. Let \( R \) be the random oracle with output length \( \ell : \mathbb{N} \to \mathbb{N} \).

1. For any function \( t : \mathbb{N} \to \mathbb{N} \) with \( t(n) \in \Omega(n) \),

\[
\NTIME(t)^R \not\subseteq \text{PCP}(\text{poly}(t), o(t))^R.
\]

2. For any function \( t : \mathbb{N} \to \mathbb{N} \) with \( t(n) \in \Omega(n) \setminus o(2^n) \),

\[
\DTIME(t)^R \not\subseteq \text{PCP}(o(t), o(t))^R.
\]
We exhibit an oracle language $L$ that is in NTIME($t$)$^R$ but not in PCP(poly($t$),o($t$))$^R$.

**Oracle language.** Let $e_{k,i}$ denote the $\lfloor \log k \rfloor$-bit string that represents the index $i \in [k]$. The oracle language $L = \{L_R\}_{R \in \mathbb{R}}$ is defined as follows:

$$L_R := \left\{ 0^n \mid \exists w \in \{0,1\}^{t(n)} \text{ s.t.} \begin{array}{l}
R(w||e_{t(n),1})_1 = 0 \\
R(w||e_{t(n),2})_1 = 0 \\
\vdots \\
R(w||e_{t(n),t(n)})_1 = 0 
\end{array} \right\}.$$ 

Note that $L_R$ does not contain any string that is not all-zeros. Strings of the form $0^n$ may or may not be in $L_R$, depending on the answers from $R$.

**In NTIME.** We argue that $L$ is in NTIME($t$)$^R$. Consider the nondeterministic machine that, for inputs of the form $0^n$, expects as nondeterministic witness a string $w \in \{0,1\}^{t(n)}$ and checks, via $t(n)$ calls to $R$, if $R$ returns a string whose first bit is zero on input $w||e_{t(n),i}$ for every $i \in \{1, \ldots, t(n)\}$. The machine rejects any input not of the form $0^n$. This machine, for any given $R$, decides the language $L_R$ on every input. The machine’s running time is $O(t(n))$: writing the first query costs $O(t(n))$ steps and updating the query tape with each new subsequent query costs $O(1)$ steps.

**Not in PCP.** We argue that $L$ is not in PCP(poly($t$),o($t$))$^R$. Suppose by way of contradiction that $L$ has a PCP-verifier $M \in \mathbb{M}_{\text{poly}(t),o(t)}$, and denote by $T(n)$ the running time of $M$ on input of size $n$. For every $n \in \mathbb{N}$, define the domain $S_n := \bigcup_{1 \leq i \leq T(n)} \{0,1\}^i$ and the following set $X_n$ of functions over $S_n$:

$$X_n = \left\{ f : S_n \rightarrow \{0,1\}^* \mid \exists ! w \in \{0,1\}^{t(n)} \text{ such that both conditions below hold} \right\}.
\begin{align*}
&\bullet \forall i \in [t], f(x||_{e_{i,j}}) = 01^{t+\lceil \log t \rceil-1} \\
&\bullet \forall y \not\in \{ w||_{e_{i,j}} \}_{j \in [t]}, f(y) = 1^{t(|y|)}
\end{align*}$$

Note that, for every $n \in \mathbb{N}$, every function $f \in X_n$ has measure $\mu_R(\{f\}) > 0$.

We also use $1$ to denote the all-one function that on an input $z \in \{0,1\}^*$ returns $1^{\lceil |z| \rceil}$. We derive a contradiction from the following two (contradicting) statements.

- **Lemma 33:** For every $n \in \mathbb{N}$ and function $R$ agreeing with some $f \in X_n$ there exists a proof $\pi$ such that $M^1.\pi(0^n)$ queries $1$ at some “witness location” $w||_{e_{t(n),i}}$ of $R$ with probability at least $\frac{1}{3}$.

- **Lemma 34:** For every $n \in \mathbb{N}$ there exists a function $R$ agreeing with some $f \in X_n$ such that for any proof $\pi$ it holds that $M^{1.\pi}(0^n)$ queries $1$ at some “witness location” $w||_{e_{t(n),i}}$ of $R$ with probability only $o(1)$.

We are left to prove the lemmas. We abbreviate $t(n)$ with $t$ as the choice of $n$ is clear from context.
Lemma 33. If $M \in M_{\text{poly}(t),o(t)}$ is a PCP-verifier for $\mathcal{L}$, then for every $n \in \mathbb{N}$ and function $R$ agreeing with some $f \in X_n$ there exists a proof $\pi$ s.t.

$$\Pr_r \left[ M^{1,\pi}(0^n;r) \text{ queries } 1 \text{ at some } w \parallel e_{t,i} \text{ s.t. } R(w)\parallel e_{t,i} = 0 \right] > \frac{1}{3}.$$ 

Proof. By definition of $X_n$, $0^n \in L_R$ for any $R$ agreeing with some $f \in X_n$. Therefore, for every such $R$, there exists a proof $\pi$ such that $M^{R,\pi}(0^n)$ accepts with probability at least $\frac{2}{3}$. We also note that since $M^{R,\pi}(0^n)$ has running time $T(n)$, it cannot make oracle queries outside the set $S_n$.

We now argue that for every $R$ agreeing with some $f \in X_n$ there exists a proof $\pi$ such that

$$\Pr_r \left[ M^{R,\pi}(0^n;r) \text{ queries } R \text{ at some } w \parallel e_{t,i} \text{ s.t. } R(w)\parallel e_{t,i} = 0 \right] > \frac{1}{3}. \quad (1)$$

Suppose Equation (1) does not hold. Then more than $\frac{2}{3}$ of the time $M^{R,\pi}(0^n;r)$ does not query the witness bits. If we change $R$ slightly by flipping the first bit of $R(w)\parallel e_{t,i}$ from 0 to 1, and denote the new oracle by $R_i$, then $0^n \not\in L_{R_i}$. However, the machine $M^{R,\pi}(0^n;r)$ cannot detect the change in more than $\frac{2}{3}$ of the time. So $M^{R,\pi}(0^n;r)$ accepts with probability at least $\frac{1}{3}$. Moreover, $M^{R_i,\pi}(0^n;r)$ makes the same mistake for any function $R_i$ that agrees with $R$ on $S_n$. This conclusion contradicts the fact that $M$ verifies $L_{R_i}$ on $0^n$ for all such functions $R_i$. So Equation (1) holds.

Furthermore, if $w\parallel e_{t,i}$ is the first query made by $M^{R,\pi}(0^n;r)$ such that $R(w)\parallel e_{t,i} = 0$, then $M^{1,\pi}(0^n;r)$ would also make the query $w\parallel e_{t,i}$. This is because $M$ has the same view in the two cases at the time it makes the query $w\parallel e_{t,i}$. The lemma follows. ▶

Lemma 34. If $M \in M_{\text{poly}(t),o(t)}$ is a PCP-verifier for $\mathcal{L}$, then for every $n \in \mathbb{N}$ there exists $R$ agreeing with some $f \in X_n$ such that for every proof $\pi \in \{0,1\}^*$,

$$\Pr_r \left[ M^{1,\pi}(0^n;r) \text{ queries } 1 \text{ at some } w \parallel e_{t,i} \text{ s.t. } R(w)\parallel e_{t,i} = 0 \right] \in o(1).$$

Proof. For the sake of contradiction, suppose there exists some $n \in \mathbb{N}$ such that for every $R$ agreeing with some $f \in X_n$ there exists a proof $\pi$ for which the above probability is $\Omega(1)$. Then, by averaging, there exists some randomness $r^*$ such that, for a $\Omega(1)$-fraction of the functions $R$ agreeing with some $f \in X_n$, there exists a proof $\pi$ such that $M^{1,\pi}(0^n;r^*)$ queries some $w\parallel e_{t,i}$ s.t. $R(w)\parallel e_{t,i} = 0$. So across all possible proofs, $M^{1,\pi}(0^n;r^*)$ need to make at least $\Omega(|X_n|) = \Omega(2^n)$ distinct queries.

However, since the randomness is fixed and $M$ is in $M_{\text{poly}(t),o(t)}$, $M^{1,\pi}(0^n;r^*)$ can only make at most $2^{|\mathcal{L}|(t)}$ poly(t) distinct queries, which leads to a contradiction because $\Omega(2^n) \gg 2^{|\mathcal{L}|(t)} \cdot \text{poly}(t)$. ▶

4.2 Proof of Part 2 of Theorem 31

We exhibit an oracle language $\mathcal{L}$ that is in $\text{DTIME}(t)^R$ but not in $\text{PCP}(o(t),o(t))^R$.

Oracle language. Let $u_{n,i}$ denote the $n$-bit string whose $i$-th bit is 1 and all other bits are zero. The oracle language $\mathcal{L} = \{ L_R \}_{R \in \mathbb{R}}$ is defined as follows:

$$L_R := \left\{ (x,y) \in \{0,1\}^n \times \{0,1\}^n \bigg| F_R^{(t)}(x) = y \right\},$$

where $F_R(x) := R(x \oplus u_{n,1})_1 \| R(x \oplus u_{n,2})_1 \| \ldots \| R(x \oplus u_{n,n})_1$.
In DTIME. We argue that $\mathcal{L}$ is in DTIME($t$)$^R$. Consider the deterministic machine that on input $(x, y)$: (a) copies $x_0 := x$ to the query tape; (b) for $j \in \{1, \ldots, t(n)/n\}$, calls $R$ on inputs $\{x_{j-1} \oplus u_{n,1} \} \in [n]$ to get $x_j := F_R(x_{j-1})$, and copies $x_j$ to the query tape; (c) accepts if $y = x_{t(n)/n}$. Each of the $t(n)/n$ iterations takes time $O(n)$, so the running time of the machine is $O(t(n))$.

Not in PCP. We argue that $\mathcal{L}$ is not in PCP($o(t), o(t))^R$. We begin with a combinatorial claim and some notation.

- Recall that the entropy function $H : [0, 1] \to [0, 1]$ is $H(z) := -z \log_2(z) - (1-z) \log_2(1-z)$. For every $\epsilon \in (0, \frac{1}{2})$ and $n \in \mathbb{N}$, there exist a list $C_{\epsilon, n} = \{a_0, a_1, \ldots, a_k\}$ of $\Omega(\sqrt{n}2^{(1-H(\epsilon))n})$ distinct $n$-bit binary strings such that the relative hamming distance between any two distinct strings in $C_{\epsilon, n}$ is at least $\epsilon n$. These binary strings are the codewords obtained by the greedy approach of constructing a code in $\{0, 1\}^n$ with minimum distance $\epsilon n$.

- Choose $\epsilon^* \in (0, \frac{1}{2})$ such that for all large enough $n \in \mathbb{N}$ it holds that $|C_{\epsilon^*, n}| > \frac{t(n)}{n}$. Define the domain $S_n := \bigcup_{i \leq t(n)} \{0, 1\}^i$ and a set of functions $X_n$ on $S_n$:

$$X_n := \{g : S_n \to \{0, 1\}^* \mid \forall a_i \in C_{\epsilon^*, n}, a_{i+1} = g(a_i \oplus u_{n,1})1 \cdots g(a_i \oplus u_{n,n})1\}.$$ 

Therefore for every $g \in X_n$ and $a_i \in C_{\epsilon^*, n}$ it holds that $F_g(a_i) = a_{i+1}$, and $F_{g^{(n)}}^R(a_0) = a_{t(n)/n}$.

- For every $i \in [k]$ and $g \in X_n$, define the function $g^{(i)} : S_n \to \{0, 1\}^*$ to be

$$g^{(i)}(z) := \begin{cases} (a_0)_j |0|^{(|z|)-1} & \text{if } z = a_i \oplus u_{n,j} \text{ for some } j \in [n] \\ g(z) & \text{if } z \neq a_i \oplus u_{n,j} \text{ for every } j \in [n] \end{cases}.$$ 

Therefore for every $i' \neq i$ and $a_{i'} \in C_{\epsilon^*, n}$, $F_{g^{(i)}}^R(a_{i'}) = a_{i'+1}$, and $F_{g^{(i)}}^R(a_i) = a_0$.

We argue that any PCP-verifier $M$ for $\mathcal{L}$ must have running time $\Omega(t(n))$.

- Since $M$ is a PCP-verifier for $\mathcal{L}$, for every $n \in \mathbb{N}$ and every $g \in X_n$ there exists a proof $\pi$ such that $M^{g, \pi}(a_0, a_{t(n)/n})$ accepts with probability at least $\frac{2}{3}$. Then, via Lemma 35 below, we deduce that for every $n$ large enough there exists a randomness $r$ such that $M^{g, \pi}(a_0, a_{t(n)/n}; r)$ makes at least $\frac{t(n)}{n}$ queries of the form $F_g^R(a_0)$ for some $i \in \lceil \frac{t(n)}{n} \rceil$.

- Since the relative hamming distance between each pair of queries $F_g^R(a_0)$ and $F_g^R(a_0)$ is at least $\epsilon n$, the running time of $M^{g, \pi}(a_0, a_{t(n)/n}; r)$ is at least $\frac{t(n)}{2\epsilon n}, \epsilon n \in \Omega(t(n))$.

We have shown that any PCP-verifier for $\mathcal{L}$ has running time in $\Omega(t(n))$, and so $\mathcal{L} \not\subseteq \text{PCP}(o(t), o(t))^R$.

Lemma 35. If $M$ is a PCP-verifier for $\mathcal{L}$ then, for every large enough $n \in \mathbb{N}$ and every $g \in X_{\epsilon^*, n}$, there exists a proof $\pi$ and randomness $r$ such that $M^{g, \pi}(a_0, a_{t(n)/n}; r)$ makes at least $\frac{t(n)}{2n}$ queries of the form $F_g^R(a_0)$ for some $i \in \lceil \frac{t(n)}{n} \rceil$.

Proof. Since $M$ is a PCP-verifier for $\mathcal{L}$, for large enough $n$, $(a_0, a_{t(n)/n}) \in L_R$ for every $R$ that agrees with some $g \in X_n$. So for every $g \in X_n$ there exists a proof $\pi$ such that $M^{g, \pi}(a_0, a_{t(n)/n})$ accepts with probability at least $\frac{2}{3}$. If we change one assignment of $g$ to obtain $g^{(i)}$, then $F_{g^{(i)}}^R(a_0) \neq a_{t(n)/n}$. So $M^{g^{(i)}, \pi}(a_0, a_{t(n)/n})$ should accept with probability at most $\frac{1}{2}$. This implies that for at least $\frac{1}{2}$ fraction of randomness $r$, $M^{g^{(i)}, \pi}(a_0, a_{t(n)/n}; r)$ queries $a_i$. By averaging, there exists $r^*$ such that $M^{g^{(i)}, \pi}(a_0, a_{t(n)/n}; r^*)$ makes $\frac{t(n)}{3n}$ distinct queries of the form $F_g^R(a_0)$.
5 Separation for random low-degree functions

We define the notion of a random low-degree oracle and then state our separation result for it.

Definition 36. Let \( q \) be a prime power, \( \mathbb{F}_q \) the finite field of size \( q \), and \( d \in \mathbb{N} \) a degree bound. The random oracle over \( \mathbb{F}_q \) with degree \( d \) is the oracle \( \mathcal{P}[q,d] = \{ \mathcal{P}_n \}_{n \in \mathbb{N}} \) where each \( \mathcal{P}_n \) is the uniform distribution over polynomials \( f : \mathbb{F}_q^n \to \mathbb{F}_q \) of degree at most \( d \) in each variable. (In particular, \( \mathcal{P}[2,1] \) equals the random oracle \( \mathcal{R} \) from Definition 30.)

Theorem 37. For any function \( t : \mathbb{N} \to \mathbb{N} \) with \( t(n) \in \Omega(n) \), prime power \( q \in \mathbb{N} \), and degree bound \( d \in \mathbb{N} \)

\[
\text{NTIME}(t)^{\mathcal{P}[q,d]} \nsubseteq \text{PCP}(\text{poly}(t), o(t))^{\mathcal{P}[q,d]}.
\]

Proof. We first focus on the special case of \( d = 1 \), i.e., the case of random multilinear polynomials. We show in Lemma 38 that \( \mathcal{P}[q,1] \) separates NTIME and PCP. Next, we simply observe that for any field \( \mathbb{F}_q \) and degree \( d \), the low degree random oracle \( \mathcal{P}[q,d] \) contains the multilinear random oracle \( \mathcal{P}[q,1] \). Therefore, by Lemma 28, \( \mathcal{P}[q,d] \) also separates NTIME and PCP.

Now we prove the separation for the special case of \( d = 1 \).

Lemma 38. For any function \( t : \mathbb{N} \to \mathbb{N} \) with \( t(n) \in \Omega(n) \), and any prime power \( q \in \mathbb{N} \),

\[
\text{NTIME}(t)^{\mathcal{P}[q,1]} \nsubseteq \text{PCP}(\text{poly}(t), o(t))^{\mathcal{P}[q,1]}.
\]

Proof. We exhibit \( \mathcal{L} \) that is in NTIME\((t)^{\mathcal{P}[q,1]}\) but not in PCP\((\text{poly}(t), o(t))^{\mathcal{P}[q,1]}\).

Let \( e_{k,i} \) denote the vector in \( \mathbb{F}_q^k \) that has 1 in the \( i \)-th coordinate and 0 everywhere else. Let \( \mathcal{L} = \{ L_P \}_{P \in \mathcal{P}[q,1]} \) be the oracle language where

\[
L_P := \left\{ 0^n \mid \exists x \in \mathbb{F}_q^{t(n)} \text{ s.t. } P(x) = 1 \text{ and } \begin{array}{l}
P(x + e_{t(n),1}) = 0 \\
P(x + e_{t(n),2}) = 0 \\
\vdots \\
P(x + e_{t(n),t(n)}) = 0 
\end{array} \right\}.
\]

It’s clear that \( L_P \) is in NTIME\((t)^P\) for every \( P \in \mathcal{P}[q,1] \). Let \( q : \mathbb{N} \to \mathbb{N} \) be some superpolynomial function. For every \( n \in \mathbb{N} \), we define the following set of functions over the domain \( S_n = \{ \mathbb{F}_q^n | i \leq q(t(n)) \} \).

\[
X_n = \left\{ f : S_n \to \mathbb{F}_q \mid \forall x \in \mathbb{F}_q^{t(n)}, f(x) = \prod_{i=1}^{t(n)} (b_i - x_i) \text{ where } b \in \mathbb{F}_q^{t(n)} \land \forall x \in S_n \setminus \mathbb{F}_q^{t(n)}, f(x) = 0 \right\}.
\]

Note for every \( n \in \mathbb{N} \), every function \( f \in X_n \) has its measure \( \mu_{\mathcal{P}[q,1]}(\{ f \}) > 0 \).

We also use \( 0 \) to denote the all zero function.

Suppose by way of contradiction that \( \mathcal{L} \) has a PCP-verifier \( M \in \mathcal{M}_p \). Use \( T(n) \) to denote the running time of \( M \) on input of size \( n \). Note that \( T(n) \in \text{poly}(t(n)) \), so there exists a number \( n^* \in \mathbb{N} \) such that \( \forall n \geq n^*, q(t(n)) \geq T(n) \). We derive a contradiction from the following two steps. First in Claim 39, we show that for every \( n \geq n^* \) and oracle polynomial \( P \) agreeing with some \( f \in X_n \) there exists some proof \( \pi \) such that the PCP-verifier \( M^{0,\pi} \), which has oracle access to \( 0 \) and \( \pi \), queries \( 0 \) at some \( x \) satisfying \( P(x) \neq 0 \) with probability at least \( \frac{1}{3} \). Next, in Claim 40, we show that for every \( n \geq n^* \) there exists some oracle polynomial
We also note that since for every oracle access to $\pi$, queries $P$ at some $x$ satisfying $P(x) \neq 0$ with probability only $o(1)$. These two statements are in contradiction. Thus $L$ does not have a PCP-verifier. Therefore $P[q, 1]$ separates NTIME and PCP.

In the proofs of the two lemmas we abbreviate $t(n)$ with $t$ whenever the choice of $n$ is clear from the context.

\[\triangleright\] **Claim 39.** If $M \in \mathbf{M}_t$ is the PCP-verifier for $L$, then for every $n \geq n^*$ and oracle polynomial $P$ agreeing with some $f \in X_n$, there exists $\pi$ s.t.

\[
\Pr_{r}[M^{0, \pi}(0^n; r) \text{ queries } 0 \text{ at some } y \in \mathbb{F}_q^{t(n)} \text{ s.t. } P(y) \neq 0] > \frac{1}{3}.
\]

Proof. We first observe that for every function $f(x) = \prod_{i=1}^{t(n)} (b_i - x_i)$ in $X_n$, the element $y = (b_1 - 1) \ldots (b_{t(n)} - 1) \in \mathbb{F}_q^{t(n)}$ satisfies $f(y) = 1$ and $f(y + e_{(n,i)}) = 0$ for every $i \in \{t(n)\}$. Therefore for every $P$ agreeing with $f$ over $\mathbb{F}_q^{t(n)}$, $0^n \in L_P$. As a result, for every such $P$, there exists some proof $\pi \in \{0, 1\}^*$ such that $M^{P, \pi}(0^n)$ accepts with probability at least $\frac{2}{3}$. We also note that since $M^{P, \pi}(0^n)$ has running time $T(n) \leq q(t(n))$, $M$ cannot make oracle queries outside the set $S_n$.

For every $P$ agreeing with some $f \in X_n$, use $\pi_P$ to denote the accepting proof for $P$. We additionally note that for every oracle $P'$ agreeing with $0$ over $S_n$, it holds that $0^n \not\in L_{P'}$. So for any $\pi_P$, $M^{P', \pi_P}(0^n)$ accepts with probability at most $\frac{1}{2}$.

This implies that

\[
\Pr_{r}[M^{P', \pi_P}(0^n; r) \text{ queries } P \text{ at } x \text{ s.t. } P(x) \neq 0(x) = 0] \geq \frac{1}{3}.
\] (2)

Let $y$ be the first oracle query made by $M^{P, \pi_P}(0^n; r)$ such that $P(y) \neq 0(y) = 0$. If we replace $P$ with $0$, $M^{0, \pi_P}(0^n; r)$ would still make the oracle query $y$. We deduce that

\[
\Pr_{r}[M^{0, \pi_P}(0^n; r) \text{ queries } P_0 \text{ at } x \text{ s.t. } P(x) \neq 0(x) = 0] \geq \frac{1}{3}.
\]

\[\triangleright\] **Claim 40.** If $M \in \mathbf{M}_t$ is the PCP-verifier for $L$, there exists $P$ agreeing with some $f \in X_n$ s.t. for all $\pi \in \{0, 1\}^*$,

\[
\Pr_{r}[M^{0, \pi}(0^n; r) \text{ queries } 0 \text{ at } x \text{ s.t. } P(x) \neq 0] \in o(1).
\]

Proof. Suppose for every $P$ agreeing with some $f \in X_n$ there exists a proof $\pi$ that the aforementioned probability is $\Omega(1)$. Then, by an averaging argument, there exists some randomness $r^*$ such that for $\frac{1}{2}$ fraction of oracles $P$ agreeing with some $f \in X_n$, there exists $\pi$ s.t. $M^{0, \pi}(0^n; r^*)$ queries some $x$ s.t. $P(x) \neq 0$. Additionally, for any $x \in \mathbb{F}_q^{t(n)}$, there are exactly $(q - 1)^{t(n)}$ multilinear functions $f \in X_n$ such that $f(x) \neq 0$. So across all possible proofs, $M^{0}(0^n; r^*)$ need to make at least $\Omega(\frac{t(n)}{q - 1})^2 \in \Omega((\exp(t)) \text{ distinct queries.}

However, since the randomness is fixed and $M$ is in $\mathbf{M}_t$, $M^{0}(0^n; r^*)$ can make at most $2^{o(t)} \cdot \exp(t)$ distinct queries. However, $\Omega((\exp(t)) \gg 2^{o(t)} \cdot \exp(t)$, so we derive a contradiction.
6 Separation for random generic groups

We present the definition of the generic group model (GGM) [38, 42, 21, 35, 36].

Definition 41 (groups and their representations). An abelian group of order \( p \) is a pair \( \mathbb{G} = (S, +) \) where \( S \) is a set of size \( p \) and \( +: S \times S \rightarrow S \) is a function that satisfies the axioms of a group operation. We denote by 0 the identity of \( \mathbb{G} \). A representation of \( \mathbb{G} \) is an injective function \( \sigma: S \rightarrow \{0, 1\}^{\log_p |S|} \), and its inverse \( \sigma^{-1}: \{0, 1\}^{\log_p |S|} \rightarrow S \) maps each image \( \sigma(g) \in \{0, 1\}^{\log_p |S|} \) to its pre-image \( g \in S \) and each string \( s \in \{0, 1\}^{\log_p |S|} \setminus \sigma(S) \) to the identity \( 0 \in S \).

Definition 42 (group oracles). Let \( \mathbb{G} \) be a group of order \( p \), and \( \sigma \) a representation of \( \mathbb{G} \). The group oracle corresponding to \( (\mathbb{G}, \sigma) \) is the function \( O: \{0, 1\}^{\log_p |S|} \rightarrow \{0, 1\}^{\log_p |S|} \) such that \( O(c_a, c_b, a, b) = \sigma(c_a \times \sigma^{-1}(a) + c_b \times \sigma^{-1}(b)) \). To obtain the identity element of the group simply query \( O((1)^{\log_p |S|}, (1)^{\log_p |S|}, a, b) = \sigma(0) \).

Definition 43. The random group oracle is the oracle \( O = \{O_p\}_{p \in \mathbb{N}} \) where each \( O_p \) is the uniform distribution over all group oracles for groups of size \( p \). Namely, a sample from \( O_p \) is obtained as follows: sample a random group \( \mathbb{G} \) of order \( p \), sample a random representation \( \sigma \) of \( \mathbb{G} \), and output the group oracle \( O: \{0, 1\}^{\log_p |S|} \rightarrow \{0, 1\}^{\log_p |S|} \) corresponding to \( (\mathbb{G}, \sigma) \).

Theorem 44. In the generic group model, \( t: \mathbb{N} \rightarrow \mathbb{N} \) with \( t(n) \in \Omega(n) \),

\[
\text{NTIME}(t)^O \not\subseteq \text{PCP}(\text{poly}(t), o(t))^O.
\]

Proof. We exhibit an oracle language \( L \) that is in \( \text{NTIME}(t)^O \) but not in \( \text{PCP}(\text{poly}(t), o(t))^O \).

Oracle language.

Define \( p(n) \) to be the largest prime number no larger than \( 2^{t(n)} \), so we know that \( p(n) \in (2^{t(n)-1}, 2^{t(n)}) \). Let \( L = \{L_O\}_{O \in \mathcal{O}} \) be the oracle language where

\[
L_O := \left\{ 0^n \mid \exists x \in \{0, 1\}^{t(n)}, x < p(n) - 1, \text{ s.t. } \sigma^{-1}(x) + \sigma^{-1}(x^{\text{bit}(n)}) = 0 \right\},
\]

where \( x^{\text{bit}(n)} \) is the string identical to \( x \) everywhere except for the \( t(n) \)-th bit.

In \( \text{NTIME} \). We note that numbers in \( [p(n)] \) can be represented by binary strings of length \( \Theta(t(n)) \). So it’s clear that \( L_O \) is in \( \text{NTIME}(t)^O \) for every \( O \in \mathcal{O} \).

Not in \( \text{PCP} \). We argue that \( L \) is not in \( \text{PCP}(\text{poly}(t), o(t))^O \). Consider an oracle \( O \) s.t. \( 0^n \not\in L_O \). We show that for any PCP-verifier \( M \in \mathbb{M}_t \), if \( M^O \) is correct on \( 0^n \) then we can construct another oracle \( O' \) for which \( M^{O'} \) is not correct on \( 0^n \) (Lemma 45). Therefore there exists some \( O' \) for which \( M^{O'} \) is not correct on \( 0^n \). Additionally, the language \( L \) is by definition 4t-bounded and the running time of \( M \) is bounded by \( 2^{t(n)} \). Since \( M^{O'} \) fails on \( 0^n \), for every function \( F \) that agrees with \( O' \) on \( \bigcup_{1 \leq i \leq 2^{t(n)}} \{0, 1\}^i \), \( M^F \) also fails on \( 0^n \). So by Claim 26, we conclude that \( L \notin \text{PCP}(\text{poly}(t), o(t))^O \).

Lemma 45. For any PCP-verifier \( M \in \mathbb{M}_t \) and any oracle \( O \in \mathcal{O} \) such that \( 0^n \not\in L_O \), if \( M^O \) is correct on \( 0^n \) then there exists \( O' \) for which \( M^{O'} \) is not correct on \( 0^n \).

Proof. Use \( \sigma \) to denote \( O \)'s representation of the order \( p(n) \) group. Define the set of pairs of strings

\[
I(O) := \{(u, v) \in \{0, 1\}^{t(n)} \mid u, v < p(n) - 1, \sigma^{-1}(u) + \sigma^{-1}(v^{\text{bit}(n)}) = 0 \}.
\]
We argue that

\[
\sigma^{(u,v)}(g) := \begin{cases} 
  u & \text{if } \sigma(g) = v \\
  v & \text{if } \sigma(g) = u \\
  \sigma(g) & \text{otherwise}
\end{cases}.
\]

Note that for any \((u, v) \in I(O)\), we have \((\sigma^{(u,v)})^{-1}(v) + (\sigma^{(u,v)})^{-1}(v') = 0\). So \(0^n \in L_{O^{(u,v)}}\).

Consider the pairs of strings \((u, v) \in I(O)\) for which \(M^O\) queries all of \((u, v)\) with “low” probability:

\[
X_\ast(O) := \left\{ (u, v) \in I(O) \mid \forall i = u, v, \sum_{\pi \in \{0,1\}^*} \Pr_r\left[ M^{O,\pi}(0^n; r) \text{ queries } O \text{ at } i \right] < \frac{1}{6} \right\}.
\]

We argue that \(|X_\ast(O)| > 0\), and for every \((u, v) \in X_\ast(O)\) it holds that \(M^{O^{(u,v)}}\) is not correct on \(0^n\).

Consider the set of strings \(u \in \{0,1\}^{\lceil \log_2 p(n) \rceil}, u < p(n) - 1\) that \(M^O\) queries with “high” probability:

\[
X_c(O) := \left\{ u \in \{0,1\}^{t(n)} \mid u < p(n) - 1, \sum_{\pi \in \{0,1\}^*} \Pr_r\left[ M^{O,\pi}(0^n; r) \text{ queries } O \text{ at } u \right] \geq \frac{1}{6} \right\}.
\]

Observe that

\[
|X_c(O)| \leq \left( c \cdot t(n) \right) \cdot \left( 2^{\varphi(t(n))} \cdot \text{poly}(t(n)) \right) = 2^{\varphi(t(n))} \tag{3}
\]

This is because, in any given execution, \(M\) can make at most \(\varphi(t(n))\) queries to \(O\) (also can get at most \(\varphi(t(n))\) symbols from \(O\) and \(O(t(n))\) queries to the given proof string, which means that

\[
\sum_{u \in \{0,1\}^{t(n)}, u < p(n) - 1} \sum_{\pi \in \{0,1\}^*} \Pr_r\left[ M^{O,\pi}(0^n; r) \text{ queries } O \text{ at } u \right] \leq 2^{\varphi(t(n))} \text{poly}(t(n)) \,.
\]

We deduce that \(|X_\ast(O)|\) is large:

\[
|X_\ast(O)| \geq (p(n) - 3) - 2 \cdot |X_c(O)| = 2^{t(n)} - 2^{o(t(n))}.
\]

Next, for every \((u, v) \in X_\ast(O)\) it holds that

\[
\forall \pi \in \{0,1\}^*, \text{ for } i = u, v, \Pr_r\left[ M^{O,\pi}(0^n; r) \text{ queries } O \text{ at } i \right] < \frac{1}{6}.
\]

Therefore,

\[
\forall \pi \in \{0,1\}^*, \Pr_r[ M^{O,\pi}(0^n; r) \text{ queries } O \text{ at } u \text{ or } v ] \\
\leq \sum_{i = u, v} \Pr_r[ M^{O,\pi}(0^n; r) \text{ queries } O \text{ at } i ] \\
< 2 \cdot \frac{1}{6} = \frac{1}{3}.
\]

This means that for every \((u, v) \in X_\ast(O)\) it holds that \(M\) cannot distinguish between \(O\) and \(O^{u,v}\) with probability greater than or equal to \(\frac{1}{3}\).
We know that $M^O$ is correct on $0^n$, namely, for every proof string $π$ it holds that $M^{O,π}(0^n)$ accepts with probability no more than $1/3$. We also know that for every $(u,v) ∈ I(O)$ it holds that $0^n$ is in $L_{O(u,v)}$. But the foregoing argument tells us that for every $(u,v) ∈ X_π(O)$ it holds that for every proof string $π$ we have that $M^{O(u,v),π}(0^n)$ accepts with probability less than $1/3 + 1/3 = 2/3$. We deduce that, for every $(u,v) ∈ X_π(O)$, $M^{O(u,v)}$ is not correct on $0^n$.

7 Almost-everywhere separation for random functions

We strengthen the separation for random functions in Theorem 31. The difference is that now the choice of machine $M$, which is the candidate PCP-verifier for $L_R$, depends on the sample $R$.

**Theorem 46.** Let $R$ be a random oracle with output length $f: \mathbb{N} → \mathbb{N}$.

1. For any function $t: \mathbb{N} → \mathbb{N}$ with $t(n) ∈ \Omega(n)$,
   \[ Pr_{R \leftarrow R} \left[ \text{NTIME}(t)^R \nsubseteq \text{PCP}(\text{poly}(t), o(t))^R \right] = 1 . \]

2. For any function $t: \mathbb{N} → \mathbb{N}$ with $t(n) ∈ \Omega(n) \cap o(2^n)$,
   \[ Pr_{R \leftarrow R} \left[ \text{DTIME}(t)^R \nsubseteq \text{PCP}(o(t), o(t))^R \right] = 1 . \]

**7.1 Proof of Part 1 of Theorem 46**

We prove the statement by arguing that, for every oracle $R$ in a certain set of measure 1 (derived below), there exists a language $L_R$ that is in NTIME$(t)^R$ but not in PCP$(\text{poly}(t), o(t))^R$.

We first define the language $L_R \subseteq \{0,1\}^*$ for any $R ∈ R$. The language is defined as follows:

\[ L_R = \{0^n | \exists w ∈ \{0,1\}^{t(n)} \text{ s.t.} \ R(w)[e_{t(n),1}] = 0 \quad R(w)[e_{t(n),2}] = 0 \quad \vdots \quad R(w)[e_{t(n),t(n)}] = 0 \} . \]

The language $L_R$ is in NTIME$(t)^R$ for every $R ∈ R$ (via the same argument as in Section 4.1). We are left to argue that $L_R$ is not in PCP$(\text{poly}(t), o(t))^R$ for $R$ in a certain set of measure 1. For this, we state a lemma (which we prove later on below), and then conclude the proof of the theorem.

**Lemma 47.** For every $M \in M_{\text{poly}(t), o(t)}$, $Pr_{R \leftarrow R} [M^R \text{ is a PCP-verifier for } L_R] = 0$.

Let $S_M$ be the set of oracles $R ∈ R$ for which $M^R$ is a PCP-verifier for $L_R$. Lemma 47 tells us that $S_M$ has measure zero, that is, $μ_R(S_M) = 0$. Since the set $M_{\text{poly}(t), o(t)}$ is countable (it is a subset of the countable set of all machines) and measures are countably sub-additive, we deduce that

\[ μ_R \left( \bigcup_{M ∈ M_{\text{poly}(t), o(t)}} S_M \right) ≤ \sum_{M ∈ M_{\text{poly}(t), o(t)}} μ_R(S_M) = 0 . \]
We conclude that
\[
\Pr_{R\in\mathcal{R}} \left[ \exists M \in \mathcal{M}_{\text{poly}(t),o(t)} \text{ s.t. } M^R \text{ is a PCP-verifier for } L_R \right] = 0 ,
\]
which shows that \( L_R \) is not in \( \text{PCP(poly(t),o(t))^R} \) for all \( R \) in a set of measure 1.

This completes the proof, and so we are only left with proving Lemma 47.

Before proving Lemma 47, we define two disjoint sets of oracles, \( S_{n,0} \) and \( S_{n,1} \), and then prove certain properties about them (see Lemmas 50 to 52 below).

**Definition 48.** For every \( n \in \mathbb{N} \), function \( R \in \mathcal{R}_n \), and string \( w \in \{0,1\}^{t(n)} \), we define the function \( F[R,w] : \{0,1\}^* \rightarrow \{0,1\}^* \) to be
\[
F[R,w](z)_j := \begin{cases} 
0 & \text{if } j = 1 \text{ and } z = w[e_{t(n)}i] \text{ for some } i \in [t(n)] \\
R(z)_j & \text{otherwise}
\end{cases}
\]
Moreover, given \( S \subseteq \mathcal{R}_n \), we define \( F[S,\{0,1\}^{t(n)}] \) to be the set \( \{F[R,w] | R \in S, w \in \{0,1\}^{t(n)}\} \).

**Definition 49.** For every \( n \in \mathbb{N} \), \( S_{n,0} \) is the set of functions \( R \in \mathcal{R}_n \) for which \( 0^n \not\in L_R \), that is, for which for every \( R \in \{0,1\}^{t(n)} \) there exists an index \( i \in [t(n)] \) such that \( R(w[e_{t(n)}i])_1 \neq 0 \). Also, \( S_{n,1} \) equals the set \( F[S_{n,0},\{0,1\}^{t(n)}] \), which is disjoint from \( S_{n,0} \) (since \( 0^n \in L_R \) for every \( R \in S_{n,1} \)).

**Lemma 50.** For every subset \( S \subseteq S_{n,0} \), we have \( \mu_R(S) \leq \mu_R(F[S,\{0,1\}^{t(n)}]) \).

**Proof.** Each \( R \in S \) yields \( 2^{t(n)} \) distinct functions \( F[R,w] \) as \( w \) ranges over \( \{0,1\}^{t(n)} \). On the other hand, each \( R' \in F[S,\{0,1\}^{t(n)}] \) has at most \( 2^{t(n)} - 1 \) “pre-images” in \( S \): there exists precisely one \( w \) such that \( R(w[e_{t(n)}i])_1 = 0 \) for all \( i \in [1, \ldots, t(n)] \). So if \( R' = F[R,w] \), \( R \) and \( R' \) can only be different in the first bit at locations of the form \( w[e_{t(n)}i] \) for \( i \in [1, \ldots, t(n)] \). There are \( 2^{t(n)} - 1 \) different assignments to the first bits at \( w[e_{t(n)}i] \) each of which gives rise to a preimage of \( R' \) in \( S \) (we exclude the all-zero assignment). We deduce that \( 2^{t(n)} \mu_R(S) \leq (2^{t(n)} - 1) \mu_R(F[S,\{0,1\}^{t(n)}]) \), and so \( \mu_R(S) \leq \mu_R(F[S,\{0,1\}^{t(n)}]) \).

**Lemma 51.** \( \lim_{n \to \infty} \mu_R(S_{n,0}) = 1/e. \)

**Proof.** For any \( n \in \mathbb{N} \) the measure of \( S_{n,0} \) in \( \mathcal{R} \) is \( \mu_R(S_{n,0}) = (1 - \frac{1}{2^{t(n)}})^{2^{t(n)}} \). Therefore:
\[
\lim_{n \to \infty} \mu_R(S_{n,0}) = \lim_{N \to \infty} \left( 1 - \frac{1}{N} \right)^N = \lim_{N \to \infty} e^{N(1-\frac{1}{N})} = \lim_{N \to \infty} e^{(1-\frac{1}{N})^N} = 1/e .
\]

**Lemma 52.** For every function \( R \in S_{n,0} \), if \( M^R \) is correct on \( 0^n \) then there are at least \( 2^{t(n)} - 2^{o(t(n))} \) strings \( w \in \{0,1\}^{t(n)} \) for which \( M^{F[R,w]} \) is not correct on \( 0^n \). (Note that \( F[R,w] \in S_{n,1} \)).

**Proof.** Fix a constant \( c > 0 \) to be determined later. Consider the set of strings \( w \in \{0,1\}^{t(n)} \) for which \( M^R \) queries all of \( \{w \oplus e_{t(n),i}, \ldots, w \oplus e_{t(n),t(n)}\} \) with “low” probability:
\[
X_\star(R) := \left\{ w \in \{0,1\}^{t(n)} \mid \forall i \in [t(n)], \sum_{e_i \in \{0,1\}^*} \Pr_{R}[M^R,w|0^n; r] \text{ queries } R \text{ at } w \oplus e_{t(n),i} < \frac{1}{c \cdot t(n)} \right\} .
\]
We argue that \( |X_\star(R)| \) is large, and for every \( w \in X_\star(R) \) it holds that \( M^{F[R,w]} \) is not correct on \( 0^n \).
Consider the set of strings \( w \in \{0,1\}^{l(n)} \) that \( M^R \) queries with “high” probability:

\[
X_c(R) := \left\{ w \in \{0,1\}^{l(n)} \left| \sum_{\pi \in \{0,1\}^*} \Pr_{r}[M^R,\pi(0^n;r) \text{ queries } R \text{ at } w] \geq \frac{1}{c \cdot t(n)} \right. \right\}.
\]

Observe that

\[
|X_c(R)| \leq \left( c \cdot t(n) \right) \cdot \left( 2^{o(t(n))} \cdot \operatorname{poly}(t(n)) \right) = 2^{o(t(n))}.
\]  

This is because, in any given execution, \( M \) can make at most \( \operatorname{poly}(t(n)) \) queries to \( R \) and \( o(t(n)) \) queries to the given proof string, which means that

\[
\sum_{w \in \{0,1\}^{l(n)}} \sum_{\pi \in \{0,1\}^*} \Pr_{r}[M^R,\pi(0^n;r) \text{ queries } R \text{ at } w] \leq 2^{o(t(n))} \cdot \operatorname{poly}(t(n)).
\]

We deduce, via Equation (4), that \( |X_*(R)| \) is large:

\[
|X_*(R)| \geq 2^{t(n)} - t(n)|X_c(R)| = 2^{t(n)} - 2^{o(t(n))}.
\]

Next, for every \( w \in X_*(R) \) it holds that

\[
\forall \pi \in \{0,1\}^*, \forall i \in [t(n)], \Pr_{r}[M^R,\pi(0^n;r) \text{ queries } R \text{ at } w \oplus e_{t(n),i}] < \frac{1}{c \cdot t(n)}.
\]

Therefore,

\[
\forall \pi \in \{0,1\}^*, \Pr_{r}[M^R,\pi(0^n;r) \text{ queries } R \text{ at any } w \oplus e_{t(n),i}] \leq \sum_{i \in [t(n)]} \Pr_{r}[M^R,\pi(0^n;r) \text{ queries } R \text{ at } w \oplus e_{t(n),i}] < t(n) \cdot \frac{1}{c \cdot t(n)} = \frac{1}{c}.
\]

This means that for every \( w \in X_*(R) \) it holds that \( M \) cannot distinguish between \( R \) and \( R' := F[R,w] \) with probability greater than \( \frac{1}{c} \) (the probability is over \( M \)'s randomness \( r \)).

We know that \( M^R \) is correct on \( 0^n \), namely, for every proof string \( \pi \) it holds that \( M^{R,\pi}(0^n) \) accepts with probability less than \( 1/3 \). We also know that for every \( w \in \{0,1\}^{l(n)} \) it holds that \( 0^n \) is in \( L_{F[R,w]} \). But the foregoing argument tells us that for every \( w \in X_*(R) \) it holds that for every proof string \( \pi \) we have that \( M^{F[R,w],\pi}(0^n) \) accepts with probability less than \( 1/3 + 1/c \).

Choosing \( c \geq 3 \), we deduce that, for every \( w \in X_*(R) \), \( M^{F[R,w]} \) is not correct on \( 0^n \).

Proof of Lemma 47. Fix \( M \in M_{\text{poly}(t),o(t)} \). It suffices to show that, for some \( \epsilon \in [0,1) \) and every \( n \in \mathbb{N} \), \( M^R \) is correct on input \( 0^n \) for at most an \( \epsilon \)-fraction of oracles \( R \). Indeed, this fact would imply that:

\[
\Pr_{R \leftarrow \mathcal{R}} \left[ M^R \text{ is a PCP-verifier for } L_R \right] \leq \Pr_{R \leftarrow \mathcal{R}} \left[ \forall n \in \mathbb{N}, M^R \text{ is correct on } 0^n \right] = \prod_{n \in \mathbb{N}} \Pr_{R \leftarrow \mathcal{R}} \left[ M^R \text{ is correct on } 0^n \left| M^R \text{ is correct on } 0^i \text{ for all } i < n \right. \right] = \prod_{n \in \mathbb{N}} \Pr_{R \leftarrow \mathcal{R}} \left[ M^R \text{ is correct on } 0^n \right] \leq \lim_{n \to \infty} \epsilon^n = 0,
\]
as claimed. Above “correct” on input $0^n$ means that if $0^n \in L_R$ then there exists a proof string $\pi$ such that $M^{R,\pi}(0^n)$ accepts with probability at least $2/3$, and if $0^n \notin L_R$ then for every proof string $\pi$ it holds that $M^{R,\pi}(0^n)$ rejects with probability at least $2/3$.

We are left to argue that $M^R$ is correct on input $0^n$ for at most an $\epsilon$-fraction of oracles $R$. Consider the following sets of oracles:

$$U_{n,\text{all}} := \left\{ R \in \mathcal{R} \mid M^R \text{ is incorrect on } 0^n \right\},$$

$$U_{n,0} := \left\{ R \in S_{n,0} \mid M^R \text{ is incorrect on } 0^n \right\},$$

$$U_{n,1} := \left\{ R' \in S_{n,1} \mid M^{R'} \text{ is incorrect on } 0^n \right\}.$$ 

Note that $U_{n,0} \cup U_{n,1} \subseteq U_{n,\text{all}}$. Also, $U_{n,0}$ and $U_{n,1}$ are disjoint, because $S_{n,0}$ and $S_{n,1}$ are disjoint.

We want to prove that $\mu_R(U_{n,\text{all}}) > 1 - \epsilon$. We do so as follows:

$$\mu_R(U_{n,\text{all}}) \geq \mu_R(U_{n,0}) + \mu_R(U_{n,1})$$

$$\geq \left( \mu_R(S_{n,0}) - \mu_R(S_{n,0} \setminus U_{n,0}) \right) + \mu_R(U_{n,1})$$

$$\geq |U_{n,0}| \left( \mu_R(S_{n,0}) - \mu_R(S_{n,0} \setminus U_{n,0}) \right) + \frac{2^{\ell(n)} - 2^{o(t(n))}}{2^{\ell(n)}} \cdot \mu_R \left( \mathcal{F}[S_{n,0} \setminus U_{n,0}, \{0,1\}^{\ell(n)}] \right)$$

$$\geq |U_{n,0}| \left( \mu_R(S_{n,0}) - \mu_R(S_{n,0} \setminus U_{n,0}) \right) + \frac{2^{\ell(n)} - 2^{o(t(n))}}{2^{\ell(n)}} \cdot \mu_R(S_{n,0} \setminus U_{n,0})$$

$$= \mu_R(S_{n,0}) - \frac{2^{o(t(n))}}{2^{\ell(n)}} \cdot \mu_R(S_{n,0} \setminus U_{n,0})$$

$$\geq \mu_R(S_{n,0}) - \frac{2^{o(t(n))}}{2^{\ell(n)}} \cdot \mu_R(S_{n,0})$$

$$= \left( 1 - \frac{2^{o(t(n))}}{2^{\ell(n)}} \right) \cdot \mu_R(S_{n,0}).$$

Above, the third inequality (labeled $[a]$) follows from Lemma 52; the fourth inequality (labeled $[b]$) follows from Lemma 50 applied to the set $S_{n,0} \setminus U_{n,0}$.

Finally, by Lemma 51 we know that $\lim_{n \to \infty} \mu_R(S_{n,0}) = 1/\epsilon > 1/3$, so if we set $\epsilon := 2/3$ then the above expression is greater than $1 - \epsilon$ for large enough $n$.

\section{7.2 Proof of Part 2 of Theorem 46}

We prove the statement by arguing that, for every oracle $R$ in a certain set of measure 1 (derived below), there exists a language $L_R$ that is in $\text{DTIME}(t)^R$ but not in $\text{PCP}(o(t), o(t))^R$.

We first define the language $L_R \subseteq \{0,1\}^*$ for any $R \in \mathcal{R}$. The language is defined as follows:

$$L_R := \{ (x, y) \in \{0,1\}^n \times \{0,1\}^n \mid F_{R,n}(x) = y \},$$

where $F_{R,n}(x), i := \bigoplus_{j \in \{i - 1, i, i + 1\}} R(x\|e_{\ell(n) i})$ for $i \in \{1, \ldots, n\}$.

We argue that the language $L_R$ is in $\text{DTIME}(t)^R$ for every $R \in \mathcal{R}$. Consider the deterministic machine that on input $(x, y)$: (a) copies $x\|e_{\ell(n) 1}$ to the query tape; (b) for $i \in \{1, \ldots, n\}$, calls $R$ on inputs $\{x\|e_{\ell(n) 1}, \ldots, i\}$ to get $z_i := F_{R,n}(x)$; (c) accepts if $y = z$. Writing down $x$ takes time $n$, querying all bits of the form $x\|e_{\ell(n) i}$ takes $O(t(n))$ time, computing $z$ and comparing it with $y$ takes $O(t(n))$ time. So the running time of the machine is $O(t(n))$. We are left to argue that $L_R$ is not in $\text{PCP}(o(t), o(t))^R$ for $R$ in a certain set of measure 1. For this, we state a lemma (which we prove later on below), and then conclude the proof of the theorem.
Lemma 53. For every \( M \in M_{o(t),o(t)} \), \( \Pr_{R \leftarrow \mathcal{R}} [M^R \text{ is a PCP-verifyer for } L_R] = 0 \).

Using the same argument as in the proof of Theorem 46, we conclude that

\[
\Pr_{R \leftarrow \mathcal{R}} \left[ \exists M \in M_{o(t),o(t)} \text{ s.t. } M^R \text{ is a PCP-verifier for } L_R \right] = 0,
\]

which shows that \( L_R \) is not in \( PCP(o(t),o(t))^R \) for all \( R \) in a set of measure 1.

This completes the proof, and so we are only left with proving Lemma 53.

Before proving Lemma 53, we define for every \( n \in \mathbb{N} \) \( 2^n \) disjoint sets of oracles, \( S_{n,y} \) where \( y \in \{0,1\}^n \), and then prove certain properties about them (see Remark 56 and Lemma 57 below).

Definition 54. For every \( n \in \mathbb{N} \) and \( y \in \{0,1\}^n \), \( S_{n,y} \) is the set of functions \( R \in \mathcal{R}_n \) for which \( (0^n, y) \in L_R \), that is, for which \( F_{R,n}(0^n) = y \). We note that by definition the sets are disjoint.

Definition 55. For every \( n \in \mathbb{N} \), function \( R \in \mathcal{R}_n \), index \( i \in [n] \) and coordinate index \( j \in \left[ \frac{t(n)}{n} \right] \), we define the function \( F[R,i,j] : \{0,1\}^* \rightarrow \{0,1\}^* \) to be

\[
F[R,i,j](z)_k :=
\begin{cases}
1 - R(z)_k & \text{if } k = 1 \text{ and } z = 0^n||e_{t(n),(i-1)t(n)/n+j} \ \\
R(z)_k & \text{otherwise}
\end{cases}
\]

Moreover, given \( S \subseteq \mathcal{R}_n \), we define \( F[S,i,j] \) to be the set \( \{F[R,i,j] \mid R \in S\} \).

From the definitions of the set \( S_{n,y} \) and the map \( F[\ , \ , \ ] \), we immediately obtain the following claim.

Remark 56. We note that for any \( R \in S_{n,y} \), \( i \in [n] \) and \( j \in \left[ \frac{t(n)}{n} \right] \), (a) \( F[R,i,j] \notin S_{n,y} \), since flipping the first bit at \( 0^n||e_{t(n),(i-1)t(n)/n+j} \) results in \( F_{R,n}(0^n) \neq F_{F[R,i,j],n}(0^n) \); (b) the number of preimages of \( R \) under the maps \( \{F[\ , \ , \]\} \) is exactly \( t(n) \).

Lemma 57. For every function \( R \in S_{n,y} \), if \( M^R \) is correct on \( (0^n, y) \) then there are at least \( t(n) - o(t(n)) \) pairs \( (i,j) \in [n] \times [t(n)/n] \) for which \( M^F[R,i,j] \) is not correct on \( (0^n, y) \).

Proof. Fix a constant \( c > 0 \). Let \( \pi \) be the proof such that \( \Pr_r[M^R,\pi(0^n, y; r) \geq \frac{3}{4}] \). Consider the set of \( t(n) \) queries

\[
X(R) := \left\{ 0^n||e_{t(n),(i-1)t(n)/n+j} \mid i \in [n], j \in [t(n)/n] \right\}.
\]

Define the subset of \( X(R) \) which \( M^R,\pi \) queries with “low” probability:

\[
X_\ast(R) := \left\{ w \in X(R) \mid \Pr_r[M^R,\pi(0^n; r) \text{ queries } R \text{ at } w] < \frac{1}{c} \right\}.
\]

We argue that \( |X_\ast(R)| \) is large, and for every \( w \in X_\ast(R) \), \( w = 0^n||e_{t(n),(i-1)t(n)/n+j} \) it holds that \( M^F[R,i,j],\pi \) is not correct on \( (0^n, y) \).

Consider the set of strings \( w \in X(R) \) that \( M^R \) queries with “high” probability:

\[
X_\ast(R) := \left\{ w \in X(R) \mid \Pr_r[M^R,\pi(0^n; r) \text{ queries } R \text{ at } w] \geq \frac{1}{c} \right\}.
\]

Observe that

\[
|X(R)| \leq c \cdot o(t(n)) \in o(t(n)).
\]
This is because, in any given execution, \( M \) can make at most \( o(t(n)) \) queries to \( R \) which means that
\[
\sum_{w \in X(R)} \Pr_r[|M_{R,.}(0^n; r) \text{ queries } R \text{ at } w] \leq o(t(n)).
\]

We deduce, via Equation (5), that \(|X_\ast(R)|\) is large:
\[
|X_\ast(R)| \geq t(n) - |X_\sim(R)| = t(n) - o(t(n)).
\]

Next, for every \( w \in X_\ast(R) \) it holds that
\[
\Pr_r[|M_{R,.}(0^n; r) \text{ queries } R \text{ at } w] < \frac{1}{c}.
\]

This means that for every \( w \in X_\ast(R) \), \( w = 0^n||_{t(n), (i-1)t(n)/n+j} \), it holds that \( M \) cannot distinguish between \( R \) and \( R' := F[R, i, j] \) with probability greater than \( \frac{1}{c} \) (the probability is over \( M \)'s randomness \( r \)).

We know that \( M_{R,.} \) is correct on \( (0^n, y) \), namely, \( M_{R,.}(0^n) \) accepts with probability at least \( 1/3 \). We also know that for every \( (i, j) \in [n] \times [t(n)/n] \) it holds that \( (0^n, y) \not\in L_{F[R, i, j]} \) (part (a) of Remark 56). But the foregoing argument tells us that for every \( 0^n||_{t(n), (i-1)t(n)/n+j} \in X_\ast(R) \) it holds that \( M_{F[R, i, j],.}(0^n) \) accepts with probability greater than \( 1/3 + 1/c \).

Choosing \( c \geq 3 \), we deduce that, for every \( 0^n||_{t(n), (i-1)t(n)/n+j} \in X_\ast(R) \), \( M_{F[R, i, j],.} \) is not correct on \( (0^n, y) \).

**Proof of Lemma 53.** Fix \( M \in M_{o(t), o(t)} \). It suffices to show that, for some \( \epsilon \in [0, 1) \) and every \( n \in \mathbb{N} \), \( M \) is correct on inputs \( (0^n, y)_{y \in \{0, 1\}^n} \) for at most an \( \epsilon \)-fraction of oracles \( R \). Indeed, this fact would imply that:
\[
\begin{align*}
\Pr_{R \sim \mathcal{R}} \left[ M\text{ is a PCP-verifier for } L_R \right] \\
\leq \Pr_{R \sim \mathcal{R}} \left[ \forall n \in \mathbb{N}, M\text{ is correct on } (0^n, y)_{y \in \{0, 1\}^n} \right] \\
= \prod_{n \in \mathbb{N}} \Pr_{R \sim \mathcal{R}} \left[ M\text{ is correct on } (0^n, y)_{y \in \{0, 1\}^n} \right] \\
= \prod_{n \in \mathbb{N}} \Pr_{R \sim \mathcal{R}} \left[ M\text{ is correct on } (0^n, y)_{y \in \{0, 1\}^n} \right] \\
\leq \lim_{n \to \infty} \epsilon^n = 0,
\end{align*}
\]
as claimed. Above “correct” on input \( (0^n, y) \) means that if \( (0^n, y) \in L_R \) then there exists a proof string \( \pi \) such that \( M_{R,.}(0^n, y) \) accepts with probability at least \( 2/3 \), and if \( (0^n, y) \not\in L_R \) then for every proof string \( \pi \) it holds that \( M_{R,.}(0^n, y) \) rejects with probability at least \( 2/3 \).

We are left to argue that \( M \) is correct on inputs \( (0^n, y)_{y \in \{0, 1\}^n} \) for at most an \( \epsilon \)-fraction of oracles \( R \). Consider the following sets of oracles:
\[
\begin{align*}
U_{n, \text{all}} &:= \left\{ R \in \mathcal{R} \mid M\text{ is incorrect on } (0^n, y) \text{ for some } y \in \{0, 1\}^n \right\}, \\
U_{y, \text{all}} &:= \left\{ R \in S_{n, y} \mid M\text{ is incorrect on } (0^n, y') \text{ for some } y' \in \{0, 1\}^n \right\}, \\
U_{y, y} &:= \left\{ R \in S_{n, y} \mid M\text{ is incorrect on } (0^n, y) \right\}.
\end{align*}
\]
We want to prove that $\mu_R(U_{n,\text{all}}) > 1 - \epsilon = 1/3$. We do so as follows:

$$
\mu_R(U_{n,\text{all}}) = \sum_{y \in \{0,1\}^n} \mu_R(U_{y,\text{all}})
\geq [a] \frac{1}{t(n)} \cdot \sum_{y \in \{0,1\}^n} \mu_R(S_{n,y} \setminus U_{y,y}) \cdot (t(n) - o(t(n)))
\geq \sum_{y \in \{0,1\}^n} \mu_R(S_{n,y} \setminus U_{y,y}) \cdot \frac{t(n) - o(t(n))}{t(n)}
= (1 - \mu_R(U_{n,\text{all}})) \cdot \frac{t(n) - o(t(n))}{t(n)}
\geq \frac{t(n) - o(t(n))}{2t(n)} > \frac{1}{3}
$$

In the inequality labeled $[a]$, the $\frac{1}{t(n)}$ term comes from part (b) of Remark 56 that each $R \in \mathcal{R}_n$ has $t(n)$ preimages under the maps $\{F[i,j]\}_{i,j \in [t(n)/n]}$; the term $\mu_R(S_{n,y} \setminus U_{y,y}) \cdot (t(n) - o(t(n)))$ is the measure of all $R' \in \bigcup_{i,j} F[S_{n,y},i,j]$ for which $M_{R',\pi}(0^n,y)$ fails (Lemma 57).
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1 Introduction

One of the central open problems in circuit complexity is to prove superlinear lower bounds on the size of general Boolean circuits for explicitly defined functions. While theorists have been outstandingly successful at analyzing some restricted circuit models – for instance, exponential lower bounds are known when the circuit is monotone [22], or bounded-depth [11] – the progress remains modest for less restricted classes of circuits:

1. The best lower bounds for the Boolean formula size of explicit functions over $n$ variables are of the form $\Omega(n^{1-o(1)})$ [12, 18, 26, 5, 7, 19, 27, 4, 8]. The first such bound is due to Håstad [12] and the current largest bound (improving lower order terms) is due to Tal [27].

2. The best lower bounds for branching programs, which capture small-space computation and can simulate formulas, are $\Omega((n/\log n)^2)$ for the deterministic model by Nechiporuk [21] and $\Omega(n^{3/2}/\log n)$ for the non-deterministic- and parity- models by Pudlák [15], and Karchmer and Wigderson [15], respectively.

3. The best lower bounds for span programs over $GF(2)$, which can simulate all of the above models, is $\Omega(n^{3/2}/\log n)$ by Beimel, Gál, and Paterson [3], following the initial $\Omega(n \log \log \log^* n)$ lower bounds by Karchmer and Wigderson [15].

4. Finally (and, perhaps, most notoriously) the best lower bounds for general Boolean circuits are $5n - o(n)$, due to Iwama and Morizumi [13].

Pudlák’s result is unpublished, and referenced by Karchmer and Wigderson in their paper [15].
Lower Bounds for (Non-Monotone) Comparator Circuits

Improving any of these lower bounds is an outstanding open problem; however, the problem of proving any superlinear lower bound on general Boolean circuits is perhaps the most interesting. Span programs form a remarkable model here, since they can simulate all models above for which we have superlinear lower bounds – this means that improving the lower bounds for span programs is one of the outstanding open question at the “frontier” of current techniques for proving lower bounds in general non-monotone circuit models.

In this paper we identify a new problem at the frontier: the complexity of non-monotone comparator circuits. A comparator circuit is a circuit composed purely of comparator gates, each of which maps a pair of bits \((x, y)\) to \((x \land y, x \lor y)\). It is known that, just like span programs, comparator circuits can efficiently simulate non-deterministic branching programs \([6]\), and thus lower bounds for comparator circuits imply lower bounds on branching programs and formulas. However, like branching programs, comparator circuits are known to be stronger than boolean formulas, as it is easy to construct comparator circuits computing Parity in \(O(n)\) size (unlike formulas, which require \(\Omega(n^2)\) size \([16]\)). Similarly, like span programs, comparator circuits are believed to be weaker than general non-monotone circuits \([6, 24]\). However, it appears that comparator circuits may be incomparable to, or possibly even stronger than span programs: the class of functions computable by polynomial-size comparator circuits is conjectured to be incomparable to \(NC\) \([25]\), and this conjecture is supported by oracle separations \([6]\). In contrast, the class of functions computable by polynomial-size span programs over finite fields is contained in \(NC^2\). Furthermore, while we already had superlinear lower bounds for span programs \([3, 15]\), there have been no superlinear lower bounds known for the comparator circuit size of any explicit function.

Continuing the line of work proving superlinear lower bounds for formulas, branching programs, and span programs, we prove the first superlinear lower bounds on the size of comparator circuits computing an explicit Boolean function. Let \(n = 2m \log m\), and let \(ED_n : \{0,1\}^n \rightarrow \{0,1\}\) be the \(n\)-bit Element Distinctness function, which takes \(m\) integers in the range \(\{1,2,\ldots,m^2\}\) as input (each encoded as \(2 \log m\) bits) and outputs 1 if all of the integers are distinct. Our main result is the following:

- **Theorem 1.** The size of any comparator circuit computing the \(n\)-bit Element Distinctness function \(ED_n\) is at least \(\Omega((n/\log n)^{3/2})\).

In fact, we prove the stronger statement, that the number of wires of any comparator circuit computing \(ED_n\) is at least \(\Omega((n/\log n)^{3/2})\). (See Section 2 for definitions.)

The above result provides a new and natural class of circuits for which we can obtain superlinear size lower bounds, and thus represents progress towards the goal of proving superlinear lower bounds for general non-monotone circuits. We believe that the techniques we employ are also interesting. The current best \(\Omega(n^{3-o(1)})\) lower bounds for formulas follow by restriction based techniques, which we do not use for our lower bounds. In fact, as we discuss in Section 5, there seem to be obstacles to obtaining superlinear lower bounds for comparator circuits this way. Instead, we use a generalized version of the classic Nechiporuk method \([21]\), which was used for obtaining the current best lower bounds for branching programs and span programs stated above. However, it is not possible to apply Nechiporuk’s method directly to estimate the number of gates of comparator circuits, because the partial computations corresponding to subcircuits over disjoint subsets of inputs may significantly overlap (see Remark 8 and Section 1.2 for more details.) Instead, we need to exploit some interesting structure of comparator circuits to enable a more general version of the method. For these reasons we believe that our above lower bound (and comparator circuits more generally) are particularly interesting.
### 1.1 Comparator Circuits and Bounded Fanout Computation

Let us first describe comparator circuits more formally. As stated above, a **comparator gate** computes the map \((x, y) \mapsto (x \land y, x \lor y)\) where \(x, y \in \{0, 1\}\); that is, the gate outputs both the AND and the OR of its input bits. A **comparator circuit** is a Boolean circuit whose inputs are labeled by input literals (i.e. either variables \(x_i\) or their negations \(\overline{x}_i\)), and is composed entirely of comparator gates; the comparator circuit is said to be **monotone** if no input literal is negated. We emphasize here that every comparator gate in the circuit has exactly two inputs and two outputs, and the (Boolean) output of the circuit is obtained by fixing some designated output of a comparator gate in the circuit.

The definition of a comparator gate suggests a convenient method of visualizing such circuits, depicted in Figure 1. We draw \(m\) lines from left-to-right – we call these lines **wires**\(^2\) – that are initially labeled with input literals or the Boolean constants \(0, 1\). We connect wires together with **comparator gates**: each gate is drawn connecting a pair of wires; one of the inputs is drawn with a **circle** (representing the output of the \(\land\) gate) and the other with an **arrow** (representing the output of the \(\lor\) gate).

![Figure 1](image-url) Examples of comparator circuits, with outputs designated. The left is a simple monotone comparator circuit, the right is a non-monotone comparator circuit for parity.

The most studied examples of comparator circuits in the literature are **sorting networks**, which are typically studied in a more general (i.e. non-Boolean) setting. A sorting network is a mathematical model of a sorting algorithm which is **input-oblivious**: the algorithm performs the same sequence of compare-and-swap operations on its input sequence of integers for all possible inputs. There are \(n\) wires traveling from left to right, each labeled with a distinct input variable, and a sequence of **comparator gates** connecting the wires. (Note that a comparator gate, intuitively, just **sorts** its inputs in order, with the larger input sent to the \(\lor\) output and the smaller to the \(\land\) output.) The goal is to construct the **fastest** network – where fastest can mean “shallowest”, with the smallest depth connecting inputs to outputs, or with the fewest possible comparator gates – that sorts all \(n\) inputs. Shallow sorting networks have many applications in theory and practice, and thus have been extensively studied in theoretical computer science, with much effort spent on finding the shallowest possible networks (see [1, 2, 17, 9]). A restricted version of comparator circuits appeared implicitly in a paper by Graham [10]. His model is equivalent to **read once** comparator circuits, where each literal is used on at most one wire. Graham [10] showed that there exists a Boolean function on 11 variables that cannot be computed by this model, and it was proved by Robere [23] that the \(s, t\)-connectivity problem cannot be solved by read once monotone comparator circuits.

\(^2\) We note that this differs from the standard usage of the word “wires” in circuit complexity, which is usually used to mean the edges in the underlying directed graph of the circuit.
Studying comparator circuits as a circuit model for general computation arguably began with the work of Subramanian [25], who showed that comparator circuits are a natural model for extending the study of bounded fan-out circuits beyond Boolean formulas. Subramanian considered different classes of circuits depending on whether or not the gates in the circuit could simulate a COPY gate: that is, the gate that takes some input $x$ and outputs two copies of $x$. For example, when a gate can “fan-out” its output then we are allowing the gate to implicitly copy its output many times over. On the other hand, it is easy to see that a circuit constructed of comparator gates can not simulate a COPY gate, as the Hamming weight of the output of a comparator gate is always the same as the Hamming weight of the input of a comparator gate. Thus comparator circuits form an interesting intermediate class between Boolean formulas and Boolean circuits: they cannot create copies of intermediate computations, and so are apparently weaker than Boolean circuits; but, the ability to compute AND and OR simultaneously makes them apparently more powerful than Boolean formulas.

Let $CC$ denote the class of languages computable by $AC^0$-uniform polynomial-size comparator circuits. This complexity class has an interesting characterization as the class of problems reducible to the stable marriage problem [25]. Closer to our purposes, Subramanian showed that if a circuit composed from gates chosen from a set $S$ has “bounded fanout”, in the sense that the gates from $S$ cannot simulate a COPY gate, and all the gates in $S$ compute monotone functions, then the corresponding circuit value problem for circuits with gates from $S$ is either in NC or is CC-hard [25]. Despite their inability to copy, polynomial-size comparator circuits can compute everything in NL [20, 6] (which is conjectured to be strictly more powerful than polynomial-size Boolean formulas), and appear to be incomparable with NC [25]. Therefore, CC is a natural class to continue the study of bounded fan-out computation past $NC^1$, along with being a candidate for a class $C$ satisfying $NL \subset C \subset P$ and $C \neq NC$. The computational complexity of the class CC was recently analyzed by Cook, Filmus and Le [6] where, among other things, the question of uniformity and oracle separations with other classes was addressed.

However, a natural question left open by [6] is that of lower bounds. In the monotone case, since monotone comparator circuits are simulated by monotone circuits, exponential lower bounds are implied by the known lower bounds for monotone circuits (for instance, by Razborov [22]), and exponential separations between monotone comparator circuits and monotone circuits have been proved in [24]. Lower bounds for general Boolean circuits imply lower bounds for comparator circuits, but other than such implications, we are not aware of any previous nontrivial lower bounds for general (non-monotone) comparator circuits. In particular, before our work, no superlinear lower bounds have been obtained for comparator circuits computing an explicit Boolean function.

### 1.2 Techniques

To prove Theorem 1 we recruit a classic tool from non-monotone circuit lower bounds: the Nechiporuk method [21]. This method was invented by Nechiporuk to prove lower bounds on the size of deterministic branching programs and formulas, and is currently one of the few techniques capable of proving superlinear lower bounds against non-monotone computation. The idea of the method is as follows, in the setting of branching programs (the argument for formulas is identical, see e.g. [29]). Consider a branching program $B$ computing a Boolean function $f$ on $n$ variables. First, observe that fixing the values outside of a subset $S \subseteq [n]$ of the variables to constants results in a branching program that computes a subfunction of the original function on the variables in the subset $S$. It follows that as we range over all substitutions to $[n] \setminus S$, the number of different branching programs obtained must be
at least as large as the number of different subfunctions of \( f \) on \( S \). Thus, to obtain a lower bound, take any partition of the input variables \([n] = Y_1 \cup Y_2 \cup \cdots \cup Y_n\) and let \( h_i \) be the number of nodes of the branching program \( B \) labeled with variables from the set \( Y_i \). Recall that the size of a deterministic branching program is the number of its nodes, and each node is labeled by exactly one input variable. Thus, the size of the branching program \( B \) is \(|B| = \sum h_i \) and, in turn, we can lower-bound each \( h_i \) by relating it to the number of subfunctions of \( f \) on the variables \( Y_i \) obtained by restricting \([n] \setminus Y_i \) in all possible ways. This yields lower bounds for functions with large number of different subfunctions.

The Nechiporuk method works well for branching programs as the sets of nodes of the program associated with disjoint subsets of inputs are disjoint. The situation is similar for Boolean formulas: each leaf of the formula is labeled by a variable (or negated variable), and again the sets of leaves associated with disjoint subsets of inputs are disjoint. In fact, this property (that the subcircuits corresponding to disjoint subsets of inputs are disjoint) is true for all prior applications of the method. For example, in the application to non-deterministic and parity branching programs [15], the edges of the program are now labeled by variables, and thus the sets of edges corresponding to disjoint subsets of variables are disjoint. Similarly, in span programs over \( GF(2) \) [3], the rows are labeled by variables and so once again, subsets of rows corresponding to disjoint subset of variables are disjoint.

In principle, one could imagine generalizing this method to other circuit models, as long as the subcomputations corresponding to disjoint subsets of input variables do not overlap much. On the negative side, the method can provably not be applied to general Boolean circuits [28], which intuitively makes sense as circuits can copy intermediate computations as many times as they like.

So: what about comparator circuits? At first glance it seems like the method should not be applicable to comparator circuits either, since the circuits contain gates with fanout two, and this implies that the computation of the circuits on disjoint sets of variables can badly overlap, just like general Boolean circuits and unlike formulas, branching programs or span programs. Indeed, as we discuss in Remark 8, the set of gates of a comparator circuit contributing to the computation on a given subset of variables can potentially involve all the gates of the original circuit.

We can, however, overcome this problem. Our key observation is the following: the idea of Nechiporuk’s method may be still applicable in situations where the subcomputations badly overlap, as long as we are able to bound the size of the computation by some (not too fast growing) function of the number of occurrences of input literals. This is simply because the occurrences of input literals (or in other words the input queries) made by the computation will always be disjoint over disjoint subsets of variables.

Let us elaborate further in the case of comparator circuits. In comparator circuits, the number of wires – which, we recall, refers to the number of distinct left-to-right lines in Figure 1 – corresponds exactly to the number of occurrences of input literals in the circuit. The fact that comparator circuits cannot simulate COPY gates suggests the following question. If \( F \) is a Boolean formula with \( \ell \) leaves then it is easy to see that the number of internal gates \( s \) of \( F \) is exactly \( s = \ell - 1 \). In other words, the size of the formula \( F \) is linearly related to the number of its leaves, and this is a result of \( F \) having bounded fanout. Does a similar relation hold for comparator circuits between gates and wires?

First, observe that since each gate in the comparator circuit connects two wires, in order for each wire to be connected to the output gate we must have \( \ell - 1 \leq s \), where \( s \) is the number of gates, just like in formulas. However, is it the case that \( s = O(\ell) \)? Or even \( s = O(\text{poly}(\ell)) \)? Surprisingly, we are able to show that \( s \leq \binom{\ell}{2} \) assuming that none of the gates in the circuit
are “useless” in a specific technical sense and can be removed (cf. Section 3); furthermore, we show that this relationship is sharp. For the special case of read once comparator circuits, essentially this statement was proved implicitly by Graham [10].

**Theorem 2.** Let $C$ be any comparator circuit with $\ell$ wires and $s$ gates such that every gate in $C$ is useful. Then $s \leq \ell(\ell - 1)/2$. 

It is precisely this relationship between wires and gates which allows us to overcome the “overlapping subcomputations” issue in applying Nechiporuk’s method, and it seems to be a remarkable property of this model. As far as we know, our results are the first generalization of Nechiporuk’s method to such a scenario.

## 2 Definitions

For any positive integer $m$ let $[m] := \{1, 2, \ldots, m\}$, and if $n$ is an integer satisfying $m \leq n$ let $[m,n] := \{m, m+1, \ldots, n\}$. If $S$ is a set then $\varphi(S)$ denotes the power set of $S$.

Throughout we will be interested in Boolean functions $f: \{0,1\}^n \to \{0,1\}$. If $x \in \{0,1\}^n$ then $x_i$ is the value of the $i$th bit in $x$. If $x, y \in \{0,1\}^n$ are binary strings then $x \leq y$ if $x_i \leq y_i$ for all $i \in [n]$. If $x \in \{0,1\}^n$ then $|x|$ is the Hamming weight of $x$.

A **comparator gate** is the function $C: \{0,1\}^2 \to \{0,1\}^2$ computing the map $(x,y) \mapsto (x \land y, x \lor y)$. It is natural to think of a comparator gate $C$ as “sorting” the input $(x,y)$, as the smaller input goes to the first coordinate and the larger input goes to the second. A **comparator circuit** is a circuit composed of comparator gates with arbitrary Boolean literals as input. For later convenience, we use the following, alternative definition of a comparator circuit. A comparator circuit $C$ is defined by a tuple $(W,G,I,o)$, where

- $W$ is a set of elements called **wires**,
- $I: W \to \{x_1, \ldots, x_n, \overline{x}_1, \ldots, \overline{x}_n, 0,1\}$ is an initial labeling of each wire with an input literal or Boolean constant,
- $G \subseteq W^2$ is an ordered list of **comparator gates**,
- $o \in W$ is the designated output wire.

Each comparator gate $g = (i,j) \in G$ is specified by the pair of wires the gate connects: the AND output of the gate is interpreted as the first coordinate and the OR output of the gate is interpreted as the second coordinate. A comparator circuit computes a Boolean function in the natural way: given an assignment to the input literals, we evaluate the comparator gates one by one in order according to $G$, and then output the Boolean value labeled on the output wire, $o$. We define the size of the comparator circuit to be the number of gates in the circuit, and note that the number of wires in the circuit will also be an interesting complexity measure.

## 3 Wires vs. Gates in Comparator Circuits

**Definition 3.** Let $C$ be a comparator circuit with $m$ wires, let $g = (i,j)$ be a gate in $C$, and let $v_i(x), v_j(x)$ be the values of the wires $i, j$, respectively, on input $x$ just before applying the gate $g$. Then $g$ is **useful** if there is a pair of inputs $x, y$ to $C$ such that $(v_i(x),v_j(x)) = (1,0)$ and $(v_i(y),v_j(y)) = (0,1)$. If $g$ is not useful then we say it is **useless**.

Equivalently, if a gate $g$ is useless then for every pair of inputs $(x,y)$ either $(v_i(x),v_j(x)) = (v_i(y),v_j(y))$ or $v_i = v_j$ for one of $x, y$. The next proposition states that gates that are not useful can be removed without loss of generality.
Proposition 4. Let $C$ be a comparator circuit with $\ell$ wires and $s$ gates computing some Boolean function $f$. Then there exists a comparator circuit $C'$ with (at most) $\ell$ wires and $s' \leq s$ gates computing $f$ such that every gate in $C'$ is useful. Moreover, the labels of the wires that are not removed remain the same in $C'$ as in $C$.

Proof. Let $g = (i, j)$ be any gate in $C$ such that $g$ is not useful. Let $v_i(x), v_j(x)$ be the values of the wires $i, j$ before applying $g$ on input $x$. Since $g$ is not useful, then it follows that for every pair of inputs $x, y$ to the circuit either $(v_i(x), v_j(x)) = (v_i(y), v_j(y))$ or one of $x, y$ satisfies $v_i = v_j$.

Let $O \subseteq \{0, 1\}^n$ be the set of inputs such that for all $x \in O$, exactly one of $v_i(x), v_j(x)$ is 1. Since $g$ is useless, it follows that either $(v_i(x), v_j(x)) = (0, 1)$ for every $x \in O$ or $(v_i(x), v_j(x)) = (1, 0)$ for every $x \in O$.

Assume that the outputs of $g$ are ordered so that $g(0, 1) = (0, 1)$ and $g(1, 0) = (0, 1)$. The proof for the other type of gates is symmetric. Consider the following two cases.

Case 1: For all $x \in O$, $(v_i(x), v_j(x)) = (0, 1)$.

We claim that for all $x \in \{0, 1\}^n$, applying $g$ does not change the value of any wire, and so $g$ can be removed without affecting the computation $C$. This is because for every $x \in \{0, 1\}^n$, either $x \in O$ and so applying $g$ does not change any value (since $g(0, 1) = (0, 1)$), or $x \not\in O$, and by the definition of the set $O$ we must have $v_i(x) = v_j(x)$, and so applying $g$ will not change the values of the wires.

Case 2: For all $x \in O$, $(v_i(x), v_j(x)) = (1, 0)$.

By definition $g(1, 0) = (0, 1)$, and so we perform the following operation: remove $g$, and for each wire $i, j$ find the first gate $h$ using that wire as an input. If it is the same gate for both wires, then $h$ is redundant, so remove it and continue searching forward along each wire. Otherwise, let $h_i = (k, \ell)$ where exactly one of $k, \ell$ is $i$ and let $h_j = (k', \ell')$ where exactly one of $k', \ell'$ is $j$. Let the wire $i$ feed into the gate $h_i$ and the wire $j$ feed into the gate $h_j$. Switching the wires this way will simulate the action of the gate $g$ that we just eliminated.

Once you have found a non-redundant gate $h$ for each of the two wires $\{i, j\}$ (or if no such gate exists), then stop.

To see that this operation does not affect the output of the circuit, consider the following two cases:

1. $v_i(x) = v_j(x)$. In this case, performing this operation will not affect the computation of the circuit as either of the $h$ gates will receive the same input, regardless of which wire they are connected to.

2. $v_i(x) \neq v_j(x)$. In this case, $(v_i(x), v_j(x)) = (1, 0)$, and $g(1, 0) = (0, 1)$, so by removing $g$ and switching the inputs of the $h$ gates we ensure that in the new circuit the computation will be the same.

By proceeding from the inputs of the circuit to the outputs we can apply this operation to remove every useless gate in the circuit. In each case, the output of the circuit will not be affected.

Finally, notice that if a wire is not connected to any remaining gate in $C'$, we may remove it, except if the wire is designated as the output of the circuit. The wires that are not removed, retain the same label as in the original circuit $C$, and the proof of the proposition is complete.

Now we can prove the main theorem of this section, which we restate from the Introduction.
Theorem 2. Let $C$ be any comparator circuit with $\ell$ wires and $s$ gates such that every gate in $C$ is useful. Then $s \leq \ell(\ell - 1)/2$.

Proof. For $j = 1, 2, \ldots, s$ let $g_j$ denote the $j$th gate of $C$, and let $C_j$ be the subcircuit of $C$ consisting of the first $j$ gates of $C$. Let $C_0$ be the circuit $C$ with all of its gates removed. We say that two inputs $x, y \in \{0, 1\}^n$ are useful with respect to the pair $(i, j)$ if $w_i(x) = 1, w_i(y) = 0$ and $w_j(x) = 0, w_j(y) = 1$, where $w_i, w_j$ are the outputs of wires $i$ and $j$ of the comparator circuit $C$. If there exist two inputs $x, y \in \{0, 1\}^n$ that are useful with respect to $(i, j)$ then we say that $(i, j)$ is a useful pair.

Let $U_j$ denote the collection of all useful pairs in the circuit $C_j$. We show that the size of $U_j$ decreases by at least one after applying each gate: that is $|U_j| \leq |U_{j-1}| - 1$ for all $j$. Since $|U_0| \leq \binom{n}{2}$, it follows that the number of gates in $C$ is at most $\binom{n}{2}$.

Let $1 \leq j \leq s$ be an integer, and suppose the gate $g_j$ connects two wires $(a, b)$. Since $g_j$ is useful we have that $(a, b)$ is a useful pair in $U_{j-1}$. It is also clear that $(a, b) \notin U_j$, as applying the gate $g_j$ removes all useful inputs with respect to $(a, b)$. However, we are not finished, as applying the gate $g_j$ could have introduced a new useful pair $(c, d)$: so, $(c, d) \in U_j$ and $(c, d) \notin U_{j-1}$. The proof will be complete once we prove the following claim, which states that if such a new useful pair is introduced, then there must exist another distinct useful pair that was removed.

Claim 5. Suppose there exists a useful pair $(c, d) \in U_j$ such that $(c, d) \notin U_{j-1}$. Then there is another useful pair $(\alpha, \beta)$, uniquely associated with $(c, d)$, such that $(\alpha, \beta) \neq (a, b)$, $(\alpha, \beta) \in U_{j-1}$, and $(\alpha, \beta) \notin U_j$.

Proof of Claim. It is clear that while $(c, d) \neq (a, b)$, it cannot be the case that $(c, d) \notin \{a, b\}$: that is, at least one of $c$ or $d$ must be equal to $a$ or $b$. This is because applying the gate $g_j$ only modifies the outputs of wires $a$ and $b$, and so any new useful pair must include one of these modified outputs.

First assume that $c = a$ (and we note that the other cases $(c = b, d = a, d = b)$ follow by nearly identical proofs). It follows that $(a, d) \in U_j$ and $(a, d) \notin U_{j-1}$. We show that this implies that $(b, d) \in U_{j-1}$ and $(b, d) \notin U_j$. For any wire $t$ let $v_t$ denote the output of the $t$th wire after applying the gate $g_j$, and let $w_t$ denote the output of the $t$th wire after applying the gate $g_j$. Since $(a, d)$ is a useful pair it follows that there exists a pair of inputs $x, y \in \{0, 1\}^n$ such that $w_a(x) = 1, w_a(y) = 0$ and $w_d(x) = 0, w_d(y) = 1$. Now, since $(a, d) \notin U_{j-1}$ we can deduce the values of $v_a, v_b$, and $v_d$ on inputs $x$ and $y$. It is obvious that $v_d(x) = w_d(x)$ and $v_d(y) = w_d(y)$ as the gate $g_j$ is not connected to the wire $d$. We can also conclude that $v_a(x) = v_b(x) = 1$, as the gate $g_j$ connects $a$ to $b$ and $w_a(x)$ is $1$ (because $v_b(x) = 0$). Then, $w_a(x) = 1$, as the $1$ would have been moved to the $\lor$ output of $g_j$. Finally, since $(a, d) \notin U_{j-1}$ we know that $v_a(y) = 1$ and $v_b(y) = 0$. For if $v_a(y) = 0$, it would follow that $(a, d)$ is a useful pair in $U_{j-1}$ (a contradiction). Thus $v_a(y) = 1$, and since $w_a(y) = 0$, the only possibility is that the gate $g_j$ moved a $1$ from wire $a$ to wire $b$ on input $y$. We now record the values of $v_a, v_b, v_d$ and $w_a, w_b, w_d$ on inputs $x$ and $y$.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>$y$</td>
</tr>
<tr>
<td>$v_a$</td>
<td>1</td>
</tr>
<tr>
<td>$v_b$</td>
<td>1</td>
</tr>
<tr>
<td>$v_d$</td>
<td>0</td>
</tr>
<tr>
<td>$w_a$</td>
<td>1</td>
</tr>
<tr>
<td>$w_b$</td>
<td>1</td>
</tr>
<tr>
<td>$w_d$</td>
<td>0</td>
</tr>
</tbody>
</table>
By examining the table it is easy to see that \((b, d)\) is a useful pair in \(U_{j-1}\), as \(v_b(x) = 1, v_d(x) = 0\) and \(v_b(y) = 0, v_d(y) = 1\). We show that \((b, d) \notin U_j\), proving the claim in this case.

To see this, suppose that \((b, d) \in U_j\). Then there must exist an input \(z\) such that \(w_b(z) = 0, w_d(z) = 1\), on which we can similarly deduce the values of \(v_a, v_b, v_d\). Clearly \(v_d(z) = 1\) since the gate \(g_j\) connects the two wires \((a, b)\). Since \(w_b(z) = 0\), it must be that \(v_a(z) = v_b(z) = 0\), and from the table we can see that \(v_a(x) = 1, v_d(x) = 0\). This means that \((a, d)\) is a useful pair in \(U_{j-1}\), a contradiction! ▷

We make a final remark on the uniqueness property. We technically have four cases to prove here, as the new useful pair must be in one of the following forms:

1. \((a, d)\)
2. \((b, d)\)
3. \((c, a)\)
4. \((c, b)\)

In the proof above we showed that if the new useful pair is of the form \((a, d)\), then this implies that \((b, d) \in U_{j-1}\) and \((b, d) \notin U_j\). In the other three cases (which proceed by identical proofs), other uniquely associated pairs are introduced. In general, if \(\alpha \in \{a, b\}\) and \(\beta \in \{a, b\}, \beta \neq \alpha\), and the new useful pair is of the form \((\alpha, d)\) then the same proof shows that \((\beta, d)\) is in \(U_{j-1}\) and not in \(U_j\). Similarly, if the new useful pair is of the form \((c, \alpha)\) then a similar proof shows that \((c, \beta)\) is in \(U_{j-1}\) and not in \(U_j\). These facts together prove uniqueness. ▷

To see that the upper bound given in the previous theorem is sharp, consider the following comparator circuit \(C_n\) which sorts its \(n\) inputs via the “bubblesort” method: the circuit incrementally bubbles the largest value from the top wire down as far as it can go, and then the second wire, and so on. This circuit has \(n\) wires and \(\binom{n}{2}\) gates, and it is not hard to see that every gate is useful.

### 4 Lower Bound for Element Distinctness

Let \(n = 2m \log m\), and recall the definition of the Element Distinctness function \(ED_n\): it takes \(n = 2m \log m\) input bits divided into \(m\) blocks of \(2 \log m\) bits each, interpreted as \(m\) integers in the range \(\{1, \ldots, m^2\}\), and decides whether all \(m\) numbers are distinct.

In this section we prove our main lower bound, restated here for convenience:

▶ **Theorem 1.** The size of any comparator circuit computing the \(n\)-bit Element Distinctness function \(ED_n\) is at least \(\Omega((n/\log n)^{3/2})\).

We note that the lower bound holds for any function with a similar number of subfunctions; for instance, the Indirect Storage Access function [29].

We will need the following Lemma. Recall that in a comparator circuit, each of the wires is labeled with either a constant 0, 1, some input variable or its negation.

▶ **Lemma 6.** Let \(\ell \geq 1\) be an integer. For any fixed labeling of \(\ell\) wires, the number of different Boolean functions that can be computed by comparator circuits with \(\ell\) wires with the given labeling is at most \(\ell^2\).
Proof. By Proposition 4, every comparator circuit $C$ with $\ell$ wires is equivalent to another comparator circuit $C'$ with (at most) $\ell$ wires that has no useless gates. By Theorem 2 the number of gates of $C'$ is at most $(\frac{\ell}{2})^s$. Recall also that $C'$ keeps the same labeling of the wires (that are not removed) as $C$; and if a wire is not connected to any remaining gate in $C'$, we may remove it, except if the wire is designated as the output of the circuit.

To prove the lemma it is enough to estimate the number of different comparator circuits with at most $\ell$ wires of a given labeling and at most $(\frac{\ell}{2})$ gates. For each gate, there are at most $(\frac{\ell}{2})$ choices for the pair of wires it takes as inputs, and two choices for the ordering of the $\land$ output and $\lor$ output of the gate. In addition, we have at most $\ell$ choices to designate one of the wires as the output. Thus the number of possible such comparator circuits is at most $\ell \cdot (2^{(\frac{\ell}{2})})^\ell \leq (\ell)^{\ell^2}$. ◀

Remark 7. We can also bound the number of different Boolean functions on $n$ variables that are computed by comparator circuits with $s$ gates by $(2(n+1)s)^{2s}$ using a similar counting argument. Note that here we do not assume a fixed labeling, and we use that the number of wires is at most the number of gates, assuming that each wire is connected to the output gate.

If the subsets of gates used in subcircuits over disjoint subsets of inputs would not overlap much, then a straightforward application of Nechiporuk’s method seemingly would yield nearly quadratic lower bounds using this counting argument. However, as we discuss in some more details in Remark 8, the subsets of gates can badly overlap. Thus, even though a counting argument in terms of gates is available, Nechiporuk’s argument is not applicable directly to the gates of comparator circuits.

Note that we could have also stated a similar bound for comparator circuits with $\ell$ wires and $n$ input variables, without considering a fixed labeling of the wires. We find the current version of Lemma 6 more convenient for our purposes. We are now ready to prove Theorem 1.

Proof of Theorem 1. We prove the stronger statement, that the number of wires of any comparator circuit computing $ED_n$ is at least $\Omega((n/\log n)^{3/2})$. Recall that the size of a comparator circuit is the number of its gates, and the number of gates in a comparator circuit with $w$ wires, where each wire is connected to the output gate, is at least $w - 1$. Thus, a lower bound on the number of wires implies lower bounds on the size of the comparator circuit.

Partition the $n = 2m \log m$ input variables into $m$ groups of $2 \log m$ variables each, such that the variables in the $i$-th group represent the $i$-th integer in the input. For $i = 1, \ldots, m$ let $S_i$ be the set of variables in the $i$-th group. Let $N_i$ denote the number of different subfunctions over the variables in $S_i$ that can be obtained by fixing all variables outside $S_i$ to constants. It is known (see e.g. [14]) that $N_i = 2^{\Omega(n)}$ for each $i = 1, \ldots, m$.

Let $C$ be a comparator circuit computing $ED_n$ with $w$ wires. Let $w_i$ denote the number of wires of $C$ labeled by a variable from the $i$-th group. Then $w = \sum_{i=1}^{m} w_i$.

For a given $i \in [m]$, consider a fixed assignment $\alpha$ of constants 0 or 1 to all variables outside of $S_i$. Consider the resulting comparator circuit $C_i, \alpha$ over the variables in $S_i$. Applying Proposition 4 to $C_i, \alpha$ we can obtain a comparator circuit $C'_i, \alpha$ over variables from $S_i$ with no useless gates. Notice that if a wire is labeled by constant 0 or 1 then any gate directly using this wire must be useless (in the formal sense of Definition 3). Note also that after removing all useless gates, wires with constant label are not connected to any remaining gates. Thus, they can be removed, except when designated as the output wire. Note however, that if a wire with constant label that is not connected to any gate is designated as the output wire, then the function computed is constant 1 or 0. Thus, unless the function computed by $C'_i, \alpha$ is constant, all wires in $C'_i, \alpha$ are labeled by variables or their negation from $S_i$, regardless of the particular assignment $\alpha$. 


This fact has two important consequences for us. First, it means that the number of wires of \( C'_{i,\alpha} \) is at most \( w_i \). Second, it means that for given \( i \), unless the function computed by \( C'_{i,\alpha} \) is constant, the wires of \( C'_{i,\alpha} \) have the same labels (by variables or negated variables from \( S_i \)) regardless of the particular assignment \( \alpha \). (To see this, recall that in Proposition 4 the labels of the wires that are not removed remain the same as in the original circuit.)

This allows us to conclude using Lemma 6 that \( N_i \leq 2 + w_i^{(w_i^2)} \) for \( i = 1, \ldots, m \). Thus, we have for \( i = 1, \ldots, m \) that

\[
 w_i^2 \geq \frac{\log(N_i - 2)}{\log w_i} \geq \frac{\Omega(n)}{\log w_i}.
\]

Note that if \( \log w_i > \frac{1}{2} \log n \) then \( w_i \geq \sqrt{n} \). On the other hand, if \( \log w_i \leq \frac{1}{2} \log n \) then we get \( w_i^2 \geq \frac{\Omega(n)}{\log n} \). Thus, for \( i = 1, \ldots, m \) we have \( w_i \geq \Omega\left(\frac{\sqrt{n}}{\sqrt{\log n}}\right) \), which yields \( w \geq \Omega\left(\frac{n}{(\log n)^{3/2}}\right) \).

\[\rightarrow\] \textbf{Remark 8.} It is crucial in the above argument that the set of wires used by the subcircuits \( C'_{i,\alpha} \) is the same for fixed \( i \) regardless of the assignment \( \alpha \), and that these sets do not overlap for different values of \( i \). One could try to consider a similar argument directly for gates instead of wires. For instance, one could define \( G_{i,\alpha} \) as the set of gates participating in the circuit \( C'_{i,\alpha} \), and consider \( G_i = \cup G_{i,\alpha} \). But for different assignments \( \alpha \), the circuits \( C'_{i,\alpha} \) may retain different gates of the original circuit, and the sets \( G_i \) may badly overlap. In particular, for some values of \( i \), \( G_i \) may contain all gates of the original circuit.

\section{Conclusion and Future Work}

In this paper we have proved the first superlinear lower bound on the size of comparator circuits computing an explicit Boolean function. As we have remarked above, we actually prove a superlinear lower bound on the number of wires, or equivalently, input queries, of any comparator circuit for \( ED_n \), which is stronger than a lower bound on the number of gates. Furthermore, by our Theorem 2, there is at most a quadratic separation between the number of wires and the number of gates in any minimal comparator circuit. A natural problem is to try and prove a lower bound on the number of gates directly. However, as we discuss above in Remark 8 this would require a different technique.

We remark that it seems quite difficult to apply restriction techniques to obtain wire lower bounds for comparator circuits. This is for a simple reason: observe that restricting one input to a single comparator will restrict exactly one output of the gate and re-wire the other input to the other output. This implies that if we have a comparator circuit with \( m \) wires, and we restrict values to \( t \) of them, then we are left with a new comparator circuit with exactly \( m - t \) unrestricted wires after propagating this rewiring process. Note that some wires could possibly be removed if they are “separated” from the output gate, but, if the topology of the circuit is highly connected (e.g. is an expander) then we should expect this to be very unlikely.

Finally, we remark on a second natural open problem. As we discuss in the introduction, the key structural property of comparator circuits that enabled us to apply Nechiporuk’s method to comparator circuits is Theorem 2, relating the number of wires to the number of gates. The crucial intuition in the proof of this Theorem is that comparator circuits cannot copy intermediate computations. There is a rich structure of circuit classes extending comparator circuits which cannot copy intermediate computations, as explored by Subramanian \[25\]. Can one extend any of our results to these more general classes?
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1 Introduction

For proving lower bounds in the oracle query model, one assumes access to an oracle $O_f$ that evaluates a black-box function $f : [n] \rightarrow [m]$ on input queries, where $[n] := \{1, 2, \cdots, n\}$ and $[m] := \{1, 2, \cdots, m\}$, and the goal is to prove that any algorithm for solving the computational problem at hand must make a certain number of oracle queries. This principle for proving lower bounds applies to both classical and quantum computation, and in the latter we let the oracle to be queried in a superposition.
Quantum query algorithms are known to surpass their classical counterparts for many important classical tasks, such as unstructured search, game tree evaluation, random walks, and others (see [17, 1] for recent surveys). Classical tasks aside, one may also be interested in quantum mechanical tasks, such as quantum state generation. A quantum state generation problem simply asks for a certain quantum state $|\psi_f\rangle$ to be generated on the target register.

In this paper, we consider a particular state generation problem known as Index Erasure. Given an injective function $f: [n] \rightarrow [m]$ via a black-box oracle $O_f$, Index Erasure is the task of preparing the quantum state that is the uniform superposition over the image of $f$, namely,

$$|\psi_f\rangle := \frac{1}{\sqrt{n}} \sum_{x=1}^{n} |f(x)\rangle.$$  

The name of the problem stems from the fact that a quantum computer can prepare the uniform superposition $\frac{1}{\sqrt{n}} \sum_{x=1}^{n} |x\rangle |f(x)\rangle$ using a single query to $O_f$, yet the task of ignoring or erasing the first register that records the index $x$ is non-trivial. Indeed, if one could solve Index Erasure using a poly-logarithmic number of queries, one would obtain a time-efficient algorithm for Graph Isomorphism (we present more details in Appendix A).

The question of the complexity of Index Erasure was first raised by Shi in [23], where he already observed that the problem can be solved in $O(\sqrt{n})$ queries by an algorithm based on Grover’s search. In the same paper, Shi also introduced the Set Equality problem, which asks to decide whether two injective functions $f, f'$ given via black-box oracles $O_f, O_{f'}$ have the same image or have disjoint images, given a promise that either is the case. Set Equality can be easily reduced to Index Erasure via the swap test, increasing the number of oracle queries by at most a constant factor; therefore, when Midrijānis presented an $\Omega((n/\log n)^{1/5})$ lower bound on the quantum query complexity of Set Equality [16], the same lower bound automatically applied to Index Erasure, ruling out the existence of poly-logarithmic query algorithms for these two problems.

Quantum state generation comes in two forms: the coherent state generation, where all memory aside from the target state must return to its initial state, $|0\rangle := |0\cdots 0\rangle$, and the non-coherent state generation, where there is no such a requirement, namely, where the ancillary memory can remain in some function-dependent state $|t_f\rangle$. Ambainis, Magnin, Roetteler, and Roland devised the hybrid adversary method [2], which they used to prove a tight $\Omega(\sqrt{n})$ lower bound for Index Erasure in the coherent regime, and left the non-coherent case as an open question. Later, the lower bound for Set Equality was improved to a tight $\Omega(n^{1/3})$ [26, 4], which in turn led to an improved query lower bound for the non-coherent Index Erasure.

In this paper, we close the gap for the non-coherent Index Erasure problem, by proving a tight lower bound on its quantum query complexity under the condition that the range of the black-box function $f$ is sufficiently large. More formally, we show the following.

**Theorem 1 (Main Result).** The bounded-error quantum query complexity of Index Erasure is $\Theta(\sqrt{n})$ in the non-coherent state generation regime, provided that $m \geq n^{3/\sqrt{n}}$.

To the best of our knowledge, the proof of Theorem 1 is the first application of the general adversary method of Lee, Mittal, Reichardt, Špalek, and Szegedy [15] for a non-coherent state generation problem. We outline the proof below.
1.1 Outline of the Proof of the Main Result

The symmetries of INDEX ERASURE are paramount in our proof. The product $S_n \times S_m$ of two symmetric groups act on a function $f : [n] \to [m]$ as $(\pi, \rho) : f \mapsto \rho \circ f \circ \pi^{-1}$, where $(\pi, \rho) \in S_n \times S_m$ and $\circ$ denotes the composition of functions. This group action on injective functions defines a representation of $S_n \times S_m$. This representation is multiplicity-free, meaning that it contains no more than one instance of any irrep (irreducible representation) of $S_n \times S_m$. Moreover, it consists of those and only those irreps $\lambda \otimes \lambda'$ where the Young diagram $\lambda \vdash n$ is contained in the Young diagram $\lambda \vdash m$ and the skew shape $\lambda'/\lambda$ has no more than one cell per column. Throughout the paper, we often abuse the terminology and we interchangeably use the terms partition $\lambda$ of $n$, denoted $\lambda \vdash n$, the Specht module corresponding to $\lambda$ (which is irreducible and distinct for every $\lambda$), and the $n$-cell Young diagram corresponding to $\lambda$.

Two types of irreps are of particular interest to us. Given $\lambda \vdash n$, we call the irrep $\lambda \otimes \lambda$ where $\lambda \vdash m$ is obtained from $\lambda$ by adding $m - n$ cells to the first row of $\lambda$ a minimal irrep and the irrep $\lambda \otimes (m - n, \lambda)$ where $(m - n, \lambda) \vdash m$ is obtained from $\lambda$ by adding one cell to each of the first $m - n$ columns of $\lambda$ (alternatively, by adding the part $m - n$ to $\lambda$) a maximal irrep, where we assume $m \geq 2n$. In other words, if $\theta \vdash k$ and $\lambda := (n-k, \theta) \vdash n$, then $(n-k, \theta) \otimes (m-k, \theta)$ is a minimal irrep and $(n-k, \theta) \otimes (m-n, n-k, \theta)$ is a maximal irrep. In particular, to lower bound the quantum query complexity of the non-coherent INDEX ERASURE, we use essentially the same adversary matrix $\Gamma$ as [2] used for the coherent INDEX ERASURE, which is specified through minimal irreps.

An adversary matrix is a symmetric real matrix whose rows and columns are labeled by all the functions in the domain of the problem, and it is the central object of most adversary methods. In our case, the adversary matrix acts on the same $m^2$-dimensional space as the representation matrices of $S_n \times S_m$ mentioned above, where $m^2 := m!/\prod_{i=0}^{n-1} (m-i)!$ is the total number of functions. Similarly to [2], we choose

$$\Gamma := \sum_{k=0}^{\sqrt{m}} (\sqrt{n} - k) \sum_{\theta \vdash k} E_{(n-k, \theta) \otimes (m-k, \theta)},$$

where $E_{\lambda \otimes \lambda'}$ is the orthogonal projector on the irrep $\lambda \otimes \lambda'$ (note that we have only used projectors on certain minimal irreps to construct $\Gamma$). We also note that the Gram matrices $T_{\lambda \otimes \lambda'} = m^2 E_{\lambda \otimes \lambda'}/d_{\lambda \otimes \lambda'}$, where $d_{\lambda \otimes \lambda'} := \text{tr}[E_{\lambda \otimes \lambda'}]$ is the dimension of $\lambda \otimes \lambda'$, play an important role in our proof.

In order to take advantage of the inherent symmetries of the INDEX ERASURE problem, we first extend the automorphism principle of Høyer, Lec, and Špalek [13] to the general adversary method for state generation and conversion problems [15] (see Corollary 3 and Theorem 4). This extension leads us to consider the Gram matrix corresponding to the final state $|\psi_f, t_f\rangle$ of an algorithm run with oracle $O_f$ (assuming no error). The Gram matrix corresponding to $|\psi_f\rangle$ is

$$\frac{n}{m} T_{(n) \otimes (m)} + \left(1 - \frac{n}{m}\right) T_{(n) \otimes (m-1,1)} =: T^\otimes,$$

therefore the Gram matrix corresponding to $|\psi_f, t_f\rangle$ is $T^\otimes \circ T$, where $T_{f,f'} := \langle t_f | t_{f'} \rangle$ and $\circ$ denotes the Schur (i.e., entrywise) matrix product. For the coherent regime lower bound, $\langle 0 | 0 \rangle = 1$ and $T = I = T_{(n) \otimes (m)}$ is the all-ones matrix. For the non-coherent regime, one of the consequences of the generalization of the automorphism principle is that it suffices to consider $T$ such that $T_{f,f'} = T_{\sigma(f), \sigma(f')} \Gamma$ for all functions $f, f'$ and all $\sigma \in S_n \times S_m$. 
To prove the $\Omega(\sqrt{n})$ lower bound, we must show, for all such Gram matrices $T$, that

$$\text{tr} \left[ \Pi_T T^\circ \circ T \right] = o(1),$$

(1.1)

where $\Pi_T$ is the orthogonal projector on the image of $\Gamma$, and that $\|\Gamma \circ \Delta_x\| = O(1)$ for all $x \in [n]$, where $\Delta_x$ is the binary matrix with $(\Delta_x)_{f,f'} := 1$ if and only if $f(x) \neq f'(x).$ Here we only need to prove the former condition because we use essentially the same adversary $\Pi$ where the hand side of condition (1.2) can be written as the primitive idempotents $f$ functions partial permutation scheme $\{ \sigma \}$ of choices, where we have also used that the term $T_{(n) \otimes (m-1,1)}$ “dominates” $T_{(n) \otimes (m,1)}$ in $T^\circ$.

Second, we use the connection between $T_{(n) \otimes (m-1,1)}$ and a specific primitive idempotent of the Johnson (association) scheme to obtain

$$\text{tr} \left[ E_{\lambda \otimes \bar{\lambda}} T_{(n) \otimes (m-1,1)} \circ T_{\lambda \otimes \lambda'} \right] = o(1)$$

as a sufficient condition, where we have to consider only Young diagrams $\lambda \vdash n$ that have less than $\sqrt{n}$ cells below the first row.

Third, for such $\lambda$, we show that the dimension of $\lambda \otimes \bar{\lambda}$ is much smaller than the dimension of any other $\lambda \otimes \lambda'$ (thus the nomenclature “minimal irrep”); therefore, we show it suffices to prove

$$\text{tr} \left[ E_{\lambda \otimes \bar{\lambda}} T_{(n) \otimes (m-1,1)} \circ T_{\lambda \otimes \lambda'} \right] = o(1).$$

(1.2)

It is convenient to think of (1.1) and its simplifications in terms of the following association scheme. For a pair of functions $(f,f')$, consider the orbit $O_\mu := \{ (\sigma(f),\sigma(f')) : \sigma \in S_n \times S_m \}$, and let $A_\mu$ be the binary matrix with $(A_\mu)_{h,h'} = 1$ if and only if $(h,h') \in O_\mu$. Here we use $\mu$ to label distinct orbits and let $C_\mu$ be the set of all of them. The set of matrices $\{A_\mu : \mu \in C_\mu\}$ forms a symmetric association scheme, denoted $A_{n,m}$, which we call the partial permutation scheme due to the bijection $f \leftrightarrow (f(1),f(2),\cdots,f(n))$ between injective functions $f : [n] \to [m]$ and $n$-partial permutations of $[m]$.

In the terminology of (commutative) association schemes, the projectors $E_{\lambda \otimes \lambda'}$ are called the primitive idempotents, and their entries corresponding to the orbit $O_\mu$ multiplied by $m^{\frac{n}{2}}$ are called dual eigenvalues of the association scheme, which we denote as $q_{\lambda \otimes \lambda'}(\mu)$. The valency $v_\mu(m)$ is the size of $O_\mu$ divided by $m^{\frac{n}{2}}$, thus, in terms of dual eigenvalues, the left hand side of condition (1.2) can be written as

$$\frac{\sum_{\mu \in C_\mu} v_\mu(m) \cdot q_{(n) \otimes (m-1,1)}(\mu) \cdot q_{\lambda \otimes \lambda'}^2(\mu)}{m^{\frac{n}{2}}d_{(n) \otimes (m-1,1)}d_{\lambda \otimes \lambda'}}.$$

(1.3)

1 The terms in condition (1.1) and similar expressions are written in such a way to emphasize that $\frac{T^\circ \circ T}{m^{\frac{n}{2}}}$ is a density operator.
One of the crucial results of our paper relates the dual eigenvalues corresponding to a minimal irrep $(n - k, \theta) \otimes (m - k, \theta)$ in the $A_{n,m}$ scheme to the dual eigenvalues corresponding to the maximal irrep $\theta \otimes (n - k, \theta)$ in the $A_{k,n}$ scheme, where $\theta \vdash k$. This relation allows us to express the terms under the sum in (1.3) as polynomials in $m$. The condition $m \geq n^{3\sqrt{n}}$ in Theorem 1 ensures that it suffices to restrict the sum to those $\mu \in C_n$ whose corresponding polynomials are of maximum degree, and for such $\mu$, we relate their valencies $v_{\mu}(m)$ in the $A_{n,m}$ scheme to valencies of the $A_{k,n}$ scheme, which together with certain properties of dual eigenvalues allow us to obtain the desired bound.

1.2 Additional Results on the Partial Permutation Scheme

In the context of quantum query complexity, the partial permutation association scheme was already considered in [21], where a conjecture on its eigenvalues implied tight adversary bounds for the Collision and Set Equality problems. Along these lines, our work shows a connection between quantum query complexity and the Krein parameters $q_{i,j}(k)$ of association schemes (see Section 5 for a formal definition). Indeed, condition (1.2) is equivalent to the conditions

$$q_{\lambda \otimes \lambda, \lambda \otimes \lambda}(n) \otimes (m - 1, 1) = o(d_{\lambda \otimes \lambda}) \quad \text{and} \quad q_{\lambda \otimes \lambda, (n) \otimes (m - 1, 1)}(\lambda \otimes \lambda) = o(m)$$

on the Krein parameters of $A_{n,m}$, and (1.3) gives an expression of these parameters in terms of dual eigenvalues.

The Krein parameters of an association scheme are important because they are the dual structure constants of its corresponding Bose-Mesner algebra. While the structure constants of Bose-Mesner algebras admit an obvious combinatorial meaning, its dual structure constants do not (e.g., they can be irrational) and are difficult to interpret. Indeed, the question of whether or not there exists a “good” interpretation of these constants has been asked often in algebraic combinatorics, so it seems interesting that we are able to relate these constants to the quantum query complexity of suitably symmetric state generations problems in the non-coherent regime. We are unaware of any previously known connection between quantum computing and the Krein parameters of association schemes.

Aside from computer science, we believe that the partial permutation scheme is of independent interest in combinatorics, as it generalizes both the Johnson scheme and the conjugacy class scheme of $S_n$. We include other new results on the partial permutation association scheme in the appendix, including a procedure that facilitates the calculation of dual eigenvalues corresponding to maximal irreps when $m \gg n$. We are unaware of any previously known results on the dual eigenvalues or Krein parameters of the partial permutation association scheme.

1.3 Organization of the paper

The paper is organized as follows. In Section 2, we present preliminaries on the quantum query model, with emphasis on state generation problems, including Index Erasure, the general adversary method, and the automorphism principle. In Section 3, we present preliminaries on the representation theory, particularly focusing on the symmetric group and its action on partial permutations. The automorphism principle of the general adversary method requires us to analyze highly symmetric matrices, which are elements of the Bose–Mesner algebra corresponding to the partial permutation scheme. In Section 4, we formally define this association scheme, establishing the labeling of various its parameters and computing some of them, as well as addressing its connection to the Johnson scheme. With this formalism at
our disposal, in Section 5, we show that the proof for $\Omega(\sqrt{n})$ lower bound on the quantum query complexity of the non-coherent INDEX ERASURE can be reduced to upper bounds on certain Krein parameter of the partial permutation scheme. Finally, we place the required bounds on these Krein parameters in Section 6. We defer some proofs and additional results on the partial permutation scheme to the appendix.

2 Quantum state generation

In this paper, we address limitations of quantum query algorithms for solving the INDEX ERASURE problem. We assume that the reader is familiar with foundations of quantum computing (see [18] for an introductory reference), some of which we review here. The basic memory unit of a quantum computer is a qubit, which is a two-dimensional complex Euclidean space $\mathbb{C}[\{0,1\}]$ having computational orthonormal basis $\{\ket{0}, \ket{1}\}$. Similarly, a $k$-qubit system corresponds to Euclidean space $\mathbb{C}[\{0,1\}^k]$ and it has computational basis $\{|b\rangle : b \in \{0,1\}^n\}$. Unit vectors $|\Psi\rangle \in \mathbb{C}[\{0,1\}^k]$ are called (pure) quantum states and they represent superpositions over various computations basis states.

Quantum bits are often grouped together in registers for the ease of algorithm design and analysis. If $|\psi\rangle, |\phi\rangle$ are states of two registers, then the state of the joint system is $|\psi\rangle \otimes |\phi\rangle$. We often shorten the notation $|\psi\rangle \otimes |\phi\rangle$ to $|\psi\rangle |\phi\rangle$ or $|\psi, \phi\rangle$. Due to entanglement, not always the state of the joint system can be written as a tensor product of states of the individual registers.

Quantum information is processed by unitary transformations, which correspond to square matrices $U$ such that $UU^* = U^*U = I$, and they map quantum states to quantum states. This unitary processing of quantum information implies that any (noiseless) quantum computation is reversible.

2.1 Quantum query model

In the oracle model, we are given an access to a black-box oracle $O_f$ that evaluates some unknown function $f : [n] \to [m]$. The goal of a query algorithm is to perform some computational task that depends on $f$, for example, to compute some function of $f$, such as $\text{Parity}(f) := f(1) \oplus f(2) \oplus \cdots \oplus f(n)$ when $m = 2$. In quantum computing, one can query the oracle in superposition. On the other hand, due to the requirement for reversibility, the oracle is typically designed so that it preserves the input query $x$. Namely, given $|x, y\rangle$ as an input, the oracle $O_f$ outputs $|k, y \oplus f(x)\rangle$ (see Figure 1). Here and below we may assume $x, y, f(x)$ to be represented in binary. Even if $f$ is injective – as it is for INDEX ERASURE – unless one knows how to compute the inverse of $f$, implementing $|x\rangle \mapsto |f(x)\rangle$ in practice might be much harder than $|x, y\rangle \mapsto |k, y \oplus f(x)\rangle$.

![Figure 1](image-url) A schematic of a quantum oracle $O_f$. We assume that $y$ and $f(x)$ are encoded in binary, and thus $O_f$ is its own inverse.
A quantum query algorithm with oracle $O_f$ consists of
- four registers: the input and output registers $I$ and $O$ for accessing the black-box function $f$, the target register $T$ for storing the result of the computation, and an additional workspace register $W$;
- an indexed sequence of unitary transformations $U_0, U_1, \cdots, U_Q$ acting on those four registers.

The quantum query algorithm starts its computation in state $|0\rangle := |00\cdots0\rangle$, and then performs $2Q + 1$ unitary operations, alternating between $U_i$, which acts on all the registers, and $O_f$, which acts on registers $IO$. Thus the final state of the computation is

$$|\Psi_f\rangle := U_Q(O_f \otimes I_{TW})U_{Q-1}(O_f \otimes I_{TW})\cdots U_1(O_f \otimes I_{TW})U_0|0\rangle,$$

where $I_{TW}$ is the identity operator on registers $TW$. Figure 2 gives a schematic of a quantum query algorithm. Note that $Q$ is the number of oracle queries performed by the algorithm, and we also refer to it as the query complexity of the algorithm.

**Figure 2** A schematic of a quantum algorithm that uses an oracle $O_f$. The registers labeled $T, I, O, W$ are, respectively, the target, input, output, and workspace registers of the algorithm. The target register of the final state $|\Psi_f\rangle$ of the algorithm should be in a state close to the target state $|\psi_f\rangle$.

In this paper we are interested in quantum query algorithms whose goal is to generate a specific $f$-dependent state $|\psi_f\rangle$ by accessing $f$ via $O_f$. We note that this generalizes classical function evaluation by a quantum algorithm, where each $|\psi_f\rangle$ is asked to be a computational basis vector. In the next section we describe two distinct regimes of quantum state generation, as well as why they are exactly the same for classical function evaluation.

### 2.2 Coherent vs. Non-coherent State Generation

When we talk about quantum state generation with oracle $O_f$, we implicitly assume the domain $[n]$ and the range $[m]$ of $f$ to be fixed. A quantum state generation problem is thus specified by a subset $\mathcal{F}$ of functions in form $f : [n] \rightarrow [m]$, which we call the domain of the problem, a complex Euclidean space called the target space, and, for every $f \in \mathcal{F}$, a quantum state $|\psi_f\rangle$ in the target space called the target state.

One may consider quantum state generation in two regimes: coherent and non-coherent. In the coherent state generation regime, all the computational memory other than the target register (i.e., registers $IO$) must be returned to its initial state $|0\rangle$. Therefore, if one was running an algorithm for a superposition of oracles, the final quantum state would be a
superposition of the target states. In contrast, for non-coherent state generation, one does not place any requirements on the ancillary memory. More precisely, in the coherent case, for every input \( f \in \mathcal{F} \) we require that the final state \( |\Psi_f\rangle \) satisfies

\[
\Re \langle \psi_f, 0 | \Psi_f \rangle \geq \sqrt{1 - \epsilon},
\]

where \( |0\rangle \) is the initial state of the ancillary registers and a constant \( \epsilon \geq 0 \) is the desired precision [15] and \( \Re \) denotes the real part of the number it precedes. We call the minimum among quantum query complexities among quantum query algorithms that achieve this task the \((\epsilon\)-error\) quantum query complexity of the coherent version of the problem. On the other hand, in the non-coherent case, the final state \( |\Psi_f\rangle \) has to satisfy

\[
\| (|\psi_f\rangle \otimes I) |\Psi_f\rangle \| = \max_{|t_f\rangle} \Re \langle \psi_f, t_f | \Psi_f \rangle \geq \sqrt{1 - \epsilon},
\]

where the maximum is over unit vectors \( |t_f\rangle \) on the system of registers IOW [15], and we analogously define the quantum query complexity of the non-coherent version of the problem.

It is worth noting that evaluation of classical functions can be considered as a special case of quantum state generation, where one is asked to prepare the computational basis state \( |\psi_f\rangle \). Since quantum mechanics permits cloning of orthogonal states (computational basis states, in this case), there is no difference between coherent and non-coherent function evaluation, if one is willing to tolerate a two-fold increase in query complexity: at the end of a non-coherent computation, one can copy the target register into an additional register, and then run the whole computation in reverse, restoring all but this additional register to their initial state.

Also, note that an algorithm for the coherent case of a problem solves its non-coherent case as well. Looking on it from the other side: a lower bound on the non-coherent version of the problem is a lower bound on the coherent version as well.

### 2.3 Index Erasure

The domain of INDEX ERASURE is the set of all injective functions \( f : [n] \rightarrow [m] \). These functions are in one-to-one correspondence with \( n \)-partial permutations of \([m]\) and thus \( |\mathcal{F}| = m^n := m!/(m-n)! \). INDEX ERASURE is the task of preparing the quantum state that is the uniform superposition

\[
|\psi_f\rangle := \frac{1}{\sqrt{n}} \sum_{x=1}^{n} |f(x)\rangle
\]

over the image of \( f \). Note that the state

\[
\frac{1}{\sqrt{n}} \sum_{x=1}^{n} |x\rangle |f(x)\rangle
\]

can be prepared using a single query to \( O_f \). This would give us the superposition that we seek if we could only ignore or erase the first register that records the index \( x \), which gives the problem its namesake.

The question of the complexity of INDEX ERASURE was first raised by Shi [23]. As for the upper bound, there is a simple quantum query algorithm for coherent INDEX ERASURE given access to \( O_f \). Thinking of the injective function \( f \) as a database with entries in \([m]\), for any \( y \in [m] \) we may use Grover’s algorithm with \( O_f \) to find the unique index \( x \) of \( f \) such that \( f(x) = y \). In other words, there is a circuit that sends the superposition
\[ \frac{1}{\sqrt{n}} \sum_{x=1}^{n} |f(x)\rangle \] to \[ \frac{1}{\sqrt{n}} \sum_{x=1}^{n} |x|f(x)\rangle. \]

Inverting this circuit effectively "erases" the index register, which implies that the quantum query complexity of INDEX ERASURE is \( \Omega(\sqrt{n}) \).

The first non-trivial lower bounds on the quantum query complexity of INDEX ERASURE were obtained via the SET EQUALITY problem, which asks to decide whether two injective functions \( f, f' \) given via black-box oracles \( O_f, O_{f'} \) have the same image or have disjoint images, given a promise that either is the case. SET EQUALITY can be easily reduced to non-coherent (and, thus, coherent too) INDEX ERASURE via the swap test, increasing the number of oracle queries by at most a constant factor. Thus, when Middrijānis presented an \( \Omega(n/\log n)^{1/5} \) lower bound on the quantum query complexity of SET EQUALITY [16], the same lower bound automatically applied to INDEX ERASURE. Ambainis, Magnin, Roetteler, and Roland devised the hybrid adversary method [2], which they used to prove a tight \( \Omega(\sqrt{n}) \) lower bound for INDEX ERASURE in the coherent regime, and left the non-coherent case as an open question. Later, the lower bound for SET EQUALITY was improved to a tight \( \Omega(n^{1/3}) \) [26, 4], which in turn led to an improved query lower bound for the non-coherent INDEX ERASURE.

The focus of this work is to prove a tight lower bound on the quantum query complexity of INDEX ERASURE in the non-coherent case. To show this, we use the so-called general adversary method [15] which we review in Section 2.4.

Finally, we note that if one were able to solve INDEX ERASURE using poly-logarithmic number of queries, one would obtain a time-efficient algorithm for GRAPH ISOMORPHISM. In Appendix A we refer to two similar tests for GRAPH ISOMORPHISM based on INDEX ERASURE, one on the coherent version, one on the non-coherent version of the problem. However, Middrijānis’ lower bound on SET EQUALITY ruled out efficiency of such tests.

### 2.4 General Adversary Method

The general adversary method places optimal lower bounds on the quantum query complexity of any state conversion problem [15]. State conversion problems generalize state generation problems, yet in this paper it will suffice to introduce the adversary bound only for the latter.

The general adversary bound is stated via the \( \gamma_2 \) and filtered \( \gamma_2 \) norms, which are defined as follows. Let \( M \) be any matrix and let \( \Delta = \{ \Delta_x : x \in [n] \} \) be a family of matrices of the same dimensions as \( M \). Define

\[
\gamma_2(M) := \max_{\Gamma} \{ \| M \circ \Gamma' \| : \| \Gamma' \| \leq 1 \},
\]

\[
\gamma_2(M|\Delta) := \max_{\Gamma} \{ \| M \circ \Gamma \| : \max_{x \in [n]} \| \Delta_x \circ \Gamma \| \leq 1 \},
\]

where \( \circ \) denotes the Schur (i.e., entrywise) product of two matrices and, thus, \( \Gamma \) and \( \Gamma' \) are required to have the same dimensions as \( M \). One can show that \( \gamma_2(\cdot) \) is a norm over the set of all matrices and \( \gamma_2(\cdot|\Delta) \) is a norm over the set of matrices \( M \) that has \( M_{f,f'} = 0 \) whenever \( (\Delta_x)_{f,f'} = 0 \) for all \( x \in [n] \) (see [15] for details). The two norms are called the \( \gamma_2 \) norm and the filtered \( \gamma_2 \) norm, respectively.

The general adversary bound employs various real symmetric matrices whose rows and columns are labeled by black-box functions \( f \in F \) in the same order. The family of difference matrices \( \Delta \) is defined as follows. For each \( x \in [n] \), the \( \Delta_x \) is a binary matrix such that
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\((\Delta_x)f,f' := 1\) if and only if \(f(x) \neq f'(x)\). A state matrix is any positive-semidefinite matrix \(T\) such that \(T \circ I = I\). In other words, it is a Gram matrix corresponding to some family of unit vectors. Note that \(\gamma_2(\cdot|\Delta)\) is a norm on the set of matrices whose diagonals are all-zeros, and a difference of any two state matrices belongs to this set.

Let \(T\) be the set of all state matrices. Note that \(T\) is a compact set and it is closed under the Schur product. Two particular state matrices of our interest are the all-ones matrix, which corresponds to the family \(\{0\} = f \in F\), and the target matrix \(T^\circ\) defined as \((T^\circ)f,f' := \langle \psi_f | \psi_{f'} \rangle\).

Theorem 2 is a special case of [15, Theorem 4.9].

\[\textbf{Theorem 2.}\] The \(\epsilon\)-error quantum query complexity of a non-coherent state generation problem with the target matrix \(T^\circ\) and the family of difference matrices \(\Delta\) is both

\[\Omega(\text{Adv}_{2\sqrt{2}\epsilon})\quad\text{and}\quad O(\text{Adv}_{\epsilon^2/16} \epsilon^{-2} \log \epsilon^{-1})\],

where

\[\text{Adv}_\delta := \min_{R,T \in T} \{ \gamma_2(J - R|\Delta) : \gamma_2(R - T^\circ \circ T) \leq \delta \}.\] (2.1)

In the case of coherent state generation, one imposes \(T = J\) in the expression for \(\text{Adv}_\delta\).

In the expression for \(\text{Adv}_\delta\), the state matrix \(T\) essentially corresponds to the ancillary states that are prepared in addition to the target states. Thus, assuming there were no error, \(T^\circ \circ T\) would be the Gram matrix corresponding to the final states of the whole system. However, since one allows some error — determined by the parameter \(\delta\) — it suffices that the state matrix \(R\) corresponding exactly to the final states of the algorithm is close to \(T^\circ \circ T\).

When applying the adversary bound, it is convenient to actually apply it to the zero-error problem with the target matrix \(T\) and a difference of any two state matrices belongs to this set.

Corollary 3. Let \(\Gamma\) be an adversary matrix for a non-coherent state generation problem with the target matrix \(T^\circ\) and the family of difference matrices \(\Delta\), let \(\omega\) be a principal eigenvector of \(\Gamma\) of norm 1, and let

\[\eta' := \max_{T \in T} \omega^\top (T^\circ \circ T \circ \Gamma/\|\Gamma\|) \omega.\]

The \(\epsilon\)-error quantum query complexity of the problem is

\[\Omega((1 - \eta' - 2\sqrt{2}\epsilon) \|\Gamma\|).\]

If \(\omega\) is a uniform superposition over \(F\), then \(\eta' \leq \eta\) for

\[\eta := \max_{T \in T} \left(\|\Pi_T(T^\circ \circ T)/|F|\|.\right)\]

**Proof.** For the first part of the corollary, suppose \(R,T \in T\) satisfy \(\gamma_2(R - T^\circ \circ T) \leq 2\sqrt{2}\epsilon\) and are thus a feasible solution to the minimization in \(\text{Adv}_{2\sqrt{2}\epsilon}\). We have

\[
\gamma_2(J - R|\Delta) \geq \| (J - R) \circ \Gamma \|
\geq \| (J - T^\circ \circ T) \circ \Gamma \| - \| \Gamma \| \| (R - T^\circ \circ T) \circ \Gamma \| \| \Gamma \|
\geq \omega^\top \Gamma \omega - \omega^\top (T^\circ \circ T \circ \Gamma) \omega - 2\sqrt{2}\epsilon \|\Gamma\|
\geq (1 - \eta' - 2\sqrt{2}\epsilon) \|\Gamma\|.\]
For the second part, note that, if $\omega$ is a uniform superposition over $\mathcal{F}$, then, for any two symmetric $|\mathcal{F}| \times |\mathcal{F}|$ matrices $M, M'$, we have $\omega^\dagger (M \circ M') \omega = \text{tr} [M M' \mathcal{F}^\dagger]$. The inequality $\eta' \leq \eta$ results from both $T^\circ \circ T$ and $\Pi_T - \Gamma/||\Gamma||$ being positive-semidefinite.

### 2.5 Automorphism Principle for State Generation

The automorphism principle of [13] addresses the adversary bound for function evaluation problems and states that, without loss of generality, the optimal adversary matrix can be required to respect symmetries of the problem. Here we generalize the automorphism principle to state generation problems.\(^2\)

The wreath product $S_m \wr S_n$ of groups $S_m$ and $S_n$ is the group whose elements are $(\pi, \sigma) \in S_n \times S_m^n$ and whose group operation is

$$
(\pi', (\sigma_1', \cdots, \sigma_n'))(\pi, (\sigma_1, \cdots, \sigma_n)) = (\pi' \pi, (\sigma_1' \sigma_{\pi(1)}^{-1}, \cdots, \sigma_n' \sigma_{\pi(n)}^{-1}))
$$

(see [14, Ch. 4]). Similarly to (3.1) below, the action of $S_m \wr S_n$ on $f : [n] \to [m]$ is given by

$$
((\pi, \sigma)f)(x) = \sigma_x(f(\pi^{-1}(x))) \quad \text{for all } x \in [n].
$$

The action of a subgroup $G \leq S_m \wr S_n$ on the set of black-box functions $\mathcal{F}$ is closed if $g(f) \in \mathcal{F}$ for all $f \in \mathcal{F}$ and $g \in G$.

Suppose $M$ is a symmetric $|\mathcal{F}| \times |\mathcal{F}|$ matrix whose rows and columns are labeled by $f \in \mathcal{F}$ in the same order and suppose the action of a subgroup $G \leq S_m \wr S_n$ on $\mathcal{F}$ is closed. We say that $M$ is $G$-invariant if $M_{g(f),g(f')} = M_{f,f'}$ for all $f, f' \in \mathcal{F}$ and $g \in G$. Similarly, a vector $\omega \in \mathbb{C}^{\mathcal{F}}$ is $G$-invariant if $\omega_{g(f)} = \omega_f$ for all $f \in \mathcal{F}$ and $g \in G$. A subgroup $G$ is an automorphism group for a state generation problem with a target matrix $T^{\circ}$ if $G$’s action on $\mathcal{F}$ is closed and $T^{\circ}$ is $G$-invariant.\(^3\)

Note that the free product of two automorphism groups is an automorphism group, so one can consider the maximum automorphism group of a problem. For example, the maximum automorphism group of PARITY is the whole wreath product $S_2 \wr S_n$ while the maximum automorphism groups of OR and INDEX ERASURE are, respectively,

\[
\{(\pi, (\varepsilon, \cdots, \varepsilon)) : \pi \in S_n\} \cong S_n,
\]

\[
\{(\pi, (\sigma, \cdots, \sigma)) : \pi \in S_n, \sigma \in S_m\} \cong S_n \times S_m,
\]

where $\varepsilon$ is the identity permutation in $S_2$.

**Theorem 4.** Let $G$ be an automorphism group for a non-coherent state generation problem. The value of $\text{Adv}_G$ remains the same if one restricts the minimization in the expression defining $\text{Adv}_G$ and the maximization in the expressions defining the $\gamma_2$ and filtered $\gamma_2$ norms to $R, T, \Gamma, \Gamma'$ that are all $G$-invariant and imposes that $(J - R) \circ \Gamma$ has an $G$-invariant principal eigenvector.

The proof of Theorem 4 considers two type of symmetrizations of matrices $R, T, \Gamma, \Gamma'$, depending on whether they are arguments in a minimization or a maximization. We defer the proof to Appendix D.

---

\(^2\) One can easily see that the automorphism principle generalizes even further to state conversion problems.

\(^3\) The $G$-invariance of $T^{\circ}$ is equivalent to the existence of a unitary representation $U_g$ of $G$ acting on the target space such that $U_g |\psi_f\rangle = |\psi_{g(f)}\rangle$ for all $f \in \mathcal{F}$ and $g \in G$. 
Note that the ability to restrict \( T \) and \( \Gamma \) to be \( G \)-invariant carries over from Theorem 2 to Corollary 3. The ability to restrict \( T \) will be paramount in our proof (see Section 5). On the other hand, the ability to restrict \( \Gamma \) is optional. Namely, Corollary 3 provides an adversary bound regardless of what restrictions one imposes on \( \Gamma \), yet for too strict restrictions this bound would not be optimal.

For \textsc{Index Erasure}, it is convenient to think of every black-box function \( f \in F \) as a \( n \)-partial permutation over the set of symbols \([m]\). As observed in [2], the set of \(|F| \times |F|\) matrices indexed by \( F \) that are \((S_n \times S_m)\)-invariant under the aforementioned action (2.2) afford a \textit{commutative matrix algebra}. In particular, it is the Bose–Mesner algebra of a symmetric association scheme defined over partial permutations, which we formally define in Section 4.

### 3 Representation Theory Preliminaries

Our main result builds upon finite group representation theory, especially that of the symmetric group. We refer the reader to [6] for a more thorough introduction to group representation theory and [22] for more details on the representation theory of the symmetric group. Throughout this section, let \( H, K \leq G \) be subgroups of a finite group \( G \), let \( V \) be a finite-dimensional vector space over \( \mathbb{C} \), and for any set \( X \), let \( \mathbb{C}[X] \) denote the vector space of dimension \(|X|\) of complex-valued functions over \( X \).

#### 3.1 The Representation Theory of the Symmetric Group

A \textit{representation} \((\phi, V)\) of a finite group \( G \) is a homomorphism \( \phi : G \to GL(V) \) where \( GL(V) \) is the \textit{general linear group}, that is, the group of \((\dim V) \times (\dim V)\) invertible matrices. It is customary to be less formal and denote the representation \((\phi, V)\) simply as \( \phi \) when \( V \) is understood, or as \( V \) when \( \phi \) is understood. For any representation \( \phi \), we define its \textit{dimension} to be \( d_\phi := \dim \phi := \dim V \). When working concretely with a representation \( \phi \), we abuse terminology and let \( \phi(g) \) refer to a \((\dim \phi) \times (\dim \phi)\) matrix realization of \( \phi \). Two representations \( \rho, \phi \) are \textit{equivalent} if there exists a matrix \( P \) such that \( \rho(g) = P^{-1}\phi(g)P \) for all \( g \in G \).

Let \((\phi, V)\) be a representation of \( G \), and let \( W \leq V \) be a \( G \)-invariant subspace, that is, \( \phi(g)w \in W \) for all \( w \in W \) and for all \( g \in G \). We say that \((\phi|_W, W)\) is a \textit{subrepresentation} of \( \phi \) where \( \phi|_W \) is the restriction of \( \phi \) to the subspace \( W \). A representation \((\phi, V)\) of \( G \) is an \textit{irreducible representation} (or simply, a \( G \)-irrep) if it has no proper subrepresentations. The \textit{trivial representation} \((1, \mathbb{C})\) defined such that \( 1 : g \to 1 \) for all \( g \in G \) is clearly an irrep of dimension one for any group \( G \).

It is well-known that there is a bijection between the set of inequivalent \( G \)-irreps and its conjugacy classes \( C \), and that any representation \( V \) of \( G \) decomposes uniquely as a direct sum of inequivalent \( G \)-irreps

\[
V \cong \bigoplus_{i=1}^{[C]} m_i V_i
\]

where \( m_i \) is the number of occurrences of the \( G \)-irrep \( V_i \) in the decomposition. We call the representation \( m_i V_i \) the \textit{ith isotypic component} of \( V \).

A natural way to find representations of groups is to let them act on sets. In particular, for any group \( G \) acting on a set \( X \), let \((\phi, \mathbb{C}[X])\) be the \textit{permutation representation} of \( G \) on \( X \) defined such that

\[
(\phi(g)[\zeta])(x) := \zeta(g^{-1}x)
\]
for all \( g \in G, \zeta \in \mathbb{C}[X], \) and \( x \in X \). If we let \( G \) act on itself, then we obtain the left regular representation, which admits the following decomposition into \( G \)-irreps

\[
\mathbb{C}[G] \cong \bigoplus_{i=1}^{\text{dim} G} d_i V_i.
\]

We denote the Fourier transform of \( \gamma \in \mathbb{C}[G] \) with respect to the representation \( \phi \) as

\[
\phi(\gamma) := \sum_{g \in G} \gamma(g) \phi(g),
\]

which is a linear operator on \( V \).

Let \( \text{Sym}(X) \) denote the symmetric group on the symbol set \( X \). If \( X = [m] := \{1, 2, \ldots, m\} \), then we define \( S_m := \text{Sym}(X) \). It is well-known that the conjugacy classes of \( S_m \) are given by the cycle-types of permutations of \( S_m \), which in turn are in one-to-one correspondence with integer partitions \( \lambda \vdash m \), i.e.,

\[
\lambda := (\lambda_1, \lambda_2, \ldots, \lambda_k) \vdash m \text{ such that } \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_k \geq 0 \text{ and } \sum_{i=1}^{k} \lambda_i = m.
\]

We may visualize \( \lambda \) as a Young diagram, a left-justified table of cells that contains \( \lambda_i \) cells in the \( i \)th row. When referencing a Young diagram, we alias \( \lambda \) as the shape. For example, the Young diagram below has shape \((5, 3, 2, 1) \vdash 11\):

\[
\begin{array}{cccccc}
\cdot & \cdot & \cdot & \cdot & \cdot & \\
\cdot & \cdot & \cdot & \cdot & & \\
\cdot & \cdot & & & & \\
\cdot & & & & & \\
\cdot & & & & & \\
\end{array}
\]

A standard Young tableau of shape \( \lambda \) is a Young diagram with unique entries from \([n]\) that are strictly increasing along rows and strictly increasing along columns, e.g.,

\[
\begin{array}{cccc}
1 & 2 & 5 & 8 \\
3 & 6 & 7 & 9 \\
4 & 10 & & \\
11 & & & \\
\end{array}
\]

We may write the left regular representation of \( S_m \) as

\[
\mathbb{C}[S_m] \cong \bigoplus_{\lambda \vdash m} d_{\lambda} V_{\lambda},
\]

where \( d_{\lambda} \) is the number of standard Young tableau of shape \( \lambda \), which can be counted elegantly via the hook rule (see [22] for a proof).

\begin{theorem}[The Hook Rule] \label{thm:hook}
Let \( \lambda \vdash m \), and for any cell \( c \in \lambda \) of the Young diagram of \( \lambda \) define the hook-length \( h_{\lambda}(c) \) to be the total number of cells below \( c \) in the same column and to the right of \( c \) in the same row, plus 1. Then we have

\[
d_{\lambda} = \frac{m!}{H(\lambda)} \quad \text{where} \quad H(\lambda) := \prod_{c \in \lambda} h_{\lambda}(c).
\]
\end{theorem}

Another well-known result is the branching rule, which describes how an \( S_m \)-irrep decomposes into \( (S_{m-1}) \)-irreps (see [22] for a proof). We say that a cell of a Young diagram is an inner corner if it has no cells to its right and no cells below it.
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Theorem 6 (The Branching Rule). If $\mathcal{V}_\lambda$ is a $S_m$-irrep, then

$$\mathcal{V}_\lambda \cong \bigoplus_{\lambda'} \mathcal{V}_{\lambda'}$$

where $\lambda'$ ranges over all shapes obtainable by removing an inner corner from $\lambda$ and $\mathcal{V}_{\lambda'}$ is the corresponding $(S_{m-1})$-irrep.

The hook rule and the branching rule can be used to prove the following theorem. We defer its proof to Appendix D.

Theorem 7. Let $\theta \vdash k$ and $\theta^+ \vdash (k+1)$ be any shape obtained by adding an inner corner to $\theta$. For all $m \geq 2(k+1)$, we have

$$\frac{d_{(m-k,\theta^+)}}{d_{(m-k,\theta)}} \geq \frac{m^k}{m} \left(1 - \frac{2k+1}{m}\right).$$

Note that the above fraction is greater than 1 when $m > 3k+1$. For any $\lambda = (\lambda_1, \lambda_2, \cdots, \lambda_k) \vdash n$, henceforth, let $\bar{\lambda} := (\lambda_1 + (m-n), \lambda_2, \cdots, \lambda_k) \vdash m$. Theorem 7 has the following corollary.

Corollary 8. Let $\lambda \vdash n$ be a shape such that $\lambda_1 \geq n - \sqrt{n}$ and let $\lambda' \vdash m$ be any shape that covers $\lambda$ such that $\lambda'/\lambda$ is a horizontal strip. Then $d_{\lambda'/\lambda} \in \Omega(m/\sqrt{n})$.

3.2 The Representation Theory of Partial Permutations

Let $S_{n,m}$ denote the collection of $n$-partial permutations of $[m]$, that is, $n$-tuples $f := (f(1), f(2), \cdots, f(n))$ with no repeated elements such that $f(x) \in [m]$ for all $x \in [n]$. Injective functions from $[n]$ to $[m]$ are in one-to-one correspondence with $S_{n,m}$, and it is not hard to see that $|S_{n,m}| = m^n$, and when $m = n$ we recover the symmetric group $S_n$ on $n$ symbols. To understand the representation theory of $S_{n,m}$ we must first broaden our Young tableau vocabulary.

For any $\lambda \vdash m$, let $l(\lambda)$ denote the length of $\lambda$, that is, the number of parts in the partition. We say that a shape $\lambda$ covers a shape $\mu$ if $\mu_i \leq \lambda_i$ for each $i$. If $\lambda$ and $\mu$ are two shapes such that $\lambda$ covers $\mu$, then we obtain the skew shape $\lambda/\mu$ by removing the cells corresponding to $\mu$ from $\lambda$. For instance, the shape $(5,3,2,1)$ covers $(2,2,1)$, so we may consider the skew shape $(5,3,2,1)/(2,2,1)$:

```
 o o  
 o o 
 o 
```

A skew shape is a horizontal strip if each column has no more than one cell. For example, the skew shape $(5,3,2,1)/(3,3,1)$ is a horizontal strip, but the skew shape above is not.

Henceforth, we let $S_n \times S_m$ act on $S_{n,m}$ as follows:

$$(\tau, \sigma) \cdot (f_1, \cdots, f_n) = (\sigma^{-1}(f_{\tau^{-1}(1)}), \cdots, \sigma^{-1}(f_{\tau^{-1}(n)})$$

for all $(\tau, \sigma) \in S_n \times S_m$. (3.1)

The stabilizer of the identity $n$-partial permutation $f_{id} := (1,2,\cdots,n) \in S_{n,m}$ in $S_n \times S_m$ is isomorphic to the group

$$\text{diag}(S_n) \times S_{m-n} = \{(\tau,\tau,\pi) : \tau \in \text{Sym}([n]), \pi \in \text{Sym}\{n+1,\cdots,m\} \}.$$

Using Pieri’s rule (see [24]), one can show that the permutation representation of $(S_n \times S_m)$ acting on $S_{n,m} \cong (S_n \times S_m)/(\text{diag}(S_n) \times S_{m-n})$ is multiplicity-free, that is, its decomposition has at most one copy of any $(S_n \times S_m)$-irrep, as shown in Theorem 9.
Theorem 9 ([5]). The complex-valued functions over \( n \)-partial permutations \( \mathbb{C}[S_{n,m}] \) admits the following decomposition into \( (S_n \times S_m) \)-irreps:

\[
\mathbb{C}[S_{n,m}] \cong \bigoplus_{\mu,\lambda} V_{\mu} \otimes V_{\lambda}
\]

where \( \mu, \lambda \) ranges over all pairs \( \mu \vdash n, \lambda \vdash m \) such that \( \lambda/\mu \) is a horizontal strip.

Let \( \text{Irr}(S_{n,m}) \) denote the set of \( (S_n \times S_m) \)-irreps that appear in Theorem 9. Every multiplicity-free permutation representation gives rise to a commutative association scheme (see [3]), so a consequence of Theorem 9 is the existence a symmetric association scheme \( A_{n,m} \) over \( S_{n,m} \) that we call the partial permutation association scheme. In Section 4, we discuss this association scheme in more detail.

A coarser decomposition of \( \mathbb{C}[S_{n,m}] \) into irreducibles of \( S_m \) can be obtained by identifying \( S_{n,m} \) with the set of tabloids (i.e., Young tableaux with unordered rows) of shape \( (m-n,1^n) \) and applying Young’s rule (see [22]). This representation is known as the permutation representation, which we denote as \( M^{(m-n,1^n)} \). Its isotypic components can be determined combinatorially via the Kostka numbers \( K_{\lambda,\mu} \) (see [22]).

Theorem 10. The complex-valued functions over \( n \)-partial permutations \( \mathbb{C}[S_{n,m}] \) admits the following decomposition into \( S_m \)-irreps:

\[
\mathbb{C}[S_{n,m}] \cong M^{(m-n,1^n)} \cong \bigoplus_{\lambda \vdash m} K_{\lambda,(m-n,1^n)} V_{\lambda}.
\]

Note that Theorem 9 gives a multiplicity-free orthogonal decomposition of the \( \lambda \)-isotypic component \( K_{\lambda,(m-n,1^n)} V_{\lambda} \) of \( M^{(m-n,1^n)} \) into \( (S_n \times S_m) \)-irreps:

\[
K_{\lambda,(m-n,1^n)} V_{\lambda} \cong \bigoplus_{\mu} V_{\mu} \otimes V_{\lambda}
\]

where the sum ranges over all \( \mu \vdash n \) such that \( \lambda/\mu \) is a horizontal strip.

The following two types of irreps in \( \text{Irr}(S_{n,m}) \) will be of particular importance.

Definition 11 (Minimal and Maximal Irreps). For any \( \lambda \vdash n \), the minimal irrep and maximal irrep (w.r.t. \( \lambda \)) is \( \lambda \otimes 0 \in \text{Irr}(S_{n,m}) \) and \( \lambda \otimes (m-n,\lambda) \in \text{Irr}(S_{n,m}) \) respectively.

If \( \lambda_1 \geq n - \sqrt{n} \), Theorem 7 implies that the minimal and maximal irreps w.r.t. \( \lambda \) are indeed the least and largest dimension over all irreps of the form \( \lambda \otimes \mu \in \text{Irr}(S_{n,m}) \) for sufficiently large \( m \).

For \( \lambda \vdash m \), let \( E_{\lambda} \) be the orthogonal projector onto the \( \lambda \)-isotypic component \( K_{\lambda,(m-n,1^n)} V_{\lambda} \) of \( M^{(m-n,1^n)} \), which we may write as

\[
E_{\lambda} = \frac{d_{\lambda}}{m!} M^{(m-n,1^n)}(\chi_{\lambda})
\]

where \( M^{(m-n,1^n)}(\chi_{\lambda}) = \sum_{\sigma \in S_m} \chi_{\lambda}(\sigma) M^{(m-n,1^n)}(\sigma) \) is the Fourier transform of the function \( \chi_{\lambda} \in \mathbb{C}[S_m] \) with respect to the permutation representation of \( S_m \) acting on \( S_{n,m} \). In particular, for any \( \zeta \in \mathbb{C}[S_{n,m}] \) and \( f \in S_{n,m} \), we have

\[
[E_{\lambda} \zeta](f) = \frac{d_{\lambda}}{m!} \sum_{\sigma \in S_m} \chi_{\lambda}(\sigma) \zeta(\sigma^{-1} f)
\]
using the well-known fact that $\chi_\lambda(\sigma^{-1}) = \chi_\lambda(\sigma)$ for any $\sigma \in S_m$, $\lambda \vdash m$. From our foregoing discussion, we also have that

$$E_\lambda E_{\mu \otimes \lambda} = E_{\mu \otimes \lambda},$$

where $E_{\mu \otimes \lambda}$ is the orthogonal projector onto $(V_\mu \otimes V_\lambda)$ for all $(\mu \otimes \lambda) \in \text{Irr}(S_{n,m})$.

For any integer $k \geq 0$, one may think of the following as a “low-frequency” subspace of $C[S_{n,m}]$ parameterized by $k$:

$$U_k := \bigoplus_{(\mu \otimes \lambda) \in \text{Irr}(S_{n,m})} V_\mu \otimes V_\lambda \cong \bigoplus_{\lambda \vdash m \atop m - \lambda_1 \leq k} K_{\lambda,(m-n,1^*^n)} V_\lambda.$$

Equivalently, we have

$$U_k \cong \{ \zeta \in C[S_{n,m}] : \lambda(\zeta) = 0 \text{ for all } \lambda \vdash m \text{ such that } m - \lambda_1 > k \}$$

where we have identified $C[S_{n,m}]$ with the space of functions $\zeta \in C[S_m]$ that are constant on the cosets $S_m/S_{n,m}$. Let $\alpha = \{(x_1, \alpha(x_1)), (x_2, \alpha(x_2)), \cdots, (x_k, \alpha(x_k))\}$, be an injective function from $[n]$ to $[m]$, which we represent as a set of $k$ ordered pairs, and define

$$S_\alpha := \{ f \in S_{n,m} : f(x_j) = \alpha(x_j) \text{ for all } 1 \leq j \leq k \}.$$

Theorem 12 shows that the characteristic functions of $S_\alpha$ have “low Fourier-complexity”, namely, they are supported on the “low” Fourier levels of $C[S_{n,m}]$ (i.e., $\text{Irr}(S_{n,m})$), which are in reverse-lexicographic order on the partitions $\lambda \vdash m$ corresponding to their $S_m$-irrep.

One can compare these functions to the so-called $k$-juntas in area of Boolean functions, as their output is determined by examining no more than $k$ “coordinates” of its input [19]. Such junta generalizations have been fundamental to some recent developments in extremal combinatorics (see [8, 7] for example). The proof of Theorem 12 resembles [8, Theorem 7], which we defer to Appendix D.

**Theorem 12.** Let $1_\alpha \in C[S_{n,m}]$ be the characteristic function of the family $S_\alpha$. Then $1_\alpha \in U_k$.

An immediate corollary of this theorem is the following.

**Corollary 13.** Let $1_\alpha \in C[S_{n,m}]$ be the characteristic function of the family $S_\alpha$. Then $E_{\mu \otimes \lambda} 1_\alpha = 0$ for all $\lambda$ with more than $k$ cells below the first row.

## 4 The Partial Permutation Association Scheme

The theory of association schemes will be a convenient language for describing the algebraic and combinatorial components of our work. We refer the reader to Bannai and Ito’s reference [3] for a more thorough treatment.

**Definition 14 (Association Schemes).** A symmetric association scheme is a collection of $d + 1$ binary $|X| \times |X|$ matrices $A = \{A_0, A_1, \cdots, A_d\}$ over a set $X$ that satisfy the following axioms:

1. $A_i$ is symmetric for all $0 \leq i \leq d$,
2. $A_0 = I$ where $I$ is the identity matrix,
3. $\sum_{i=0}^d A_i = J$ where $J$ is the all-ones matrix, and
4. $A_i A_j = A_k, A_0, A_1, \cdots, A_d \} =: \mathfrak{A}$ for all $0 \leq i, j \leq d$.

The matrices $A_1, A_2, \cdots, A_d$ are called the associates, and the algebra $\mathfrak{A}$ is called the Bose–Mesner algebra of the association scheme.
Since the all-ones matrix commutes with every associate, the matrices of an association scheme have constant row sum and constant column sum. Also, since the matrices of a symmetric association scheme are symmetric and commute with each other, they are simultaneously diagonalizable (equivalently, they share a system of orthonormal eigenvectors), which implies that $\Xi$ admits a unique basis of primitive idempotents $E_0, E_1, \cdots, E_d$, i.e., $E_i^2 = E_i$ for all $0 \leq i \leq d$ and $\sum_{i=0}^d E_i = I$.

Since the permutation representation of $S_n \times S_m$ acting on $S_{n,m}$ is multiplicity-free (see Theorem 9), the orbits $A_0, A_1, \cdots, A_d$ (so-called orbitals) of the action of $S_n \times S_m$ on ordered pairs $S_n \times S_m$ forms a symmetric association scheme (see [3] for a proof). We abuse the notation, and also use $A_i$ to denote the binary matrix with entries 1 corresponding to exactly those pairs that are in the orbit $A_i$. Let $A_{n,m} := \{I, A_1, \cdots, A_d\}$ denote the $n$-partial permutation association scheme of $[m]$.

Although it is well-known that permutation representation of $S_n \times S_m$ acting on $S_{n,m}$ is multiplicity-free (see [2, 5, 12] for example), the parameters of its corresponding association scheme $A_{n,m}$ have not been worked out (to the best of our knowledge). We now give a more in-depth treatment of the partial permutation association scheme.

### 4.1 The Associates

The following is a more combinatorial definition of the associates of $A_{n,m}$ that gives a combinatorial bijection between the associates of $A_{n,m}$ and $\text{Irr}(S_{n,m})$, which are the eigenspaces of the association scheme. The bijection is readily observed by thinking of each element of $S_{n,m}$ graphically as a maximum matching of the complete bipartite graph $K_{n,m}$ (see Figure 3).

Let $f_{id} = (1, 2, \cdots, n)$ denote the identity $n$-partial permutation, which we can view as the maximum matching of $K_{n,m}$ that pairs 1 with 1, 2 with 2, and so on (e.g., the red matching in Figure 3). For any two maximum matchings $f, f'$ of $K_{n,m}$, let $G(f, f')$ be the multigraph whose edge multiset is the multiset union $f \cup f'$. Clearly $G(f, f') = G(f', f)$ and this graph is composed of disjoint even cycles and disjoint even paths. Let $c$ denote the number of disjoint cycles and let $2\lambda_i$ denote the length of an even cycle. Let $p$ denote the number of disjoint paths and let $2\rho_i$ denote the length of an even path. If we order the cycles and paths respectively from longest to shortest and divide each of their lengths by two, assuming $m \geq 2n$, we see that the graphs $G(f, f')$ are in bijection (up to graph isomorphism) with pairs $(\lambda, \rho)$ of integer partitions $\lambda = (\lambda_1, \lambda_2, \cdots, \lambda_c), \rho = (\rho_1, \rho_2, \cdots, \rho_p)$ such that $(\lambda_1, \cdots, \lambda_c, \rho_1, \cdots, \rho_p) \vdash n$.

Let $d(f, f') := (\lambda, \rho)$ denote this bijection, which we refer to as the cycle-path type of $f'$ with respect to $f$. Note that $d(\sigma(f), \sigma(f')) = d(f, f')$ for all $n$-partial permutations $f, f'$ and all $\sigma \in S_n \times S_m$. If one of the arguments is the identity matching, then we say $d(f) := d(f_{id}, f)$ is the cycle-path type of $f$. Illustrations of the graphs $G(\emptyset, n)$ and $G(n-\{1\})$, and $G(\emptyset, 1^6)$ are provided in Figure 3 where $n = 3$ and $m = 6$.

![Figure 3](image)

**Figure 3** (2, 3, 6) on the left has type $\emptyset | 3$, (2, 1, 5) has type $\emptyset | 1$, and (4, 5, 6) has type $\emptyset | 1^3$. 


Let $C_n := \{ (\lambda|\rho) : |\lambda| + |\rho| = n \}$ where $\lambda$ and $\rho$ are partitions. When $m \geq 2n$, $C_n$ is the set of all cycle-path types. Note that $(\emptyset|1^n)$ is not a cycle-path type when $m < 2n$, and for $m = n$, all cycle-path types are of form $(\lambda|\emptyset)$, where $\lambda \vdash n$. We can decompose $C_n$ as a disjoint union $C_n = \bigcup_{k=0}^{n} C_{n,k}$, where $C_{n,k}$ consists of all $(\lambda|\rho) \in C_n$ such that $l(\rho) = n - k$.

Recall that any irrep in $\text{Irr}(S_{n,m})$ is of the form $\lambda \otimes \lambda'$ where $\lambda'$ is a horizontal strip of size $m - n$. To see that cycle-path types $(\tau|\rho)$ have a natural correspondence with these irreducibles, consider a Young diagram of $\lambda'$ such that the cells of $\lambda'/\lambda$ are marked. Every columns of $\lambda$ in $\lambda'$ with a marked cell below it corresponds to a part in $\rho$ whereas an unmarked column correspond to a part in $\tau$. For instance, taking $\lambda = (2,1)$ and $m = 7$, we have

Note that marked singleton columns correspond to paths of length zero (i.e., isolated nodes).

For each cycle-path type $(\tau|\rho)$, the $(\tau|\rho)$-associate of $A_{n,m}$ is the following $m^2 \times m^2$ binary matrix:

\[
(A_{(\tau|\rho)})_{i,j} = \begin{cases} 1, & \text{if } d(i,j) = (\tau|\rho) \\ 0, & \text{otherwise} \end{cases}
\]

where $i,j \in S_{m,n}$.

### 4.2 The Valencies and Multiplicities

For each $0 \leq i \leq d$, let $d_i := \text{tr} E_i$ denote the multiplicity of the $i$th eigenspace of an association scheme, that is, the dimension of its $i$th eigenspace. For each $0 \leq i \leq d$, define the valency $v_i$ to be the row sum of an arbitrary row of $A_i$ (equivalently, the largest eigenvalue of $A_i$). We now give formulas for the valencies $v_{(\lambda|\rho)}^{(m)}$ and multiplicities $d_{(\lambda|\rho)}$ of $A_{n,m}$.

For each $(\lambda|\rho)$, define the $(\lambda|\rho)$-sphere to be the following set:

\[
\Omega_{(\lambda|\rho)} := \{ f \in S_{n,m} : d(f) = (\lambda|\rho) \}.
\]

The spheres partition $S_{n,m}$ and it useful to think of them as conjugacy classes. Indeed, when $n = m$, these spheres are the conjugacy classes of $S_m$. Note that $v_{(\lambda|\rho)}^{(m)} = |\Omega_{(\lambda|\rho)}|$, and basic combinatorial reasoning reveals the following.

**Proposition 15.** For any cycle-path type $(\lambda|\rho)$, the size of the $(\lambda|\rho)$-sphere is

\[
v_{(\lambda|\rho)}^{(m)} = |\Omega_{(\lambda|\rho)}| = \frac{n!}{\prod_{i=1}^{n} i^{\ell_i} \ell_i!} (m - n)^{l(\rho)}
\]

where $\lambda = (1^{\ell_1}, \ldots, n^{\ell_n})$, $\rho = (1^{r_1}, \ldots, n^{r_n})$, and $l(\rho) = r_1 + \cdots + r_n$.

We omit the superscript $(m)$ of the valency when $m$ is clear from the context.

The multiplicities $d_{(\tau|\rho)}$ are easy to deduce due to the fact that each eigenspace of the scheme is isomorphic to an irrep $\mu \otimes \lambda$ of $S_n \times S_m$, and that $\dim \mu \otimes \lambda = \dim \mu \cdot \dim \lambda$. As we have seen, these dimensions are counted by the hook rule. In particular, for a cycle-path type $(\tau|\rho)$, let $\tau \cup \rho$ be the union of the set of parts of the two partitions. Then we have $d_{(\tau|\rho)} = d_{\lambda \otimes \lambda'}$ such that $\lambda = (\tau \cup \rho)^\top \vdash n$, $\lambda' = (\tau \cup (m - n, \rho^\top)^\top)^\top$, and $\top$ denotes the transpose partition.

---

4 The “$m$” in the superscript $(m)$ of the valency simply indicates the size of the domain of any $f \in S_{n,m}$. It is a notational convenience that will make some of our proofs easier to follow later in the paper.
4.3 The Johnson Ordering of \( \mathcal{A}_{n,m} \)

The Johnson scheme \( \mathcal{J}(m, n) \) is a symmetric association scheme defined over the \( n \)-subsets of \( [m] \). The \( i \)th associate \( A_i \in \mathcal{J}(m, n) \) of the Johnson scheme is defined such that \( (A_i)_{X,Y} = 1 \) if \( n - |X \cap Y| = i \), and is 0 otherwise for any two \( n \)-subsets \( X, Y \). It is well-known that the \( i \)th eigenspace of \( \mathcal{J}(m, n) \) is isomorphic to the \( S_m \)-irrep associated to the partition \( (m-i, i) \vdash m \). For proofs of these facts and more, see [10]. Henceforth, let \( E_i \) be the primitive idempotent of the Johnson scheme that projects onto \( V_{(m-i, i)} \).

There exists a natural ordering of the \( S_{n,m} \) that we call the Johnson ordering that shows the Johnson scheme is a “quotient” of \( \mathcal{A}_{n,m} \). First, we order \( S_{n,m} \) first by the corresponding \( n \)-subsets (the particular order does not matter). Next, we lexicographically order all \( n \)-partial permutations that correspond to the same \( n \)-subset (i.e., share the same image). For example, for \( n = 3 \), we could have:

\[
(1, 2, 3), (1, 3, 2), (2, 1, 3), (2, 3, 1), (3, 1, 2), (3, 2, 1), \\
(1, 2, 4), (1, 4, 2), (2, 1, 4), (2, 4, 1), (4, 1, 2), (4, 2, 1), \\
(1, 3, 4), (1, 4, 3), \ldots
\]

Both \( S_n \) and \( S_m \) act on the indices and entries of an \( n \)-partial permutation respectively, and so each of their actions correspond to some collection of \( m^2 \times m^2 \) permutation matrices (i.e., their corresponding permutation representations). The action of \( S_m \) on \( S_{n,m} \) is transitive, but \( S_n \)’s action has \( \binom{n}{m} \) orbits, one for each \( n \)-subset. Note that on all \( n \) permutations of \( S_n \) corresponding to any given \( n \)-subset, the action of \( S_n \) corresponds to the regular representation of \( S_n \).

Given \( \lambda \vdash n \) and \( \lambda' \vdash m \), let \( E_\lambda \) and \( E_{\lambda'} \) be the orthogonal projectors on the \( \lambda \)-isotypic and \( \lambda' \)-isotypic subspaces, respectively. Since the actions of \( S_n \) and \( S_m \) on \( S_{n,m} \) commute, \( E_\lambda \) and \( E_{\lambda'} \) also commute, and we have \( E_{\lambda \otimes \lambda'} = E_\lambda E_{\lambda'} \).

From the specific way we ordered \( S_{n,m} \) in the previous paragraph, for any \( \lambda \vdash n \) we have

\[
E_\lambda = I_{\binom{m}{n}} \otimes F_\lambda = F_\lambda \oplus F_\lambda \oplus \cdots \oplus F_\lambda, \quad \text{\( \binom{m}{n} \) times}
\]

where \( F_\lambda \) is the \( n! \times n! \) orthogonal projector on the \( \lambda \)-isotypic subspace of the regular representation of \( S_n \). Hence, we can write \( E_{\lambda \otimes \lambda'} \) as a product of two block matrices:

\[
E_{\lambda \otimes \lambda'} = \begin{pmatrix}
B_{1,1}^\lambda & B_{1,2}^\lambda & \cdots \\
B_{2,1}^\lambda & B_{2,2}^\lambda & \\
& \ddots & \ddots
\end{pmatrix}
\begin{pmatrix}
F_\lambda & 0 & \cdots \\
0 & F_\lambda & \\
& \ddots & \ddots
\end{pmatrix}
= \begin{pmatrix}
B_{1,1}^\lambda F_\lambda & B_{1,2}^\lambda F_\lambda & \cdots \\
B_{2,1}^\lambda F_\lambda & B_{2,2}^\lambda F_\lambda & \\
& \ddots & \ddots
\end{pmatrix},
\]

where the first matrix is \( E_{\lambda'} \), in which each block \( B_{i,j}^\lambda \) is some \( n! \times n! \) matrix.

Note that \( F_{(n)} = J/n! \), where \( J \) is the \( n! \times n! \) all-ones matrix. Thus, from the expression above, we have

\[
E_{(n) \otimes (m-1, 1)} = J/n! \otimes E_1 = \begin{pmatrix}
b_{1,1}J & b_{1,2}J & \cdots \\
b_{2,1}J & b_{2,2}J \\
& \ddots & \ddots
\end{pmatrix},
\]

where \( b_{i,j} \) are scalars, \( 1/m^2 \) times the dual eigenvalues described above. Thus we have
which is orthogonal to $E_\mu$ (and thus $E_\mu \otimes \mu'$) for all $\mu \vdash n$ such that $\mu \neq \lambda$.

4.4 The Dual Eigenvalues of $A_{n,m}$

A classic result in the theory of association schemes is that the primitive idempotents can be written as a linear combination of associates weighted by the dual eigenvalues of the scheme (see [9, Ch. 2.1]). In our case, we have

$$E_{\lambda \otimes \lambda'} = \frac{1}{m2} \sum_{(\mu|\rho) \in C_n} q_{\lambda \otimes \lambda'}(\mu|\rho)A_{(\mu|\rho)}.$$  

and these coefficients $q_{\lambda \otimes \lambda'}(\mu|\rho)$ are the dual eigenvalues of $A_{m,n}$.

The dual eigenvalues corresponding to minimal and maximal irreps play a central role in the proof of our main result. Let us consider matrices in the Bose–Mesner algebra $A_{n,m}$ of the partial permutation association scheme. By symmetry, every such matrix can be specified by a row or column corresponding to a single $n$-partial permutation of $[m]$.

Note that

$$(E_{\lambda \otimes \lambda'})(f,h) = \frac{q_{\lambda \otimes \lambda'}(d(f,h))}{m2}$$

and that

$$\sum_{f \in S_{n,m}} q_{\lambda \otimes \lambda'}(d(f,h)) 1_f = m2(E_{\lambda \otimes \lambda'})(h) \in \lambda \otimes \lambda'$$

for all $\lambda \otimes \lambda'$ and $f, h \in S_{n,m}$, where $1_f \in \mathbb{C}[S_{n,m}]$ denotes the binary unit vector with the unique 1 in position $f$. The projector $E_{\lambda'}$ onto the $\lambda'$-isotypic component can be written as

$$(E_{\lambda'})(f,h) = \frac{d_{\lambda'}}{m!} \sum_{\sigma \in S_m} \chi_{\lambda'}(\sigma)(V_\sigma)(f,h).$$

where $V_\sigma : 1_f \mapsto 1_{\sigma*f}$ for all $f, h \in S_{n,m}$. The foregoing, and the fact that $E_{\lambda'}E_{\lambda \otimes \lambda'} = E_{\lambda \otimes \lambda'}$, implies the following proposition.

 Proposition 16. For any $f, h \in S_{n,m}$, $\lambda \vdash n$, and $\lambda' \vdash m$, we have

$$q_{\lambda \otimes \lambda'}(d(f,h)) = \frac{d_{\lambda'}}{m!} \sum_{\sigma \in S_m} \chi_{\lambda'}(\sigma)q_{\lambda \otimes \lambda'}(d(\sigma^{-1} * f, h)).$$

Lemma 17. Let $q_i(j)$ be a dual eigenvalue of the Johnson scheme $J(m,n)$. Then we have

$$q_i(j) = \binom{n}{m-2} \binom{n-3}{m-1} \left( n - j - \frac{n^2}{m} \right).$$

Moreover, if $m \geq n^2$, then $q_i(j) \geq 0$ for all $j \neq n$. 

Proof. Let \( p_i(j) \) denote the \( j \)-th eigenvalue of the \( i \)-th associate of the Johnson scheme \( \mathcal{J}(m,n) \). It is well-known (see [10] for example) that

\[
p_i(j) = \sum_{r=0}^{n} (-1)^{(r-i+j)} \binom{r}{i} \binom{m-2r}{n-r} \binom{m-r-j}{r-j}.
\]

Let \( P \) be the \((n+1) \times (n+1)\) matrix defined such that \( P_{ij} = p_i(j) \). As their name suggests, the dual eigenvalues \( Q_{j,i} := q_i(j) \) are formally dual to the eigenvalues of the association scheme, that is, \( Q = \binom{m}{n} P^{-1} \). Inverting \( P \) reveals that

\[
Q_{j,1} = q_i(j) = \binom{m}{n} \binom{n-j-n^2}{m},
\]

which is non-negative for all \( m \geq n^2 \) and \( j \neq n \), which completes the proof. \( \square \)

Lemma 18.

For all \( \mu \in C_{n,k} \), we have

\[
q_{(n)\otimes(m-1,1)}(\mu) = \frac{(km-n^2)(m-1)}{n(m-n)}.
\]

Proof. Recall that the \( i \)-th eigenspace of the Johnson scheme \( \mathcal{J}(m,n) \) is isomorphic to the \( S_m \)-irrep associated to the partition \((m-i,i) \vdash m\), and that \( E_i \) denotes the primitive idempotent of the Johnson scheme that projects onto its \((m-i,i)\) eigenspace. Since

\[
E_{(n)\otimes(m-1,1)} = \frac{J}{n!} \otimes E_1,
\]

Lemma 17 implies that

\[
E_1 = \frac{1}{(m)} \sum_{j=0}^{n} \left[ \binom{m}{n-2} \binom{n-j-n^2}{m} \right] A_j
= \frac{1}{(n-2)} \sum_{j=0}^{n} \left( n-j-n^2/m \right) A_j.
\]

Since \((A_j)_{X,Y} = 1\) only if \(|X \cap Y| = n-j\), we have the dual eigenvalue

\[
(m^2 E_{(n)\otimes(m-1,1)})_{f,h} = m_n |\text{im } f \cap \text{im } h| - n^2/m = \frac{(m-1)(|\text{im } f \cap \text{im } h|m - n^2)}{n(m-n)}.
\]

It follows that

\[
q_{(n)\otimes(m-1,1)}(\mu) = \frac{(km-n^2)(m-1)}{n(m-n)}
\]

for all \( \mu \in C_{n,k} \), which completes the proof. \( \square \)

5 A sufficient condition on Krein parameters

Recall that \( \circ \) denotes the Schur (entrywise) product of two matrices.

Definition 19 (Krein Parameters). Let \( A \) be an association scheme on \( v \) vertices with \( d \) associates. For any \( 0 \leq i, j \leq d \), there exist constants \( q_{i,j}(k) \) such that

\[
E_i \circ E_j = \frac{1}{v} \sum_{k=0}^{d} q_{i,j}(k) E_k,
\]
which are called the Krein parameters of \( \mathcal{A} \). More explicitly, we have

\[
q_{i,j}(k) = v \frac{\text{tr} \left[ E_k(E_i \circ E_j) \right]}{d_k}.
\]

For more details on the Krein parameters of an association scheme, see [3]. The Krein parameters can alternatively be written as

\[
q_{i,j}(k) = \frac{1}{vd_k} \sum_{\ell=0}^{d} \frac{p_i(\ell)q_j(\ell)q_k(\ell)}{v_\ell},
\]

where \( p_i(j) \) denotes the \( j \)-th eigenvalue of \( A_i \) and \( q_i(j) \) denotes the \( j \)-th dual eigenvalue of \( E_i \) (see [9, Chap. 2.4] for a proof).

To prove the lower bound on non-coherent Index Erasure, we use the same adversary matrix \( \Gamma \) as [2] used for the coherent case. For simplifying the equations, without loss of generality let us assume that \( n \) is a square. As in [2], we choose

\[
\Gamma := \sqrt{n} \sum_{k=0}^{n} \left( \sqrt{n} - k \right) \sum_{\lambda \vdash k} E_{(n-k,\lambda)} \otimes (m-k,\lambda),
\]

and thus the orthogonal projection onto its image is

\[
\Pi_\Gamma := \sum_{\lambda: |\lambda| < \sqrt{n}} E_{(n-|\lambda|,\lambda)} \otimes (m-|\lambda|,\lambda).
\]

Note that the sole principal eigenvector \( \omega \) of \( \Gamma \) is the uniform superposition over \( \mathcal{F} \) (i.e., \( \omega_f = 1/\sqrt{m^2} \) for all \( f \in \mathcal{F} \)). Thus, as per Corollary 3, we are interested in the quantity

\[
\eta = \max_{T \in \mathcal{T}} \left( \frac{\text{tr} \left[ \Pi_\Gamma (T \circ T^\circ) \right]}{mn} \right).
\]

For any primitive idempotent \( E_{\lambda \otimes \lambda'} \), let

\[
T_{\lambda \otimes \lambda'} := \left( \frac{m^2}{\text{tr} E_{\lambda \otimes \lambda'}} \right) E_{\lambda \otimes \lambda'} = \left( \frac{m^2}{d_{\lambda \otimes \lambda'}} \right) E_{\lambda \otimes \lambda'}
\]

be its corresponding state matrix. In [2] it is shown that the target matrix can be written as

\[
T^\circ = \frac{n}{m} T_{(n) \otimes (m)} + \left( 1 - \frac{n}{m} \right) T_{(n) \otimes (m-1,1)}.
\]

In the coherent case, recall that \( T = J \), and therefore

\[
\eta = \text{tr} \left[ \Pi_\Gamma \frac{T^\circ}{m^2} \right] = \frac{n}{m} \text{tr} \left[ \frac{T_{(n) \otimes (m)}}{m^2} \right] = \frac{n}{m}.
\]

The most technically involved part of the proof of the lower bound by [2] is proving that \( \| \Delta_x \circ \Gamma \| = O(1) \). Since we are using the same adversary matrix \( \Gamma \), we already have the above bound on \( \| \Delta_x \circ \Gamma \| \). Our goal is to show that \( \text{tr} \left[ \Pi_\Gamma (T \circ T^\circ)/m^2 \right] \) is small for all state matrices \( T \).

\[\text{[5]}\text{Technically, the adversary matrix used here is } \sqrt{n} \text{ times that of [2] as the adversary method they use places slightly different conditions on the adversary matrix.}\]
By dividing the elements in the set $\mathcal{T}$ by $m^2$ we obtain the set of all density matrices (positive-semidefinite Hermitian matrices with trace 1) of the Bose–Mesner algebra $\mathfrak{A}_{n,m}$. Note that $(T \circ T')/m^2$ is a density matrix for all $T, T' \in \mathcal{T}$.

For any $T \in \mathcal{T}$, we have

$$\text{tr} \left[ \Pi \left( \frac{T \circ T(n) \otimes (m)_{\otimes} \circ (n, m)}{m^2} \right) \right] = \text{tr} \left[ \Pi \left( \frac{T}{m^2} \right) \right] \leq 1,$$

therefore

$$\text{tr} \left[ \Pi \left( \frac{T \circ T^\circ}{m^2} \right) \right] \leq \frac{n}{m} + \left( 1 - \frac{n}{m} \right) \text{tr} \left[ \Pi \left( \frac{T \circ T(n) \otimes (m-1, 1)}{m^2} \right) \right].$$

Our goal is to bound the latter term:

$$(1 - \frac{n}{m}) \text{tr} \left[ \Pi \left( \frac{T \circ T(n) \otimes (m-1, 1)}{m^2} \right) \right]. \tag{5.2}$$

First note that

$$\mathcal{T} = \left\{ \sum_{\chi} c_\chi T_\chi : \sum_{\chi} c_\chi = 1 \text{ and } c_\chi \geq 0 \right\},$$

where the sums range over $\chi \in \text{Irr}(S_{n,m})$. Hence,

$$\max_{T \in \mathcal{T}} \text{tr} \left[ \Pi \left( \frac{T \circ T(n) \otimes (m-1, 1)}{m^2} \right) \right] = \max_{\{c_\chi \geq 0\} \chi} c_\chi \text{tr} \left[ \Pi \left( \frac{T_\chi \circ T(n) \otimes (m-1, 1)}{m^2} \right) \right]$$

$$= \max_{\chi} \text{tr} \left[ \Pi \left( \frac{T_\chi \circ T(n) \otimes (m-1, 1)}{m^2} \right) \right].$$

The following proposition simplifies (5.2).

**Proposition 20.** For any $\lambda = (n - |\nu|, \nu)$ and $\bar{\lambda} = (m - |\nu|, \nu)$, we have

$$\text{tr} \left[ \Pi \left( \frac{T_{\lambda \otimes \bar{\lambda}} \circ T(n) \otimes (m, m-1, 1)}{m^2} \right) \right] = \text{tr} \left[ E_{\lambda \otimes \bar{\lambda}} \left( \frac{T_{\lambda \otimes \bar{\lambda}} \circ T(n) \otimes (m, m-1, 1)}{m^2} \right) \right].$$

**Proof.** By Equation (4.1), if $|\nu| < \sqrt{n}$, then we have

$$\Pi \left( \frac{T_{\lambda \otimes \bar{\lambda}} \circ T(n) \otimes (m, m-1, 1)}{m^2} \right) = \sum_{\mu : |\mu| < \sqrt{n}} E_{(n-|\mu|, \nu) \otimes (m-|\nu|, \nu)} \left( \frac{T_{\lambda \otimes \bar{\lambda}} \circ T(n) \otimes (m, m-1, 1)}{m^2} \right)$$

$$= E_{(n-|\nu|, \nu) \otimes (m-|\nu|, \nu)} \left( \frac{T_{\lambda \otimes \bar{\lambda}} \circ T(n) \otimes (m, m-1, 1)}{m^2} \right);$$

otherwise, the left-hand and right-hand side are both 0, which completes the proof. ▶

The proposition above now allows us to bound (5.2) for all $\lambda \vdash n$ having no more than $\sqrt{n}$ cells under its first row.
\textbf{Corollary 21.} Suppose \(\lambda \vdash n\) has no more than \(\sqrt{n}\) cells below the first row. Then
\[
\operatorname{tr} \left[ E_{\lambda \otimes \lambda} \left( \frac{(T_{(n)} \otimes (m-1,1) \circ T_{\lambda \otimes \lambda'})}{m\lambda} \right) \right] \in O(\sqrt{n}/m)
\]
for all \(\lambda' \neq \lambda\).

\textbf{Proof.} Let \(\sum[\cdot]\) denote the sum of the entries of the matrix. We have
\[
\operatorname{tr} \left[ E_{\lambda \otimes \lambda} \left( \frac{(T_{(n)} \otimes (m-1,1) \circ T_{\lambda \otimes \lambda'})}{m\lambda} \right) \right] = \frac{1}{d_{\lambda \otimes \lambda'}} \sum [E_{\lambda \otimes \lambda} \circ T_{(n)} \otimes (m-1,1) \circ E_{\lambda \otimes \lambda'}] = \frac{d_{\lambda \otimes \lambda}}{d_{\lambda \otimes \lambda'}} \operatorname{tr} \left[ E_{\lambda \otimes \lambda'} \left( \frac{(T_{(n)} \otimes (m-1,1) \circ T_{\lambda \otimes \lambda})}{m\lambda} \right) \right]
\]
Since \( (T_{(n)} \otimes (m-1,1) \circ T_{\lambda \otimes \lambda})/m\lambda \) is a density matrix, the trace on the right-hand side is at most 1. We now have
\[
\leq \frac{d_{\lambda}}{d_{\lambda'}} \in O(\sqrt{n}/m),
\]
where the asymptotic bound follows from Corollary 8, completing the proof.

\hfill \Box

We therefore have
\[
\eta = O \left( \frac{n}{m} + \operatorname{tr} \left[ E_{\lambda \otimes \lambda} \left( \frac{(T_{\lambda \otimes \lambda} \circ T_{(n) \otimes (m-1,1)})}{m\lambda} \right) \right] \right),
\]
and it remains to bound the value
\[
\operatorname{tr} \left[ E_{\lambda \otimes \lambda} \left( \frac{(T_{\lambda \otimes \lambda} \circ T_{(n) \otimes (m-1,1)})}{m\lambda} \right) \right] = \frac{m\lambda}{(m-1)d_{\lambda \otimes \lambda}} \sum [E_{(n) \otimes (m-1,1)} \circ E_{\lambda \otimes \lambda} \circ E_{\lambda \otimes \lambda}] = \frac{\sum_{\mu \in C_n} q_{(n) \otimes (m-1,1)}(\mu) \cdot q_{\lambda \otimes \lambda}(\mu)}{m\lambda(m-1)d_{\lambda \otimes \lambda}}.
\]
\hfill (5.3)

In the next section we show that, under the assumption that \(m \geq n^{3/\sqrt{n}}\), the value of (5.3), and thus \(\eta\), is in \(O(1/\sqrt{n})\).

Note that, according to the expression (5.1) for Krein parameters, (5.3) is equal to
\[
\frac{q_{\lambda \otimes \lambda, (n) \otimes (m-1,1)}}{d_{\lambda \otimes \lambda}} \left( \frac{(n) \otimes (m-1,1)}{m-1} \right) = \frac{q_{\lambda \otimes \lambda, (n) \otimes (m-1,1)}(\lambda \otimes \lambda)}{m-1},
\]
and therefore the task of bounding (5.3) is the task of bounding Krein parameters
\[
q_{\lambda \otimes \lambda, (n) \otimes (m-1,1)}(\lambda \otimes \lambda) \quad \text{and} \quad q_{\lambda \otimes \lambda, (n) \otimes (m-1,1)}(\lambda \otimes \lambda).
\]

\section{Bounding relevant Krein parameters}

Let \((A_{n,m})_{f_{id}}\) denote the space of the columns of matrices in the Bose–Mesner algebra \(A_{n,m}\) corresponding to \(f_{id}\). For brevity, we call such columns \textit{characteristic columns}. Note that, due to symmetry, \(\phi \in (A_{n,m})_{f_{id}}\) is the characteristic column of exactly one matrix in
with domains \( \mathfrak{A}_{n,m} \), in effect defining one-to-one correspondence between \((\mathfrak{A}_{n,m})_{f_{\alpha}}\) and \(\mathfrak{A}_{n,m}\). Since the characteristic column of any primitive idempotent \(E_{\lambda \otimes \lambda'}\) is an eigenvector of the \((\lambda \otimes \lambda')\)-eigenspace of \(A_{n,m}\), we have \(\dim(\mathfrak{A}_{n,m})_{f_{\alpha}} \cap (\lambda \otimes \lambda') \geq 1\). Since the characteristic columns of \(A_{n,m}\) form an orthogonal basis for \((\mathfrak{A}_{n,m})_{f_{\alpha}}\), we have that \(\dim(\mathfrak{A}_{n,m})_{f_{\alpha}} = |C_{n}|\). These facts imply the following proposition.

\[ \textbf{Proposition 22. For any } \lambda \otimes \lambda' \in \text{Irr}(S_{n,m}), \text{ we have } \dim(\mathfrak{A}_{n,m})_{f_{\alpha}} \cap (\lambda \otimes \lambda') = 1. \]

We let \(1_{f} \in C[S_{n,m}]\) denote the binary unit vector with the unique 1 in position \(f\). For \(\mu \in C_{n}\), let
\[
1_{\mu} := \sum_{f : d(f) = \mu} 1_{f}.
\]

### 6.1 Assignments

We call an injective function \(\alpha : D \to [n]\) with \(D = \text{dom}(\alpha) \subset [n]\) an assignment. Let \(|\alpha| := |\text{dom}(\alpha)| = |\text{im}(\alpha)|\), which we call the weight of \(\alpha\). We say that \(f \in S_{n,m}\) agrees with \(\alpha\) if \(f(x) = \alpha(x)\) for all \(x \in \text{dom}(\alpha)\), and we write \(\alpha \equiv f\); in other words, \(f \in S_{n}\). In particular, there are \((m - |\alpha|)!\) partial permutations in \(S_{n,m}\) that agree with \(\alpha\). Recall that
\[
1_{\alpha} = \sum_{f : \alpha \equiv f} 1_{f}.
\]

For any assignment \(\alpha\) and any permutation \(\pi \in S_{n}\), define assignments \(\alpha^{-1}\) and \(\alpha * \pi^{-1}\) with domains \(\text{im}(\alpha)\) and \(\pi(\text{dom}(\alpha))\) respectively in the natural way. Note that the image of both \(\alpha\) and \(\alpha * \pi^{-1}\) is the same. Since the action of \(\pi \in S_{n}\) maps \(f \in S_{n,m}\) to \(f * \pi^{-1}\), we have \(\alpha \equiv h\) if and only if \(\pi(\alpha) \equiv \pi(h)\). Hence, \(V_{\pi}1_{\alpha} = 1_{\pi(\alpha)}\), where \(\pi \mapsto V_{\pi}\) is the representation of \(S_{n}\) defined as \(V_{\pi} : f_{\alpha} \mapsto f_{\alpha^{\pi^{-1}}}\).

Consider \(X := \{x_{1}, \ldots, x_{k}\} \subset [n]\) with \(x_{i} < x_{i+1}\) for all \(i\), and define \(\alpha_{X} : [k] \to [n]\) such that \(i \mapsto x_{i}\). Note that the set of all \(\alpha^{-1} * \alpha_{X}\) such that \(\text{im}(\alpha) = X\) equals \(S_{k,n}\), where we think of \(S_{k,n}\) as the set of injective functions from \([k]\) to \([n]\). We define the cycle-path type of \(\alpha\) to be
\[
d(\alpha) := d(\alpha^{-1} * \alpha_{X}, \alpha_{X}) \in C_{k}.
\]

See Figure 4 for an illustration.

\[ \text{Figure 4} \quad \text{As an example, consider } n = 3 \text{ and an assignment } \alpha : D \to [n] \text{ with } D = \{1, 2\} \text{ defined as } \alpha(1) := 3 \text{ and } \alpha(2) := 2. \text{ The image of } \alpha \text{ is } X = \{2, 3\}, \text{ and thus } \alpha_{X} \text{ maps 2 to 1 and 3 to 2. The left picture depicts } \alpha \text{ with blue dashed lines and } \alpha_{X}^{-1} \text{ with red solid lines. The right picture depicts the multigraph resulting from the union of edges corresponding to } \alpha^{-1} * \alpha_{X} \text{ and } \alpha_{X}, \text{ from which we can see that } d(\alpha) = (1|1). \]

Corollary 13 immediately implies the following proposition.

\[ \textbf{Proposition 23. For any assignment } \alpha \text{ and } \lambda' \vdash m \text{ such that } m - \lambda'_1 > |\alpha|, \text{ we have } E_{\lambda}1_{\alpha} = 0. \]
6.2 Dual eigenvalues of minimal irreps

Suppose \( \theta \vdash k \), and let us analyze the idempotent corresponding to the irrep \((n-k,\theta) \otimes (m-k,\theta)\). For a cycle-path type \( \nu \in \mathcal{C}_k \), define

\[
\phi_{\nu} := \sum_{\alpha : d(\alpha) = \nu} 1_\alpha.
\]

Note that \( \phi_{\nu} \in (\mathfrak{A}_{n,m})_{f_{\text{id}}} \). Consider the irrep

\[
\xi_{\theta} := \theta \otimes (n-k,\theta) \in \text{Irr}(S_k \times S_n).
\]

We will be interested in its dual eigenvalues \( q_{\xi_{\theta}}(\nu) \) for the \( A_{k,n} \) scheme.

**Lemma 24.** The characteristic column of \( m\mathbb{2}E_{(n-k,\theta)\otimes (m-k,\theta)} \) equals

\[
\phi_{\xi_{\theta}} := \frac{d_{(m-k,\theta)}}{(n)_k!} \sum_{\nu \in \mathcal{C}_k} q_{\xi_{\theta}}(\nu) \phi_{\nu},
\]

(6.1)

i.e., for any \( \mu \in \mathcal{C}_n \) and \( f \in S_{n,m} \) with \( d(f) = \mu \), we have \( q_{(n-k,\theta)\otimes (m-k,\theta)}(\mu) = (\phi_{\xi_{\theta}})_f \).

**Proof.** First, note that \( \phi_{\xi_{\theta}} \in (\mathfrak{A}_{n,m})_{f_{\text{id}}} \) as \( \phi_{\nu} \in (\mathfrak{A}_{n,m})_{f_{\text{id}}} \) for all \( \nu \in \mathcal{C}_k \). Recall that Proposition 22 implies that the intersection of \( (\mathfrak{A}_{n,m})_{f_{\text{id}}} \) and the \((n-k,\theta) \otimes (m-k,\theta)\)-isotypic subspace is one-dimensional. Using this fact and the expression of the primitive idempotents in the \( A_{n,m} \) basis, to prove the first statement of the lemma, it suffices to show that

1. \( \phi_{\xi_{\theta}} \) belongs to the \((n-k,\theta)\)-isotypic,
2. \( \phi_{\xi_{\theta}} \) belongs to the \((m-k,\theta)\)-isotypic,
3. that \( \phi_{\xi_{\theta}} \) has the right scaling \( d_{(m-k,\theta)}/(n)_k! \).

Let us first prove statement (3). Any assignment \( \alpha \) with \( d(\alpha) \neq (1^k|\emptyset) \) is incompatible with \( f_{\text{id}} \), that is, \( \alpha \not\sim f_{\text{id}} \). By linearity, it follows that \( (\phi_{\nu})_{f_{\text{id}}} = 0 \) for \( \nu \neq (1^k|\emptyset) \). On the other hand, there are \( (n)_k \) assignments \( \alpha \) with \( d(\alpha) = (1^k|\emptyset) \), and they all agree with \( f_{\text{id}} \). We deduce that \( (\phi_{(1^k|\emptyset)})_{f_{\text{id}}} = \binom{n}{k} \), and

\[
(\phi_{\xi_{\theta}})_{f_{\text{id}}} = \frac{d_{(m-k,\theta)}}{(n)_k!} q_{\xi_{\theta}}(1^k|\emptyset) = d_{(n-k,\theta)} \cdot d_{(m-k,\theta)} = q_{(n-k,\theta)\otimes (m-k,\theta)}(1^k|\emptyset) = m_{\mathbb{2}}(E_{(n-k,\theta)\otimes (m-k,\theta)})_{f_{\text{id}}, f_{\text{id}}},
\]

where we have used the fact that \( q_{\lambda \otimes \lambda'}(1^k|\emptyset) \) is the dimension of \( (\lambda \otimes \lambda') \in \text{Irr}(S_{k,n}) \). This completes the proof of statement (3).

We now prove statement (1). Equation (6.1) can be written as

\[
\phi_{\xi_{\theta}} = \frac{d_{(m-k,\theta)}}{(n)_k!} \sum_{X \subset [n]} \sum_{|X| = k} \phi_{\xi_{\theta}, X} \binom{n}{k},
\]

where we define

\[
\phi_{\xi_{\theta}, X} := \sum_{\nu \in \mathcal{C}_k} q_{\xi_{\theta}}(\nu) \sum_{\alpha : d(\alpha) = \nu} 1_\alpha \sum_{\text{im}(\alpha) = X} q_{\xi_{\theta}}(d(\alpha^{-1} \cdot \alpha_X, \alpha_X)) 1_\alpha.
\]
Hence,

\[
\begin{align*}
[E_{(n-k, \theta)}] \phi_{x, X} &= \sum_{\pi \in S_n} \sum_{\im(\lambda) = X} \frac{d_{(n-k, \theta)}(\pi)}{n!} q_{\lambda}(\delta(\alpha^{-1} \ast \alpha X))1_{\alpha + \pi - 1} \\
&= \sum_{\pi \in S_n} \sum_{\im(\lambda) = X} \frac{d_{(n-k, \theta)}(\pi)}{n!} q_{\lambda}(\delta((\alpha \ast \pi)^{-1} \ast \alpha X))1_{\alpha + \pi - 1} \\
&= \sum_{\im(\lambda) = X} \left( \sum_{\pi \in S_n} \frac{d_{(n-k, \theta)}(\pi)}{n!} q_{\lambda}(\delta((\alpha \ast \pi)^{-1} \ast \alpha X)) \right)1_{\lambda} \\
&= \sum_{\im(\lambda) = X} q_{\lambda}(\delta(\alpha^{-1} \ast \alpha X))1_{\lambda} \\
&= \phi_{x, X},
\end{align*}
\]

where the second to last equality follows from Proposition 16. By linearity, we deduce that

\[E_{(n-k, \theta)} \phi_{x, X} = \phi_{x, X},\]

and thus \(\phi_{x, X}\) belongs to the \((n-k, \theta)\)-isotypic subspace, completing the proof of statement (1).

Finally, we prove statement (2). Consider the irreps \(\lambda \otimes \lambda' \in \text{Irr}(S_{n,m})\) in the \((n-k, \theta)\)-isotypic, which are of the form \((n-k, \theta) \otimes \lambda'\). If \(\lambda' \neq (m-k, \theta)\), then \(\lambda'\) has more than \(k\) cells below its first row. But then Proposition 23 implies that \(\phi_{x, X}\) is orthogonal to all such \((n-k, \theta) \otimes \lambda'\) irreps, which finishes the proof of the first part of the lemma.

The second part of the lemma is a restatement of the first that is seen by expressing the primitive idempotents in the \(A_{n,m}\) basis, which completes the proof of the lemma.

Recall that, for every \(1 \leq k \leq \sqrt{n}\) and every \(\theta \vdash k\), to upper bound

\[
\sum_{\mu \in C_n} v_{\mu}^{(m)} \cdot q_{(n) \otimes (m-1, 1)}(\mu) \cdot q_{\delta_{(n-k, \theta) \otimes (m-k, \theta)}}(\mu)
\]

\[
\sum_{\ell=k}^{n} \left( \binom{n-m}{\ell} \sum_{\mu \in C_n} v_{\mu}^{(m)} \cdot q_{\delta_{(n-k, \theta) \otimes (m-k, \theta)}}(\mu) \right)
\]

where the second equality follows from Lemma 18. We break the latter sum into two parts, \(\ell = k\) and \(\ell > k\), then bound these parts individually.

### 6.3 Case \(\ell = k\)

Given a partition \(\rho = (1^{r_1}, 2^{r_2}, \ldots, n^{r_n})\), define

\(\tilde{\rho} := (1^{r_2}, 2^{r_3}, \ldots, (n-1)^{r_n}) \vdash |\rho| - l(\rho)\).

In terms of Young diagrams, the shape \(\tilde{\rho}\) is obtained from \(\rho\) by removing the first column. Similarly, for \(\mu = (\lambda|\rho) \in C_n\), define \(\tilde{\mu} := (\lambda|\tilde{\rho})\). In particular, for \(\mu \in C_{n,k}\), we have \(\tilde{\mu} \in C_k\).

Also note that, as long as \(k \leq n/2\), the operation \(\rho \mapsto \tilde{\rho}\) defines a one-to-one correspondence between \(C_{n,k}\) and \(C_k\).

Consider \(f \in \Omega_{\mu}\) such that \(\mu \in C_{n,k}\). There exists exactly one assignment \(\alpha\) of weight \(k\) such that \(\alpha \sim f\). Moreover, this assignment satisfies \(d(\alpha) = \tilde{\mu}\). Hence \((\phi_{\mu})_f = 1\) and \((\phi_{\nu})_f = 0\) for \(\nu \in C_k \setminus \{\tilde{\mu}\}\). Lemma 24 then implies

\[
q_{\delta_{(n-k, \theta) \otimes (m-k, \theta)}}(\mu) = \frac{d_{(m-k, \theta)}(\mu)}{\binom{n}{k}} q_{\lambda}(\tilde{\mu}).
\]

We also relate the valencies of \(\mu\) and \(\tilde{\mu}\) as follows.
Proposition 25. For \( \mu \in \mathcal{C}_{n,k} \), we have \( v_{\mu}^{(m)} = \binom{m}{k} (m-n)^{n-k} v_{\mu}^{(n)} \).

Proof. Let \( (\lambda|\rho) := \mu \) and \( \rho = (1^{r_1}, \cdots, n^{r_n}) \), so that \( \tilde{\mu} = (\lambda|\rho) \) and \( \tilde{\rho} = (2^{r_1}, \cdots, (n-1)^{r_n}) \). We also have \( l(\rho) = n-k \) and \( l(\tilde{\rho}) = n-k-r_1 \). Using Proposition 15, we get

\[
\frac{v_{(\lambda|\rho)}^{(m)}}{v_{(\lambda|\rho)}^{(n)}} = \frac{n!(m-n)^{n-k}/r_1!}{k!(n-k)^{n-k-r_1}} = \frac{n!(m-n)^{n-k}}{k!(n-k)^{n-k}} = \binom{n}{k}(m-n)^{n-k}.
\]

Rearranging gives the desired result.

Now consider \( \nu \in \mathcal{C}_k \) for the first inequality we have used Proposition 25. We therefore have

\[
\sum_{\nu \in \mathcal{C}_k} v_{\nu}^{(n)} q_{\xi_{\theta}}(\nu) = n^k d_{\theta} d_{(n-k,\theta)}, \tag{6.5}
\]

which holds because, for the primitive idempotent \( E_{\xi_{\theta}} \) of \( A_{k,n} \), we have

\[
d_{\xi_{\theta}} = \text{Tr}[E_{\xi_{\theta}}] = \text{Tr}[E_{\xi_{\theta}}^2] = n^k \sum_{\nu \in \mathcal{C}_k} v_{\nu}^{(n)} \left( \frac{q_{\xi_{\theta}}(\nu)}{n^k} \right)^2.
\]

Putting everything together, we get

\[
\frac{(km-n^2) \sum_{\mu \in \mathcal{C}_{n,k}} v_{\mu}^{(m)} q_{\xi_{\theta}}^{2}(\nu)}{m^2 n(m-n) d_{(n-k,\theta)} d_{(m-k,\theta)}} = \frac{(km-n^2) \sum_{\nu \in \mathcal{C}_k} \binom{m}{k} (m-n)^{n-k} v_{\nu}^{(n)} \left( \frac{d_{(m-k,\theta)}}{d_{(n-k,\theta)}} \right)^2 q_{\xi_{\theta}}^{2}(\nu)}{m^2 n(m-n) d_{(n-k,\theta)} d_{(m-k,\theta)}}
\]

\[
= \frac{km-n^2}{m^2 n(m-n)} \cdot \frac{(m-n)^{n-k}}{m^2 n(m-n)} \cdot \frac{d_{(m-k,\theta)}}{d_{(n-k,\theta)}} \cdot \frac{k^2 d_{(m-k,\theta)^2}}{d_{\theta}}
\]

\[
\leq \frac{km-n^2}{m^2 n(m-n)} \cdot \frac{(m-n)^{n-k}}{m^2 n(m-n)} \cdot \frac{k^2 d_{(m-k,\theta)^2}}{d_{\theta}}
\]

\[
\leq \frac{km-n^2}{m^2 n(m-n)} \cdot \frac{(m-n)^{n-k}}{m^2 n(m-n)} \cdot \frac{k^2 d_{(m-k,\theta)^2}}{d_{\theta}}
\]

where the first equality is from (6.4) and Proposition 25, the third equality is from (6.5), and for the first inequality we have used

\[
d_{(m-k,\theta)} = m!/H((m-k,\theta)) \leq m^2/\theta.
\]

Case \( \ell > k \)

Now consider \( f \in \Omega_\mu \) such that \( \mu \in \mathcal{C}_{n,\ell} \) for \( \ell > k \). There are exactly \( \binom{n}{k} \) assignments \( \alpha \) of weight \( k \) that agree with \( f \). We therefore have

\[
\left| \sum_{\nu \in \mathcal{C}_k} q_{\xi_{\theta}}(\nu) \phi_{\nu} \right| f \leq \max_{\nu \in \mathcal{C}_k} |q_{\xi_{\theta}}(\nu)| \cdot \left( \sum_{\nu \in \mathcal{C}_k} \phi_{\nu} \right) f = q_{\xi_{\theta}}(1^{k}|\varnothing) \binom{\ell}{k} = d_{\xi_{\theta}}(\ell),
\]

where

\[
\binom{\ell}{k} = \frac{\ell!}{k!(\ell-k)!}
\]

is the binomial coefficient.
and Lemma 24 implies
\[ |q_{(n-k,\theta)}(m-k,\theta)(\mu)| = |(\phi_{k,\theta})_{f}| \leq d_{(m-k,\theta)}d_{(n-k,\theta)}\ell^{k}/n^{k}. \tag{6.6} \]
We can also see that
\[ \sum_{\mu \in C_{n,\ell}} v_{\mu}^{(m)} = \ell! \binom{n}{\ell}^{2} (m-n)^{n-\ell}, \tag{6.7} \]
as that is the number of elements of \( S_{n,m} \) whose image overlaps \([n]\) in \(\ell\) points. Putting everything together, we have
\[\sum_{\ell=k+1}^{n} \left( (\ell m - n^{2}) \sum_{\mu \in C_{n,\ell}} v_{\mu}^{(m)} \cdot q_{(n-k,\theta)}^{2}(m-k,\theta)(\mu) \right) \]
\[\leq \sum_{\ell=k+1}^{n} \left( (\ell m - n^{2}) \ell! \binom{n}{\ell}^{2} (m-n)^{n-\ell} \left( d_{(m-k,\theta)}d_{(n-k,\theta)}\ell^{k}/n^{k} \right)^{2} \right) \]
\[= d_{(m-k,\theta)}d_{(n-k,\theta)} \sum_{\ell=k+1}^{n} \frac{(m-n)^{n-\ell} \ell m - n^{2}}{m^{2}} \binom{n}{\ell}^{2} (\ell - k)^{2} \ell! \]
\[\leq m^{k} \sum_{\ell=k+1}^{n} \frac{n^{n-\ell}}{m^{2}} \ell^{\ell-k} \]
\[\leq \frac{m^{k}}{n^{k}} \sum_{\ell=k+1}^{\infty} \left( \frac{n^{3}}{m-n} \right)^{\ell} \]
\[= \frac{m^{k}}{n^{k}} \cdot \frac{n^{3k+3}}{(m-n)^{k}} \cdot \frac{1}{m-n-n^{3}} \]
\[\leq 2n^{2k+3}, \]
where the first inequality follows from (6.6) and (6.7), and the last from \((1-n/m)^{k} \geq 1-kn/m\).
This completes the proof of the main result.

7 Concluding Remarks and Open Questions
While we have proven a tight \( \Omega(\sqrt{n}) \) lower bound on the bounded-error quantum query complexity of INDEX ERASURE, the requirement \( m \geq n^{3}\sqrt{n} \) on the range of injective functions seems unreasonably strict. We suspect that the same lower bound holds whenever \( m \geq c \cdot n \) for any constant \( c > \frac{1}{1-c} \), and we leave proving such a lower bound as an open problem.

When \( n = m \), the \( n \)-partial permutation association scheme is simply the conjugacy-class association scheme of \( S_{n} \) (see [10]), whose eigenvalues are a normalization of the irreducible characters of \( S_{n} \). While there is no known closed-formula for computing these normalized characters, they do admit elegant determinantal and combinatorial expressions (i.e., the Jacobi-Trudi and Murnaghan-Nakayama identities). Strahov [25] gave a generalization of the Murnaghan-Nakayama rule for \( n = m - 1 \), which gives a combinatorial expression for the eigenvalues of \( S_{m-1,m} \) association scheme, but for arbitrary \( n < m - 1 \), there is no known Murnaghan-Nakayama-type rule for expressing the eigenvalues of the \( S_{n,m} \) association scheme. Such an expression would give a deeper understanding of the dual eigenvalues of this scheme, and may allow one to extend our lower bound to smaller \( m \).

Finally, our proof suggests a general strategy for deriving lower bounds on the quantum query complexity of sufficiently symmetric state conversion problems in the non-coherent regime. It would be interesting to use our approach to find such lower bounds for other such problems in the non-coherent regime.
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A. Connection to the graph isomorphism

Suppose we are given two rigid graphs \( G_0 \) and \( G_1 \) on \( k \) vertices (e.g., as \( k \times k \) adjacency matrices), and we are asked to decide whether there exists a permutation of vertices \( \pi \in S_k \) such that \( \pi(G_0) = G_1 \). Let \( S_k(G) := \{ \pi(G) : \pi \in S_k \} \) and

\[
|S_k(G)| := \frac{1}{\sqrt{|S_k|}} \sum_{\pi \in S_k} |\pi(G)|.
\]

For a rigid graph \( G \), the function \( \pi \mapsto |\pi(G)| \) is injective and \( |S_k(G)| \) is the uniform superposition over the image of this function. Note that \( S_k(G_0) = S_k(G_1) \) and \( \langle S_k(G_0)|S_k(G_1) \rangle = 1 \) if \( G_0 \cong G_1 \) and \( S_k(G_0) \cap S_k(G_1) = \emptyset \) and \( \langle S_k(G_0)|S_k(G_1) \rangle = 0 \) if \( G_0 \not\cong G_1 \).

Here we present two algorithms for GRAPH ISOMORPHISM based on ability to generate the state \( |S_k(G)| |t_G \rangle \), where \( |t_G \rangle \) is the final state of the ancillary memory. Both algorithms always return 0 when the graphs are isomorphic and return 1 with probability 1/2 when the graphs are non-isomorphic.

A.1 Coherent test

Suppose we prepare a quantum state

\[
\frac{1}{\sqrt{2}} \sum_{b \in \{0,1\}} |b\rangle |S_k(G_b)| |t_{G_b} \rangle,
\]

where the first register specifies whether we create the superposition over permutations of \( G_0 \) or \( G_1 \) in the second register. Then we apply the Hadamard gate on the first register and measure. This procedure returns 0 with probability

\[
\frac{1}{2} + \frac{1}{2} |\Re[\langle S_k(G_0)|S_k(G_1) \langle t_{G_0}|t_{G_1} \rangle]|
\]

If \( G_0 \not\cong G_1 \), then \( |S_k(G_0)| \) and \( |S_k(G_1)| \) are orthogonal states, and the measurement returns 1 with probability 1/2. On the other hand, if \( G_0 \cong G_1 \), then the probability of outputting 0 completely depends on \( \Re[\langle t_{G_0}|t_{G_1} \rangle] \), on which we do not place any restrictions in the non-coherent case. However, in the coherent case, \( \Re[\langle t_{G_0}|t_{G_1} \rangle] = 1 \) and 0 would be always output whenever \( G_0 \cong G_1 \).

A.2 Non-coherent test

Now suppose we first prepare a quantum state

\[
\frac{1}{\sqrt{2}} \left( |0\rangle + |1\rangle \right) |S_k(G_0)| |S_k(G_1)| |t_{G_0}| |t_{G_1} \rangle,
\]

where the first register specifies whether we create the superposition over permutations of \( G_0 \) or \( G_1 \) in the second register. Then we apply the Hadamard gate on the first register and measure. This procedure returns 0 with probability

\[
\frac{1}{2} + \frac{1}{2} |\Re[\langle S_k(G_0)|S_k(G_1) \langle t_{G_0}|t_{G_1} \rangle]|
\]

If \( G_0 \not\cong G_1 \), then \( |S_k(G_0)| \) and \( |S_k(G_1)| \) are orthogonal states, and the measurement returns 1 with probability 1/2. On the other hand, if \( G_0 \cong G_1 \), then the probability of outputting 0 completely depends on \( \Re[\langle t_{G_0}|t_{G_1} \rangle] \), on which we do not place any restrictions in the non-coherent case. However, in the coherent case, \( \Re[\langle t_{G_0}|t_{G_1} \rangle] = 1 \) and 0 would be always output whenever \( G_0 \cong G_1 \).
and then use the content of the first register to decide whether to swap the next two registers, obtaining

\[
\frac{1}{\sqrt{2}} \left( |0\rangle_S |S_k(G_0)\rangle |S_k(G_1)\rangle |1\rangle_S + |1\rangle_S |S_k(G_0)\rangle |S_k(G_1)\rangle \right) |t_{G_n}\rangle |t_{G_1}\rangle.
\]

Then we apply the Hadamard gate on the first register and measure. This procedure returns 0 with probability

\[
\frac{1}{2} + \frac{1}{2} ||S_k(G_0)\rangle |S_k(G_1)\rangle||^2.
\]

Note that the ancillary memory states \( |t_{G_n}\rangle \) play no role in this test.

We note that our \( \Omega(\sqrt{n}) \) lower bound for non-coherent INDEX ERASURE does not apply here because of the condition \( m = \Omega(n^2) \). In this context, \( n \) is the number of vertex permutations, \( k! \), and \( m \) is the number of rigid graphs, which is of order \( 2^{k^2} \) [11, Corollary 2.3.3]. Nonetheless, the \( \Omega(n^{1/3}) \) lower bound (via SET EQUALITY) still applies, which tells us that both GRAPH ISOMORPHISM tests based on INDEX ERASURE are inefficient. However, this dose not rule out an efficient preparation of \( |S_k(G)\rangle \) by exploiting some inner workings of the oracle \( O_G \) (that is, by not treating it as a black-box).

\section*{B \ Dual Eigenvalues of Maximal Irreps}

In Lemma 24 we essentially expressed dual eigenvalues for irreps of form \( (n-k, \theta) \otimes (m-k, \theta) \) via dual eigenvalues for irreps of form \( \lambda \otimes (m-n, \lambda) \), where \( \theta \vdash k \) and \( \lambda \vdash n \). Here we address obtaining the dual eigenvalues for irreps of form \( \lambda \otimes (m-n, \lambda) \), in particular, obtaining the column vector \( (m^2 E_{\lambda \otimes (m-n, \lambda)})_{f_{\lambda \otimes (m-n, \lambda)}} \), whose entries are the dual eigenvalues.

Of course, since we have \( E_{\lambda \otimes (m-n, \lambda)} = E_{(m-n, \lambda)} \), we have

\[
(m^2 E_{\lambda \otimes (m-n, \lambda)})_{f_{\lambda \otimes (m-n, \lambda)}} = m^2 E_{(m-n, \lambda)} 1_{f_{\lambda \otimes (m-n, \lambda)}},
\]

where

\[
E_{(m-n, \lambda)} = \frac{d_{(m-n, \lambda)}}{m!} \sum_{\pi \in S_m} \chi_{(m-n, \lambda)}(\pi) V_\pi
\]

and \( V_\pi : 1_f \mapsto 1_{\pi \circ f} \). Below, however, we present an expression for \( (m^2 E_{\lambda \otimes (m-n, \lambda)})_{f_{\lambda \otimes (m-n, \lambda)}} \) that might be more useful when \( n \ll m \), especially when \( n \) is constant.

Suppose \( m \geq 2n \) and consider a \( 2n \)-tuple

\[
a := (a_1^{(0)}, a_2^{(0)}, \ldots, a_n^{(0)}, a_1^{(1)}, a_2^{(1)}, \ldots, a_n^{(1)}) \in [m]^{2n}
\]

of distinct elements. Consider the idempotent

\[
E_a := \frac{I - V_{(a_1^{(0)}, a_1^{(1)})}}{2}, \frac{I - V_{(a_2^{(0)}, a_2^{(1)})}}{2}, \ldots, \frac{I - V_{(a_n^{(0)}, a_n^{(1)})}}{2}.
\]

The image of \( E_a \) is orthogonal to all \( \lambda' \)-isotypic subspaces for all \( \lambda' \vdash m \) with \( \lambda'_1 > m-n \) [4, Lemma 8]. For the \( A_{m,n} \) scheme, this means that the image of \( E_a \) is orthogonal to all irreps \( \lambda \otimes \lambda' \) such that \( \lambda' \neq (m-n, \lambda) \). On the other hand, for the vector

\[
\phi_a := \sum_{b \in \{0,1\}^n} (-1)^{|b|} 1_a^b,
\]

where \( a^b : [n] \rightarrow [m] : x \mapsto a_x^{(b_x)} \), we have \( E_a \phi_a = \phi_a \).
Now consider $a_x^{(0)} = x$ for all $x \in [n]$ and $(m - n)^2$ choices of distinct $a_1^{(1)}, a_2^{(1)}, \ldots, a_n^{(1)}$ from $\{n + 1, n + 2, \ldots, m\}$, with their corresponding vectors $\phi_a$. By adding all these vectors and then dividing the result by $(m - n)^2$, we obtain

$$\phi_{\text{max}} := \frac{1}{(m - n)^2} \sum_{\ell=0}^n (-1)\ell \ell! \chi_{(1^n - \ell | 1^\ell)} \in (\mathfrak{A}_{n,m})_{fud},$$

where, for $\mu \in C_n$, $1_\mu$ is the characteristic column of $A_\mu$, namely, $1_\mu = \sum_{f \in \Omega_\mu} 1_f$.

Now consider $\lambda \vdash n$ and the projector

$$E_{\lambda} = \frac{d_\lambda}{n!} \sum_{\pi \in S_n} \chi_\lambda(\pi)V_{\pi}$$

on the $\lambda$-isotypic subspace. By the above discussion, we have

$$E_{\lambda} \phi_{\text{max}} = E_{\lambda \otimes (m-n, \lambda)} \phi_{\text{max}},$$

which is proportional to the characteristic column of $E_{\lambda \otimes (m-n, \lambda)} 1_{fud}$, and the coefficient of proportionality is

$$\frac{1_f^T E_{\lambda} \phi_{\text{max}}}{1_f^T E_{\lambda \otimes (m-n, \lambda)} 1_{fud}} = \frac{(d_\lambda/n!)d_\lambda}{d_\lambda d_\lambda'/m!} = \frac{d_\lambda m!}{d_\lambda' n!},$$

where we have used that $1_f^T V_{\pi} 1_{(1^n - | 1^\ell)} = 0$ whenever $\pi$ is not the identity permutation $\varepsilon$ or $\ell \neq 0$ (or both), $1_{(1^n - | \varepsilon)} = 1_{fud}$, and $\chi_\lambda(\varepsilon) = d_\lambda$. Hence,

$$(m! E_{\lambda \otimes (m-n, \lambda)})_{fud} = \frac{d_\lambda n!}{d_\lambda} E_{\lambda} \phi_{\text{max}} = d_\lambda' \sum_{\pi \in S_n} \chi_\lambda(\pi)V_{\pi} \phi_{\text{max}}.$$

### C. Partial Permutations and RSK Correspondence

A well-known fact is that $S_m$ admits the following representation-theoretic count

$$|S_m| = \sum_{\lambda \vdash m} (d_\lambda)^2$$  \hspace{1cm} (C.1)

where $d_\lambda$ is the number of standard Young tableau of shape $\lambda \vdash m$ (see [22]). An elegant combinatorial proof of this fact follows from Robinson-Schensted Correspondence, a well-known combinatorial procedure that associates to each permutation $\sigma \in S_m$ a unique pair of standard Young tableaux of the same shape, and vice versa (see [22]).

Knuth generalized this correspondence to a wider class of combinatorial objects called generalized permutations, which are $2 \times m$ arrays of integers

$$\begin{pmatrix}
i_1 & i_2 & \cdots & i_m \\
j_1 & j_2 & \cdots & j_m\
\end{pmatrix}$$

such that $i_1 \leq \cdots \leq i_m$ and if $i_r = i_{r+1}$, then $j_r \leq j_{r+1}$.

Robinson-Schensted-Knuth Correspondence (RSK) associates a pair of semistandard Young tableau of the same shape to each generalized permutation, and vice versa (see [22]). We may encode each $n$-partial permutation $(j_1, j_2, \cdots, j_n) \in S_{n,m}$ as a generalized permutation as follows:

$$(j_1, j_2, \cdots, j_n) \leftrightarrow \begin{pmatrix}1 & 2 & \cdots & n & n+1 & \cdots & n+1 \\
j_1 & j_2 & \cdots & j_n & j_{n+1} & \cdots & j_m\
\end{pmatrix},$$
where \( j_{n+1}, \ldots, j_m \in [m] \setminus \{j_1, \ldots, j_n\} \) are ordered from least to greatest. Applying RSK to \( n \)-partial permutations associates to each \((j_1, j_2, \ldots, j_n) \in S_{n,m}\) a standard Young tableau 

\[ P \] 

and a semistandard Young tableau \( Q \) of the same shape \( \lambda \vdash m \). The subtableau of cells labeled \( n + 1 \) in \( Q \) form a horizontal strip on \( m - n \) cells. Ignoring this horizontal strip results in a standard Young tableau of shape \( \mu \vdash n \) such that \( \lambda/\mu \) is a horizontal strip, and so we arrive at the following theorem.

**Theorem 26.** RSK gives an explicit bijection between \( S_{n,m} \) and pairs \((P, Q)\) where \( P \) is a standard Young tableau of shape \( \lambda \vdash m \) and \( Q \) is a standard Young tableau of shape \( \mu \vdash n \) such that \( \lambda/\mu \) is a horizontal strip.

As a corollary, we get a combinatorial proof of a natural generalization of Equation (C.1).

**Corollary 27.** The number of \( n \)-partial permutations of \([m]\) can be counted as follows:

\[
|S_{n,m}| = \sum_{\mu, \lambda} d_\mu d_\lambda
\]

where the sum runs over pairs \( \mu \vdash n, \lambda \vdash m \) such that \( \lambda/\mu \) is a horizontal strip.

\[\text{D Proofs}\]

**Theorem 7** (repeated). Let \( \theta \vdash k \) and \( \theta^+ \vdash (k+1) \) be any shape obtained by adding an inner corner to \( \theta \). For all \( m \geq 2(k+1) \), we have

\[
\frac{d_{(m-k-1, \theta^+)}(\theta)}{d_{(m-k, \theta)}(\theta)} \geq \frac{m}{k} \left( 1 - \frac{2k+1}{m} \right).
\]

**Proof.** Recall that, by the hook rule, \( H(\theta)d_\theta = |\theta|! \). First, [20, Claim 6.3] states that

\[
\frac{d_{(m-k, \theta)}(\theta)}{d_{(m-|\theta|, \theta)}(\theta)} \geq 1 - \frac{2k}{m}.
\]

We reprove this claim here for completeness. Note that when we add a cell to the end of the top row of \((m - |\theta^+|, \theta)\) to obtain \((m - |\theta|, \theta)\), this increases the hook-lengths of the cells in the top row by 1, and the rest of the hook-lengths are unchanged. If we just consider the “overhang” and ignore everything else in the first row, then the product of the hook-lengths with respect to \((m - |\theta|, \theta)\) is \((m-2k)!\) whereas it is \((m-2k-1)!\) with respect to \((m - |\theta^+|, \theta)\). This gives us

\[
\frac{d_{(m-|\theta^+|, \theta)}(\theta)}{d_{(m-|\theta|, \theta)}(\theta)} \geq \frac{m-2k}{m} = 1 - \frac{2k}{m},
\]

which proves the claim.

Since \((m - |\theta^+|, \theta)\) is a partition of \((m-1)\), it corresponds to an \((S_{m-1})\)-irrep. When we added one cell to \((m - |\theta^+|, \theta)\) to obtain \((m - |\theta^+|, \theta^+)\), only one hook-length in the first row increased, and before the increment it was at least \(m-2k-1\). Thus, in the following derivation, all the other hook-lengths of the first rows of \((m - |\theta^+|, \theta)\) and \((m - |\theta^+|, \theta^+)\) have cancelled out.

\[
\frac{d_{(m-|\theta^+|, \theta^+)}(\theta)}{d_{(m-|\theta^+|, \theta)}(\theta)} \geq \frac{m!}{(m-1)!} \cdot \frac{m-2k-1}{m-2k} \cdot \frac{H(\theta)}{H(\theta^+)} = m \left( 1 - \frac{1}{m-2k} \right) \cdot \frac{k!d_{\theta^+}}{(k+1)!d_\theta} \cdot \frac{1}{k+1} \left( 1 - \frac{1}{m-2k} \right).
\]
where in the middle equality we have used hook-length formula once more, and the last inequality follows from the branching rule (namely, that $d_{\mu'} \geq d_{\mu}$). Combining these two inequalities gives the result.

\textbf{Theorem 12 (restated).} Let $1_{\alpha} \in \mathbb{C}[S_{n,m}]$ be the characteristic function of the family $S_{\alpha}$. Then $1_{\alpha} \in \mathcal{U}_k$.

\textbf{Proof.} Let $\text{Stab}_{S_{\alpha}}(S_{\alpha})$ be the stabilizer of $S_{\alpha}$, which consists of all the permutations of $[m] \setminus \text{im}(\alpha)$ and, thus, $\text{Stab}_{S_{m}}(S_{\alpha}) \cong S_{m-k}$. Let $\lambda \vdash m$ be any irrep of $S_{m}$ such that $m - \lambda_1 > k$ and let $\lambda(\pi)$ be a matrix that represents $\pi \in S_{m}$. Finally, let $1_{\text{Stab}(S_{\alpha})} \in \mathbb{C}[S_{m}]$ be the characteristic function of $\text{Stab}_{S_{m}}(S_{\alpha})$, and recall from Section 3.1 that its Fourier transform is

$$
\lambda(1_{\text{Stab}(S_{\alpha})}) = \sum_{\pi \in S_{m}} 1_{\text{Stab}(S_{\alpha})}(\pi) \lambda(\pi) = \sum_{\pi \in S_{m-k}} \left( \lambda \downarrow_{S_{m-k}} \right)(\pi).
$$

Since $\lambda$ has more than $k$ cells below its first row, by the branching rule, no irrep $\mu$ of $\lambda \downarrow_{S_{m-k}}$ is isomorphic to the trivial representation $(m - k)$. This, and the fact that $\langle \chi^{(m-k)}, \chi^{\mu} \rangle = 0$ for any $\mu \vdash m - k$ with $\mu \neq (m - k)$, implies that, for each irrep $\mu$ of the multiset of irreps $\lambda \downarrow_{S_{m-k}}$, we have $\sum_{\pi \in S_{m-k}} \mu(\pi) = 0$. This gives us

$$
\lambda(1_{\text{Stab}(S_{\alpha})}) = \bigoplus_{\mu \in \lambda \downarrow_{S_{m-k}}} \sum_{\pi \in S_{m-k}} \mu(\pi) = 0,
$$

which completes the proof.

\textbf{Theorem 4 (restated).} Let $G$ be an automorphism group for a non-coherent state generation problem. The value of $\text{Adv}_G$ remains the same if one restricts the minimization in the expression defining $\text{Adv}_G$ and the maximization in the expressions defining the $\gamma_2$ and filtered $\gamma_2$ norms to $R, T, \Gamma, \Gamma'$ that are all $G$-invariant and imposes that $(J - R) \circ \Gamma$ has an $G$-invariant principal eigenvector.

\textbf{Proof.} In this proof, let $M$ denote a generic symmetric matrix whose rows and columns are labeled by black-box functions $f \in \mathcal{F}$ in the same order. Let $g(M)$ be obtained by permuting the rows and the columns of $M$ according to the action of $g \in G$ of $\mathcal{F}$ (see (2.2)). Namely, entrywise we define $g(M)$ as

$$(g(M))_{f, f'} := M_{g^{-1}(f), g^{-1}(f')}.$$ 

Similarly, for a vector $\omega \in \mathbb{C}[\mathcal{F}]$, define $g(\omega)$ entrywise as $(g(\omega))_{f} := \omega_{g^{-1}(f)}$. For the sake of conciseness, we also occasionally write $M^g$ and $\omega^g$ instead of $g(M)$ and $g(\omega)$, respectively. Note that $M$ is $G$-invariant if $M^g = M$ for all $g \in G$, and $T^\circ, I, J$ are $G$-invariant. Also note that $(M \circ M')^g = M^g \circ M'^g$.

Let $\Delta = \{\Delta_1, \cdots, \Delta_n\}$ be the family of difference matrices. This family is closed under the action of $G$ is the following sense.

\textbf{Claim 28.} We have $(\pi, \sigma)(\Delta_x) = \Delta_{\pi(x)}$ for all $(\pi, \sigma) \in G$.

\textbf{Proof.} Fix $(\pi, \sigma) \in G$ and let $g := (\pi^{-1}, \sigma')^{-1}$. Note that $g = (\pi^{-1}, \sigma')$ for some $\sigma' \in S_{n}^m$. From (2.2), we have $(g(f))(x) = (g(f'))(x)$ if and only if $f(\pi(x)) = f'(\pi(x))$. As a result, we have

$$(g(\Delta))_{f, f'} = (\Delta_x)_{g(f), g(f')} = 1$$

if and only if $f(\pi(x)) = f'(\pi(x))$. 
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Note that $M^g$ equals $M$ with its rows and columns permuted. Since permuting rows and columns do not affect the $\gamma_2$ norm, we have $\gamma_2(M^g) = \gamma_2(M)$ for all $g \in G$. And, if the diagonal of $M$ is all-zeros, then Claim 28 also implies that $\gamma_2(M^g|\Delta) = \gamma_2(M|\Delta)$ for all $g \in G$.

**Lemma 29.** Restricting $R, T \in T$ to be $G$-invariant does not change the optimal value of the minimization problem defining $\text{Adv}_\delta$.

**Proof.** Let $R, T$ be an optimal solution of the minimization in (2.1). We define their respective $G$-symmetrizations as

$$\overline{R} := \frac{1}{|G|} \sum_{g \in G} g(R) \quad \text{and} \quad \overline{T} := \frac{1}{|G|} \sum_{g \in G} g(T),$$

which are both clearly in $T$. Since $g(T^\circ) = T^\circ$ for all $g \in G$, the triangle inequality yields

$$\gamma_2(\overline{R} - T^\circ \circ \overline{T}) = \gamma_2\left(\frac{1}{|G|} \sum_{g \in G} g(R - T^\circ \circ T)\right) \leq \frac{1}{|G|} \sum_{g \in G} \gamma_2(g(R - T^\circ \circ T)) = \frac{1}{|G|} \sum_{g \in G} \gamma_2(R - T^\circ \circ T) = \gamma_2(R - T^\circ \circ T) \leq \delta.$$

Hence we have show that the pair $\overline{R}, \overline{T}$ is a feasible solution to the minimization in (2.1), and it remains to show that it is also optimal. And, again by the triangle inequality,

$$\gamma_2(J - \overline{R}|\Delta) = \gamma_2\left(\frac{1}{|G|} \sum_{g \in G} g(J - R)|\Delta\right) \leq \frac{1}{|G|} \sum_{g \in G} \gamma_2(g(J - R)|\Delta) = \frac{1}{|G|} \sum_{g \in G} \gamma_2(J - R|\Delta) = \gamma_2(J - R|\Delta) = \text{Adv}_\delta.$$

Now, fix $G$-invariant $R, T \in T$ and let $M := J - R$, which is also $G$-invariant. Let us now show that the maximization in

$$\gamma_2(M|\Delta) = \max_\Gamma \left\{ \|M \circ \Gamma\|: \forall \Delta \|\Delta \circ \Gamma\| \leq 1 \right\}$$

can be restricted to $G$-invariant $\Gamma$.

The proof is very similar to that of the automorphism principle in [15]. Fix an optimal solution $\Gamma$, and without loss of generality assume that the largest eigenvalue of $M \circ \Gamma$ is positive and let it correspond to an eigenvector $\omega \in \mathbb{C}[F]$ of norm 1. Namely,

$$\|M \circ \Gamma\| = \omega^\top(M \circ \Gamma)\omega.$$

Define the $G$-symmetrization $\varpi$ of $\omega$ entrywise as

$$\varpi_f := \sqrt{\frac{1}{|G|} \sum_{g \in G} |(\omega^g)_f|^2},$$
and note that $\mathcal{W}$ also has norm 1. Without loss of generality, all the entries of $\mathcal{W}$ are strictly positive (the rows and columns corresponding to $f$ such that $\mathcal{W}_f = 0$ can be removed from the consideration), and thus we can entrywise define a vector $\mu$ as $\mu_f := 1/\mathcal{W}_f$. Let us define

$$\Gamma := \mu \mu^T \circ \frac{1}{|G|} \sum_{g \in G} \Gamma^g \circ \omega^g \omega^g^T,$$

which is clearly $G$-invariant.

Let us start by showing that $\|\Gamma \circ \Delta_x\| \leq 1$ for all $x$. Note that $\|\Gamma^g \circ \Delta_x\| \leq 1$ for all $x$ and all $g \in G$ due to Claim 28, $\|\Gamma \circ \Delta_x\| \leq 1$ if and only if $I \pm \Gamma \circ \Delta_x$ is positive-semidefinite, and

$$I \circ \mu \mu^T \circ \frac{1}{|G|} \sum_{g \in G} \omega^g \omega^g^T = I.$$

We thus have that

$$I \pm \Gamma \circ \Delta_x = \mu \mu^T \circ \frac{1}{|G|} \left( \sum_{g \in G} \omega^g \omega^g^T \circ (I \pm \Gamma^g \circ \Delta_x) \right)$$

is positive-semidefinite as the sum and the entrywise product of positive-semidefinite matrices are positive-semidefinite. Thus, indeed, $\|\Gamma \circ \Delta_x\| \leq 1$ for all $x$.

Now let us use the fact that $\omega$ is a principal eigenvector of $M \circ \Gamma$, and, therefore, $\omega^g$ is a principal eigenvector of $M \circ \Gamma^g$ for all $g \in G$ (recall that $M$ is $G$-invariant). We have

$$\|M \circ \Gamma\| \geq \mathcal{W} \Gamma \mathcal{W}^T = \sum_{f,f' \in \mathcal{F}} \left( \frac{1}{|G|} \sum_{g \in G} (M \circ \Gamma^g \circ \omega^g \omega^g^T) \right)_{f,f'}$$

$$= \frac{1}{|G|} \sum_{g \in G} \omega^g^T (M \circ \Gamma^g) \omega^g = \|M \circ \Gamma\|.$$

Thus $\Gamma$ is also an optimal solution of the maximization above. Also note that $\mathcal{W}$ is the principal eigenvector of $M \circ \Gamma$.

A similar argument shows that, for $G$-invariant $M' := R - T \circ T$, one can restrict the maximization in

$$\gamma_2(M') = \max \\{ \|M' \circ \Gamma'\| : \|\Gamma'\| \leq 1 \}$$

to $G$-invariant $\Gamma'$. ◀
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1 Introduction

Consider the classic single-choice Prophet Inequality problem. Offline, there are $n$ distributions $D_1, \ldots, D_n$ presented to a gambler. For $i = 1$ to $n$, a random variable $X_i$ is drawn independently from $D_i$ and revealed online. The gambler must then decide immediately and irrevocably whether to accept $X_i$ (and achieve reward $X_i$, ending the game), or reject $X_i$ (continuing the game, but never revisiting $X_i$ again). The goal of the gambler is to devise a stopping rule which maximizes their expected reward. The performance of potential stopping rules is typically measured by their competitive ratio in comparison to a prophet (who knows all $X_i$ in advance and achieves expected reward $E[\max_i\{X_i\}]$). Typically, prophet inequalities are designed assuming that the distributions presented offline are fully known. This paper focuses on the setting where the gambler is instead presented with offline samples from the $D_i$, rather than complete knowledge.

In the classic setting, seminal work of Krengel and Sucheston provides a strategy guaranteeing a competitive ratio of $1/2$, which is the best possible [22].\footnote{To see that no better than $1/2$ is possible, consider an instance where $X_1$ is deterministically 1, and $X_2$ is $1/\varepsilon$ with probability $\varepsilon$, and 0 otherwise. The prophet achieves $2 - \varepsilon$ (taking $X_2$ when it is large, and $X_1$ otherwise), while the gambler achieves only 1 (they must decide whether to take $X_1$ without knowing if $X_2$ is large).} Samuel-Cahn later proved that simply setting a threshold equal to the median of $\max_i\{X_i\}$ (i.e. a value $T$ such that $Pr[\max_i\{X_i\} > v] = 1/2$) also achieves the optimal competitive ratio of $1/2$ [25], and
it was later shown that a threshold of $E[\max_i \{X_i\}]/2$ suffices as well [21]. These last two thresholds are remarkably simple, but certainly require a non-trivial number of samples to estimate well.

Our first result establishes that a single sample from each $D_i$ suffices to achieve the optimal competitive ratio of $1/2$. The algorithm is also exceptionally simple: if $\tilde{X}_1, \ldots, \tilde{X}_n$ denote independent samples from $D_1, \ldots, D_n$, simply set $\max_i \{\tilde{X}_i\}$ as a threshold.

\begin{definition}[Single Sample Algorithm]
Given as input $\tilde{X}_1, \ldots, \tilde{X}_n$, set a threshold $T = \max_i \{\tilde{X}_i\}$ and accept the first random variable exceeding $T$.
\end{definition}

\begin{theorem}
The Single Sample Algorithm guarantees a competitive ratio of $1/2$.
\end{theorem}

A subsequent line of works considers the special case where each $D_i$ is identical (which we’ll refer to as $D$). Here, work of Hill and Kertz provided the first improved competitive ratio (of $1 - 1/e$) [19], and this was recently improved to the optimal competitive ratio of $\alpha \approx 0.745$ [10]. Our second result establishes that a linear number of samples from $D$ suffices to achieve the optimal competitive ratio, up to $\varepsilon$. Since our algorithm simply replaces the quantile-based thresholds of [10] with samples, we call it Samples-CFHOV (the five authors of [10]). The algorithm and analysis are fairly simple and we provide a formal description in Section 4.

\begin{theorem}
With $O(n/\varepsilon^6)$ samples, Samples-CFHOV achieves a competitive ratio of $\alpha - O(\varepsilon)$.
\end{theorem}

1.1 Related Work

Over the past decade, prophet inequalities have been studied from numerous angles within the TCS community [7, 3, 21, 17, 15, 23, 16, 24, 12, 14, 6, 2, 11, 4, 18, 13, 8]. All of these works assume explicit knowledge of the given distributions. The limited prior work most related to ours considers sample access to the underlying distributions. On this front, Azar et al. consider prophet inequalities subject to combinatorial constraints, and establish that limited samples suffice to obtain constant competitive ratios in many settings [5]. In comparison to this work, our paper considers only optimal competitive ratios, and the simple single-choice setting.

In the i.i.d. model (each value is drawn from the same $D$), a $(1 - 1/e)$-approximation was first shown in [19], and recent work achieved the same guarantee with $n - 1$ samples from $D$ [9]. This ratio was later improved to $\approx 0.738$ [1], and then to $\alpha \approx 0.745$ [10], where $\alpha$ is the optimal achievable competitive ratio [19, 20]. The most related work in this sequence to ours is [9], who establish that a competitive ratio of $\alpha - \varepsilon$ is achievable with $O(n^2)$ samples (for any constant $\varepsilon$), and that $\Omega(n)$ samples are necessary. They also establish a formal barrier to achieving $\alpha - \varepsilon$ with $o(n^2)$ samples. In comparison, we circumvent their barrier to achieve a competitive ratio of $\alpha - \varepsilon$ with $O(n)$ samples, resolving one of their open problems.

Roadmap

In Section 2, we provide brief preliminaries. Section 3 contains our 2-approximation with a single sample. Section 4 contains our $(\alpha - \varepsilon)$-approximation with linearly many samples.
Preliminaries

There are \( n \) distributions, \( D_1, \ldots, D_n \). Online, a gambler sees a random variable \( X_i \) drawn from \( D_i \) one at a time, and must immediately and irrevocably decide whether to accept (and get reward \( X_i \)) or reject (and see \( X_{i+1} \), throwing away \( X_i \) forever). Strategies for a gambler are often termed stopping rules, and the competitive ratio of a stopping rule is the worst-case ratio (over all possible \( n \) and \( D_1, \ldots, D_n \)) between its expected reward and \( E[\max_i \{X_i\}] \).

Our algorithms will not have knowledge of any \( D_i \), but instead will have access to samples. Our algorithms will treat these samples as the only offline input, and decide whether to accept or reject an element based only on the value of that element and the samples. Here, we will count the number of samples from each distribution as our sample complexity. We will also consider the i.i.d. setting, where each \( D_i = D \). Here, we will count the total number of samples from \( D \) as our sample complexity. In this setting, we will let \( \alpha \approx 0.745 \) denote the optimal competitive ratio for an algorithm with knowledge of \( D \).

Continuous versus Discrete Random Variables

All of our algorithm definitions are straightforward for continuous distributions. For distributions with point masses, the following “reduction” to continuous is needed. Instead of thinking of \( D \) as a single-variate distribution, we will (overload notation and) think of \( D \) as a bivariate distribution with the first coordinate drawn from \( D \), and the second “tie-breaker” coordinate drawn independently and uniformly from \([0, 1]\). Then \((X_1, t_1) > (X_2, t_2)\) if either \(X_1 > X_2\), or \(X_1 = X_2\) and \(t_1 > t_2\). Observe that because the tie-breaker coordinate is continuous, the probability of having \((X_1, t_1) = (X_2, t_2)\) for any two values during a run of any algorithm is zero. Therefore, if we define \( F_D(X, t) := \Pr_{(Y,u) \leftarrow (D,U([0,1]))}[[Y,u) < (X,t)]\), we have that \( F_D(X, t) < F_D(Y, u) \Leftrightarrow (X,t) < (Y,u) \). We will not explicitly reference this tie-breaker random variable in the definition of our algorithms, but simply refer to \( X \leftarrow D \) as the pair \((X,t)\).

Adversaries

Prophet Inequalities are typically studied against an offline adversary. That is, the adversary simply picks the distributions \( D_1, \ldots, D_n \) (and their indices), which is all presented to the gambler offline. Some prophet inequalities hold against the stronger almighty adversary, which selects the set of distributions \( \{D_1, \ldots, D_n\} \) offline, then decides in which order to reveal the random variables \( X_1, \ldots, X_n \) based on their realization. Note that previous competitive ratios of \( 1/2 \) in the non-i.i.d. setting hold against an almighty adversary, and Theorem 2 does as well. Previous competitive ratios of \( \alpha \) in the i.i.d. setting hold against the offline adversary (and are impossible to achieve against the almighty adversary), so Theorem 3 holds against the offline adversary as well.

The Non-I.I.D. Case: Optimal Ratio with a Single Sample From \( D_i \)

The Single Sample Algorithm proceeds as follows. It takes as input \( \tilde{X}_i \) drawn independently from each \( D_i \), sets a threshold \( T = \max_i \{\tilde{X}_i\} \), and accepts the first element exceeding \( T \). Our goal in this section is to prove Theorem 2 that this algorithm obtains \( \frac{1}{2} \) the reward, in expectation, of the omniscient prophet that always selects the highest value.

---

\( ^2 \) In principle, sample-based algorithms might also consider previously viewed elements, but our algorithms don’t.
Our analysis will use the principle of deferred decisions: instead of first drawing the samples \( \tilde{X} \), and then revealing the actual draws \( X \), we will jointly draw \( 2n \) samples \( Y_1, \ldots, Y_n, Z_1, \ldots, Z_n \), and then for each \( i \) randomly decide which of \( \{ Y_i, Z_i \} \) is equal to \( \tilde{X}_i \), and which is equal to \( X_i \). Formally, consider the following Deferred-Decisions procedure for drawing \( X, \tilde{X} \):

1. Draw \( Y_1, \ldots, Y_n \) and \( Z_1, \ldots, Z_n \) independently each from \( D_1, \ldots, D_n \).
2. For ease of notation later, for all \( i \), relabel so that \( Y_i > Z_i \).
3. Independently, flip \( n \) fair coins. If coin \( i \) is heads, set \( X_i := Y_i \) and \( \tilde{X}_i := Z_i \). Otherwise, set \( X_i := Z_i \) and \( \tilde{X}_i := Y_i \).

**Observation 4.** The output of the Deferred-Decisions procedure correctly generates \( \tilde{X}_1, \ldots, \tilde{X}_n \) and \( X_1, \ldots, X_n \) as independent draws from \( D_1, \ldots, D_n \).

Our analysis will proceed by directly comparing, for any fixed \( Y_1, \ldots, Y_n, Z_1, \ldots, Z_n \), the expected reward of the gambler over the randomness in the coin flips of step three to the expected reward of the prophet over the randomness in the coin flips of step three. We note that this analysis is similar to that of the rehearsal algorithm of \([5]\) for \( k \)-uniform matroids (whose competitive ratio is asymptotically optimal for large \( k \)), and that prior to this it was folklore knowledge that the Single Sample Algorithm achieves a competitive ratio of at least \( 1/4 \). The novelty in our analysis is precisely nailing down the tight competitive ratio.

### 3.1 Analysis Setup

For a fixed \( Y_1, \ldots, Y_n, Z_1, \ldots, Z_n \), sort the values into descending order, and relabel them as \( W_1, \ldots, W_{2n} \). If \( W_j \) is equal to \( Y_i \) (or \( Z_i \)), we say that \( W_j \) comes from \( i \), and denote this with index \((W_j) = i \). Call the pivotal index \( j^* \) the minimum \( j \) such that there exists an \( \ell > j \) with index \((W_\ell) = \text{index}(W_j) \). That is, the pivotal index \( j^* \) is such that there are exactly \( j^* - 1 \) \( Y \) random variables exceeding the largest \( Z \) random variable.

Our analysis will make use of the following concept: for each \( W_1, \ldots, W_{j^*-1} \), let \( C_j \) denote the outcome of the coinflip for index \((W_j) \) (which assigns either \( Y_i \) or \( Z_i \) to arrive as a sample and the other to arrive as a real value). Observe, importantly, that the random variables \( C_1, \ldots, C_{j^*-1} \) are independent (because they are independent coin flips for different indices). Also importantly, observe that the random variable \( C_{j^*} \) is deterministic conditioned on \( C_1, \ldots, C_{j^*-1} \) (because it is exactly the same coin flip as one of the earlier indices).

### 3.2 The Prophet’s Expected Reward

**Proposition 5.** For fixed \( W_1, \ldots, W_{2n} \) and pivotal index \( j^* \), the prophet’s expected reward, over the randomness in the coin flips of step three, is \( \sum_{j=1}^{j^*-1} W_j / 2^j + W_{j^*} / 2^{j^*-1} \).

**Proof.** Observe that the prophet achieves expected reward equal to \( \max_i \{ X_i \} \), so we just want to compute the probability that this is \( W_1, \ldots, W_{2n} \). For each \( j < j^* \), \( W_j \) is equal to \( \max_i \{ X_i \} \) if and only if \( C_j \) is heads, and \( C_{j^*} \) is tails for all \( \ell < j \) (recall that all \( W_j \)'s are \( Y \) random variables for \( j < j^* \)). Because each of the coin flips is independent, this occurs with probability precisely \( 1/2^j \).

For \( j^* \), \( W_{j^*} \) is equal to \( \max_i \{ X_i \} \) if and only if \( C_{j^*} \) is tails for all \( \ell < j^* \), and coin \( C_{j^*} \) is tails. Observe, however, that by definition of the pivotal index \( j^* \), that when \( C_{j^*} \) is tails for all \( \ell < j^* \) we have \( C_{j^*} \) as tails as well (because it is the same coin as one of the first \( j^* - 1 \)). Therefore, whenever all of the first \( j^* - 1 \) coins are tails, \( \max_i \{ X_i \} = W_{j^*} \) (and this happens with probability \( 1/2^{j^*-1} \)).
As the first \( j^* - 1 \) coins either contain some heads, or are all tails (and we have counted the prophet’s reward in all such cases), we have now fully accounted for the prophet’s expected reward over the randomness in the coin flips.

3.3 The Single Sample Algorithm’s Expected Reward

\[ \text{Proposition 6.} \quad \text{For fixed } W_1, \ldots, W_{2n} \text{ and pivotal index } j^*, \text{ the gambler’s expected reward, over the randomness in the coin flips of step three, is at least } \sum_{j=1}^{j^*-2} W_j / 2^{j+1} + W_{j^*-1} / 2^{j^*-1}. \]

\[ \text{Proof.} \quad \text{Consider the case where } C_1 \text{ is tails. In this case, the gambler gets no reward because the threshold is higher than all revealed elements. For } j < j^*-1, \text{ consider next the case where } C_1, \ldots, C_j \text{ are heads, but } C_{j+1} \text{ is tails. In this case, the gambler gets reward at least } W_j \text{ (because the gambler will accept the first non-sample random variable exceeding } W_j+1, \text{ and these random variables have values } W_1, \ldots, W_j). \text{ The probability that this occurs is exactly } 1/2^{j+1}. \]

\[ \text{Consider also the case where } C_1, \ldots, C_{j^*-1} \text{ are all heads. Then the threshold is set at } W_{j^*}, \text{ and the gambler will get at least } W_{j^*-1}. \text{ This occurs with probability exactly } 1/2^{j^*-1}. \]

3.4 Proof of Theorem 2

\[ \text{Proof.} \quad \text{We can immediately see that:} \]

\[ \sum_{j=1}^{j^*-2} W_j / 2^{j+1} + W_{j^*-1} / 2^{j^*-1} \geq \sum_{j=1}^{j^*-1} W_j / 2^{j+1} + W_{j^*} / 2^{j^*-1} \]

\[ = \frac{1}{2} \cdot \left( \sum_{j=1}^{j^*-1} W_j / 2^j + W_{j^*} / 2^{j^*-1} \right). \]

By Propositions 5 and 6, the right-hand side is exactly half the prophet’s expected reward, conditioned on \( W_1, \ldots, W_{2n} \) and \( j^* \), and the left-hand side is exactly the gambler’s expected reward (again conditioned on \( W_1, \ldots, W_{2n} \) and \( j^* \)). As the gambler achieves half the prophet’s expected reward for all \( W_1, \ldots, W_{2n} \) and \( j^* \), the guarantee holds in expectation as well.

4 The I.I.D. Case: Optimal Ratio with Linear Samples From \( D \)

We begin with a brief overview of the algorithm from [10] and its main features, followed by a formal specification of our algorithm.

4.1 Overview of [10] and Samples-CFHOV

The algorithm of [10] (with one slight modification due to [9]) proceeds as follows. We’ll refer to this algorithm as Explicit-CFHOV.

1. As a function only of \( n \), and independently of \( D \), define monotone increasing probabilities \( 0 \leq p_1 \leq \ldots \leq p_n \leq 1. \)

2. For all \( i \) such that \( p_i \leq \delta = \varepsilon^2 / n \), update \( p_i := 0 \) (this is the [9] modification).

3. Accept \( X_i \) if and only if \( F_D(X_i) > 1 - p_i \). Observe that this is identical to accepting \( X_i \) if and only if \( X_i > \sigma_i = F_D^{-1}(1 - p_i) \). Also observe that \( X_i \) exceeds \( \sigma_i \) with probability \( p_i \).

\[ \text{Theorem 7 ([10, 9]).} \quad \text{In the i.i.d. setting, Explicit-CFHOV has competitive ratio } \alpha - \varepsilon. \]

\[ \text{3 Without step two, the algorithm achieves a competitive ratio of } \alpha. \]
That is, Explicit-CFHOV sets, for each $i \in [n]$, a probability $p_i$ independent of $D$, and sets a threshold $\sigma_i$ for accepting $X_i$ which is exceeded with probability exactly $p_i$.

If instead of explicit access to $D$, we’re given $m$ i.i.d. samples from $D$, the challenge is simply that we can no longer compute $F_D(X_i)$ exactly and run Explicit-CFHOV. The algorithm of [9] observes that $m = O(n^2)$ samples suffices to estimate the quantiles sufficiently well. Our algorithm observes that in fact $m = O(n)$ samples suffice (which is asymptotically tight, by a lower bound in [9]). Our algorithm proceeds as follows, which we call Samples-CFHOV.

1. **As a function only of $n$, and independently of $D$, define monotone increasing probabilities $0 \leq p_1 \leq \ldots p_n \leq 1$, exactly as in Explicit-CFHOV.**

2. **Round down each $p_i$ to the nearest integer power of $(1 + \varepsilon)$; we denote the rounded value by $[p_i] \in \{(1 + \varepsilon)^{-1}, (1 + \varepsilon)^{-2}, \ldots\}$.**

3. **Set $\tilde{p}_i := [p_i]/(1 + \varepsilon)$ (that is, we have rounded down each $p_i$, then further divided by $(1 + \varepsilon)$).**

4. **From our $m$ samples, let $\tau_i$ denote the value of the $(\tilde{p}_i \cdot m)$-th highest sample.**

5. **Accept $X_i$ if and only if $X_i > \tau_i$.**

That is, Samples-CFHOV provides an estimate $\tau_i$ of $\sigma_i$ via the $m$ samples. Intuitively, we are trying to overestimate $\sigma_i$ so that it is unlikely that Samples-CFHOV will ever choose to accept an element that Explicit-CFHOV would not. We’ll prove Theorem 3 as a corollary of Theorem 8:

**Theorem 8.** For any distribution $D$, with $m = O(n/\varepsilon^6)$ samples, the expected value achieved by Samples-CFHOV is at least a $(1 - O(\varepsilon))$-fraction of that of Explicit-CFHOV.

We briefly remark that our proof of Theorem 8 actually holds for any choice of $p_i$’s (all $\notin (0, \delta)$). That is, if Explicit-CFHOV achieves a competitive ratio of $\gamma(\tilde{p})$ with a particular choice of $\tilde{p}$, Samples-CFHOV achieves a competitive ratio of $\gamma(\tilde{p}) - O(\varepsilon)$ (as long as each $p_i \notin (0, \delta)$).

### 4.2 Brief Comparison to [9]

The algorithm employed by [9] using $O(n^2)$ samples is conceptually similar in that they also wish to set thresholds $\tau_i$ such that $F_D(\tau_i) \approx 1 - p_i$. The main difference is that we target a multiplicative $(1 - \varepsilon)$-approximation to each, whereas they target an additive $1/n$-approximation for each threshold. That is, they aim to ensure that for each $p_i$, the threshold $\tau_i$ has $|F_D(\tau_i) - p_i| \leq 1/n$. They prove, using the Dvoretzky-Kiefer-Wolfowitz Inequality, that $O(n^2)$ samples suffice for this, then further argue that these small additive errors in the CDF don’t cost much.

The same paper also establishes a barrier to moving beyond $\Omega(n^2)$ samples. Specifically, they establish that $\Omega(n^2)$ samples are necessarily just to guarantee for a single $i$ with $p_i \approx 1/2$ that $|F_D(\tau_i) - p_i| \leq 1/n$. Our approach circumvents this bound by seeking a significantly weaker guarantee for such $i$ (only that $|F_D(\tau_i) - p_i| \leq O(\varepsilon p_i)$ – see Equation (1)). So the two key differences in our approach is (a) we show that $O(n)$ samples suffice to learn the thresholds up to a multiplicative $(1 + \varepsilon)$ error in the CDF and (b) establishing that this (significantly weaker) estimation suffices for a good approximation.
4.3 Proof of Theorem 8

Our proof breaks down into two simple claims. The first establishes that with high probability, our sample-based thresholds are “good.” The second establishes that “good” thresholds yield a good approximation. Below, recall that \( \delta = \varepsilon^2/n \).

Lemma 9. With \( m = 12 \ln(1/\varepsilon)/(\varepsilon^3 \delta) = O(n/\varepsilon^6) \) samples, with probability at least \( 1 - \varepsilon \), we have that for every \( i \) (simultaneously),

\[
\frac{p_i}{(1 + \varepsilon)^\tau} \leq \Pr_{x \sim D}[x > \tau_i] \leq p_i. \tag{1}
\]

Note that Equation (1) does not reference the values of the actual elements \( X_1, \ldots, X_n \) at all – it is just a claim about the thresholds \( \tilde{\tau} \) being set. That is, the probability \( 1 - \varepsilon \) is taken only over the randomness in drawing the samples (and in particular independent of the values of the actual elements). We will call a set of thresholds “good” if they satisfy Equation (1).

Proof. Recall that \( \tau_i \) is set by first rounding down \( p_i \) to \( \lfloor p_i \rfloor \), then further dividing by \( (1 + \varepsilon) \) to \( \tilde{p}_i \), then set equal to the \( (\tilde{p}_i \cdot m) \)-th highest of \( m \) samples. To proceed, let \( L_i \) be such that

\[
\Pr_{x \sim D}[x > L_i] = \lfloor p_i \rfloor.
\]

Similarly, let \( H_i \) be such that

\[
\Pr_{x \sim D}[x > H_i] = (1 + \varepsilon)^{-2} \lfloor p_i \rfloor.
\]

Then (1) certainly holds whenever \( L_i < \tau_i < H_i \). The remainder of the proof establishes that we are likely to have \( L_i < \tau_i < H_i \) for all \( i \).

Indeed, observe that we expect to see \( \lfloor p_i \rfloor m \) samples greater than \( L_i \). We say that \( \lfloor p_i \rfloor \) is bad if the number of samples greater than \( L_i \) is not in the range \( \left( (1 + \varepsilon)^{-1} \lfloor p_i \rfloor m, (1 + \varepsilon) \lfloor p_i \rfloor m \right) \). Note that whenever neither \( \lfloor p_i \rfloor \) nor \( (1 + \varepsilon)^{-2} \lfloor p_i \rfloor \) is bad, then we indeed have \( L_i < \tau_i < H_i \).

Because the number of samples greater than \( p \) is an average of \( m \) independent \( \{0, 1\} \) random variables with expectation \( p \), the multiplicative Chernoff bound implies that the the probability that a particular \( p \) is bad is upper bounded by:

\[
\Pr[p \text{ is bad}] < e^{-\varepsilon^2 pm/3}.
\]

If all \( p \in \{(1 + \varepsilon)^{-1}, \ldots, \delta \} \) are not bad, then our desired claim holds. Taking union bound over this \( (1 + \varepsilon) \)-multiplicative net, we have that the probability that some \( p \in \{(1 + \varepsilon)^{-1}, (1 + \varepsilon)^{-2}, \ldots, \delta \} \) is bad is bounded by:

\[
\sum_{i=0}^{O(\ln(1/\delta)/\varepsilon)} e^{-\varepsilon^2 (1+\varepsilon)^{-i} \delta m/3} \leq \sum_{i=0}^{\infty} e^{-\varepsilon^2 (1+\varepsilon)^{-i} \delta m/3} \leq \sum_{i=0}^{\infty} e^{-\varepsilon^3 \delta m/6} \leq e^{-\varepsilon^3 \delta m/12}.
\]

Above, the first term is simply a union bound over all \( p \) in this net. The second inequality follows as \((1+\varepsilon)^{-i} \geq \varepsilon i/2 \) for all \( \varepsilon \in (0, 1) \) and \( i \geq 0 \). The final inequality holds (at least) when \( m \geq 6/(\varepsilon^3 \delta) \). Therefore, setting \( m = 12 \ln(1/\varepsilon)/(\varepsilon^3 \delta) \) satisfies the desired claim.

Next, we wish to show that whenever the thresholds are “good”, the algorithm performs well in expectation. Below, let \( t_1 \) denote the stopping time of Explicit-CFHOV (i.e. the random variable denoting the element it chooses to accept), and let \( t_2 \) denote the stopping time of Samples-CFHOV.
Optimal Single-Choice Prophet Inequalities from Samples

Claim 10. Conditioned on (1) holding for every $i$, $t_2 \geq t_1$. That is, Samples-CFHOV selects an element later than Explicit-CFHOV.

Proof. For every $i$, we have that by (1), the threshold used by Samples-CFHOV is at least the threshold used by Explicit-CFHOV. Therefore, the first time they deviate (if any) is when Explicit-CFHOV accepts an element but Samples-CFHOV does not.

Lemma 11. Conditioned on (1) holding for every $i$, the following holds for every $v$:

$$\Pr[X_{t_2} > v] \geq \frac{1}{(1 + \varepsilon)^3} \Pr[X_{t_1} > v].$$

(2)

Proof. We prove that (2) holds uniformly for every $i \in [n]$, i.e.

$$\Pr[(X_{t_2} > v) \land (t_2 = i)] \geq \frac{1}{(1 + \varepsilon)^3} \Pr[(X_{t_1} > v) \land (t_1 = i)].$$

(3)

The event $(X_{t_2} > v) \land (t_2 = i)$ (for either $b \in \{1, 2\}$) occurs if and only if the corresponding algorithm doesn’t stop before $i$, and $X_i$ is larger than both $v$ and the threshold set (by the corresponding algorithm). Of course, whether or not an algorithm stops before $i$ is completely independent of $X_i$. We claim that the following holds on the probability that the two algorithms accept $X_i$ (conditioned on making it to $X_i$). Intuitively, Claim 12 establishes that, even though the threshold $\tau_i$ is stricter than $\sigma_i$, we are still roughly as likely to accept an $X_i$ exceeding $v$ using $\tau_i$ versus $\sigma_i$, for all $v$.

Claim 12. Conditioned on (1) holding for every $i$, then for every $v$ and $i$ such that $p_i \geq \delta$:

$$(1 + \varepsilon)^3 \Pr[(X_i > v) \land (X_i > \tau_i)] \geq \Pr[(X_i > v) \land (X_i > \sigma_i)].$$

Proof. We consider the following three cases: perhaps $v > \tau_i$, or perhaps $v \in (\sigma_i, \tau_i)$, or perhaps $v < \sigma_i$. We claim that the following three inequalities hold:

$v \geq \tau_i \Rightarrow \Pr[(X_i > v) \land (X_i > \tau_i)] = \Pr[X_i > v] = \Pr[(X_i > v) \land (X_i > \sigma_i)].$

$v \in (\sigma_i, \tau_i) \Rightarrow \Pr[(X_i > v) \land (X_i > \sigma_i)] \leq \Pr[X_i > \sigma_i] \leq \frac{\Pr[X_i > \tau_i]}{(1 + \varepsilon)^3} = \frac{\Pr[(X_i > v) \land (X_i > \tau_i)]}{(1 + \varepsilon)^3}.$

$v < \sigma_i \Rightarrow \Pr[(X_i > v) \land (X_i > \sigma_i)] = \Pr[X_i > \sigma_i] \leq \frac{\Pr[X_i > \tau_i]}{(1 + \varepsilon)^3} = \frac{\Pr[(X_i > \tau_i) \land (X_i > v)]}{(1 + \varepsilon)^3}.$

Indeed, the first implication follows as $v$ exceeds both $\sigma_i$ and $\tau_i$. The second implication follows as $v > \sigma_i$, and then by condition (1). The third implication follows from condition (1).
Proof of Theorem 8. The proof of Theorem 8 now follows as a direct corollary of Lemmas 9 and 11. Lemma 11 asserts that whenever the thresholds are “good”, Samples-CFHOV achieves at least a $\frac{1}{(1 + \varepsilon)^3}$ fraction of the expected reward of Explicit-CFHOV (this is because the expected reward of Samples-CFHOV is simply $\int_0^\infty \Pr[X_{t_2} > v] dv \geq \int_0^\infty \Pr[X_{t_1} > v] dv/(1 + \varepsilon)^3$, and the expected reward of Explicit-CFHOV is precisely $\int_0^\infty \Pr[X_{t_2} > v] dv$). Lemma 9 asserts that the thresholds are good with probability at least $1 - \varepsilon$. So together, Samples-CFHOV achieves at least a $\frac{1 - \varepsilon}{(1 + \varepsilon)^3}$ of the expected reward of Explicit-CFHOV. ▷
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1 Introduction

Combinatorial auctions have been at the forefront of Algorithmic Game Theory since its inception as a lens through which to study the relative power of algorithms for honest agents versus mechanisms for strategic agents. Specifically, there are $n$ buyers with combinatorial valuations $v_1(\cdot), \ldots, v_n(\cdot)$ over subsets of $m$ items, and the designer wishes to allocate the items so as to maximize the welfare, $\sum_i v_i(S_i)$ (where $S_i$ is the set allocated to bidder $i$).

Without concern for computation/communication/etc., the celebrated Vickrey-Clarke-Groves
Implementation in Advised Strategies

A New Solution Concept: Implementation in Advised Strategies. To get intuition for our solution concept, consider the following example due to [39]: there is only a single buyer, but the buyer can receive only $k$ of the $m$ items (this is the one-buyer case of Combinatorial Public Projects). Since there is just a single buyer, the obvious mechanism for the designer simply allows the buyer to pick any set of size $k$ for free (call this the “Set-For-Free” mechanism). The same catch is that it is NP-hard for the buyer to pick their favorite set, so Set-For-Free is again not truthful (because the buyer picks their favorite set). Indeed, the focus of this paper is a novel solution concept (described below) under which the [1] $O((\log \log m)^3)$-approximation is maintained in polynomial time.

Rather, they can be slightly modified to run in poly-time – see Section 4 and Appendix B.
We ask instead: what should one reasonably expect to happen if a strategic buyer participated in Set-For-Free? Consider the set $S$ output by the poly-time algorithm of [35]. It is certainly reasonable for the buyer to select some set $T \neq S$: perhaps a different heuristic finds a better set. But it seems irrational for the buyer to select some set $T$ with $v(T) < v(S)$. We therefore pose that there should be 

some reasonable solution concept under which Set-For-Free guarantees an $e/(e - 1)$-approximation. Indeed, Set-For-Free guarantees an $e/(e - 1)$-approximation under our proposed “implementation in advised strategies.”

Formally, we will think of Set-For-Free as simply asking the buyer to report a set of size at most $k$, and then awarding them that set for free. In addition, the designer provides advice: a Turing machine $A(\cdot, \cdot)$ which takes as input the buyer’s valuation $v(\cdot)$ (possibly as a circuit/Turing machine itself, or accessing it via value queries) and a tentative set $T$, then recommends a set $S$ to purchase that is at least as good as $T$. Specifically in Set-For-Free, we will think of the advice as running the [35] approximation algorithm to get a set $S'$ and outputting $S := \arg \max \{v(T), v(S')\}$. We say that a bidder follows advice if they select a set $S$ with $A(v, S) = S$. The idea is that it seems irrational for the buyer to select a set without this property, when the advice gives a poly-time algorithm to improve it.

For a general mechanism, we think of advice as a Turing machine which takes as input the current state of the mechanism, the buyer’s valuation, and a tentative action, then advises an (maybe the same, maybe different) action to take. Importantly, we say that advice is useful if for all strategies $s$, either the advice maps $s$ to itself, or to another strategy which dominates it (see Section 2 for full definition). Intuitively, this suggests that it is irrational for a buyer to use a strategy which advice does not map to itself. We postpone to Section 2 a formal definition of what it means to follow advice, but note here that our definition is a natural relaxation of dominant strategies: if a mechanism has a dominant strategy $s$, then the only strategy which follows advice that recommends $s$ is $s$ itself. We say that mechanism guarantees a poly-time $\alpha$-approximation in implementation in advised strategies whenever the mechanism itself concludes in poly-time, and there exists poly-time advice $A$ such that an $\alpha$-approximation is guaranteed whenever all bidders follow advice $A$. Again, note that the assumption on bidder behavior is quite permissive: they need not play a dominant, or even undominated strategy. We just assume they do not play a strategy which the advice itself dominates.

Advice via Approximate Demand Queries. We now revisit posted-price mechanisms, which achieve approximation guarantees of $O((\log \log m)^3)$, but whose truthfulness requires buyers to compute NP-hard demand queries. Instead, we pursue guarantees in implementation in advised strategies. For a posted-price mechanism with price vector $p$, our proposed advice will take as input a tentative set $T$ for purchase, and the buyer’s valuation $v(\cdot)$, and recommend a set $S$ guaranteeing $v(S) - p(S) \geq v(T) - p(T)$. More specifically, our advice will compute a tentative recommendation $S'$ independently of $T$, then simply recommend $\arg \max \{v(S') - p(S), v(T) - p(T)\}$. Again, our behavioral assumption does not assume that the buyer will purchase the set $S'$ tentatively recommended, just that they will not irrationally ignore the advice in favor of a lower-utility set.

The remaining challenge is now to find concrete advice under which the [1] approximation guarantees are maintained. A first natural attempt is simply an approximate demand oracle: have a tentative recommendation $S'$ with $v(S') - p(S') \geq c \cdot \max_T \{v(T) - \sum_{j \in T} p_j\}$. Unfortunately, even this is NP-hard for any $c = \Omega(1/m^{1-\varepsilon})$ (for any $\varepsilon > 0$) [25]. Instead,

---

2 Throughout the paper we will use notation $p(S) := \sum_{i \in S} p_i$. 

---
we design bicriterion approximate demand oracles. Specifically, for some \( c, d < 1 \), a \((c,d)\)-approximate demand oracle produces a set \( S' \) satisfying \( v(S') - p(S') \geq c \cdot \max_T \{ v(T) - p(T)/d \} \). That is, the guaranteed utility is at least an \( c \)-fraction of the optimum if all prices were increased by a factor of \( 1/d \). We design a simple greedy \((1/2, 1/2)\)-approximation in poly-time (based on [33]), and further establish that the [1] mechanism maintains its approximation guarantee up to an additional \( \min\{c,d\} \) factor when bidders follow advice provided in this manner by a \((c,d)\)-approximate demand oracle. This allows us to conclude the main result of this paper:

\[ \text{Theorem 1. There exists a poly-time mechanism which achieves an } O((\log \log m)^3) \text{-approximation to the optimal welfare for any number of submodular buyers in implementation in advised strategies.} \]

1.1 Roadmap

Combinatorial auctions have a long history within AGT, along with related problems like Combinatorial Public Projects. The most related work is overviewed in Section 1, but we provide additional context in Section 1.2. Section 2 contains a formal definition of implementation in advised strategies, repeating our motivating examples and providing additional discussion.

In Section 3, we design our poly-time \((1/2, 1/2)\)-approximate demand oracles for submodular valuations. The proof is fairly simple, but we include the complete proof in the body for readers unfamiliar with [33] (readers familiar with [33] will find the outline similar).

In Section 4, we establish that existing posted-price mechanisms maintain their approximation guarantees as long as buyers follow advice given by \((\Omega(1), \Omega(1))\)-approximate demand oracles. We include a complete analysis of the main lemma of [26] concerning “fixed price auctions” for readers unfamiliar with this aspect (readers familiar with [26] will find the outline similar). We defer all aspects of the analysis of [1] to Appendix B.

Finally, in Section 5, we design simple poly-time \((\frac{1}{\sqrt{m}}, \frac{1}{1+\sqrt{m}})\)-approximate demand oracles for subadditive valuations. This is essentially the best possible even for XOS valuations, due to known lower bounds on welfare-maximization with value queries [17] and the results of Section 4.

1.2 Discussion and Related Work

There is a vast literature studying combinatorial auctions, which we will not attempt to overview in its entirety here. We summarize the lines of work most relevant to ours below.

VCG-based Mechanisms. The Vickrey-Clarke-Groves mechanism provides a poly-time/poly-communication black-box reduction from precise welfare maximization with a truthful mechanism to precise welfare maximization with an algorithm for any class of valuation functions [41, 9, 28]. The same reduction applies for “maximal-in-range” approximation algorithms, but this approach provably cannot achieve sub-polynomial approximations in polytime (unless \( P = NP \)) or subexponential communication [8, 7, 10]. Still, in some regimes (e.g. arbitrary monotone valuations with poly-time/poly-communication, or XOS valuations with poly-time), no better than a \( \Theta(\sqrt{m}) \)-approximation is achievable even with honest players, and a \( \Theta(\sqrt{m}) \)-approximation is achievable via truthful VCG-based mechanisms [32, 17].

\[ \text{More precisely, it is unconditionally hard to obtain a } (1/m^{1/2-\varepsilon}, 1/m^{1/2-\varepsilon}) \text{-approximate demand query for XOS valuations using polynomially many black-box value queries.} \]
Combinatorial Auctions in the Computational Model. Taking the above discussion into account, valuation function classes above XOS (including subadditive, or arbitrary monotone) are “too hard”, in the sense that \( \Theta(\sqrt{m}) \) is the best approximation achievable in poly-time even without concern for incentives, and this guarantee can be matched by VCG-based truthful mechanisms. Other valuation function classes like Gross Substitutes are “easy”, in the sense that precise welfare maximization is achievable in poly-time, so the VCG mechanism is poly-time as well. Submodular valuations are a fascinating middle ground. Here, an algorithmic \( e/(e-1) \)-approximations is possible in poly-time (and it is NP-hard to do better) [42, 34, 19], but a long series of works establishes that it is NP-hard for a truthful mechanism to even achieve an \( m^{1/2-\varepsilon} \)-approximation (for any \( \varepsilon > 0 \)) [36, 7, 8, 10, 13, 20, 19, 21].

On this front, our work establishes that significantly better \( O((\log \log m)^3) \) guarantees are achievable with a slightly relaxed solution concept, matching the state-of-the-art in the communication model. In addition to the standalone motivation for the communication model discussed below, our work establishes that resolving key open questions (e.g. is there a constant-factor approximation in the communication model for submodular valuations?) may have strong implications in the computational model as well (via implementation in advised strategies).

Combinatorial Auctions in the Communication Model. In the communication model, only arbitrary monotone valuations are “too hard” per the above discussion: a 2-approximation is possible for subadditive valuations, and a \( \frac{1}{1-(1-1/n)^n} \)-approximation is possible for XOS valuations in poly-communication, both of which are tight [24, 17, 23]. Yet, no truthful constant-factor approximations are known (the state-of-the-art is \( O((\log \log m)^3) \) for submodular/XOS [1] or \( O(m \log \log m) \) for subadditive [12]). On the lower bounds side, no separations are known between the approximation ratios of truthful mechanisms and non-truthful algorithms using poly\((n,m)\) communication, even for deterministic truthful mechanisms (where the \( O(\sqrt{m}) \)-approximation of [17] remains the state-of-the-art). Determining whether such a separation exists is the central open problem of this agenda (e.g. [15, 3]).

On this front, our work in some sense unifies the state-of-the-art for submodular valuations in the communication and computational models via implementation in advised strategies. So in addition to the standalone interest in establishing (or disproving) a separation in the communication model, such a result will now likely have implications in the computational model as well.

Posted Price Mechanisms. Posted-price mechanisms are ubiquitous in mechanism design, owing to their simplicity and surprising ability to guarantee good approximations through a variety of lenses [31, 11, 26, 14, 22, 1]. Very recent work also establishes posted-price mechanisms as the unique class of mechanisms which is “strongly obviously strategy-proof” [37]. One minor downside of these mechanisms is that they require buyers to compute NP-hard demand queries. Our work formally mitigates this downside under implementation in advised strategies. For example, our work immediately extends the price of anarchy bounds of [11] to hold in equilibria which are poly-time learnable for submodular buyers (previously the equilibria required computation of demand queries).

Combinatorial Public Projects. Combinatorial Public Projects is a related problem, which has also received substantial attention. Here, the designer may select any set of \( k \) items, but every bidder receives all \( k \) items (instead of the bidders each receiving disjoint sets of
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items, as in auctions). We used the single submodular bidder Combinatorial Public Projects problem as a motivating example due to the hardness results established in [39]: no poly-time truthful mechanism can achieve an approximation ratio better than $O(\sqrt{m})$ (unless P = NP). Contrast this with the general communication model, where Set-For-Free is truthful and precisely optimizes welfare. Follow up work of [6] establishes that while the single-bidder CPPP is inapproximable only because demand queries are NP-hard, the strong multi-bidder inapproximability results of [36, 8] hold even when bidders have access to demand oracles.

[31, 14, 1] already establish that the aforementioned computational separations no longer hold with demand oracles (so the story for combinatorial auctions differs greatly from combinatorial public projects). Our work further establishes that the same guarantees are achievable in truly polynomial time, under a relaxed solution concept.

$(c, d)$-Approximate Demand Oracles. To the best of our knowledge, bicriterion approximate demand oracles have not previously been considered. However, prior work regarding approximation algorithms for nonnegative submodular functions with bounded curvature subject to a matroid constraint designs a randomized $(1 - 1/e, 1 - 1/e)$-approximate demand oracle for submodular functions (under a different name) [40, 27, 29]. We include our $(1/2, 1/2)$-approximate demand oracles for submodular functions as they are deterministic and significantly simpler (note also that determinism makes our related solution concepts significantly cleaner).

Related Solution Concepts. The most related existing solution concept to ours is Algorithmic Implementation in Undominated Strategies [2]. Here, a mechanism achieves an $\alpha$-approximation if whenever players play any undominated strategy, the resulting allocation is an $\alpha$-approximation (and for all dominated strategies, there is a poly-time algorithm to find an undominated one which dominates it). For posted-price mechanisms, this solution concept has no bite as the only undominated strategy is to pick the utility-maximizing set, and it is not possible to find this set in poly-time. We establish in Observation 10 that implementation in advised strategies is a relaxation of algorithmic implementation in undominated strategies. The purpose of our novel solution concept is to have bite even when it is NP-hard to find an undominated strategy.

2 Implementation in Advised Strategies

Motivated by the example of [39], we first relax the requirement that a mechanism be truthful, instead requiring that a mechanism achieve its approximation guarantee whenever players behave in a manner which is not clearly irrational. Before proposing our formal definition, let’s examine it applied to two motivating examples.

Example One: [39]. There is a single buyer with submodular valuation function $v(\cdot)$. The seller’s mechanism (Set-For-Free) allows the buyer to state any set of size $k$, and receive that set for free. Recall that it is NP-hard for the buyer to find their favorite set of size $k$ – so if the mechanism is to be truthful, it is not poly-time (unless P = NP). The buyer can indeed find an $e/(e - 1)$-approximation in poly-time [35], but assuming the buyer will run this particular algorithm (or any specific approximation algorithm) is perhaps too strong an assumption.

Instead, we assume simply that the buyer picks a set yielding at least as much utility as this $e/(e - 1)$-approximation. Specifically, we will think of the designer as providing a poly-time mechanism (Set-For-Free – the buyer states a set of size $k$ and receives that set...
for free), and a poly-time advice algorithm (takes as input the buyer’s valuation function \(v(\cdot)\), and a tentative set \(S\), then runs the \(e/(e-1)\)-approximation to get a set \(T\) and outputs \(\arg\max\{v(S), v(T)\}\), tie-breaking for \(S\)). Intuitively, we are claiming that it is certainly rational for the buyer to purchase a set other than \(T\), but that it is irrational to purchase a set with \(v(S) < v(T)\).

**Example Two: Posted-Price Mechanisms.** Consider now any posted-price mechanism. Again, we think of the designer as providing a poly-time mechanism (for all \(i\), computes in poly-time a price vector to offer bidder \(i\), based on interactions with bidders \(< i\)), along with a poly-time advice algorithm (takes as input the buyer’s valuation function \(v(\cdot)\), a tentative set \(S\), computes in poly-time a set \(T\) and outputs \(\arg\max\{v(S) - p(S), v(T) - p(T)\}\), again tie-breaking for \(S\)). Again note that we are claiming that it may be rational for the buyer to purchase a set other than \(T\), but that it is irrational to purchase a set yielding lower utility than \(T\).

Importantly, we emphasize that we assume the buyer achieves at least as much utility as recommended (a well-justified behavioral assumption, although not particularly convenient for welfare guarantees), and not that the buyer picks a set guaranteeing them at least as much welfare (more convenient for analyzing welfare guarantees, but an unmotivated assumption). With these instantiations in mind, we now build up language to present our formal definition.

**Definition 2 (Mechanism as an Extended Form Game).** Formally, a mechanism is just an extended form game: at every state, it solicits actions from one or more players and (possibly randomly) outputs an advised action of a player, a state \(x\), and (possibly randomly) outputs an allocation of items and payments charged. A mechanism is poly-time if every state update is poly-time computable, and the mechanism reaches a terminal state with probability one after poly\((n,m)\) updates.

**Definition 3 (Strategies, Utility, and Dominance).** A strategy \(s(\cdot)\) for player \(i\) is simply a mapping from the current state \(x\) of the mechanism to an action \(s(x)\).

We denote by \(u_i(v_i, s)\) the expected utility of player \(i\) when their valuation function is \(v_i(\cdot)\) and the players use strategy profile \(s\).

Strategy \(s(\cdot)\) dominates strategy \(s'(\cdot)\) for player \(i\) with valuation \(v_i(\cdot)\) if for all \(s_{-i}\), \(u_i(v_i, s_i; s_{-i}) \geq u_i(v_i, s'_i; s_{-i})\), and there exists an \(s_{-i}\) such that \(u_i(v_i, s_i; s_{-i}) > u_i(v_i, s'_i; s_{-i})\).

**Definition 4 (Advice).** Advice is a function \(A(\cdot, \cdot, \cdot)\) which takes as input the valuation \(v_i(\cdot)\) of a player, a state \(x\) of a mechanism, and a tentative action \(a\), then (possibly randomly) outputs an advised action \(A(v_i, x, a)\). We say that advice is poly-time if it is poly-time computable.

Observe that every advice \(A(\cdot, \cdot, \cdot)\), valuation function \(v_i(\cdot)\), and tentative strategy \(s(\cdot)\) induces a strategy \(A^{v_i,s}(\cdot)\) with \(A^{v_i,s}(x) := A(v_i, x, s(x))\).

**Definition 5 (Useful Advice).** We say that advice \(A\) is useful if:

1. For all \(s(\cdot)\), and all \(v_i(\cdot)\), either \(A^{v_i,s}(\cdot) = s(\cdot)\), or \(A^{v_i,s}(\cdot)\) dominates \(s(\cdot)\) (for valuation \(v_i(\cdot)\)).
2. For all \(s(\cdot)\) and all \(v_i(\cdot)\), \(A^{v_i:A^{v_i,s}}(\cdot) = A^{v_i,s}(\cdot)\) (Advice is idempotent – applying advice to \(s(\cdot)\) twice is the same as applying it once).

Intuitively, Property 1 guarantees that the bidder should indeed follow advice given by \(A\) instead of whatever strategy they had originally planned. Property 2 guarantees essentially that the bidder does not get “stuck” in an exponentially-long loop trying to repeatedly improve their strategy via advice (because the loop terminates after one iteration). Let us briefly observe the following implication of our definition (which we explore further when revisiting our two main examples):
Observation 6. Let \( A(\cdot, \cdot, \cdot) \) be useful, and let \( A(v_i, x, a) \neq a \). Then for all \( s \) such that \( s(x) = a \), \( A^{v_i,s}(\cdot) \) dominates \( s(\cdot) \).

Intuitively, useful advice \( A \) separates strategies into advised strategies (where \( A^{v_i,s}(\cdot) = s(\cdot) \)), and ill-advised strategies (where \( A^{v_i,s}(\cdot) \) dominates \( s(\cdot) \)). We say that a bidder follows advice if they use an advised strategy.

Definition 7 (Follows Advice). We say that \( s(\cdot) \) is advised for \( v_i(\cdot) \) under \( A \) if \( A^{v_i,s}(\cdot) = s(\cdot) \). A bidder with valuation \( v_i(\cdot) \) follows advice \( A \) if they use a strategy which is advised under \( A \).

Intuitively, we are claiming that it is irrational for a player to use an ill-advised strategy \( s(\cdot) \) (because they could instead use the strategy \( A^{v_i,s}(\cdot) \), which dominates it).

Definition 8 (Implementation in Advised Strategies). We say that a mechanism \( M \) guarantees an \( \alpha \)-approximation in implementation in advised strategies with advice \( A \) if \( A \) is useful and for all \( v_i(\cdot), \ldots, v_n(\cdot) \), if all players follow advice \( A \), the resulting allocation in \( M \) achieves (expected) welfare at least \( \alpha \cdot \text{OPT}(v_1, \ldots, v_n) \). If both \( M \) and \( A \) are poly-time, we say that \( M \) guarantees a poly-time \( \alpha \)-approximation in implementation in advised strategies (without referencing \( A \)).

Let’s now briefly revisit our two examples through the formal definitions. First, recall the single-bidder mechanism Set-For-Free. Set-For-Free is poly-time: it takes as input a set and simply outputs that set, and terminates after one iteration. Consider the advice algorithm which takes as input \( v(\cdot) \), and a set \( S \), then runs the \( e/(e - 1) \)-approximation algorithm of [35] to get a set \( T \) and outputs \( \arg \max \{ v(S), v(T) \} \), tie-breaking for \( S \) (the mechanism has only a single non-terminal state, so this completely specifies the advice). Then the advice indeed recommends a dominating strategy whenever it recommends \( T \neq S \), and is idempotent (tie-breaking in favor of \( S \) is subtly necessary for this claim – if instead the advice tie-broke for \( T \), then it might recommend an action distinct from \( S \) which does not dominate it). Moreover, observe that the bidder follows advice if and only if they choose a higher value set than produced by the algorithm, and therefore we’re guaranteed a \( e/(e - 1) \)-approximation whenever the bidder follows advice.

Posted-price mechanisms with poly-time computable prices are poly-time: they iteratively take as input a set from bidder \( i \), assign that set to bidder \( i \), then run a poly-time computation to determine the prices for bidder \( i + 1 \). They terminate after \( n \) iterations. We will later design poly-time approximate demand oracles, which take as input \( v_i(\cdot) \) and the price vector \( p \), and output a recommended set \( D(v_i, p) \) in poly-time. For a posted-price mechanism, there are multiple non-terminal states, each corresponding to a different price vector \( p \). Our advice, on input \( v_i, S, p \), will advise the set \( \arg \max \{ v(S) - p(S), v(D(v_i, p)) - p(D(v_i, p)) \} \), again tie-breaking in favor of \( S \). If a strategy follows advice, it must, for all \( p \), select a set \( S \) satisfying \( v_i(S) - p(S) \geq v_i(D(v_i, p)) - p(D(v_i, p)) \). It’s not immediately clear why this property should provide meaningful welfare guarantees, but we will later argue that the right pairing of mechanism and notion of approximate demand oracle achieves polynomial-time welfare guarantees which match state-of-the-art guarantees for computationally-unbounded bidders.

\[ \]

\[ ^4 \] Subtly, note that tie-breaking in favor of \( T \) would violate the definition of usefulness, via Observation 6. Indeed, consider the strategy \( s(\cdot) \) which purchases a utility-maximizing set on all prices \( \neq p \), and set \( S \) on \( p \). Then any advice which tie-breaks in favor of \( T \) on prices \( p \) does not map \( s(\cdot) \) to itself, and does not dominate \( s(\cdot) \) (because it generates the same utility on prices \( p \), and cannot generate strictly higher utility on any other prices, because \( s(\cdot) \) is optimal).
Brief Discussion of Definitions. We chose our definitions with the goal of (a) providing a strict relaxation of truthfulness, and (b) doing so in a way that permits all rational behavior while (c) still eliminating enough irrational behavior to guarantee good welfare. We include in Appendix A a brief example motivating our decision to think of advice as improving a given strategy as opposed to outright proposing a replacement strategy. We conclude by establishing that implementation in advised strategies is a strict relaxation of truthfulness and algorithmic implementation in undominated strategies.

Observation 9. If player \( i \) with valuation \( v_i \) has a dominant strategy \( s^*(\cdot) \) in mechanism \( M \), and \( A^{v_i,s^*(\cdot)} := s^*(\cdot) \) for all \( s(\cdot) \), then the only strategy which follows advice is \( s^*(\cdot) \) itself.

Observation 10. Let \( M \) achieve an \( \alpha \)-approximation in algorithmic implementation in undominated strategies. Then \( M \) achieves an \( \alpha \)-approximation in implementation in advised strategies.

Proof. Recall that algorithmic implementation in undominated strategies implies for all \( v_i(\cdot) \) the existence of a poly-time function \( f_{v_i}(\cdot) \) which takes as input a strategy \( s(\cdot) \) and outputs a new strategy \( f_{v_i}(s) \) such that if \( s(\cdot) \) is dominated, \( f_{v_i}(s) \) dominates \( s \). Extend this so that \( f_{v_i}(s) := s \) when \( s(\cdot) \) is undominated. Now simply define \( A^{v_i,s^*(\cdot)} := f_{v_i}(s) \), and then \( A \) is useful and poly-time. Moreover, the advised strategies are exactly the undominated strategies, so because \( M \) achieves an \( \alpha \)-approximation whenever all players use undominated strategies, it also achieves an \( \alpha \)-approximation whenever all players follow advice.

Of course, the whole point of our definitions is that the designer may not be able to find a dominant (or even undominated) strategy in poly-time, and implementation in advised strategies has bite even under these circumstances while the previous solution concepts do not.

3 Approximate demand oracles

In this section, we develop our poly-time advice for posted-price mechanisms in the form of an approximate demand oracle. Recall that a demand oracle for valuation function \( v(\cdot) \) takes as input a price vector \( p \) and outputs a set in \( \arg \max_{S \subseteq M} \{ v(S) - p(S) \} \). Recall also that implementing a demand oracle is NP-hard when \( v(\cdot) \) is submodular. In fact, it is NP-hard to even guarantee better than a \( m \)-approximation when \( v(\cdot) \) is submodular (more precisely, for any \( \varepsilon > 0 \) it is NP-hard to guarantee a set \( T \) satisfying \( v(T) - p(T) \geq \frac{1}{(1 - \varepsilon)m} \cdot \max_S \{ v(S) - p(S) \} \) [25]). Motivated by this, we pursue instead a bicriterion approximation. Specifically:

Definition 11. For any \( c, d \leq 1 \), a \((c,d)\)-approximate demand oracle takes as input a valuation function \( v(\cdot) \) and a price vector \( p \) and outputs a set of items \( S \) such that

\[
v(S) - p(S) \geq c \cdot \max_T \{ v(T) - p(T)/d \}.
\]

That is, a \((c,d)\)-demand oracle outputs a set guaranteeing at least a \( c \)-fraction of the optimal utility if all prices were blown up by a factor of \( 1/d \). We refer to the utility of the optimal bundle with these higher prices (i.e. \( \max_T \{ v(T) - p(T)/d \} \)) as the benchmark (so our goal is to be \( c \)-competitive with the benchmark). In this section, we establish that poly-time \((1/2,1/2)\)-approximate demand oracles exist for submodular functions, based on the simple greedy algorithm of [33].
Algorithm 1 SimpleGreedy($v, p, M$).

\[
S \leftarrow \emptyset
\]

\begin{algorithmic}
\For {\text{ } j = 1, \ldots, m}
\If {\text{ } v(S \cup \{j\}) - v(S) \geq 2p(j)} \Comment{For items in an arbitrary order}
\State \text{If the marginal gain is at least twice the price}
\State \text{then}
\EndIf
\State \text{Then allocate that item}
\State \text{return } S \leftarrow S \cup \{j\}
\EndFor
\end{algorithmic}

Proposition 12. When $v(\cdot)$ is submodular, SimpleGreedy is a $(1/2, 1/2)$-approximate demand oracle.

\textbf{Proof.} Our proof follows by induction on the number of items $m$. Importantly, observe that SimpleGreedy is recursive. Specifically, if we do not allocate item 1, then the remainder of the for loop is simply SimpleGreedy($v, p, M \setminus \{1\}$). If we do allocate item 1, then the remainder of the for loop is simply SimpleGreedy($v_{\{1\}}, p, M \setminus \{1\}$), where $v_S(T) := v(S \cup T) - v(S)$. Also importantly, observe that $v_S(\cdot)$ is submodular whenever $v(\cdot)$ is submodular (like [33], this is the only part of the proof which requires submodularity instead of subadditivity).

Now we begin with the base case. Observe that when $m = 1$, SimpleGreedy purchases the item if and only if the value exceeds twice the price. So when SimpleGreedy purchases the item, it is optimal. When SimpleGreedy doesn’t purchase the item, the benchmark is 0 (because we compete with the optimal utility when the prices are doubled, which is zero). So in both cases, it guarantees a the required $(1/2, 1/2)$-approximation. This proves the base case.

Now assume that the proposition holds for a fixed $m \geq 1$, and consider the case with $m + 1$ items. First, observe that if SimpleGreedy does not allocate item 1, it is because $v(1) < 2p(1)$. By submodularity of $v(\cdot)$ (in fact, subadditivity suffices), this implies that $v(S) - 2p(S) > v(S \cup \{1\}) - 2p(S \cup \{1\})$ for all $S \supseteq 1$ (and in particular, that the optimum when prices are doubled does not contain item 1). By the inductive hypothesis, SimpleGreedy finds a $(1/2, 1/2)$-approximation for $v(\cdot)$ on $M \setminus \{1\}$, which by the previous sentence is also a $(1/2, 1/2)$-approximation for $v(\cdot)$ on $M$, completing the inductive step in this case.

It remains to consider the case where SimpleGreedy allocates item 1. Let $S_2 := S \setminus \{1\}$ denote the set output by SimpleGreedy($v_{\{1\}}, p, M \setminus \{1\}$), and let $O^* := \arg \max\{v(Y) - 2p(Y)\}$ be the optimum bundle if prices were doubled. Then the inductive hypothesis guarantees:

\[
v_{\{1\}}(S_2) - p(S_2) \geq v_{\{1\}}(O^*/2) - p(O^*/\{1\}).
\]

Suppose first $1 \in O^*$. The inductive hypothesis then implies:

\[
v(O^*/2) - p(O^*) = v_{\{1\}}(O^*/2) - p(O^*/\{1\}) + v(\{1\})/2 - p(\{1\})
\leq v_{\{1\}}(S_2) - p(S_2) + v(\{1\})/2 - p(\{1\})
\leq v(S) - p(S).
\]

Above, the first and third lines are simply expanding the definition of $v_{\{1\}}(\cdot)$, and the second line follows by inductive hypothesis. Observe that this concludes a $(1/2, 1/2)$-approximation in the case that $1 \in O^*$. Now, suppose instead that $1 \notin O^*$. Then we have:

\[
v(O^*/2) - p(O^*) \leq v(O^*/\{1\})/2 - p(O^*) = v_{\{1\}}(O^*/2 + v(\{1\})/2 - p(O^*)
\leq v_{\{1\}}(S_2) - p(S_2) + v(\{1\})/2
\leq v_{\{1\}}(S_2) - p(S_2) + v(\{1\}) - p(1)
= v(S) - p(S).
\]
Above, the first line follows by monotonicity and expanding the definition of $v_{\{1\}}(\cdot)$. The second line follows by inductive hypothesis. The third line follows as $v(\{1\}) \geq 2p(1)$ by assumption that SimpleGreedy allocates item 1. The final line follows again by expanding $v_{\{1\}}(\cdot)$. This concludes both cases of the inductive step, and the proof of the proposition. ▶

This concludes our development of bicriterion approximate demand oracles. The following section establishes that a wide class of posted-price mechanisms that achieve good guarantees when buyers use precise demand queries maintain their guarantees when buyers follow advice given by bicriterion approximate demand oracles.

4 Welfare Guarantees with Approximate Demand Oracles

In this section, we demonstrate that a slight modification of the $O((\log \log m)^3)$ approximation of [1] (which is truthful when buyers implement precise demand oracles) maintains its approximation guarantee when buyers follow advice recommended by a $(1/2, 1/2)$-approximate demand oracle. We begin with the main insight below, followed by a precise statement of our main result.

4.1 Fixed Price Auctions with Approximate Demand Oracles

A key component of the [1] (and related) auctions is the notion of a Fixed Price Auction. A fixed price auction simply sets a price $p(j)$ on item $j$, visits the buyers one at a time, and offers the buyer the option to purchase any set $S$ of remaining items for price $p(S)$ (so it is a posted-price mechanism which sets the same prices for all bidders).

A key lemma used by these works establishes that there exists a fixed price auction generating good welfare (when bidders implement exact demand oracles) for any instance with submodular bidders (or even XOS bidders).\footnote{This lemma appears at least as early as [16].} One can view the [14, 1] auctions as attempting to learn such a “good” fixed price auction. The key intuition behind our extension is that good fixed price auctions still exist when bidders only implement approximate demand oracles. This is captured formally by Lemma 15 below, which first requires the notion of supporting prices.

\begin{definition}
q are supporting prices for $v_1(\cdot), \ldots, v_n(\cdot)$ and allocation $S_1, \ldots, S_n$ if:
\begin{itemize}
  \item For all $i, T$, $v_i(T) \geq q(S_i \cap T)$.
  \item For all $i$, $v_i(S_i) = q(S_i)$.
\end{itemize}
\end{definition}

\begin{fact}
When all $v_i(\cdot)$ are XOS, supporting prices exist for any allocation $S_1, \ldots, S_n$.\footnote{Recall that submodular functions are XOS, and a function is XOS if it can be written as the maximum of additive functions. Supporting prices for items in $S_i$ are defined by simply taking the additive function which defines $v_i(S_i)$.}
\end{fact}

Much prior work leverages the fact that with precise demand queries, the fixed-price auction with prices $q/2$ achieves half the optimal welfare. The intuition for our main result is that this key lemma extends to $(c, d)$-approximate demand queries by losing an additional $\min\{c, d\}$ factor. In the statement below, we will slightly abuse notation and say that a bidder “follows advice given by a $(c, d)$-approximate demand oracle” if they follow advice given by an algorithm which on input $v(\cdot), S$ computes a $(c, d)$-approximate demand query $T$, then advises $\arg \max \{v(S) - p(S), v(T) - p(T)\}$.
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Lemma 15. Let \( q \) be supporting prices for \( v_1(\cdot), \ldots, v_n(\cdot) \) and \( S_1, \ldots, S_n \). Then the fixed-price auction with prices \( dq/2 \) guarantees welfare at least \( \min\{c, d\} \cdot \sum_i v_i(S_i)/2 \) when all bidders follow advice given by a \( (c, d) \)-approximate demand oracle.

Proof. Let \( S := \cup_i S_i \). Let also \( T_i \) denote the set purchased by bidder \( i \) (following advice given by a \( (c, d) \)-approximate demand oracle), and denote by \( \text{SOLD} = \bigcup_{i \in N} T_i \). Define \( A_i = S_i \setminus \text{SOLD} \). Because items in \( A_i \) are never allocated when bidder \( i \) is chosen to act (meaning that bidder \( i \) could choose to purchase the set \( A_i \)), and bidder \( i \) will choose a set guaranteeing at least as much utility as a \( (c, d) \)-approximate demand oracle, we have:

\[
v_i(T_i) - dq(T_i)/2 \geq c \left( v_i(A_i) - \frac{dq(A_i)/2}{d} \right) = c \left( v_i(A_i) - \frac{1}{2} q(A_i) \right).
\]

The welfare achieved \( \sum_{i \in N} v_i(T_i) \) is exactly the sum of the utilities of each bidder \( (v_i(T_i) - dq(T_i)/2) \) and the total revenue of the auction \( \sum_{i \in N} dq(T_i)/2 = dq(\text{SOLD})/2 \). By the definition of supporting prices (and the fact that \( A_i \subseteq S_i \)), we know that \( v_i(A_i) \geq q(A_i) \).

Thus:

\[
\frac{d}{2} q(\text{SOLD}) + \sum_{i=1}^{n} v_i(T_i) - dq(T_i)/2 \geq \frac{d}{2} q(\text{SOLD}) + c \left( \sum_{i=1}^{n} v_i(A_i) - \frac{1}{2} q(A_i) \right)
\]

\[
\geq \frac{d}{2} q(\text{SOLD}) + c \sum_{i=1}^{n} q(A_i)
\]

\[
\geq \frac{\min\{c, d\}}{2} \left( q(\text{SOLD}) + q(S \setminus \text{SOLD}) \right)
\]

\[
\geq \frac{\min\{c, d\}}{2} q(S) = \frac{\min\{c, d\}}{2} \sum_i v_i(S_i).
\]

The first inequality follows as each bidder follows advice of a \( (c, d) \)-approximate demand oracle. The second follows as \( v_i(A_i) \geq q(A_i) \) for all \( i \) (by definition of supporting prices). The third follows as \( \cup_i A_i = S \setminus \text{SOLD} \). The final inequality follows by basic arithmetic, and the final equality follows as \( q(S) = \sum_i v_i(S_i) \) by definition of supporting prices.

Lemma 15 captures the main intuition for why existing posted-price guarantees can be extended to accommodate bicriterion approximate demand queries. Of course, the [1] mechanism is not just a single posted-price mechanism, and Lemma 15 is just one technical lemma used along the way (to be more precise, a generalization of Lemma 15 is used along the way, but the overly technical statement hides the intuition). But an outline similar to the proof of Lemma 15 establishes the more general claim. Section 4.2 formally states our main result, and all details of the proof aside from the above intuition can be found in Appendix B.

4.2 Formal Statement of Main Result

Theorem 16. Let \( \mathcal{V} \) be a subclass of XOS valuations and let \( D \) be a poly-time \( (c, d) \)-approximate demand oracle for valuation class \( \mathcal{V} \). Then there exists a poly-time mechanism for welfare maximization when all valuations are in \( \mathcal{V} \) with approximation guarantee \( O \left( \max \left\{ \frac{1}{c}, \frac{1}{d} \right\} \cdot (\log \log m)^3 \right) \) in implementation in advised strategies with polynomial time computable advice.

Theorem 1 now follows from Theorem 16 as submodular valuations are a subclass of XOS which admits poly-time \((1/2, 1/2)\)-approximate demand oracles. The poly-time mechanism witnessing Theorem 16 is a slight modification of [1]. The high-level approach of their
mechanism is the following: because \( V \) is XOS, Lemma 15 establishes that there exists a fixed-price mechanism which achieves an \( 1/O(\min\{c,d\}) = O(\max\{1/c,1/d\}) \) approximation in implementation in advised strategies. Of course, implementing this fixed-price auction requires complete knowledge of \( v_1(\cdot),\ldots,v_n(\cdot) \), which the seller lacks. The mechanism of [1] essentially tries to iteratively guess a better and better set of fixed prices, and then pick one uniformly at random.

Intuitively, our adapted [1] mechanism works with \((c,d)\)-approximated demand oracles for the same reason that Lemma 15 works with approximate demand oracles. Formally establishing this requires a bit of work, but much of the analysis of [1] treats the \((c,d) = (1,1)\) case of Lemma 15 as a black box, and therefore we can leverage most of their analysis as a black box as well. The generalized Lemma 15 (Lemma 20) provides all the properties of demand queries which their proof requires (and all the properties of approximate demand queries which our adaptation requires). A complete proof appears in Appendix B.

## 5 Approximate Demand Queries beyond Submodular

In this section, we explore approximate demand queries beyond submodular valuation functions. As the approximation guarantees of [1] hold for XOS valuations with precise demand queries, a poly-time \((\Omega(1),\Omega(1))\)-approximate demand query would immediately extend their guarantees to XOS valuations under implementation in advised strategies. Interestingly, this very fact establishes that for all \( \varepsilon > 0 \), no poly-time \((\Omega(m^{1/2-\varepsilon}),\Omega(m^{1/2-\varepsilon}))\)-approximate demand oracle exists for XOS valuations using subexponentially-many value queries.

▶ Proposition 17. For all \( \varepsilon > 0 \), there is no \((\Omega(m^{1/2+\varepsilon}),\Omega(m^{1/2+\varepsilon}))\)-approximate demand oracle for XOS valuations using \( \text{poly}(m) \) value queries.

Proof. Assume for contradiction that the proposition were false. Then by Theorem 16, there exists an algorithm using \( \text{poly}(n,m) \) value queries that approximates the optimal welfare within \( O(m^{1/2-\varepsilon} \cdot (\log \log m)^3) \in O(m^{1/2-\varepsilon}/2) \) for XOS valuations. However, Theorem 6.1 of [17] proves that no such algorithm exists. ◀

To complete the picture, we also design poly-time \((\Omega(1/\sqrt{m}),\Omega(1/\sqrt{m}))\)-approximate demand oracles for subadditive valuations (defined immediately below, based on the \(\Omega(1/\sqrt{m})\)-approximation of [17]), which is the best possible using subexponentially-many value queries.

### Algorithm 2 SingleOrBundle\((v, p, M)\).

\[
j \leftarrow \arg\max_{j \in M} v(j) - p(j)
\]

\[
M^* \leftarrow \{ j \in M : v(j) - (1 + \sqrt{m})p(j) > 0 \}
\]

if \( v(M^*) - p(M^*) > v(j) - p(j) \) then

    return \( M^* \)

else

    return \( \{ j \} \)

▶ Proposition 18. SingleOrBundle\((v, p, M)\) is a \((\frac{1}{\sqrt{m}}, \frac{1}{1+\sqrt{m}})\)-approximate demand oracle for subadditive valuation functions.

Proof. Let \( S \) be the set that maximizes utility \((v(S) - (1 + \sqrt{m}) \cdot p(S))\). If \( S = \emptyset \), then the benchmark is 0, and SingleOrBundle achieves non-negative utility. It remains to consider the case \( v(S) - p(S) > 0 \).
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In this case, let $T$ be the set returned by $\text{SingleOrBundle}(v, p, M)$. Call an item $j$ special if:

$$v(j) - p(j) \geq \frac{1}{\sqrt{m}}(v(S) - (1 + \sqrt{m}) \cdot p(S)).$$

Observe that if any item $j$ is special, then we conclude:

$$v(T) - p(T) \geq v(j) - p(j) \geq \frac{1}{\sqrt{m}}(v(S) - (1 + \sqrt{m}) \cdot p(S)),$$

which is a $(\frac{1}{\sqrt{m}}, \frac{1}{1 + \sqrt{m}})$-approximate demand oracle. If no item is special, then $\forall j \in M^*$, $v(j) - p(j) < \frac{1}{\sqrt{m}}(v(S) - (1 + \sqrt{m})p(S))$. Summing this for all $j \in M^*$ yields:

$$\left(\sum_{j \in M^*} v(j)\right) - p(M^*) < \frac{|M^*|}{\sqrt{m}}(v(S) - (1 + \sqrt{m}) \cdot p(S)) \leq \sqrt{m} \cdot v(S) \leq \sqrt{m} \cdot v(M^*).$$

(1)

The final inequality follows as $S$ cannot contain items for which $v(j) < (1 + \sqrt{m})p(j)$, as $v(\cdot)$ is subadditive. We can then conclude that:

$$v(M^*) - p(M^*) > \frac{1}{\sqrt{m}} \left(\sum_{j \in M^*} v(j)\right) - p(M^*)$$

$$= \frac{1}{\sqrt{m}} \left(\sum_{j \in M^*} v(j) - (1 + \sqrt{m})p(j)\right)$$

$$\geq \frac{1}{\sqrt{m}} \left(\sum_{j \in S} v(j) - (1 + \sqrt{m})p(j)\right)$$

$$\geq \frac{1}{\sqrt{m}} \left(\sum_{j \in S} v(S) - (1 + \sqrt{m})p(S)\right).$$

The first inequality follows directly from (1). The second follows as $v(j) > (1 + \sqrt{m})p(j)$ for all $j \in M^*$, and $S \subseteq M^*$ (because $v(\cdot)$ is subadditive, and $S$ is the utility-maximizing set at prices $(1 + \sqrt{m})p$). The third follows from subadditivity of $v(\cdot)$. We conclude that when there are no special items, the proposition is satisfied as well, completing the proof.
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A Brief Discussion of Definitions

The following example will motivate our decision to think of advice as improving a given strategy as opposed to outright proposing a replacement strategy.

Consider, for example, a single-bidder mechanism where the bidder faces one of $k$ posted-price vectors $\mathbf{p}_1, \ldots, \mathbf{p}_k$ chosen uniformly at random, and is asked to submit their desired sets $S_1, \ldots, S_k$ before knowing which price is “real.” Then the strategy which submits $S_i := \arg\max \{v(S) - p_i(S)\}$ is dominant. In this case, advice could indeed simply propose this strategy to replace whatever else the bidder might try.

Things get more interesting, however, if the designer cannot recommend a dominant strategy. Consider instead a recommended strategy $T_1, \ldots, T_k$ where $T_i /\notin \arg\max \{v(S) - p_i(S)\} \cup \arg\min \{v(S) - p_i(S)\}$ for any $i$ (call this strategy $\vec{T}$). If the designer shares the sets $T_1, \ldots, T_k$ with the buyer, a reasonable buyer should certainly submit sets $S_i$ satisfying $v(S_i) - p_i(S_i) \geq v(T_i) - p_i(T_i)$ for all $i$ (because they could just swap any set violating this for $T_i$ and strictly improve their utility). Consider then the strategy which sets $S_j \in \arg\max \{v(S) - p_j(S)\}$ (for a single $j \in [k]$) and $S_i \in \arg\min \{v(S) - p_i(S)\}$ for all $i \neq j$ (picks the optimal set for $\mathbf{p}_j$, and worst possible sets for all other $\mathbf{p}_i$, call this strategy $\vec{S}$). We don’t want to say that a bidder originally planning to use $\vec{S}$ should instead use $\vec{T}$ (indeed, $\vec{T}$ does not dominate $\vec{S}$, and it’s not a priori clear which strategy yields higher expected utility). But we do want to say that a bidder originally planning to use $\vec{S}$ should stick with $S_j$, and update $S_i$ to $T_i$ for all $i \neq j$. But in order to recommend such a strategy without knowing $j$ in advance, $\vec{T}$ would need to be the dominant strategy itself. So in order for the solution concept to meaningfully apply to posted-price mechanisms without advising the dominant strategy itself, advice should really take the form of improving a tentative strategy rather than outright recommending a replacement. Lemma 29 below provides a representative example of how this solution concept can be harnessed for existing state-of-the-art mechanisms.

B Proof of Theorem 16

The full definition of “implementation in advised strategies” is very powerful, but a bit awkward to carry around. Throughout this appendix, we use the following definition of $(c,d)$-competitive sets, which simply says that a set of items will give the bidder utility at least as high as a $(c,d)$-approximate demand oracle.
Definition 19. A set \( S \) is a \((c,d)\)-competitive subset of \( M \) for \( v_i \) with prices \( p \) if
\[
v_i(S) - p(S) \geq c \cdot \max_{T \subseteq M} \{ v_i(T) - p(T)/d \}.
\]

We say a bidder \( i \) picks \((c,d)\) competitive sets in a fixed price auction if, when the fixed price auction visits \( i \), they pick a set which is a \((c,d)\)-competitive subset of the collection of remaining items.

The full proof of theorem 16 is fairly involved. We start off this section by providing the more technical version of lemma 15 in section B.1, which captures most of the properties of fixed price auctions with approximate demand queries which we need. Next in section B.2, we describe the “core algorithm” PriceLearningMechanism of [1]. Then in section B.3, using fairly elementary properties of fixed-price auctions, we prove the correctness of the PriceLearningMechanism, as long as 1) bidders pick \((c,d)\)-competitive sets in every fixed price auction they participate in, and 2) we make the simplifying assumption 21. In section B.4, we remove the simplifying assumption, and prove that there exists poly time computable advice such that, when bidders are following the advice, they always pick \((c,d)\)-competitive sets.

### B.1 Generalization of Lemma 15

In this subsection we state and prove the generalization of Lemma 15, which will be used in the analysis of the PriceLearningMechanism.

The first term in the maximum below (and the “moreover” part of the lemma) relates the achieved welfare with the value of the unsold items, and will be used to handle “learning” phases in the mechanism. The second term of the maximum shows that once we have learned the prices well, we definitely get good welfare.

Lemma 20. Suppose \( \{T_i\}_{i \in N} \leftarrow \text{FixedPriceAuction}(M, N, dp) \), where each bidder \( i \) picks a subset of the remaining items which is \((c,d)\)-competitive set for \( v_i \) with prices \( p \). Let \( \{O_i\}_{i \in N} \) be any allocation with supporting prices \( q \). Let \( S_i \) be the set of items \( j \) where \( \delta q(j) \leq p(j) \leq \frac{1}{2} q(j) \) and \( j \in O_i \). Denote \( S = \bigcup_{i \in N} S_i \) and \( \text{SOLD} = \bigcup_i T_i \). Then
\[
\sum_i v_i(T_i) \geq \max \left\{ \frac{c}{2} \cdot q(S \setminus \text{SOLD}), \min \left( \frac{c}{2}, \delta d \right) \cdot q(S) \right\}.
\]

Moreover, suppose \( k \) is the last bidder in \( N \). We also have \( v_i(T_k) \geq \frac{c}{2} q(S_k \setminus \text{SOLD} \setminus \text{SOLD}) \), where \( \text{SOLD} \setminus \text{SOLD} = \bigcup_{i < k} T_i \).

Proof. Let \( A_i = S_i \setminus \text{SOLD} \). Because items in \( A_i \) are never allocated when bidder \( i \) is chosen to act (and because each bidder picks a \((c,d)\)-competitive set with prices \( p \)), the utility of each bidder satisfies
\[
v_i(T_i) - d \cdot p(T_i) \geq c \cdot (v_i(A_i) - p(A_i)).
\]
As \( A_i \subseteq S_i \), we know \( \delta q(A_i) \leq p(A_i) \leq \frac{1}{2} q(A_i) \), and by the definition of supporting prices, we know that \( q(A_i) \leq v_i(A_i) \). Thus, \( \{ T_i \}_{i \in N} \) achieves welfare

\[
\sum_{i \in N} v_i(T_i) = \sum_{i \in N} \left( v_i(T_i) - d \cdot p(T_i) \right) + d \sum_{i \in N} p(T_i) \\
\geq c \sum_{i \in N} \left( v_i(A_i) - p(A_i) \right) + d \cdot p(Sold) \\
\geq \sum_{i} c(q(A_i)) - \frac{1}{2} q(A_i) + d \delta \cdot q(Sold).
\]

(\(^*)\)

Observe that \( S \backslash \text{Sold} = \bigcup_{i \in N} A_i \). Thus, ignoring the term \( d \delta q(\text{Sold}) \) from (\(^*)\), we can conclude the auction gets welfare at least \( \frac{c}{2} q(S \backslash \text{Sold}) \). Moreover, (\(^*)\) tells us we get welfare at least

\[
\min \left( \frac{c}{2}, d \delta \right) \cdot \left( q(S \backslash \text{Sold}) + q(\text{Sold}) \right) \geq \min \left( \frac{c}{2}, d \delta \right) \cdot q(S),
\]

from which we can conclude main statement of the lemma.

For the “moreover” component, simply observe that when bidder \( k \) was picked by the mechanism, the items in \( A' := S_k \backslash \text{Sold} < k \) were still available, and that \( S_k \subseteq O_k \), so

\[
v_i(T_k) \geq v_i(T_k) - d p(T_k) \geq c(v_i(A') - p(A')) \geq c(q(A') - q(A')/2) = \frac{c}{2} q(A').
\]

\(\blacksquare\)

### B.2 The Mechanism

For the reader’s convenience, we first briefly describe the mechanism in [1] and quote the mechanism verbatim (the only change we need to make is that every price used by the mechanism is “discounted” by an extra factor of \( d \), plus some slight simplifications in the “removing extra assumptions” step). Then we present a slightly condensed version of the analysis.

**High-level overview.** Posted price mechanisms for combinatorial auctions typically use the following high-level strategy: attempt to (approximately) learn the supporting prices (definition 13) of an optimal allocation, then sell the items at those prices. The key innovation of [1] is to “explore” prices for each item individually using a price tree in which each successive layer of the tree corresponds to a finer “granularity” of prices. Initially, each item is set at a price corresponding to the root of the tree, and in each successive round of the mechanism, the price of each item moves one layer down in the tree to a “more precise” price which corresponds to some child node of the old price.

The mechanism of [1] runs several fixed-price auctions for each round (i.e. each layer of the price tree). In each of these successive auctions, each item is priced higher and higher in a way corresponding to the children of the “old” price node of the item. The price in the next round of the mechanism is then the highest price in the next layer where the item was still sold. The idea here is that, in the next layer of prices, we need to make the prices as high as possible such that the items will still sell. Intuitively, this serves to refine our estimate for the supporting prices as we move a layer down in the tree.

In fact, the story is more subtle than this. The mechanism may not actually achieve a better approximation to the prices in each layer, but [1] prove that if you do not get a better estimate for the prices, then you can already get a good approximation to the optimal welfare at the current prices. These two cases exactly correspond to the “learnable” or “allocatable” cases in lemma 22 below. For this reason, for every layer of the price tree, the mechanism
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Figure 1 [1, Figure 2] An illustration of a price tree $T^*$ with $\alpha = 2$, $\beta = 3$, and $\psi_{\min} = 1$.

has some chance (proportional to the number of layers) of stopping early and allocating the items according to some fixed price auction in that layer. Thus, regardless of whether we always learn prices or if we hit the “allocatable” in some step, we will use a good auction with some probability.

Simplifying Assumption. It’s useful for posted price mechanisms to know ahead of time the range of possible supporting prices of an optimal allocation. This assumption can be removed in a fairly “modular” way, as done in [1] (though we make some modifications in order to more easily fit our solution concept).

Let $q$ be the supporting prices of an optimal allocation. Formally, our simplifying assumption is the following:

Assumption 21. There are known numbers $\psi_{\min}, \psi_{\max}$ such that the supporting prices of any item in $q$ are either 0 or in $[\psi_{\min}, \psi_{\max}]$, and $\psi_{\max}/\psi_{\min}$ is polynomial in $m$.

The price tree and mechanism parameters. We now formally describe the price tree in terms of three parameters:

- $\alpha = \Theta(1)$ is the branching factor of the tree (and the number of auctions in each iteration of the mechanism).
- $\beta = \Theta(\log \log(\psi_{\max}/\psi_{\min})) = \Theta(\log \log m)$ is the number of layers in the price tree (and the number of iterations of the mechanism).
- $\gamma = \Theta(\alpha \beta) = \Theta(\log \log m)$ is the “accuracy factor” of the prices.

We would like the leaves of the price tree correspond to “price buckets”

$$P = \{[\psi_{\min}^{\gamma^i}, \psi_{\min}^{\gamma^{i+1}}] \mid i = 0, 1, \ldots, k\}$$

for some $k$ large enough that all prices in $[\psi_{\min}, \psi_{\max}]$ are considered. Informally, we take “learning a price $q$ correctly” to mean that we find the bucket in $P$ to which $q$ belongs. We will assign “actual” prices in $p$ according to the smallest price $\psi_{\min}^{\gamma^i}$ in the corresponding bucket. Our goal is that, if we “learn the price of $q$ correctly”, then the price used in $p$ is within a $\gamma$ factor of the true price in $q$. 
However, for technical reasons, we need a gap of at least $\gamma$ between the prices of consecutive nodes in each layer of the tree (not just the leaves), so that prices will be guided to the closest leaf node below the price in $q$ (this is desirable because lemma 20 requires prices in $p$ to be less than in $q$). To ensure this, the mechanism creates a price gap of factor $\gamma$ between nodes by splitting $P$ into

$$P^o = \{[\psi_{\min}\gamma^{2k-1}, \psi_{\min}\gamma^{2k}] | k = 1, \ldots, \alpha^\beta\}$$

$$P^e = \{[\psi_{\min}\gamma^{2k}, \psi_{\min}\gamma^{2k+1}] | k = 0, \ldots, \alpha^\beta - 1\}$$

Trees $T^o$ and $T^e$ are constructed with leaf nodes $P^o$ and $P^e$ respectively. We use $T^*$ to denote either of $T^o$ or $T^e$, and $P^*$ will denote the corresponding $P^o$ or $P^e$.

The price tree $T^*$ is an $\alpha$-branching tree with depth $\beta$ (i.e. with $\beta + 1$ layers). The leaf nodes correspond, in left-to-right (depth-first search) order, to the price buckets in $P^*$ (in increasing order). Furthermore, any non-leaf node $x$ corresponding to a single price, which is the minimum value in any bucket of any leaf node which is a descendant of $x$. Thus, the prices corresponding to consecutive level-$i$ nodes differ by a factor of $\gamma^{2\alpha^\beta + 1 - i}$.

Let $p$ be a “level-$i$ price vector”, i.e. a vector in which the price of each item is a price which corresponds to some level-$i$ node. We let next$^{(i)}(p)$ denote the price vector constructed as follows: for each item $\ell \in M$, let $x$ be the level-$i$ node whose corresponding price is $p(\ell)$. Then set $p'(\ell)$ to the price corresponding to the $j$th child node of $x$. Thus, a precise formula is given by $p'(\ell) = \gamma^{2\alpha^\beta(i-j)}p(\ell)$. In words, next$^{(i)}(p)$ sets the price of each item $\ell$ to be the $j$th largest “refined price” below the current price of item $\ell$.

**The mechanism.** We start by randomly picking a price tree $T^o$ or $T^e$. The mechanism then proceeds in $\beta$ iterations (though it may terminate early) in which a price vector $p^{(i)}$ is constructed in each iteration $i$. Initially, $p^{(i)}$ is the (unique) level-$1$ price vector of $T^*$. In each iteration, a $\frac{1}{\Omega} \frac{1}{\alpha\beta}$ fraction of the bidders are selected uniformly at random, and the $\alpha$ different price vectors $p^{(i)}_j = \text{next}^{(i)}(p^{(i)})$ for $j = 1, \ldots, \alpha$ are considered. The mechanism runs fixed price auction with the current set of bidders on prices $dp^{(i)}_j/2$ for $j = 1, \ldots, \alpha$. The new (level-$(i + 1)$) vector $p^{(i+1)}$ is then constructed as follows: for each item $\ell$, $p^{(i+1)}(\ell) = p^{(i)}(\ell)$, where $j$ is the highest index such that item $\ell$ sold in the auction with prices $dp^{(i)}_j/2$. (or $p^{(i)}(\ell)$ if no such $j$ exists). In words, the new price of $\ell$ is the price of $\ell$ in the highest auction in iteration $i$ for which item $\ell$ was sold. For each fixed price auction described in this paragraph, there is a $1/\Omega(\alpha\beta)$ chance that the mechanism will terminate early and return the allocation determined by the auction. This serves to strictly incentivizes bidder to pick good sets, but also serves an important purpose for achieving the desired approximation guarantee, as discussed in the overview.

If the mechanism does not terminate early in iteration $1, \ldots, \beta$, then the final step of the mechanism is to run a fixed price auction with all of the remaining bidders on prices $dp^{(\beta)}/2$. (The hope is that, for a large fraction (weighted by $q$) of the items, the price of the items is in the level-$\beta$ bin which is closest to the price in $q$, and thus we can apply lemma 20.)

The exact mechanism in [1] is quoted in Algorithm 3.

**B.3 The Modified Analysis**

**Notation**

We follow [1] and depart somewhat from conventional notation for the analysis of the mechanism. We let $i$ denote an iteration of the mechanism, $j$ denote an auction inside some iterations, $b$ denote a bidder, and $\ell$ denote an item.
Algorithm 3 PriceLearningMechanism($N, M$).

1: procedure Partition($N$)
2: Permute $N$ uniformly at random.
3: for $i = 1, 2, ... \beta$ do
4: Remove $\frac{\lfloor N \rfloor}{\beta + 1}$ bidders uniformly at random from $N$; assign them to the set $N_i$.
5: Put the remaining items in $N$ into $N_{\beta+1}$.
6: procedure PriceUpdate($A_1, \ldots, A_\alpha, p_1, \ldots, p_\alpha$)
7: For each $\ell \in M$, let $p'_j(\ell) = p_j(\ell)$ for the
8: highest value of $j$ such that $\ell$ is allocated in $A_j$ (or $p_1(\ell)$ if no $j$ exists)
9: Return $p'$
10: for $i = 1, \ldots, \beta$ do
11: Pick one of the modified trees $T^o$ or $T^c$ uniformly at random and denote it by $T^*$
12: Let $p^{(1)}$ be the (unique) level-1 (root) price of $T^*$
13: for $i = 1, \ldots, \beta$ do
14: For $j = 1, \ldots, \alpha$, let $p^{(i)}_j = \text{next}^{(i)}_j(p^{(i)})$
15: For $j = 1, \ldots, \alpha$: run FixedPriceAuction($N_i, M, dp^{(i)}_j / 2$) and let $A_j^{(i)}$ be the allocation
16: With probability $(1/\beta)$, pick $j^* \in [\alpha]$ u.a.r. and return $A_j^{(i)}$ as the final allocation
17: Otherwise, let $p^{(i+1)} \leftarrow \text{PriceUpdate}(A_1^{(i)}, \ldots, A_{\alpha}^{(i)}, p_1^{(i)}, \ldots, p_\alpha^{(i)})$, and continue
18: Run FixedPriceAuction($N_{\beta+1}, M, dp^{(\beta+1)} / 2$) and return the allocation $A^*$

Let $O$ be an optimal allocation with supporting prices $q$ and $OPT$ be the optimal welfare resulting from allocation $O$. Let $q^*$ be $q$ restricted to items whose prices are in some bucket of $P^*$. Let $O^*$ be the collection of those items. Let $N_1, \ldots, N_{\beta+1}$ denote the groups of bidders from the Partition function. Given $(N_1)$, and $T^*$ as picked by the mechanism, define price vectors $q^{(i)}$ as $q^*$, restricted to items which are allocated in $O^*$ to bidders from $N_i, N_{i+1}, \ldots, N_{\beta+1}$ (intuitively, we restricted attention to items which could still go to the same bidder in $A$ as in $O$, and give price 0 to items that can no longer be allocated to the right bidder in $O$). Call item $\ell$ correctly priced at iteration $i$ if $q^{(i)}(\ell)$ is in the bin corresponding to some leaf node which is a child of the node corresponding to $p^{(i)}(\ell)$. Let $C^{(i)}$ denote all items priced correctly before iteration $i$ begins. Note that $C^{(1)} = O^*$ and that an item can only be in $C^{(i)}$ if it is also in $C^{(j)}$ for $j = 1, \ldots, i - 1$, so $C^{(1)} \supseteq C^{(2)} \supseteq \ldots \supseteq C^{(\beta+1)}$. We separate $C^{(i)}$ into $C^{(i)}_1, C^{(i)}_2, \ldots, C^{(i)}_{\alpha}$, where $C_j^{(i)}$ is the subset of items in $C^{(i)}$ that are priced correctly in $\text{next}_j^{(i)}(p^{(i)})$. For any set of bidders $N'$ and items $D$, let $O^*_{N'}$ be the restriction of $O^*$ to items in $D$ and bidders in $N'$.

**Assumptions**

Throughout the claims in this section, we assume all bidders pick $(c, d)$-competitive sets in every fixed price auction they participate in, though we may not restate this assumption in every claim statement\(^7\). We also assume that the optimal allocation $O$ has supporting prices $q$.

\(^7\) It is somewhat easier to prove that PriceLearningMechanism is implementable in advised strategies compared to GeneralizedMechanism below. However, we hold off and only demonstrate that GeneralizedMechanism is implementable in advised strategies, both for completeness, and in order to demonstrate that our solution concept “composes well” to be useful for complicated mechanisms.
The following lemma is the heart of the proof of the approximation ratio of mechanism 3.

**Lemma 22 (Learnable-Or-Allocable Lemma from [1]).** Assume 21, and suppose all bidders pick \((c, d)\)-competitive sets in every fixed price auction they participate in. For any iteration \(i \in [\beta]\), conditioned on any outcome of first \(i - 1\) iterations and choice of \(T^*\),

1. either \(E[\mathbf{q}^{i+1}(O^{(i+1)})] \geq \mathbf{q}^{i}(O^{(i)}) - \frac{OPT}{4\beta}\), where the expectation is over \(N_i\);
2. or \(E[\mathbf{val}(A_{j\beta})] \geq \frac{c}{4\beta} \cdot OPT\).

First we prove a series of claims before proving the Learnable-Or-Allocable lemma, following the same outline as [1]. For claims 23 and 24, we fix some \(j \in [a]\) and let \(D = C_j\).

Note that \(\mathbf{q}^{i}(O^{(i)}) = \mathbf{q}^{i}(O_{N_{>2i}}^D)\), as \(\mathbf{q}^{i}\) zeros out items allocated in \(O\) to bidders from \(N_{<i}\).

**Claim 23.** \((5.3 \text{ from [1]})\) Deterministically, \(\mathbf{val}(A_{j\beta}^{(i)}) \geq \frac{c}{2 \cdot 4\beta} \cdot \mathbf{q}^{i}(O_{N_{>2i}}^D \setminus A_{j\beta}^{(i)})\).

**Proof.** Recall that \(O_{N_i}^D\) is the restriction of \(O^*\) to items in \(C_j^{(i)}\) and bidders in \(N_i\). The definition of item \(\ell\) being “priced correctly” means that \(\mathbf{p}^{i\ell}(\ell) \leq \mathbf{q}^{i\ell}(\ell)\). Thus, for any \(\ell \in O_{N_i}^D\) we get that \(0 \cdot \mathbf{q}^{i\ell}(\ell) \leq \mathbf{p}^{i\ell}(\ell)/2 \leq \mathbf{q}^{i\ell}(\ell)/2\). Thus, the claim follows from lemma 20.

**Claim 24.** \((5.4 \text{ from [1]})\) By randomness of choice of \(N_i\) from \(N_{>1}\), \(E[\mathbf{val}(A_{j\beta}^{(i)})] \geq \left(\frac{c}{2 \cdot 4\beta}\right) \cdot E\left[\mathbf{q}^{i}(O^D_{N_{>2i}} \setminus A_{j\beta}^{(i)})\right]\).

**Proof.** Consider picking a bidder \(k \in N_{>1}\) uniformly at random and running an imaginary fixed price auction on \(N_i \cup \{k\}\), where \(k\) is the last bidder chosen to act. Then by Lemma 20 (parameters in the lemma take values \(N = N_i \cup \{k\}\), \(\text{SOLD}_{<k} = A^{(i)}\), \(S_k = O^D_k\)), the value bidder \(k\) gets from the imaginary fixed price auction satisfy \(v_k(T_k) \geq \frac{c}{2 \cdot 4\beta} \cdot \mathbf{q}^{i}(O^D_k \setminus A_{j\beta}^{(i)})\). We now take the expectation over the randomness on bidders \(N_i \cup k\).

\[
E_{N_i, k \in N_{>1}} [v_k(T_k)] \geq \frac{c}{2 \cdot 4\beta} \cdot E_{N_i, k \in N_{>1}} \left[\mathbf{q}^{i}(O^D_k \setminus A_{j\beta}^{(i)})\right] = \frac{c}{2} \cdot E_{N_i} \left[\frac{1}{|N_{>1}|} \sum_{k \in N_{>1}} \mathbf{q}^{i}(O^D_k \setminus A_{j\beta}^{(i)})\right] = \frac{1}{|N_{>1}|} \frac{c}{2} \cdot E \left[\mathbf{q}^{i}(O^D_{N_{>2i}} \setminus A_{j\beta}^{(i)})\right].
\]

Observe that the expectation of \(\mathbf{val}(A_{j\beta}^{(i)})\) is the same as the expected welfare of bidders in \(N_i\) in the imaginary fixed price auction. Since the bidders in \(N_i\) arrive before bidder \(k\), their expected welfare in the imaginary fixed price auction is larger equal to that of bidder \(k\). Thus by linearity of expectation

\[
E[\mathbf{val}(A_{j\beta}^{(i)})] \geq \frac{|N_i|}{|N_{>1}|} \cdot \frac{c}{2} \cdot E \left[\mathbf{q}^{i}(O^D_{N_{>2i}} \setminus A_{j\beta}^{(i)})\right] \geq \left(\frac{c}{2 \cdot 4\beta}\right) \cdot E \left[\mathbf{q}^{i}(O^D_{N_{>2i}} \setminus A_{j\beta}^{(i)})\right].
\]

**Claim 25.** \((5.2 \text{ from [1]})\) For any \(j\), we have

\[
\frac{22\beta}{c} \cdot E[\mathbf{val}(A_{j\beta}^{(i)})] + E \left[\mathbf{q}^{i}(C_j^{(i)} \cap A_{j\beta}^{(i)})\right] \geq E \left[\mathbf{q}^{i}(C_j^{(i)})\right].
\]

**Proof.** By combining Claim 23 and 24, we have

\[
\left(\frac{2 \cdot 4\beta}{c} + \frac{2}{c}\right) E \left[\mathbf{val}(A_{j\beta}^{(i)})\right] \geq E \left[\mathbf{q}^{i}(O^D_{N_{>2i}} \setminus A_{j\beta}^{(i)})\right] + E \left[\mathbf{q}^{i}(O^D_{N_i} \setminus A_{j\beta}^{(i)})\right]
= E \left[\mathbf{q}^{i}(C_j^{(i)} \setminus A_{j\beta}^{(i)})\right].
\]
Because $O_{N \geq 1}^{\beta}$ is exactly $C^{(i)}$. Thus, we get
\[
\frac{20\beta + 2}{e} \cdot E \left[ \text{val}(A^{(i)}_j) \right] + E \left[ q^{(i)}(C^{(i)}_j \cap A^{(i)}_j) \right] \geq E \left[ q^{(i)}(C^{(i)}_j) \right].
\]

The previous claim can be thought of as a preliminary version of the entire learnable-or-allocatable lemma. In expectation, we get something comparable to the items which are correctly priced in auction $j$ of round $i$ (i.e. $q^{(i)}(C^{(i)}_j)$). The contribution come from either the items which sold in the round they were “supposed to” (i.e. $C^{(i)}_j \cap A^{(i)}_j$) or the welfare of the current allocation (i.e. $A^{(i)}_j$) (with an extra $O(\beta)$ factor). The previous claims dealt with individual auctions within an iteration – next we handle iterations as a whole.

We still have to account for two things: items which sell in auctions where the prices are too high and the loss in welfare from the fact that bidders in $N_i$ will no longer be allocated items in later rounds. The proofs in [1] hold as written – only the properties of the price tree and the structure of the auctions are used.

\begin{itemize}
  \item [\triangleright] Claim 26. (5.5 from [1])
  \[
  q^{(i)}(C^{(i+1)}_j) \geq \sum_{j=1}^{\alpha} q^{(i)}(A_j^{(i)} \cap C_j^{(i)}) - \frac{OPT}{10\beta}.
  \]
  \end{itemize}

Proof. The key observation here is that the set of “overpriced” items represent a small fraction of the optimal revenue. Let $U$ be the set of items that are allocated in FixedPriceAuction with price above their correct price in round $i$. The set of items that are allocated in the correct round but not priced correctly is exactly $\left( \bigcup_j A_j^{(i)} \cap C_j^{(i)} \right) \setminus C^{(i+1)}$. This must be a subset of $U$. Thus, $q^{(i)}(C^{(i+1)}_j) \geq \sum_{j=1}^{\alpha} q^{(i)}(A_j^{(i)} \cap C_j^{(i)}) - q(U)$.

Consider an allocation that gives all items in $U$ to the bidder in the highest priced auction where it is ever allocated. Such an allocation must give welfare $\leq OPT$, but $\geq q^{(i)}(U)$ due to the price gap in the tree structure. Thus $q^{(i)}(U) \leq \frac{1}{4}OPT \leq \frac{OPT}{10\beta}$ (by choosing $\gamma = \theta(\log \log m) \geq 10\beta$).

\begin{itemize}
  \item [\triangleright] Claim 27. (5.6 from [1])
  \[
  E \left[ q^{(i+1)}(C^{(i+1)}_j) \right] \geq E \left[ q^{(i)}(C^{(i+1)}_j) \right] - \frac{OPT}{10\beta}.
  \]
  \end{itemize}

Proof. This follows simply from the fact that $q^{(i+1)}$ is exactly $q^{(i)}$ with items corresponding (under $O$) to bidders in $N_i$ set to zero, and that bidders join $N_i$ with probability $1/(10\beta)$.

\begin{itemize}
  \item Proof of Learnable-Or-Allocatable Lemma, Lemma 22. By Claim 26 and 27,
  \[
  E \left[ q^{(i+1)}(C^{(i+1)}_j) \right] \geq \sum_{j=1}^{\alpha} E \left[ q^{(i)}(A_j^{(i)} \cap C_j^{(i)}) \right] - \frac{OPT}{5\beta}, \tag{2}
  \]
  \end{itemize}

We now have two cases. First, assume
\[
\sum_{j=1}^{\alpha} E \left[ q^{(i)}(A_j^{(i)} \cap C_j^{(i)}) \right] \geq E \left[ q^{(i)}(C^{(i)}) \right] - \frac{2}{15\beta}OPT. \tag{3}
\]
Together with (2) this immediately implies that

$$E\left[q^{(i+1)}(C^{(i+1)})\right] \geq E\left[q^{(i)}(C^{(i)})\right] - \frac{OPT}{3\beta},$$

and we are in the “learnable case”.

On the other hand, if equation (3) is false, then we can sum the inequality in claim 25 for each $j = 1, \ldots, \alpha$ to get

$$E\left[q^{(i)}(C^{(i)})\right] < \frac{22\beta}{c} \sum_{j=1}^{\alpha} E\left[\text{val}(A^{(i)}_{j})\right] + \sum_{j=1}^{\alpha} E\left[q^{(i)}(C^{(i)} \cap A^{(i)}_{j})\right]$$

Thus

$$\geq \frac{22\beta}{c} \sum_{j=1}^{\alpha} E\left[\text{val}(A^{(i)}_{j})\right] + E\left[q^{(i)}(C^{(i)})\right] - \frac{2}{15\beta}OPT.$$

$$\Rightarrow E\left[\text{val}(A^{(i)}_{j})\right] = \frac{1}{c} \sum_{j=1}^{\alpha} E\left[\text{val}(A^{(i)}_{j})\right] \geq \frac{2c}{22 + 15\alpha\beta^2}OPT = \frac{c}{O(\alpha\beta^2)}OPT.$$

and we are in the “allocatable” case.

Theorem 16 now follows readily follow from the Learnable or Allocable Lemma.

**Theorem 28.** Suppose $\psi_{\min}$ and $\psi_{\max}$ are given and satisfy assumption 21. Suppose the optimal allocation $O$ has supporting prices $q$, and suppose bidders pick $(c, d)$-competitive sets in every fixed price auction they participate in. Then mechanism 3 achieves an $O\left(\max\left\{\frac{1}{c}, \frac{1}{d}\right\} \cdot (\log \log n)^{\alpha}\right)$ approximation to the optimal welfare.

**Proof.** Note that by the Learnable or Allocable Lemma, in the mechanism there are only two situation that can occur, 1) event $E_1$: “learnable” occurs in every iteration $i = 1, 2, \ldots, \beta$, or 2) event $E_2$: “allocable” occurs in some iteration $k$. Denote the welfare from the mechanism as $Welf$. Then $E[Welf]$ satisfy the equation

$$E[Welf] \geq \min\left(E[Welf | E_1], E[Welf | E_2]\right).$$

Now we bound $E[Welf | E_1]$ and $E[Welf | E_2]$, respectively.

- Suppose that “learnable” occurs for each iteration $i = 1, 2, \ldots, \beta$ in the mechanism. Because $C^{(i)}$ consist of items whose prices belong to the bins of $P^*$, we know that $E\left[q^{(1)}(C^{(1)})\right] = OPT/2$. Thus,

$$E\left[q^{(i+1)}(C^{(i+1)})\right] \geq E\left[q^{(i)}(C^{(i)}) - \frac{OPT}{3}\right] = \frac{OPT}{2} - \frac{OPT}{3} = \frac{OPT}{6}.$$

Let $W^{\beta+1}$ be the welfare achieved when the mechanism allocate in the last iteration of fixed price auction. Since for any correctly priced item $j \in C^{(\beta+1)}$, $\frac{1}{2}q(j) \geq p(j) \geq \frac{1}{\gamma}q(j)$, by lemma 20, $W^{\beta+1} \geq \min\left(\frac{c}{\gamma}, \frac{d}{\gamma}\right) \cdot E\left[q^{(\beta+1)}(C^{(\beta+1)})\right] = O\left(\min\left(c, \frac{d}{\gamma}\right)\right) \cdot OPT$

It’s easy to verify that the mechanism allocates in last iteration with constant probability. Thus, in this case we get $E[Welf | E_1] \geq O\left(\min\left(c, \frac{d}{\gamma}\right)\right) \cdot OPT$.
In the case where “learnable” does not occur for some iteration \(i\), “allocable” must occur at this iteration. Thus

\[
E \left[ \text{val}(A_i^0) \right] = \frac{c}{O(\alpha \beta^2)} \cdot OPT.
\]

The mechanism allocate in iteration \(i\) with probability \((1 - 1/\beta)^{i-1} \cdot 1/\beta = O(1/\beta)\), thus in this case \(E[\text{Welf} | E_2]\) is at least \(\frac{c}{O(\alpha \beta^2)} \cdot OPT\).

Since \(\beta = \Theta(\log \log m)\), we conclude that mechanism \(M\) achieves an approximation ratio of

\[
O \left( \max \left( \frac{1}{c}, \frac{\beta}{d}, \frac{\alpha \beta^3}{c} \right) \right) = \max \left( \frac{1}{c}, \frac{1}{d} \right) \cdot O(\log \log m)^3.
\]

### B.4 Removing Assumptions

In this section we prove Theorem 16 in full generality by 1) removing the assumption that the supporting price lies in \([\varphi_{\min}, \varphi_{\max}]\), where \(\varphi_{\max}/\varphi_{\min} = \text{poly}(m)\), and 2) showing that this generalized mechanism can be implemented in advised strategies. We use a similar (but slightly simplified) extension to PriceLearningMechanism following previous work on truthful mechanisms for XOS bidders [12, 18, 14, 1]8. Our variation both simplifies the analysis and allows us to satisfy the formal definition of implementation in advised strategies more easily.

The final mechanism is as follows.

**Algorithm 4** GeneralizedMechanism(N, M).

1. Pick a subset of bidders \(N_{stat} \subseteq N\) by sampling each bidder in \(N\) independently and with probability \(\frac{1}{2}\). Let \(N_{mech} = N \setminus N_{stat}\).
2. Run a second price auction on the grand bundle \(M\) with bidders in \(N_{stat}\). Let \(SPA\) be the welfare of the resulting allocation. With probability \(\frac{1}{2}\), return the resulting allocation and terminate. With the remaining probability, continue.
3. Set \(\varphi_{\min} = \frac{1}{4m^2} \cdot SPA\) and \(\varphi_{\max} = 4m \cdot SPA\).
4. Run PriceLearningMechanism (Mechanism 3) on bidders in \(N_{mech}\) with \(\psi_{\min}\) and \(\psi_{\max}\) and return the allocation.

First, we show that implementation in advised strategies allows us to force bidders to play truthfully in the second-price auction of mechanism 4, and to pick \((c,d)\)-competitive sets in the PriceLearningMechanism.

**\(\triangleright\) Lemma 29.** Suppose we are given a \((c,d)\)-approximate demand oracle \(D\) for valuations \(V\). Then there exists a useful poly-time computable advice \(A\) for mechanism 4 such that, if a strategy \(s\) is advised for \(v_i\) under \(A\), then any bidder in \(N_{stat}\) will play truthfully in the second price auction, and any bidder in \(N_{mech}\) will pick \((c,d)\)-competitive sets in every fixed price auction they participate in.

**Proof.** As in prior works [1, 12, 14], to formally meet our solution concept we need all actions by a single bidder to happen simultaneously in order to preclude bidders from “threatening” each other (for example, if a different bidder will only let me have items in future auctions if

---

8 Prior works have some probability of selling the grand bundle \(M\) in a second price auction (to handle “dominant bidders”) or running a different algorithm to collect basic “statistics” on the bidders. We combine the two approaches by using the result of the second price auction to calculate the statistics (at the cost of some loss in the polynomial factor in assumption 21).
I lie in the current auction, then truthful play does not dominate lying). Thus, we formally implement GeneralizedMechanism as a game where each bidder can act in exactly one node. If the bidder is assigned in $N_{stat}$, the mechanisms simultaneously asks all bidders in $N_{stat}$ for a single bid on the grand bundle. If the bidder is put in $N_{mech}$, and then into $N_i$ for $i < \beta + 1$, then the bidder needs to participate in $\alpha$ fixed-price auctions simultaneously in a single game node. Thus, the bidder reports a list $(T_j)_{j=1,\ldots,\alpha}$ of $\alpha$ subsets of $M$, where $T_j$ is still available in auction $j$ of the mechanism when it is bidder $i$’s turn to pick a set. Bidders in $N_{\beta+1}$ report similarly, but participate in only one auction.

Recall that the advice function $A(v_i, x, a)$ takes as input the valuation function $v_i$ of player $i$, a node $x$ of the game, and a “tentative” action $a$ which the player may play. The advice works as follows: for a node $x$ which corresponds to a bidder in $N_{stat}$, $A$ can ignore the tentative action $a$ and recommend truthful play in the second price auction, i.e. $A(v_i, x, a) = v_i(M)$ in this case. If $x$ corresponds to a bidder put in $N_i \subseteq N_{mech}$ for some $i < \beta$, then the tentative action $a$ is some list of sets $(S_1, \ldots, S_\alpha)$ which bidder $i$ may choose in each auction. For each of the $\alpha$ auctions, $A$ will run the $(c, d)$-approximate demand query $D$ (with prices and remaining items known from the node $x$) to get a sets $T_1, \ldots, T_\alpha$. Then, $A$ will return $(S'_1, \ldots, S'_\alpha)$, where $S'_i$ is whichever of $S_i$ or $T_i$ that gives bidder $i$ higher utility.

The advice behaves similarly for bidders in $N_{\beta+1} \subseteq N_{mech}$.

It’s clear that, if $D$ is computable in poly-time, then $A(v_i, x, a)$ is computable in poly-time.

We now show that $A$ is useful (definition 5). $A$ satisfies the required idempotency property, because for bidders in $N_{stat}$, the result of $A$ is a constant, and for bidders in $N_{mech}$, the result is given by taking the max of sets $S_j$ with the result of $D$ (which is fixed given bidder’s valuation $v_i$ and a node $x$ of the game).

For any $s_i$ and for any randomness in the mechanism, it’s clear that $A^{v_i,s}$ gets $i$ utility at least as high as $s$. For, if $i$ is in $N_{stat}$, then $A^{v_i,s}$ recommends a dominant strategy, and if $i$ is in $N_{mech}$, then the utility of $i$ is completely determined by the unique node in which $i$ is chosen to act, and $A^{v_i,s}$ will differ from $s$ only in selecting sets with higher utility for $i$. Moreover, if $s \neq A^{v_i,s}$, then either $s$ and $A^{v_i,s}$ differ for some node corresponding to a bidder in $N_{stat}$, or $s$ and $A^{v_i,s}$ differ for some node corresponding to a bidder in $N_{mech}$. In the first case, because $A^{v_i,s}$ is dominant, there exists $v_{-i}$ and random outcomes of the mechanism which get $i$ strictly higher utility. In the second case, there must be some auction in which the advice $A^{v_i,s}$ selects strictly better sets than $s$, and because there is positive probability that each auction is the allocation returned by the mechanism, there are some random outcomes of the mechanism which get the bidder strictly more utility. Thus, if $A^{v_i,s} \neq s$, then $A^{v_i,s}$ dominates $s$.

Finally, it’s clear that if a bidder plays according to strategy $A^{v_i,s}$ for any $s$, then if the bidder is in $N_{stat}$ then they play truthfully, and if the bidder is in $N_{mech}$ then they select $(c, d)$-competitive sets.

Now, we show that algorithm 4 successfully allows us to remove assumption 21. Let $S$ be any set of bidders and let $OPT(S)$ denote the optimal welfare possible for bidders in $S$. We say $(\psi_{min}, \psi_{max})$ is correct for $S$ if $\psi_{min} \leq OPT(S)/m^2$ and $\psi_{max} \geq OPT(S)$. We call a bidder $i$ dominant for a set $S$ if $v_i(O_i) > \frac{OPT(S)}{s}$.

Lemma 30. Let $q$ be the supporting prices of an optimal allocation of items to bidders in some set $S$. If $(\psi_{min}, \psi_{max})$ is correct for $S$, then the supporting prices of a $(1-\alpha(1))$ fraction of the items (weighted by their supporting prices) are in the range $I = [\psi_{min}, \psi_{max}]$. More formally, $\sum_{j \in M} \mathbb{1}_{[q(j) \in I]} \cdot q(j) \geq (1-\frac{1}{m}) \cdot OPT(S)$.\hfill $\blacksquare$
Implementation in Advised Strategies

Proof. Since $\psi_{\text{max}} \geq OPT(S)$, we know that for all item $j$, $q(j) \in [0, \psi_{\text{max}}]$. Now we count the sum over supporting prices of items whose supporting price is $\leq OPT(S)/m^2$.

$$\sum_{q(j) \leq OPT(S)/m^2} q(j) \leq m \cdot OPT(S)/m^2 = OPT(S)/m.$$ 

Thus

$$\sum_{j \in [m]} \mathbb{1}(q(j) \in I) \cdot q(j) \geq \sum_{j \in [m]} q(j) - \sum_{q(j) \leq OPT(S)/m^2} q(j) \geq \left(1 - \frac{1}{m}\right) \cdot OPT(S). \quad \blacksquare$$

Corollary 31. For bidders in $S$ and items in $M$, if $(\psi_{\text{min}}, \psi_{\text{max}})$ is correct for $S$, and $\psi_{\text{max}}/\psi_{\text{min}} = \text{poly}(m)$, then PriceLearningMechanism$(S,M)$ returns an allocation with expected welfare $\frac{1}{r} \cdot \left(1 - \frac{1}{m}\right) \cdot OPT(S)$, where $r = O \left(\max \left\{\frac{1}{2}, \frac{1}{3}\right\} (\log \log m)^3\right)$.

Proof. Again let $q$ be the supporting prices of an optimal allocation of items to bidders in some set $S$. Observe that although Theorem 28 assumes all supporting price to be in $0 \cup [\psi_{\text{min}}, \psi_{\text{max}}]$, the proof holds as is for approximating $\sum_{j \in [m]} \mathbb{1}(q(j) \in [\psi_{\text{min}}, \psi_{\text{max}}]) \cdot q(j)$ (i.e., the contribution to the optimal welfare of items whose supporting price is in $[\psi_{\text{min}}, \psi_{\text{max}}]$).

If $(\psi_{\text{min}}, \psi_{\text{max}})$ is correct for $S$, then

$$\sum_{j \in [m]} \mathbb{1}(q(j) \in [\psi_{\text{min}}, \psi_{\text{max}}]) \cdot q(j) \geq \left(1 - \frac{1}{m}\right) \cdot OPT(S).$$

We conclude that PriceLearningMechanism returns an allocation with expected welfare

$$\frac{1}{r} \cdot \sum_{j \in [m]} \mathbb{1}(q(j) \in [\psi_{\text{min}}, \psi_{\text{max}}]) \cdot q(j) = \frac{1}{r} \cdot \left(1 - \frac{1}{m}\right) \cdot OPT(S),$$

where $r = O \left(\max \left\{\frac{1}{2}, \frac{1}{3}\right\} (\log \log m)^3\right). \quad \blacksquare$

The following lemma follows from a standard application of chernoff bound and is quoted verbatim from [1]. It allows us to show that, with constant probability, a good fraction of the welfare is achievable by bidders in both $N_{\text{stat}}$ and $N_{\text{mech}}$.

Lemma 32. [12, 18, 14, 1] Let $O = (O_1, \ldots, O_n)$ be an optimal allocation of items $M$ to bidders $N$ with welfare $OPT$. Suppose we sample each $i \in N$ w.p. $\rho$ independently to obtain $N'$. If for every $i \in N$, we have $v_i(O_i) \leq \epsilon \cdot OPT$, then $\sum_{i \in N'} v_i(O_i) \geq \rho/2 \cdot OPT$ w.p. at least $1 - 2 \cdot \exp(-\frac{\rho^2}{8})$.

Finally, once the previous lemma has been applied, we will need this lemma to prove that we set the parameters correctly for PriceLearningMechanism.

Lemma 33. If $N_{\text{stat}}$ satisfy $OPT(N_{\text{stat}}) \geq \frac{1}{4} \cdot OPT$ and $OPT(N_{\text{mech}}) \geq \frac{1}{4} \cdot OPT$, then $(\psi_{\text{min}}, \psi_{\text{max}})$ is correct for $N_{\text{mech}}$.

Proof. Assume $N_{\text{stat}}$ satisfy $OPT(N_{\text{stat}}) \geq \frac{1}{4} \cdot OPT$ and $OPT(N_{\text{mech}}) \geq \frac{1}{4} \cdot OPT$. We know that $SPA < OPT(N_{\text{stat}})$. Thus

$$4 \cdot OPT(N_{\text{mech}}) \geq OPT \geq OPT(N_{\text{stat}}) \geq SPA,$$

$$\Rightarrow \psi_{\text{min}} \leq \frac{1}{4m^2} \cdot SPA \leq \frac{1}{m^2} \cdot OPT(N_{\text{mech}}).$$
Moreover, since $SPA$ is at least the value of $M$ for any bidder in $N_{stat}$, we have $m \cdot SPA \geq OPT(N_{stat})$. Thus
\[
\psi_{\text{max}} = 4m \cdot SPA \geq 4 \cdot OPT(N_{stat}) \geq OPT \geq OPT(N_{mech}).
\]
We conclude that $(\psi_{\text{min}}, \psi_{\text{max}})$ is correct for $N_{mech}$. □

> **Theorem 34.** For valuation functions $v_1, \ldots, v_n$, suppose the optimal allocation $O$ has supporting prices $q$. Let $D$ be a $(c, d)$-approximate demand oracle for valuation in $\{v_1, \ldots, v_n\}$. Then mechanism 4 with advice $A$ as in lemma 29 gets a $O \left( \max \left\{ \frac{1}{2}, \frac{1}{3} \right\} \cdot (\log \log m)^3 \right)$ fraction of the optimal welfare in implementation in advised strategies.

**Proof.** Lemma 29 shows that there exists poly time computable advice such that, whenever a bidder in $N_{stat}$ follows advice, they play truthfully, and whenever a bidder in $N_{mech}$ follows advice, they pick $(c, d)$-competitive sets in every fixed price auction they participate in.

Recall that a bidder is dominant if they contribute more than a $1/8$ fraction of the welfare of an optimal allocation. Next we show that whether there is a dominant bidder or not, the expected welfare from GeneralizedMechanism is an $O \left( \max \left\{ \frac{1}{2}, \frac{1}{3} \right\} \cdot (\log \log m)^3 \right)$ approximation to $OPT$ in implementation in advised strategy with advice $B$.

- When there is a dominant bidder, then with $\frac{1}{8}$ probability the dominant bidder would be selected in the $N_{stat}$ group. Conditioned on this, with $\frac{1}{2}$ probability the resulting allocation from running second price auction on the $N_{stat}$ group would be realized. Since a dominant bidder is in $N_{stat}$ group, the welfare from the second price auction is at least $\frac{OPT}{8}$. Thus the expected welfare of GeneralizedMechanism, conditioned on there being a dominant bidder, is at least $\frac{1}{2} \cdot \frac{1}{8} \cdot OPT = \frac{OPT}{16}$. When there is no dominant bidder, then by Lemma 32, $OPT(N_{stat}) \geq \frac{1}{4} \cdot OPT$ with probability at least $1 - 2e^{-2}$, which means $OPT(N_{stat}) < \frac{1}{4} \cdot OPT$ with probability $< 2e^{-2}$. Symmetrically, $OPT(N_{mech}) < \frac{1}{4} \cdot OPT$ with probability $< 2e^{-2}$. By union bound, both $OPT(N_{stat})$ and $OPT(N_{mech})$ is $\geq \frac{1}{4} \cdot OPT$ with probability at least $1 - 4e^{-2}$, which is still a positive, constant probability.

Let’s call the event where $OPT(N_{stat}) \geq \frac{1}{4} \cdot OPT$ and $OPT(N_{mech}) \geq \frac{1}{4} \cdot OPT$ the good event. By Lemma 33, if the good event occurs, then $(\psi_{\text{min}}, \psi_{\text{max}})$ is correct for $N_{mech}$. By construction in GeneralizedMechanism, $\psi_{\text{max}}/\psi_{\text{min}} = O(m^3)$. By Corollary 31, conditioned on $\psi_{\text{min}}$ and $\psi_{\text{max}}$ begin set correctly and $\psi_{\text{max}}/\psi_{\text{min}} = \text{poly}(m)$, priceLearningMechanism returns an allocation that achieves welfare $\frac{1}{r} \cdot \left( 1 - \frac{1}{m} \right) \cdot OPT(N_{mech})$, where $r = O \left( \max \left\{ \frac{1}{2}, \frac{1}{3} \right\} \cdot (\log \log m)^3 \right)$. Since the good event occurs, $OPT(N_{mech}) \geq \frac{1}{4} \cdot OPT$. We conclude that conditioned on the good event, the expected welfare from PriceLearningMechanism $O \left( \max \left\{ \frac{1}{2}, \frac{1}{3} \right\} \cdot (\log \log m)^3 \right)$ approximates $OPT$. As the event “the good event happens and GeneralizedMechanism runs PriceLearningMechanism in step 4” occurs with constant probability, we conclude that Generalized mechanism achieves expected welfare at least $OPT/O \left( \max \left\{ \frac{1}{2}, \frac{1}{3} \right\} \cdot (\log \log m)^3 \right)$ when there is no dominant bidder.

Together with the fact that every allocation for XOS valuation functions has supporting prices, we immediately get theorem 16.

> **Theorem 16.** Let $V$ be a subclass of XOS valuations and let $D$ be a poly-time $(c, d)$-approximate demand oracle for valuation class $V$. Then there exists a poly-time mechanism for welfare maximization when all valuations are in $V$ with approximation guarantee $O \left( \max \left\{ \frac{1}{2}, \frac{1}{3} \right\} \cdot (\log \log m)^3 \right)$ in implementation in advised strategies with polynomial time computable advice. □
Approximate Demand Queries vs. Approximate Welfare Approximation

As it happens, both SimpleGreedy and SingleOrBundle were inspired by simple known algorithms for approximate welfare maximization, combined with the following simple observation:

Proposition 35. \( S \) is the return of a demand query on prices \( p \) if and only if \( (S, M \setminus S) \) is a welfare maximizing bundle for the following two player auction: one bidder has valuation function \( v \), and the other bidder has additive valuation function given by \( p \).

Proof. The utility of \( v \) is \( v(S) - p(S) \), which differs from the welfare \( v(S) + p(M \setminus S) \) only by the constant \( p(M) \). So maximizing these two objectives is equivalent.

In particular, SimpleGreedy is exactly the 2-approximation algorithm from [33] played by a regular bidder and a “price bidder”. SingleOrBundle is similarly inspired by the \( \sqrt{m} \) approximation of [17]. However, we show below that approximate demand queries do not, in general, reduce to approximate welfare maximization.

Example 36. Consider a budget additive valuation \( v \) with value 2 for every item and budget of \( 2\sqrt{m} \). That is, \( v(S) = \max\{2|S|, 2\sqrt{m}\} \). Let \( p \) have price 1 for each item, i.e. \( p(S) = |S| \). The result of a demand query on \((v, p)\) is any set of size \( \sqrt{m} \), with utility \( \sqrt{m} \).

However, consider running an approximate welfare maximization mechanism \( A \) with two bidders: one with valuation \( v(S) \) for bundle \( S \) and one with valuation \( p(S) \) for bundle \( S \). The optimal allocation is to give any \( S \) of size exactly \( \sqrt{m} \) to \( v \), and give the rest of the items to \( p \). This has welfare \( m + \sqrt{m} \). However, the allocation giving every item to \( p \) has welfare \( m \). Thus, any constant factor approximation algorithm (for which no other grantees hold) may return this allocation, as \( m + \sqrt{m} = (1 + o(1))m \).

This corresponds to an approximate demand query giving the bidder the empty set. As this has zero utility, it will fail to be any factor approximation ration of the optimal.

Moreover, the above example would still go through if we consider a few simple variations on the reduction given by Proposition 35. For example, if we discount prices by a constant factor, say \( d \), it’s still the case that \( dl(m - \sqrt{m}) + 2\sqrt{m} = (1 + o(1))dm \), so a constant-factor approximation algorithm \( A \) might give all items to the “price player”.

Thus, approximate demand queries do not reduce to approximate welfare maximization (at least not as outlined by Proposition 35).

Other Algorithms for approximate demand oracles

Here we give another algorithm for computing a \((1/2, 1/2)\)-approximate demand oracle. Instead of being inspired by known welfare maximization algorithms, this technique is inspired by known submodular maximization algorithms. Namely, the algorithm MeetInMiddle below is exactly the algorithm DeterministicUSM from [5], run on the submodular function \( f \) given by \( f(S) = v(S) - p(S) \). When \( f \) is a nonnegative (possibly decreasing) submodular function, [5] shows that it gives a 1/3 approximation to the maximum value of \( f \). Unfortunately, the submodular utility function we are interested in is possibly negative, so this result does not apply (indeed, it is NP hard to achieve any nontrivial approximation ration for possibly negative submodular maximization, as we discussed in section 3).
Algorithm 5 MeetInMiddle($v, p, M$).

\[ X \leftarrow \emptyset \text{ and } Y \leftarrow M \]

\[ \text{for } j = 1, \ldots, m \text{ do} \]

\[ \text{Set } a_j \leftarrow v(X \cup j) - v(X) - p(j) \]

\[ \text{Set } b_j \leftarrow v(Y \setminus j) - v(Y) + p(j) \]

\[ \text{if } a_j \geq b_j \text{ then} \]

\[ \text{Set } X \leftarrow X \cup j \]

\[ \text{else} \]

\[ \text{Set } Y \leftarrow Y \setminus j \]

\[ \text{return } X \]

For SimpleGreedy and SingleOrBundle, we needed to run an existing algorithm with the “higher” prices $p/d$ to attain a $(c,d)$-approximate demand oracle for (i.e. a set $S$ for which $v(S) - p(S) \geq c \max_T v(T) - p(T)/d$). Interestingly, we show that MeetInMiddle need to take the lower (“discounted”) prices as input in order to provide an approximation guarantee.

We show that

1. For any $\epsilon > 0$, $S = \text{MeetInMiddle}(v, p, M)$ is not a $(\epsilon, \epsilon)$ approximate demand oracle for prices $\epsilon p$ (i.e. there exists a valuation function $v$ such that $v(S) - \epsilon p(S) < \max_T (v(T) - p(T))$).

2. MeetInMiddle($v, p/2, M$) is an $(\frac{1}{2}, \frac{1}{2})$ approximate demand oracle for prices $p/2$ (i.e. for any submodular $v$ we have $v(S) - p(S)/2 \geq \frac{1}{2} \max_T (v(T) - p(T))$).

Example 37. For any $\epsilon > 0$, let $K = 4/\epsilon$ and $N = 2 + (K - 1)/\epsilon$ and $M = \{1, 2, \ldots, N\}$. Consider the price vector $p(1) = \frac{K}{2} + 1$ and $\forall i > 1 : p(i) = 1 - \epsilon$ and the bidder valuation function $v(S) = K$ for any $S \ni 1$ and $v(S) = 1 + (|S| - 1)\epsilon$ for any $S \ni 1$. One can check that the valuation function is submodular.

MeetInMiddle will remove the first item from $X$, since $v(M-1) - v(M) + p(1) = \frac{K}{2} + 1 > \frac{K}{2} - 1 = v(1) - p(1)$. Similarly, one can check that the algorithm will then remove all items except the last item $N$, which it will keep. Thus the algorithm returns set $T = \{N\}$, so $v(T) - p(T) = \epsilon$.

However, the optimal set is $O = \{1\}$. We have $\epsilon(v(O) - p(O)) = \epsilon(\frac{K}{2} - 1) = 2 - \epsilon$. Thus $v(T) - \epsilon(p(T)) < \epsilon(v(O) - p(O))$, and MeetInMiddle($v, p, M$) is not a $(\epsilon, \epsilon)$ approximate demand oracle for all constant $1 > \epsilon > 0$.

Claim 38. If $v$ is submodular, $S = \text{MeetInMiddle}(v, p, 2, M)$ is an $(\frac{1}{2}, \frac{1}{2})$ approximate demand oracle for prices $p/2$ (i.e. $v(S) - p(S)/2 \geq \frac{1}{2} \max_T (v(T) - p(T))$).

Proof. Let $T \leftarrow \text{MeetInMiddle}(v, p/2, M)$ and $O = \arg \max_{S \subseteq M} v(S) - p(S)$. We use induction on $|M|$.

For the base case, let $|M| = 1$. Observe that $a_1 = v(1) - p(1)/2 = -b_1$. Thus, $T = \emptyset$ only when $v(1) \geq p(1)/2$, so $T$ is exactly $\arg \max_X v(S) - p(S)/2 \geq v(O) - p(O)$.

Now, let $|M| > 1$, and assume by induction that the claim is true for all $m' < |M|$. Consider the following two cases:

- If $1 \not\in T$, then

\[ v(1) - \frac{p(1)}{2} = a_1 < b_1 = v(M \setminus 1) - v(M) + \frac{p(1)}{2} \]

\[ \Rightarrow p(1) > v(1) + v(M) - v(M \setminus 1) \geq v(1). \]

Thus $1 \not\in O$. If $M' = M \setminus 1$, then $T = \text{MeetInMiddle}(v, p/2, M')$ and $O = \arg \max_{S \subseteq M'} v(S) - p(S)$. By the inductive hypothesis, $v(T) - \frac{1}{2}p(T) \geq \frac{1}{2}(v(O) - p(O))$.\bigskip
Suppose \( 1 \in T \). Let \( M' = M \setminus 1 \) and let \( O_2 \) be the set that maximizes utility on \( M' \) for \( v \) at prices \( p \) (i.e. \( O_2 = \arg \max_{S \subseteq M'} v(S) - p(S) \)). The negation of (\( * \)) plus the submodularity of \( v \) tells us that

\[
p(1) \leq v(1) + v(M) - v(M \setminus 1) \leq v(1) + v(O_2 \cup 1) - v(O_2).
\]

Define a new submodular function \( v' \) on \( M' \) such that \( v'(S) = v(S \cup 1) - v(1) \) for all \( S \subseteq M' \). One can check that an item \( > 1 \) is added to \( X \) in MeetInMiddle\((v, p/2, M)\) if and only if it is added to \( X \) in MeetInMiddle\((v', p/2, M')\). Thus, \( T \setminus 1 = \text{MeetInMiddle}(v', p/2, M') \), and the inductive hypothesis tells us that \( v'(T \setminus 1) - \frac{1}{2} p(T \setminus 1) \geq \frac{1}{2} (v'(O_2') - p(O_2')) \), where \( O_2' \) is the set that maximizes utility on \( M' \) for \( v' \) on prices \( p \) (i.e. \( O_2' = \arg \max_{S \subseteq M'} v'(S) - p(S) \)).

We now analyze two subcases:

- If \( 1 \in O \), then \( O = 1 \cup O_2' \). Thus, applying the inductive hypothesis we know

\[
v(T) - \frac{p(T)}{2} = v(1) - \frac{1}{2} p(1) + (v'(T \setminus 1) - \frac{1}{2} p(T \setminus 1))
\]

\[
\geq v(1) - \frac{1}{2} p(1) + \frac{1}{2} (v'(O_2') - p(O_2'))
\]

\[
\geq \frac{1}{2} (v(1) + v'(O_2') - p(1) - p(O_2')) = \frac{1}{2} (v(O) - p(O)).
\]

- If \( 1 \not\in O \), then \( O = O_2 \). By rearranging (\( \dagger \)), we get

\[
p(1) \leq 2v(1) + v'(O_2) - v(O_2)
\]

\[
\Rightarrow v(O_2) - v'(O_2) \leq 2 \left( v(1) - \frac{p(1)}{2} \right).
\]

Thus

\[
\frac{1}{2} (v(O) - p(O)) = \frac{1}{2} (v(O_2) - p(O_2)) = \frac{1}{2} (v'(O_2) - p(O_2) + v(O_2) - v'(O_2))
\]

\[
\leq \frac{1}{2} (v'(O_2') - p(O_2') + v(O_2) - v'(O_2)) \leq v'(T \setminus 1) - \frac{p(T \setminus 1)}{2} + v(1) - \frac{p(1)}{2}
\]

\[
= v(T) - \frac{p(T)}{2}.
\]

Where the first inequality follows from the definition of \( O_2' \), and the second follows from the inductive hypothesis combined with (\( \S \)).
Toward a General Complexity Theory of Motion Planning: Characterizing Which Gadgets Make Games Hard

Erik D. Demaine
MIT Computer Science and Artificial Intelligence Laboratory,
32 Vassar Street, Cambridge, MA 02139, USA
edemaine@mit.edu

Dylan H. Hendrickson
MIT Computer Science and Artificial Intelligence Laboratory,
32 Vassar Street, Cambridge, MA 02139, USA
dylanhen@mit.edu

Jayson Lynch
MIT Computer Science and Artificial Intelligence Laboratory,
32 Vassar Street, Cambridge, MA 02139, USA
jaysonl@mit.edu

Abstract
We begin a general theory for characterizing the computational complexity of motion planning of robot(s) through a graph of “gadgets”, where each gadget has its own state defining a set of allowed traversals which in turn modify the gadget’s state. We study two general families of such gadgets within this theory, one which naturally leads to motion planning problems with polynomially bounded solutions, and another which leads to polynomially unbounded (potentially exponential) solutions. We also study a range of competitive game-theoretic scenarios, from one player controlling one robot to teams of players each controlling their own robot and racing to achieve their team’s goal. Under certain restrictions on these gadgets, we fully characterize the complexity of bounded 1-player motion planning (NL vs. NP-complete), unbounded 1-player motion planning (NL vs. PSPACE-complete), and bounded 2-player motion planning (P vs. EXPSPACE-complete), and we partially characterize the complexity of unbounded 2-player motion planning (P vs. EXPSPACE-complete), bounded 2-team motion planning (P vs. NEXPSPACE-complete), and unbounded 2-teem motion planning (P vs. undecidable). These results can be seen as an alternative to Constraint Logic (which has already proved useful as a basis for hardness reductions), providing a wide variety of agent-based gadgets, any one of which suffices to prove a problem hard.

2012 ACM Subject Classification Theory of computation → Problems, reductions and completeness

Keywords and phrases motion planning, computational complexity, NP, PSPACE, EXP, NEXP, undecidability, games

Digital Object Identifier 10.4230/LIPIcs.ITCS.2020.62


Acknowledgements This work grew out of an open problem session from MIT class on Algorithmic Lower Bounds: Fun with Hardness Proofs (6.890) from Fall 2014.

1 Introduction

Most hardness proofs are based on gadgets – local fragments, each often representing corresponding fragments of the input instance, that combine to form the overall reduction. Garey and Johnson [10] called gadgets “basic units” and the overall technique “local replace-
ment proofs”. The search for a hardness reduction usually starts by experimenting with small candidate gadgets, seeing how they behave, and repeating until amassing a sufficient collection of gadgets to prove hardness.

This approach leads to a natural question: what gadget sets suffice to prove hardness? There are many possible answers to this question, depending on the precise meaning of “gadget” and the style of problem considered. Schaefer [17] characterized the complexity of all Boolean constraint satisfiability gadgets, with a dichotomy between polynomial problems (e.g., 2SAT, Horn SAT, dual-Horn SAT, XOR SAT) and NP-complete problems (e.g., 3SAT, 1-in-3SAT, NAE 3SAT). At STOC’97, Khanna, Sudan, Trevisan, and Williamson [13] refined this result to characterize approximability of constraint satisfaction problems, forking into polynomial, APX-complete, Poly-APX-complete, Nearest-Codeword-complete, and Min-Horn-Deletion-complete. Introduced at CCC’08, Constraint Logic [7, 11] proves sufficiency of small sets of gadgets on directed graphs that always satisfy one local rule (weighted in-degree at least 2), in many game types (1-player, 2-player, and team games, both polynomially bounded and unbounded), although the exact minimal sets of required gadgets remain unknown.

The aforementioned general techniques naturally model “global” moves that can be made anywhere at any time (while satisfying the constraints). Nonetheless, the techniques have been successful at proving hardness for problems where moves must be made local to an agent/robot that traverses the instance. For single-player agent-based problems, the doors-and-buttons framework (described in [9] and improved by [19] and [18]) is a good example of classifying a universe of abstract motion planning problems which can then be applied. In addition, the door gadget used to prove Lemmings [20] and various Nintendo games [2] PSPACE-complete served as a primary example of the form of gadget we wanted to generalize.

In this paper, we analyze which gadgets suffice for hardness in a general semi-static motion planning problem where one or more agents/robots traverse a given environment, which only changes in response to the agent’s actions, from given start location(s) to given goal location(s). We study a very general model of gadget, where the gadget changes state when it gets traversed by an agent according to a general transition function, enabling and/or disabling certain traversals in the future. We study this model from the traditional single-robot (one-player) perspective, extending our initial work on this case [6], as well as from the perspective of two robots or teams of robots competing to reach their respective goals. We also analyze natural settings where the number of moves is polynomially bounded, because each gadget can be traversed only a bounded number of times, or more general settings where gadgets can be re-used many times and thus the number of moves can be exponential in the environment complexity. In each case, we partially or fully characterize which gadgets suffice to make the motion planning problem hard (NP-hard, PSPACE-hard, EXPTIME-hard, NEXPTIME-hard, or RE-hard, depending on the scenario), and conversely which gadgets result in a polynomially solvable problem (NL or P). Table 1 summarizes our results.

1.1 Gadget Model and Motion-Planning Games

In general, we model a gadget as consisting of a finite number of locations (entrances/exits) and a finite number of states; see Figure 1 for two examples. We may also consider a family of gadgets parameterized by the problem size. In this case we restrict the number of locations and states to be polynomial in the size of the problem. Each state s of the gadget defines a labeled directed graph on the locations, where a directed edge \((a, b)\) with label \(s'\)
Table 1 Summary of our results for \(k\)-tunnel gadgets (with additional constraints listed in the left column). A “full characterization” means that we give an easily checkable condition on the allowed gadget set that determines the complexity of the corresponding motion planning problem; a “partial characterization” means that we give two easily checkable conditions on the allowed gadget set, one for the easy class and one for the hard class, each of which suffices to establish the complexity of the corresponding motion planning problem.

<table>
<thead>
<tr>
<th></th>
<th>1-Player Game</th>
<th>2-Player Game</th>
<th>Team Game</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polynomially</td>
<td>NL vs. NP-complete: full</td>
<td>P vs. PSPACE-complete: full</td>
<td>P vs. NEXPTIME-complete: full</td>
</tr>
<tr>
<td>Bounded</td>
<td>characterization ([\S5])</td>
<td>characterization ([\S6])</td>
<td>characterization ([\S7])</td>
</tr>
<tr>
<td>(DAG gadgets)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Polynomially</td>
<td>NL vs. PSPACE-complete: full</td>
<td>P vs. EXPTIME-complete: partial</td>
<td></td>
</tr>
<tr>
<td>Unbounded</td>
<td>characterization ([\S2])</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(reversible,</td>
<td>Planar: equivalent</td>
<td></td>
<td></td>
</tr>
<tr>
<td>deterministic</td>
<td>([\S2.3])</td>
<td></td>
<td></td>
</tr>
<tr>
<td>gadgets)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

means that a robot can enter the gadget at location \(a\) and exit at location \(b\), and that such a traversal forcibly changes the state of the gadget to \(s'\). Equivalently, a gadget is specified by its transition graph,\(^1\) a directed graph whose vertices are state/location pairs, where a directed edge from \((s, a)\) to \((s', b)\) represents that the robot can traverse the gadget from \(a\) to \(b\) if it is in state \(s\), and that such traversal will change the gadget’s state to \(s'\). Gadgets are local in the sense that traversing a gadget does not change the state of any other gadgets.

A system of gadgets consists of gadgets, their initial states, and a connection graph on the gadgets’ locations.\(^2\) If two locations \(a, b\) of two gadgets (possibly the same gadget) are connected by a path in the connection graph, then the robot can traverse freely between \(a\) and \(b\) (outside the gadgets). (Equivalently, we can think of locations \(a\) and \(b\) as being identified, effectively contracting connected components of the connection graph.) These are all the ways that the robot can move: exterior to gadgets using the connection graph, and traversing gadgets according to their current states.

We define a general family of motion planning problems involving one or more robots, each with their own start and goal location, in a system of gadgets. In a one-player game, we are given a system of gadgets, a single robot that starts at a specified start location, and we want to decide whether there is a sequence of moves that brings the robot to a specified goal location. (This problem is perhaps the most common setting for robot motion planning.)

In a two-player game, we are given a system of gadgets and the start and goal locations of two robots, and two players alternate moving their own robot by traversing a single gadget (entering at a location reachable from the robot’s current location via the connection graph). Both players have complete information about the locations of the robots, the locations of the gadgets, and the states of the gadgets. Here we count gadget traversals as costing one move, and view movement in the connection graph as instantaneous/free. The goal is to decide whether the first player has a forced win, that is, their robot can reach their goal

---

\(^1\) In \([6]\), the transition graph is called the “state space”, but we feel that “transition graph” more clearly captures the automaton nature of transitions, which are discrete and directed.

\(^2\) In \([6]\), locations could only be matched to exactly one other location and a ‘branching hallway’ gadget was introduced to fulfill the need of the connection graph.
Figure 1 Basic gadgets that can be simulated by any interacting-$k$-tunnel reversible deterministic gadget, as shown in Section 2.1.

location before the second player’s does, no matter how the second player responds to the first player’s moves. In a team game, there are more than two robots, each controlled by a single player, and the robots/players are partitioned into two teams; the goal of each team is to get any one of its player’s robot to their goal location. Crucially, after a team game begins, each player has only partial information of the current gadgets’ states: they can only see the state of the gadgets reachable by their robot via the connection graph.

We also define planar motion planning. In this case, the cyclic order of locations on a gadget is specified, and the system of gadgets must be embedded in the plane without intersections. Specifically, construct the following graph from a system of gadgets: replace each gadget with a wheel graph, which has a cycle of vertices corresponding to the locations on the gadget in the appropriate order, and a central vertex connected to each location. Connect locations on these wheels with edges according to the connection graph. The system of gadgets is planar if this graph is planar. In planar motion planning, we restrict the problem to planar systems of gadgets. Note that this allows rotations and reflections of gadgets, but no other permutation of their locations. In some contexts, one may want to disallow reflections of gadgets, which corresponds to imposing a handedness constraint on the planar embedding of each wheel.

1.2 Gadget Types

We define different subclasses of gadgets that naturally model motion planning where the number of moves is either polynomially bounded or unbounded (potentially exponential).

In both cases, we require that the various states of a gadget differ only in their orientations of the possible traversals. More precisely, a $k$-tunnel gadget has $2k$ locations, paired in a perfect matching whose pairs are called tunnels, such that each state defines which direction(s) each tunnel can be traversed. All of the gadgets we consider in this paper are $k$-tunnel.

In the polynomial case, we focus on “DAG” gadgets. First define the state-transition (multi)graph of a gadget to have a vertex for each state, and a directed edge from $s$ to $s'$ for each possible traversal of the gadget in state $s$ that leads to state $s'$. (This graph can be
obtained from the transition graph by combining together all vertices with the same state.) Then a gadget is a DAG if its state-transition graph is a directed acyclic graph. Such gadgets naturally lead to polynomially bounded motion planning, as every gadget traversal consumes potential within that gadget, as measured by the state (e.g., in a topological ordering of the state-transition graph). The total number of traversals is thus bounded by the total number of states in all gadgets in the system. (It is not enough to require that the transition graph be acyclic, because the robot can use the connection graph and other gadgets to reach other locations of this gadget in between traversals.)

In the polynomially unbounded case, we focus on gadgets that are “deterministic” and “reversible”. A gadget is deterministic if its transition graph has maximum out-degree \( \leq 1 \); i.e., a robot entering the gadget at some location in some state can exit at only one location and in only one state. A gadget is reversible if its transition graph has the reverse of every edge, i.e., it is the bidirectional version of an undirected graph. Thus a robot can immediately undo any gadget traversal.\(^3\) Together, determinism and reversibility are equivalent to requiring that the transition graph is the bidirectional version of a matching.

We also consider planar motion planning problems with a planar system of gadgets, where the gadgets and connections are drawn in the plane without crossings. Planar gadgets are drawn as small regions (say, disks) with their locations as points in a fixed clockwise order along their boundary. A single gadget type thus corresponds to multiple planar gadget types, depending on the choice of the clockwise order of locations. Connections are drawn as paths connecting the points corresponding to the endpoint locations, without crossing gadget interiors or other connections.

The gadget model described above is an extension of the model introduced in [6], which characterized 2-state deterministic reversible \( k \)-tunnel gadgets that make for PSPACE-complete one-player games (polynomially unbounded), and showed that this characterization is the same when restricting to planar systems of gadgets. This prior result corresponds to the 2-state special case of our result in the bottom-left cell of Table 1. In this paper, we generalize that characterization to gadgets with arbitrarily many states, and generalize to 2-player games, team games, and (polynomially bounded) DAG \( k \)-tunnel gadgets.

### 1.3 Our Characterizations

In each type of motion planning problem where we obtain a full characterization of easy vs. hard gadget sets (bounded one-player, bounded two-player, bounded team, and unbounded one-player), we identify a class of gadgets such that motion planning with any single gadget in that class is hard, while motion planning with any collection of gadgets not in the class is easy. Thus, we do not see a difference in hardness between one and multiple gadget types; it is not possible for two “easy” gadgets to combine into a hard motion planning problem. This result is in surprising contrast to Constraint Logic where multiple gadgets were required for hardness in any setting.

For one-player motion planning, the key property of a gadget is interacting tunnels: the traversal of some tunnel must affect the traversability of some other tunnel in the same gadget.\(^4\) In the unbounded case (Section 2), we show that any such gadget (that is also

---

\(^3\) This notion is different than the sense of “reversible” in reversible computing, which would mean that we could derive which move to undo from the current state; here the undoing move only needs to be an option.

\(^4\) This is roughly what [6] calls ‘non-trivial’ gadgets.
reversible and deterministic) can be used to simulate two specific gadgets, the “locking 2-toggle” and “1-toggle” (shown in Figure 1), which together suffice to prove PSPACE-hardness. This argument involves surprisingly little case analysis, in contrast to the prior work in this area [6], which simply enumerated and analyzed all 2-state gadgets. On the other hand, we show that any fixed collection of gadgets without interacting tunnels reduces (via a shortcutting argument) to graph traversal, which can be solved in NL. We furthermore show that this dichotomy still holds for 1-player planar motion planning (Section 2.3). In the bounded case (Section 5), we examine the naturally bounded class of DAG gadgets. We again obtain a somewhat more complicated full characterization, which mostly depends on the existence of interacting tunnels.

For two-player motion planning, it turns out that interacting tunnels are not required for hardness. In the bounded case (Section 6), we show that PSPACE-completeness holds for any DAG gadget that is nontrivial, i.e., has at least one transition in some state. We show that any nontrivial DAG gadget can simulate one of two one-tunnel gadgets, “single-use unidirectional edge” or “single-use bidirectional edge”, and surprisingly either suffices to prove PSPACE-completeness. A single use-use edge is a transition in a gadget such that after taking that transition, there are no further transitions between the two associated locations. Obviously, two-player motion planning with trivial gadgets is in P: the robots can only traverse the connection graph, and one merely needs to see which is closer to their goal. In the unbounded case (Section 3), we show that any gadget with interacting tunnels suffices for EXPTIME-completeness, and it remains an open problem whether some weaker condition suffices.

For team motion planning, interacting tunnels are again not required for hardness. In the bounded case (Section 7), we show that NEXPTIME-completeness holds for any nontrivial DAG gadget, again by showing that any single-use edge gadget suffices. In the unbounded case (Section 4), we again show that any gadget with interacting tunnels suffices for undecidability, and it remains an open problem whether some weaker condition suffices.

Armed with the general framework of this paper, it should be much easier to prove hardness of most games that involve motion planning of robots in an environment with nontrivial local state. You simply need to pick a gadget that is hard according to our characterization (with the matching boundedness and number of players/teams), draw a single figure of how to build that gadget within the game of interest, and check that it is possible to connect these gadgets together. While this paper focuses on general theory building, we return to possible applications in Section 8.

## 2 1-Player Unbounded Motion Planning

In this section, we study reversible, deterministic gadgets, extending the work in [6] which only considered gadgets with two or fewer states. Here we give a complete categorization as either in NL or PSPACE-complete for reversible, deterministic gadget. For the NL half of the characterization, Theorem 2 below shows that 1-player motion planning problems with non-interacting-\(k\)-tunnel gadgets is in NL. For the PSPACE-completeness half of the characterization, we introduce a new base gadget, the locking 2-toggle (\textbf{L2T}) shown in Figure 1a. In Section 2.1 we show that all interacting-\(k\)-tunnel reversible deterministic gadgets are able to simulate the locking 2-toggle. Then in Section 2.2 we show that 1-player motion planning with locking 2-toggles is PSPACE-complete by simulating Nondeterministic Constraint Logic. Section 2.2 shows how to adapt the construction to show these gadgets remain PSPACE-hard even for the planar 1-player motion planning problem.
Lemma 1. 1-player motion planning with any set of gadgets is in PSPACE.

Proof. This was shown in [6], but included here for convenience. A configuration of the system of gadgets consists of the state of each gadget and the location of the robot, and has polynomial length. The algorithm that repeatedly nondeterministically picks a legal transition, and updates the configuration based on it, accepting when the robot reaches the goal location, decides the reachability problem in nondeterministic polynomial space. By Savitch’s theorem, the problem is in PSPACE. ◀

Theorem 2. 1-player motion planning with any $k$-tunnel gadget that does not have interacting tunnels is in NL.

Proof. We first show that if a system of such gadgets has a solution, then it has a solution which visits each location at most once. Suppose there is a solution, and consider the last time a solution of minimal length visits a previously visited location, assuming there is any such time. Let $v$ be the vertex of this last self-intersection. After leaving $v$ for the last time, every transition the robot makes is through a tunnel that it had not previously traversed. Since the gadget does not have interacting tunnels, these tunnels have the same traversability when the robot goes through them as they do originally. We modify the solution by ‘shortcutting’: remove the portion of the solution between the first visit to $v$ and the last visit to $v$, so the robot only visits $v$ once, and skips the loop that begins and ends at $v$. The new path is still a solution: the segment before $v$ is identical to the unmodified solution, and the segment after $v$ consists of tunnels whose traversability is not changed before the robot goes through them. The shortcut path is shorter than the original solution, which was assumed to be minimal. Thus a solution of minimal length has no self-intersections.

We’ll want to treat the system of gadgets as though it were a directed graph by replacing each tunnel with an edge in the appropriate direction, or a pair edges if it is traversable in either direction. We can locally walk through all the available transitions in a gadget, assess which locations they lead to, and non-deterministically pick one to try, allowing this to be executed in NL. A path from the start location to the end location in this graph is exactly a solution for the system of gadgets with no self-intersections; the traversability of each tunnel used in such a solution does not change before the tunnel is used.

Since reachability in directed graphs is in NL, the motion planning problem is also in NL. Moreover, if the gadget has any state in which a tunnel can be traversed in one direction but not the other, the motion planning problem is NL-complete, and otherwise it is in L. ◀

2.1 Reducing to Locking 2-Toggles

In this section, we introduce the locking 2-toggle shown in Figure 1a, and we show that all interacting-$k$-tunnel reversible deterministic gadgets can simulate it. The proof first examines what constraints on a gadget are implied by being interacting-$k$-tunnel, reversible, and deterministic, and goes on to identify that all such gadgets have a pair of special states with some useful common properties. From this pair of states we construct a 1-toggle, and then combine that with our special states to build a locking 2-toggle. One of the major insights is identifying this special pair of states which belongs to all gadgets in the class, and after that the primary challenge is in preventing undesired transitions, which are plentiful when allowing such a wide class of gadgets.

Theorem 3. Every interacting-$k$-tunnel reversible deterministic gadget simulates a locking 2-toggle.
Proof. We begin by examining an arbitrary interacting-$k$-tunnel reversible deterministic gadget, as shown in Figure 2. Because the gadget has interacting tunnels, we can find a pair of states in which traversing the top line can change the traversability of the bottom line to the right. Since it is also reversible, the inverse transition is also possible, so traversing the top line can change in either direction the left-to-right traversability of the bottom line. Then without loss of generality, the gadget has the form shown in Figure 2: in state 1, traversing the top line to the right switches to state 2, and the bottom line is not traversable to the right. In state 2, traversing the top line to the left switches to state 1, and the bottom line is traversable to the right, say to state 3 (which may be the same as state 1). All other traversals may or may not be possible in either state, indicated by the question marks.

Lemma 4. Every interacting-$k$-tunnel reversible deterministic gadget simulates a one-directional edge, that is, a tunnel which (in some state) can be traversed in one direction but not the other.

Proof. If in some state, some edge in the gadget can be traversed in one direction but not the other, then it is a one-directional edge. Otherwise, the gadget has the form shown in Figure 3a. Then the construction in Figure 3b is equivalent to a one-directional edge: currently the gadget is in state 1, so the path from the bottom to the top is blocked by the bottom edge, but from the top, you can go across the top edge, switching the gadget to state 2, and then back across the bottom edge.

Lemma 5. Every interacting-$k$-tunnel reversible deterministic gadget simulates a 1-toggle (Figure 1b).

Proof. By the previous lemma, we can build a one-directional edge, which has the structure shown in Figure 4a: in state 1, we can traverse the edge to the right and switch to state 2, but not to the left. In state 2, we can undo this transition, and possibly also traverse the
edge to the right. The construction in Figure 4b is then a 1-toggle. In the current state, it can be traversed to the right but not to the left because of the gadget on the left. After making this traversal, it becomes the rotation of the current state, and it cannot be traversed to the right again because of the gadget on the right.

To build a locking 2-toggle, we put the arbitrary gadget (in state 2), an antiparallel pair of 1-toggles, and the rotation of the arbitrary gadget (also in state 2) in series, as in Figure 5. Currently, the top edge is traversable to the left and the bottom edge is traversable to the right, but not in the other direction. After traversing the top edge to the left, the 1-toggles prevents us from traversing either edge to the left, and the leftmost gadget (in state 1) prevents us from traversing the bottom edge to the right, so the only legal traversal is going back across the top edge to the right. Similarly after traversing the bottom edge, the only legal traversal is across the bottom edge in the opposite direction. Thus this construction is equivalent to a (antiparallel) locking 2-toggle.

Traversing the simulated locking 2-toggle takes either 4 or 6 transitions of the raw gadget, depending on whether it contains a one-directional edge (from Lemma 4). For simplicity, we can include additional gadgets (e.g. another pair of 1-toggles) to ensure it always takes exactly 6 transitions; this will be relevant to timing considerations in multiplayer games.

---

(a) An AND vertex gadget. The leftmost edge has weight two and is pointing in (up). The other edges have weight one and are pointing away (down).

(b) An OR vertex gadget. All edges are weight 2. The leftmost edge is pointing in (up), the middle edge is free, and the rightmost edge is pointing away (down).

---

**Figure 4** A one-directional edge gadget.

**Figure 5** An arbitrary interacting-\(k\)-tunnel reversible deterministic gadget and a 1-toggle simulate a locking 2-toggle.

**Figure 6** Vertex gadgets in the NCL reduction.
2.2 PSPACE-hardness

In this section, we show that 1-player motion planning with the locking 2-toggle is PSPACE-complete by a reduction from Nondeterministic Constraint Logic (NCL). See Appendix A.1 for a definition of NCL. We represent edges by pairs of locking 2-toggles. The construction requires edge gadgets which are directed and can be flipped, as well as AND and OR vertex gadgets which apply constraints on how many edges must be directed towards them at any given point in time.

Theorem 6. 1-player motion planning with the locking 2-toggle is PSPACE-complete.

Proof. Motion planning with the gadget is in PSPACE by Lemma 1. We use a reduction from Nondeterministic Constraint Logic (NCL) to show PSPACE-hardness. See Appendix A.1 for a definition of NCL.

The edge gadget, shown in Figure 7, contains two locking 2-toggles, each of which is also attached to a vertex gadget. It is oriented towards one of the vertices, can be either locked or unlocked. Specifically, the edge gadget is unlocked (Figure 7a) if either locking 2-toggle is in the middle state (with both lines traversable), and locked (Figure 7b) otherwise. It is oriented towards the vertex attached to the locking 2-toggle whose edge not accessible from the edge gadget is traversable. The robot can access the free line on the left. If the edge gadget is unlocked, the robot can traverse a loop through one edge of each locking 2-toggle to change the orientation of the edge gadget. The edge gadget switches between being locked and unlocked when the robot moves through a vertex gadget to traverse one of the edges not accessible from the edge gadget.

The vertex gadgets are shown in Figure 6. The robot can access the free line on the top, and traverse loops to lock and unlock edge gadgets, enforcing the constraints of vertices. Specifically, if all three edges are pointing towards an AND vertex, the robot can traverse a loop to lock both weight-1 edges and unlock the weight-2 edge, or vice versa. If multiple edges are pointing towards an OR vertex, the robot can traverse a loop to unlock the currently locked edge and lock another edge. Observe that for both vertex gadgets, the sum of the weights of locked edges does not change.

Given an NCL graph, we construct a maze of locking 2-toggles. Each edge in the graph corresponds to an edge gadget (Figure 7). Each locking 2-toggle in the edge gadget corresponds to a vertex incident to the edge. When three edges meet at a vertex, we put a vertex gadget on the locking 2-toggles corresponding to that vertex. We use an AND vertex gadget...
gadget (Figure 6a) or an OR vertex gadget (Figure 6b) depending on the type of vertex. The vertical “entrance” line on each vertex gadget and horizontal “entrance” line on each edge gadget is connected to the starting location. Each edge is oriented as in the NCL graph. For each vertex, we pick a set of edges initially pointing at the vertex with total weight 2. The edge gadgets corresponding to the chosen edges are locked, and other edge gadgets are unlocked. The goal location is placed inside the edge gadget corresponding to the target edge so that it is reachable if and only if the target edge is unlocked.

If the original NCL graph is solvable, the robot can perform the same sequence of edge flips, visiting vertex gadgets to lock and unlock edges as necessary, and reach the goal location. If the robot can reach the goal location, the same sequence of edge flips solves the NCL graph. So the maze is solvable if and only if the NCL graph was.

This reduction is also possible without edge gadgets, and leads to a system with only one L2T for each constraint logic edge. We use edge gadgets because the reduction is easier to understand, and adaptations of this construction in Sections 2.3, 3, and 4 will need them.

Corollary 7. 1-player motion planning with any interacting-k-tunnel reversible deterministic gadget is PSPACE-complete.

Proof. Hardness follows from Theorems 3, and 6. For any such gadget, we have a reduction from mazes of locking 2-toggles to mazes of that gadget by replacing each locking 2-toggle with a simulation of one built from the arbitrary gadget. Motion planning with the gadget is in PSPACE by Lemma 1.

2.3 Planarity

In this section, we show that interacting-k-tunnel reversible deterministic gadgets are PSPACE-complete even for the planar 1-player motion planning problem. We once again work with the locking 2-toggle, showing that each of its planar versions can simulate each other. From there we use the crossing locking 2-toggle to build an A / BA crossover, which is less powerful than a full crossover but will suffice to make our reduction in Section 2.2 planar. An interesting question is whether the locking 2-toggle is powerful enough to build a full crossover, which can be done with any of the 2 state gadgets. Although not needed here, it would allow the multiplayer game results later in this paper to carry over to the planar case.

Recall for the planar problem we allow rotations and reflections of gadgets. This leaves three distinct embeddings of the locking 2-toggle into a plane: parallel, antiparallel, and crossing, shown in Figure 8, and which we abbreviate PL2T, APL2T, and CL2T. (Up to only rotation, there are four, the other being the antiparallel locking 2-toggle with the other handedness). We will allow reflections of gadgets, so these are the three kinds of locking 2-toggles we will consider.

Lemma 8 ([6]). Parallel, antiparallel, and crossing locking 2-toggles all simulate each other in planar graphs.

Proof. Figure 9 shows APL2T simulating CL2T, Figure 10 shows CL2T simulating PL2T, and Figure 11 shows PL2T simulating APL2T. Note that we use both APL2Ts of both handednesses, so we need to be able to reflect gadgets.

Theorem 9. Every interacting-k-tunnel reversible deterministic gadget simulates each type of locking 2-toggle in planar graphs.
(a) A parallel locking 2-toggle (PL2T).
(b) An antiparallel locking 2-toggle (APL2T).
(c) A crossing locking 2-toggle (CL2T).

Figure 8 Types of locking 2-toggles in planar mazes.

Figure 9 APL2T simulating CL2T. (Based on [6, Figure 4].)

Figure 10 CL2T simulating PL2T. (Based on [6, Figure 5].)

Figure 11 PL2T simulating APL2T. (Based on [6, Figure 13].)

Figure 12 The antiparallel case of an arbitrary interacting-$k$-tunnel reversible deterministic gadget.
Figure 13 An arbitrary antiparallel interacting-\(k\)-tunnel reversible deterministic gadget and a 1-toggle simulate a PL2T.

Figure 14 The crossing case of an arbitrary interacting-\(k\)-tunnel reversible deterministic gadget.

Proof. We follow the proof of Theorem 3. As before, we assume that traversing a line to switch from state 1 to state 2 makes a traversal on another line legal. This new traversal can be parallel to, antiparallel to, or cross the first traversal; we consider each case. If the new traversal is parallel, the construction in the proof of Theorem 3 works to simulate an APL2T in a planar graph.

If it is antiparallel, the gadget has the form shown in Figure 12. Either the gadget has a one-directional edge, or it has the form in Figure 3a, and simulates a one-directional edge by the construction in Figure 3b. Thus it simulates a 1-toggle by the construction in Figure 4b. Then the construction in Figure 13 simulates a PL2T: currently either edge can be traversed to the left, if the top edge is traversed, the left gadget blocks the bottom edge, and if the bottom edge is traversed, the right gadget blocks the top edge.

Finally, if the new traversal crosses the first traversal, the gadget has the form shown in Figure 14. Either it has a one-directional edge, or the construction in Figure 15 simulates a one-directional edge, similarly to Lemma 4. So the gadget simulates a 1-toggle by the construction in Figure 4b. Then the construction in Figure 16 simulates a PL2T, similarly to the previous case.

Once the gadget simulates some locking 2-toggle, we can use Lemma 8 to simulate all three types.

Theorem 10. 1-player planar motion planning with any interacting-\(k\)-tunnel reversible deterministic gadget is PSPACE-complete.

Proof. We begin by constructing some weak crossover gadgets. The crossover locking 2-toggle is itself a very weak crossover. We use it to construct an A/BA crossover, shown in Figure 17a. Calling the traversal from top to bottom A and that from left to right B, we can

Figure 15 A crossing interacting-\(k\)-tunnel reversible deterministic gadget simulates a one-way edge.
Figure 16 An arbitrary crossing interacting-k-tunnel reversible deterministic gadget and a one-toggle simulate a PL2T.

perform either of the sequences A and BA. Since everything is reversible and deterministic, we can also undo those sequences. The A/BA crossover is sufficient for the rest of the proof; we abbreviate it as shown in Figure 17b.

We modify the proof of Theorem 6, giving a reduction from planar NCL to planar mazes with locking 2-toggles. By Theorem 9, this is sufficient to show PSPACE-hardness. Our gadgets use PL2Ts, CL2Ts, and A/BA crossovers; they do not use APL2Ts.

The edge gadget is shown in Figure 18, and vertex gadgets are shown in Figure 19. Given a planar NCL graph, we construct a mazes as follows.

Pick a rooted spanning tree of the dual of the NCL graph, directed away from the root; the robot will use this tree to navigate the graph. The system of gadgets will contain a vertex for each face $f$ of the NCL graph, which is a vertex of the spanning tree.

For each edge of the graph, we place an edge gadget. When an edge is in the spanning tree, we orient it so that the A/BA crossover points, from entrance to exit, in the same direction as the edge points in the spanning tree (left to right in Figure 18, and away from the root). If an edge is in the spanning tree and has target $f$, we connect its exit to $f$. For each edge $e$, we connect its entrance to the vertex $f$ corresponding to the face containing its entrance, i.e. the face adjacent to $e$ to which we can connect its entrance without crossings. If $e$ is in the spanning tree, this connects the entrance of $e$ to the source $f$ of $e$.

Now we place a vertex gadget of the appropriate type for each vertex of the NCL graph, so that the gadget shares a PL2T with each incident edge gadget. AND vertex gadgets must be oriented so the weight-2 edge has the appropriate PL2T (the bottom one in Figure 19a). The entrance of each vertex gadget is connected to the vertex $f$ corresponding to the face containing the entrance.

We set each edge gadget to the orientation of its corresponding edge. For each vertex, we select edges directed towards it with total weight 2, and set the selected edges to locked and other edges to unlocked. The goal location is placed inside the target edge so that reaching it requires flipping the target edge. The starting location is the vertex corresponding to the root of the spanning tree.

Play on this maze proceeds as follows: the robot travels down the spanning tree, crossing edges until it reaches some face. It goes into an edge or vertex attached to that face, and manipulates it. Then the robot travels back up the spanning tree and down a different branch, manipulating another edge or vertex, and so on. The edge and vertex gadgets enforce the NCL constraints. If the target edge can be flipped, the robot can reach the goal location. Thus the maze is solvable if and only if the NCL graph was. The maze is planar by its construction, using the planarity of the NCL graph.

This completes the proof of PSPACE-hardness. Containment in PSPACE is by Lemma 1, so the problem is PSPACE-complete.
(a) Simulating an A/BA crossover using CL2Ts.  
(b) A state diagram and notation for the A/BA crossover.

- **Figure 17** An A/BA crossover gadget: the robot can traverse top to bottom (A), or traverse left to right (B) and then top to bottom. Thinking of the gadget as a crossing pair of 1-toggles, the vertical 1-toggle is always traversable, and the horizontal 1-toggle is traversable when the vertical one is pointing down.

- **Figure 18** An edge gadget for planar graphs, currently unlocked and directed up. This is analogous to Figure 7, with two changes. First, the bottom PL2T is “twisted” to have the same handedness as the top PL2T for connecting to vertex gadgets; the CL2T is sufficient for the crossing caused by this. Second, the A/BA crossover allows the robot to cross the edge from left to right, regardless of the state of the edge. We call the line on the left the **entrance** and the line on the right, on the other side of the A/BA crossover, the **exit**.
3 2-Player Unbounded Motion Planning

In this section, we analyze 2-player motion planning games with \( k \)-tunnel reversible deterministic gadgets. We show that any such game which includes an interacting-tunnels gadget is EXPTIME-complete. We do so by a reduction from 2-player unbounded constraint logic, allowing us to reuse some of the work in the prior section. In addition to building the single player AND and OR vertices, we show how to adapt the gadgets to allow different players to have control of different edges. We also build up the needed infrastructure to enforce turn taking in the simulated game.

The construction of crossovers using interacting-\( k \)-tunnel reversible deterministic gadgets with two states should allow one to show hardness for the planar version of this problem with those gadgets and any others that simulate them. Care must be taken with the layout, timing, and interaction between crossovers so we do not go on to prove such a result in this paper. Unfortunately, the crossover created by the locking 2-toggle in Section 2.3 does not suffice and thus leaves the question partially open. In addition, the question of noninteracting-\( k \)-tunnels reversible deterministic gadgets has not been resolved. We are not able to show problems with such gadgets are easy, and Section 6 suggests they should be at least PSPACE-hard.
Lemma 11. 2-player motion planning with any set of gadgets is in EXPTIME.

Proof. A configuration of the maze consists of the state of each gadget and the location of the robot, and has polynomial length. There is a polynomial-space alternating Turing machine which nondeterministically guesses moves for each player and keeps track of the configuration, using existential quantifiers for player 1 and universal quantifiers for player 2. This Turing machine accepts exactly when player 1 has a forced win. Thus the problem is in \text{APSPACE} = \text{EXPTIME}.

Theorem 12. 2-player motion planning with the locking 2-toggle gadget is EXPTIME-complete.

Proof. This game is in EXPTIME by Lemma 11. We use a reduction from 2-player Constraint Logic (2CL) to show \text{EXPTIME}-completeness. See Appendix A.1 for a definition of 2CL.

We begin by describing a timer gadget, shown in Figure 20. Suppose one player has access to the bottom line. They can enter the gadget at A, and begin going through the timer, eventually reaching a victory gadget at B. The timer has two key properties:

1. Reaching B takes a number of transitions exponential in the size of the timer. In order to get from A to B, the player goes though the top PL2T to C, recursively travels from C to D, goes around the loop through the top two PL2Ts, goes back from D to C, traverses the bottom loop, once again goes from C to D, and finally proceeds to B. If traveling between C and D takes \(m\) transitions, then traveling between A and B takes \(3m + 6\) transitions. If the timer gadget is repeated \(k\) times, it takes at least \(3^k\) transition to get from A to B.

2. A player in the timer has an opportunity to exit the timer at least every 2 turns, and exiting takes 1 turn; in particular, they can always exit within 3 turns while progressing the timer. The player uses a 1-toggle to exit to the bottom line. They can then later reenter using the same 1-toggle, resuming their work on the timer where they left off. If
the player is in the timer, the next step in progressing the timer is either traversing a loop between PL2Ts, which takes 2 transitions, or moving horizontally between timer segments, which takes 1 transition. Thus in 3 transition, the player can complete the current or next step and exit to the bottom line.

The constraint logic gadgets are similar to those used in Theorem 6 for the 1-player game, with the modification shown in Figure 21. We have added 1-toggles allowing a player at an edge to visit and configure the incident vertices, without allowing the player to travel to other edges. Each player’s goal location is inside the gadget corresponding to their target edge, so that they can reach it if they can flip the edge.

Unlike the 1-player version, we need gadgets to enforce the turn order. The overall construction is shown in Figure 22. The maze consists of three main regions: the White area, the Black area, and the constraint logic. Each player will spend most of their time in their own area, occasionally entering the constraint logic to flip an edge. The players’ areas are designed to enforce turn order and progression of the game. A player can never enter the other player’s area.

There is a single L2T separating the constraint logic area from each player’s area. This prevents both players from being in the constraint logic at the same time.

Each player’s area contains an edge selection gadget, which consist of a locking 2-toggle for each edge they can control. The other line in the L2T is accessible by entering the constraint logic area and passing through a delay line four 1-toggles, and is connected to the corresponding edge gadget. In order to access an edge gadget, the player must activate the appropriate L2T, which requires deactivating the previously activated L2T. This ensures that only one edge gadget is accessible by each player at any time. There is a 1-toggle separating the edge selection gadget from the rest of the player’s area, so that switching the selected edge requires at least 4 turns (we use one tunnel of a L2T for a 1-toggle).

Each player’s area has a timer, of length $t_w$ for White and $t_b$ for black. If a player finishes their timer, they win.

Each player begins inside their edge selection gadget, and White goes first. The game begins with White picking an edge and going to the constraint logic area, while Black goes to their timer.

A round of normal play proceeds as follows:

- White moves from edge selection to the constraint logic area. Black is currently in their timer.
- White enters the constraint logic, walks to their selected edge, and flips it. Black continues working on their timer.
- White returns through their constraint logic delay line. Once they pass the first 1-toggle, Black finishes their current step in the timer and exits, moving towards edge selection.
- White begins working on their timer. Black selects an edge, enters the constraint logic, and flips the edge.
- Black returns through their constraint logic delay line. Once they pass the first 1-toggle, White exits their timer and moves to edge selection.
- White selects an edge as Black enters their timer.

Suppose Black has just flipped an edge gadget; they have nothing to do but return through the delay line of length 4. When Black is past the first 1-toggle, White will leave their timer to flip an edge. Black might try turning around to go back to the constraint logic area. It takes Black at least 6 turns to flip the edge back, during which White has enough time to select an edge and reenter their timer. The game is now in the same situation as before, except that White has progressed their timer; thus Black does not want to do this.
Black might instead try waiting at the central L2T after White has selected an edge. White will then go to their timer, forcing Black to exit eventually. When Black is not next to the central L2T, White exits their timer and moves to constraint logic. Because of the 1-toggle separating edge selection from the central L2T, for Black to change their selected edge, they must spend multiple turns away from the L2T, allowing White to enter constraint logic; similarly if Black works on their timer, White can enter constraint logic. So Black has no choice but to pass the turn to White.

Since White can always exit their timer within 3 turns, and Black has three more 1-toggles to get through when White begins looking to exit, White will reach edge selection before Black can reach edge selection, so White will be the first player ready to enter constraint logic again. Nothing Black can do will prevent White from taking the next turn in the 2CL game. Similarly after White flips an edge, Black will be able to take a turn next. So either player can force the alternation of constraint logic turns.

The sizes of the timers are chosen to satisfy the following. First, if White cannot win the constraint logic, Black should win, so Black’s timer is shorter: $t_b < t_w$. Second, if White can win the constraint logic game, White should win first, even if Black ignores the constraint logic game and just works on their timer. If the constraint logic graph has $n$ edges, it takes at most $2^n$ constraint logic turns for White to win. Each constraint logic turn for White takes 6 turns to select an edge and return to the constraint logic, 8 turns to cross the constraint logic delay line twice, 4 turns to access and flip an edge, and up to 5 turns to access and configure an incident vertex, so 25 turns in total during which Black can work on their timer. Both players might be in their timers simultaneously at most 4 times each cycle, and each time for at most 4 turns, so Black spends at most 41 turns in total during which Black can work on their timer.

Using these timer sizes, it is clear that the constraint logic game will resolve before either timer if the players follow normal play. We need the timers so that Black cannot force a draw by sitting in the constraint logic forever, preventing White from winning; White will progress on their timer if Black attempts this.

Hence White has a forced win in the motion planning game if and only if they have a forced win in the constraint logic game. Since 2CL is EXPTIME-complete, the 2-player game on systems of locking 2-toggles is EXPTIME-hard. The maze used in the reduction has only $O(n)$ L2Ts.

\[\text{Theorem 13.} \quad \text{2-player motion planning with any interacting-k-tunnel reversible deterministic gadget is EXPTIME-complete.}\]

**Proof.** This game is in EXPTIME by Lemma 11. We adapt the 2CL reduction in the proof of Theorem 12. Replace each locking 2-toggle in the 2CL reduction with the simulation of a locking 2-toggle from the arbitrary gadget in Theorem 3. In the new maze, each tunnel in a simulated L2T takes 6 transitions to traverse, so the game goes 6 times slower.

The simulation still works with two players, as long as both players do not have access to the gadget at the same time. Each L2T in the turn enforcement area is accessible only by one player, and only one player can be in the constraint logic area at any time. The only L2T both players have simultaneous access to is the central gadget which gives access to the constraint logic area, so we look more carefully at that gadget.

The state with both edges traversable is shown in Figure 5 (the 1-toggle simulation still works). Note that the simulation is of an APL2T, but the gadget in the 2CL reduction is a PL2T; this is not a problem because we are not concerned with planarity. Suppose both
players approach the gadget, one from the right on the top line and one from the left on the bottom line. Whoever reaches the gadget first should “win the race”, and lock out the other player. The simulation implements this correctly, provided that the player who arrives first is a full turn ahead in the L2T maze, or 6 turns ahead in the new maze. The only time the players might be within 6 turns of each other is at the very beginning of the game, so we put a delay of 6 turns for Black to get from their start location to edge selection to ensure White wins the race by 6 turns. If a player would arrive less than 6 turn before the other player, they should go to their timer instead; since this is a zero-sum game and the players would have to collaborate to break the simulation, one player will choose not to.

The other way players can interact at this gadget is when one player is exiting the constraint logic area, and the other player is waiting just outside and enters as soon as they can. The state of the simulation is shown in Figure 23 (the other possible state is symmetric). One player, say White, has traversed the top edge to enter the constraint logic area, and is about to exit by traversing the top line to the right. Black is waiting at the left end of the bottom line, ready to enter the constraint logic area. The leftmost gadget prevents Black from making any transitions until White begins exiting. Once White begins exiting, the leftmost gadget switches to state 2, so Black can follow parallel to White and one turn behind. As long as White continues through the construction at full speed, Black interacts with the construction as though White has already finished their traversal, so it correctly simulates a L2T. Again breaking the simulation would require the players to cooperate, and the game is zero-sum, so at least one player will ensure the simulation works.

4 Team Unbounded

In this section, we show that team imperfect information games with interacting-\(k\)-tunnel reversible deterministic gadgets is RE-complete, implying the problem is Undecidable. The reduction is from Team Private Constraint Logic (TPCL); see Appendix A.1 for a definition. We use many of the ideas and constructions from Section 3, but various modifications are needed to deal with the additional player and the model of player knowledge. Recall in this model we have three players on two different teams, each controlling a single robot.
The overall structure and turn enforcement gadget. Each player’s edge selection area has a L2T for each edge that player can flip; four are shown for each player. The bottom line from each such L2T connects to the corresponding edge gadget. The timers are as shown in Figure 20, with \( t_w \) and \( t_b \) repetitions. The inside connection to each timer is connected to its access line, and the outside connection (to a win gadget) is at \( B \) in Figure 20. The goal location past each timer is for the player whose side it is on.

Another state of the construction shown in Figure 5. The leftmost gadget is in state 1, and the rightmost gadget is in state 3.

All players start knowing the configuration of the entire game; however, after that point players can only observe the states of the gadgets that their robots can reach via the connection graph. Adaptations for the planar version and the complexity of such games with noninteracting-tunnel gadgets remains open as in Section 3.

**Lemma 14.** Team motion planning with any set of gadgets is in RE (recursively enumerable).

**Proof.** Suppose the White team has a forced win on some system of gadgets, and consider the tree of possible positions when White follows their winning strategy. The branches in the tree correspond to choices the Black team might make. Since White forces a win, every branch of the tree is finite. Since Black has finitely many choices at each turn, the tree is finitely branching, so by König’s infinity lemma [14], the tree is finite. In particular, there is a finite bound on the number of turns it takes for White to win, so the winning strategy can be described in a finite amount of space. So there are countably many potential winning strategies, and we can sort them lexicographically.

Given a potential winning strategy, the problem of determining whether it is actually a winning strategy is decidable: an algorithm can explore every choice Black might make, and see whether White always wins. There are only finitely many choices to check because the strategy only describes a finite number of turns.
We use the following algorithm to determine whether White has a forced win. For each potential winning strategy in lexicographic order, check whether it is a winning strategy. If it is, accept. This algorithm accepts whenever White has a forced win, and runs forever otherwise, so it recognizes the games in which White has a forced win.

Although [7] only mentions undecidability and not RE-completeness, it follows that TPCL is RE-complete. Containment in RE is given by an argument nearly identical to the proof of Lemma 14. The proof of undecidability is ultimately by a reduction from acceptance of a Turing machine on an empty input, which is RE-complete, implying that TPCL is RE-hard.

\[\textbf{Theorem 15.} \textit{Team motion planning with the locking 2-toggle gadget is RE-complete (and thus undecidable).}\]

\textbf{Proof.} Containment in RE is given by Lemma 14. For RE-hardness, we use a reduction from TPCL, with a similar construction as in the proof of Theorem 12. The overall construction is shown in Figure 24. Capital letters label L2Ts, and lowercase letters label lengths of delay lines. The two tunnels in the same L2T are labelled the same, instead of being positioned next to each other. The three players $B$, $W_1$, and $W_2$ each have their own region. Each region contains an edge selection area with $k$ edges initially active, access to the constraint logic, and some additional gadgets. We need to ensure the following:

1. Turn order is enforced. That is, the players take turns in the order $B$, $W_1$, $W_2$, and neither team can gain anything by deviating from this. We use $L_1$ and $L_2$ to prevent $B$ from being in the constraint logic area at the same time as $W_1$ or $W_2$, and appropriate delays to ensure each player is ready for their turn. The timer in $W_2$'s region forces $B$ to eventually pass the turn to $W_1$.

2. Each player can flip up to $k$ edges each turn. If $k$ edges are initially accessible for each player, the edge selection area allows them to select any $k$ of their edges, and a player must end their turn in order to change their selection.

3. The White players have the correct information about the state of the game. Each of them has a visibility area, which allows them to see the orientation of the appropriate constraint logic edges. We must not allow $W_1$ and $W_2$ to both access the same L2T, as they could then use it to communicate. So we need a more complicated mechanism to prevent both White players from being to the constraint logic area at the same time.

For visibility, we modify the edge gadget as shown in Figure 25. The appropriate line is connected to each White player’s visibility area if they should be able to see that edge.

A round of normal play proceeds as follows:

- $B$ begins their turn by passing down through $L_1$ and $L_2$. $W_1$ waits next to $V$, and $W_2$ walks through their timer.
- $B$ flips some edges, and returns, passing $V$. When $W_1$ sees this happen, they go to their visibility area, and then select $k$ edges. $W_2$ continues in the timer.
- $B$ finishes exiting through the delay $b$. Once $B$ has passed $L_1$, $W_1$ enters the constraint logic area. $W_2$ reaches the end of the timer, finds $S$ to be closed, and comes back.
- $B$ is stuck on the side of $L_1$ away from the constraint logic area, and can select edges. $W_1$ flips edges and returns to just below $L_1$. $W_2$ goes to their visibility area, and then selects edges.
- After a number of turns large enough that both White players are definitely ready, $W_1$ exits $L_1$. The same round, $W_2$ enters $L_2$, passing the turns from $W_1$ to $W_2$.
- $W_2$ takes their turn. $B$ waits just to the right of $L_2$, and $W_1$ waits above $X$.
- $W_2$ exits $L_2$ and goes to the timer. $B$ passes through $L_2$ to take their turn, and $W_1$ waits.
We place each player's starting location to be at the end of a chain of 1-toggles leading to their region, so they arrive after an appropriate delay. We can set $B$ to have no delay and $W_1$ and $W_2$ to have $2k$ delay, so $B$ has time to select edges before the White players arrive. The first turn has slightly strange timing since $W_2$ starts the timer later than normal, but this is not important.

We consider ways in which player might deviate from normal play, and see that in each case they do not gain anything by deviating.

$B$ enters the constraint logic through $L_2$ as soon as $W_2$ passes $L_2$ on their way out, at which point $W_2$ enters the timer. $B$ need to be able to take a full turn and go back through $S$ before $W_2$ reaches the end of the timer; this takes up to $2(b + c + 2) + 2 + 11k$ turns, since flipping each edge now takes up to 11 turns. So we need $t > 2(b + c + 2) + 2 + 11k$. The timer forces $B$ to return through $S$ within $t + 2$ turns, since otherwise $W_2$ wins.

The gadget $V$ lets $W_1$ know when $B$ is done, since $W_1$ can see whether $B$ is past $V$ while waiting at $L_1$. Specifically, $W_1$ waits until they see $B$ stay past $V$ for $2c$ turns, and then return. For $B$ to be unable to flip edges after this, we need $4c > t$. Then $W_1$ goes to visibility and sees the current configuration, selects $k$ edges for their next turn, and waits at $L_1$ again. For $W_1$ to have time to do this before $B$ gets out, we need $b > 2k + 2$.

Once $B$ exits $L_1$, $W_1$ goes in and flips edges. The delay $d$ ensures that if $W_1$ (or $W_2$) flips any edges, then $B$ will be ready for their next turn; we need $2d > 2k + 4$. $W_2$ returns through the timer, checks visibility, and selects edges. If $W_2$ enters constraint logic before $W_1$ leaves, $B$ can win through $X$ and $Y$, so $W_2$ must wait until $W_1$ leaves. The White players coordinate using the fact that the length of an entire round is bounded, so they can wait long enough to ensure that they are both ready, and then $W_1$ exits $X$ immediately before $W_2$ enters $Y$. Since $W_1$ was past $L_1$, $B$ is locked outside of $L_1$, so $W_2$ can get past $L_2$; the $W_1$ can safely pass the turn to $W_2$.

While $W_1$ is past $X$, $B$ might try going through $Z$ and $X$, trapping $W_1$. In this case, $W_2$ can win through $Z$, so $B$ will only go through $Z$ if both $X$ and $Y$ are traversable.

During $W_2$'s turn in the constraint logic, $W_1$ must not be past $X$ to prevent $B$ from winning through $X$ and $Y$. So $B$ can go through $L_1$, and go through $L_2$ as soon as $W_2$ exits. That is, $W_2$ cannot pass the turn back to $W_1$.

$W_2$ might try to stay in the timer, forcing $B$ to stay out of the constraint logic to prevent $W_2$ from winning through $S$. Then $W_1$ might be able to take extra turns in the constraint logic. If the White team attempts this, $B$ will win through $P$ and $Q$. If $B$ goes through $R$ and $P$ when $Q$ is not traversable in order to trap $W_1$, $W_2$ will win through $R$; these three L2Ts are analogous to $X$, $Y$, and $Z$.

Assuming the constraints mentioned are satisfied, no player or team can usefully deviate from normal play, and normal play simulates the TPCL game. Thus White has a forced win in the team motion planning game if and only if they have a forced win in the TPCL game.

We can satisfy all the constraints, e.g. by $b = 2k + 3$, $c = 8k + 7$, $d = k + 3$, and $t = 31k + 27$ (the constraints are not tight, but they suffice). The number of L2Ts in the resulting system of gadgets is only linear in the number of edges in the constraint logic graph.

\textbf{Theorem 16.} Team motion planning with any interacting-$k$-tunnel reversible deterministic gadget is \textsc{RE}-complete.

\textbf{Proof.} Containment in \textsc{RE} is given by Lemma 14. For \textsc{RE}-hardness, we adapt the TPCL reduction in Theorem 15 to work for the arbitrary gadget. As in the 2-player case of Theorem 3, it is almost sufficient to replace each L2T with the simulation in Theorem 3. We examine the L2Ts that are shared between two players.
First, $L_1$ and $L_2$ are analogous to the central L2T in Theorem 3: if two player are racing to enter, the player who should win is at least 6 turns ahead, and if one player exits and another enters, it works correctly.

For $S$, $P$, $Q$, $R$, $X$, $Y$, and $Z$, we use a single copy of the arbitrary gadget with 5 extra gadgets for delay, instead of the simulation. Considering the gadget as in Figure 2, we use state 1, and put the bottom edge in the position next to a win gadget. For $S$, $Q$, $Y$, $R$, and $Z$, if the bottom edge is traversed from state 2, the game is over, so the gadget is never in a state other than 1 or 2 while the game is going. For $P$ and $X$, we know that $B$ cannot safely wait past those gadgets, so the game must be about to end in Black victory if they ever reach state 3.

For $V$ and the visibility gadgets on edges, we use the construction in Figure 26. $B$ has three paths to choose from in the process of crossing the bottommost 1-toggle, and always two of them are align with that 1-toggle, so $B$ has two options. The White player, say $W_1$, can see the state of a gadget in all three paths, and thus determine the orientation. If $W_1$ goes through one of those gadgets, $B$ will use the other path. If there were only one path, $W_1$ could go through the gadget, forcing $B$ to either not flip that edge or get a gadget into an unknown state (for L2Ts, we used the fact that $W_1$ could never traverse that tunnel in one direction). This visibility gadget allows $W_1$ to see the orientation of a constraint logic edge or $V$ without being able to interfere.

Once we make these replacements, the new maze with the arbitrary gadget has a forced win by White if and only if the maze with L2Ts did.
5 1-Player Bounded Motion Planning

In this section, we consider a broad class of gadgets which are naturally in NP and give a dichotomy classifying them as NP-complete or in NL. We examine all gadgets in tunnels whose state-transition graph forms a DAG. We will call these DAG gadgets for short. Our proof of hardness further applies to a larger class of gadgets, however a full classification of more general, simple to describe classes of gadgets will require more insight or much more case-work. Also, our constructions require the use of a crossover gadget.

The results in this section can be seen as similar to Viglietta’s Metatheorem 1 about location traversal (being implemented by the interacting tunnels in gadgets) and single-use paths [19]. It also bears resemblance to Metatheorem 4 about pressure plates which only affect one door [19]. However, our proof goes through 3SAT rather than Hamiltonian Path, uses a different underlying model which makes different features salient, and gives generalizations in a different direction. Structurally the proof follows that used to show Mario as well as many other games are NP-hard [1].

\textbf{Lemma 17.} All DAG gadgets contain a single-use transition unless they are a transitionless gadget.

\textbf{Proof.} First, find a node which only has transitions to terminal states, ones with no possible further transitions. To find one, begin by removing all terminal states from the graph. Of the remaining nodes, all of them which are now terminal states must have pointed to at least one terminal state in the original graph or it would have been removed, and it
must have only pointed to terminal states or it would not be a terminal node. Terminal nodes have no transitions. Thus the node we discovered has an available transition which closes all tunnels in the new state. The gadget starting from that state is a single-use gadget.

In a system of gadgets, each DAG gadget can only be traversed polynomially many times. This is the core reason that motion planning involving these gadgets is always in NP.

**Lemma 18.** 1-player motion planning with any set of DAG gadgets is in NP.

**Proof.** If a gadget and its state is a sink in the state-transition graph, then no transitions are available from that state. Each time a gadget is traversed the state of the gadget is moved down the graph. All paths from any vertex to a leaf are of polynomial length and thus each gadget can only be traversed polynomially many times before it no longer has any open tunnels. Thus we can give a polynomial size witness consisting of the order in which gadgets are visited, as well as the transition made at each gadget. To verify this certificate we check that each specified transition is legal, and that the location after each transition is connected to the location before the next transition in the witness.

Recall from Theorem 2 that all gadgets without interacting tunnels are in NL. Thus one might hope to show that all interacting-\(k\)-tunnel DAG gadgets are NP-complete. This is true for deterministic gadgets but false in general; nondeterministic gadgets require a more careful categorization. We will define two behaviors a DAG gadget might have, “distant opening” and “forced distant closing”, and show that either behavior guarantees NP-hardness, while having neither one puts the gadget in NL.

A **distant opening** in a DAG gadget is a transition in some state across a tunnel which opens a different tunnel.

**Lemma 19.** 1-player motion planning with any \(k\)-tunnel DAG gadget with a distant opening is NP-hard.
Proof. We show this problem is hard by a standard reduction from 3SAT. See Appendix A.2 for a definition of 3SAT.

We construct our reduction as follows. We use the tunnel which is traversed in the distant opening and one of the tunnels it opens. Each literal in a 3-CNF formula will be represented by those two tunnels in a single gadget, in the state of the distance opening. Each variable \( x_i \) is represented by a connection to two different paths, one which goes through the opening transitions for the \( x_i \) literals, and one for the \( \neg x_i \) literals. We place a single-use gadget at the start and end of each branch of each variable to ensure only one side of the variable is traversed. The single-use gadget prevents the agent from returning on the same branch, and if the agent returns via the other branch, they will not be able to proceed to the next variable.

Each clause contains connections between the openable tunnels for each of its literals. All variable gadgets are laid out in series followed by the clause gadgets, with the goal location at the end of the clause gadgets. Each clause gadget can only be traversed if at least one of its corresponding variable gadgets has been traversed, allowing at least one passage to be open. The agent can reach the goal location exactly when it has a path through the variable gadgets which makes each clause gadget traversable, which corresponds to a satisfying assignment of the 3-CNF formula.

\[ \blacksquare \]

When a transition across a tunnel closes another tunnel, the situation is more complicated, since the agent may be able to cross the same tunnel through a different transition, choosing not to close the other tunnel. For distant openings, the agent always chooses to open the other tunnel. We will now consider only monotonically closing DAG gadgets, which are DAG gadgets with no distant openings. We clarify some terminology regarding \( k \)-tunnel DAG gadgets. A transition is an edge in the transition graph, which is a legal move between locations which changes the state of the gadget. A traversal in a state is an orientation of a tunnel which is open in that state. A traversal may correspond to multiple transitions; a gadget being deterministic is equivalent to each traversal having only one transition. An orientation of a set of tunnels in a state contains, for each tunnel in the set, a single traversal of the tunnel the state.

For NP-completeness one might suggest there exist a traversal such that all of its transitions close some other traversal. However, this fails in a simple two tunnel case where one transition closes one direction of the other tunnel and the other transition closes the other direction. This leads us to a more complex definition. A forced distant closing in a state of a DAG gadget is a traversal across a tunnel in that state and an orientation of some other tunnels in the state such that, for each transition corresponding to the traversal, the transition closes some traversal in the orientation. The size of a forced distant closing is the number of traversals in the orientation.

\[ \blacksquare \text{Lemma 20.} \text{ 1-player motion planning with any monotonic} \ k\text{-tunnel DAG gadget with a forced distant closing is NP-hard.} \]

Proof. Consider all states which have forced distant closings, and let \( s \) be such a state that is minimal in the state-transition DAG, so that after making a transition from state \( s \) there are no forced distant closings. We will use a forced distant closing in \( s \) with smallest size; say this forced distant closing traverses tunnel \( t \) and has size \( i \). We chain the \( i \) tunnels in the orientation for the forced distant closing, in the directions specified by the orientation, to make what is effectively a single long tunnel \( r \). We will use the tunnels \( t \) and \( r \) in a reduction from 3SAT, and they have two important properties:
If the agent traverses \( t \), it cannot later traverse \( r \): since we are using a forced distant closing, after traversing \( t \) at least one (oriented) tunnel in \( r \) is not traversable. Since there are no distant openings, this tunnel cannot become traversable again.

The agent can traverse \( r \) from state \( s \): in state \( s \), each tunnel in \( r \) is open. The agent begins by traversing the first tunnel in \( r \). This cannot be a forced distant closing for the remaining \( i-1 \) tunnels, since we assume the smallest forced distant closing has size \( i \). So the agent can choose a transition which leaves the remaining tunnels in \( r \) open. After this first traversal, there are no more forced distant closings, so the robot can always choose a transition which leaves the remaining tunnels in \( r \) open.

We can now describe the reduction, which is very similar to the reduction in the proof of Lemma 19. Each literal in a 3-CNF formula is represented by a gadget in state \( s \), with the tunnels \( r \) chained together. Each variable \( x_i \) is represented by a connection to two different paths, one which goes through \( t \) for the \( x_i \) literals, and one for the \( \neg x_i \) literals. We place a single-use gadget at the start and end of each branch of each variable to ensure only one side of the variable is traversed. The single-use gadget prevents the agent from returning on the same branch, and if the agent returns via the other branch, they will not be able to proceed to the next variable.

When the agent goes through the \( x_i \) (resp \( \neg x_i \)) path of a variable, it closes \( r \) in the gadget for each literal \( x_i \) (\( \neg x_i \)), which corresponds to assigning \( x_i \) to false (true). This is reversed from the reduction for gadgets with distant openings.

Each clause contains connections between the \( r \) for each of its literals. All variable gadgets are laid out in series followed by the clause gadgets, with the goal location at the end of the clause gadgets. Each clause gadget can only be traversed if at least one of its corresponding variable gadgets has not been traversed, leaving at least one passage \( r \) open. The agent can reach the goal location exactly when it has a path through the variable gadgets which leaves each clause gadget traversable, which corresponds to a satisfying assignment of the 3-CNF formula.

\begin{align*}
\textbf{Lemma 21.} & \quad \text{1-player motion planning with any monotonic } k \text{-tunnel DAG gadget with no forced distant closing is in NL.}
\end{align*}

\textbf{Proof.} The proof follows that of Theorem 2, though we must be more careful to account for optional distant closings. As in Theorem 2, if a system of gadgets has a solution, then a solution of minimal length does not intersect itself. This only requires that the gadget has no distant openings, since then making transitions can never increase traversability, and the shortcutting argument applies.

We locally convert the system of gadgets into a directed graph, and show a path in the graph from the start location to the goal location corresponds to a solution to the system of gadgets which does not intersect itself. Given a (not self-intersecting) path in the graph, we follow the corresponding path through the system of gadgets. When we make a traversal, we must pick a transition to avoid closing tunnels we will need later. This is always possible because there are no forced distant closings; we can always choose a transition which does not close any traversal in the orientation consisting of the traversals the path will later take. By doing this, we ensure that every traversal we need is available when we get to it, so the system of gadgets is solvable.

Suppose there is a solution to the system of gadgets that does not intersect itself. Since it uses each tunnel at most once, and the gadget has no distant openings, the traversability of each tunnel does not change before the solution uses it. Thus the solution is also a path in the directed graph.
So the system of gadgets has a solution iff there is a path from the start location to the end location in the directed graph. Since we can locally convert the system of gadgets to the graph in logarithmic space and solve reachability in NL, the motion planning problem is in NL.

Combining Lemmas 17, 18, 19, 20, and 21, we have our dichotomy:

**Theorem 22.** 1-player motion planning with a $k$-tunnel DAG gadget is NP-complete if the gadget has a distant opening or forced distant closing, and otherwise is in NL.

It is natural to wonder whether this condition for hardness can be checked in polynomial time. That is, is there a polynomial-time algorithm which determines whether 1-player motion planning with a given DAG gadget is NP-complete? For all of our other dichotomies, the question of whether a gadget of the appropriate type satisfies the condition for hardness is clearly in P; in fact, in L. But a forced distant closing involves an orientation of the tunnels in the gadget, so there may be exponentially many potential forced distant closings to check. We will show that whenever it is necessary to search through each potential forced distant closing, the number of states of the gadget is exponential in the number of tunnels, so the search takes time polynomial in the number of states.

First, it is easy to determine whether a DAG gadget has a distant opening in polynomial time, since we can iterate through the transitions and see whether each one opens another tunnel. So we consider gadgets with no distant openings, and wish to determine whether they have a forced distant closing.

**Lemma 23.** Suppose a monotonic DAG gadget has a state $s$ with $k$ open tunnels, and there are no forced distant closings from states reachable from $s$. Then the gadget has at least $2^k$ states reachable from $s$.

**Proof.** For each subset of the open tunnels in $s$, we will find a state that has exactly those tunnels open. Since there are $2^k$ such subsets, this implies there are at least $2^k$ states. Assume without loss of generality that each tunnel is traversable from left to right in state $s$.

Given a subset $X$ of the open tunnels, we perform transitions starting from $s$ as follows. For each tunnel not in $X$, traverse the tunnel repeatedly until it is closed in both directions; this must happen eventually because the gadget is a DAG. At each traversal, choose a transition which does not close any other tunnel from left to right. If there were no such choice of transition, that traversal with all other tunnels oriented from left to right would be a forced distant closing, which does not exist by assumption.

After making these transitions, we have closed each tunnel not in $X$ without closing any tunnels in $X$. Since the gadget is monotonic, we have not reopened any tunnel. So the final state has exactly the tunnels in $X$ open.

**Theorem 24.** Deciding whether a 1-player motion planning with a $k$-tunnel DAG gadget is NP-complete can be done in polynomial time.

**Proof.** The following algorithm checks in polynomial time whether 1-player motion planning with a given a DAG gadget is NP-complete.

- For each transition, see whether it is a distant opening. If it is, accept.
- Iterate through the states of the gadget in reverse order; i.e. check each state reachable from $s$ before checking $s$. For each state, and for each traversal from that state:
Suppose the state has \( k \) open tunnels other than the tunnel of the traversal. If every transition corresponding to the traversal leaves fewer than \( k \) of these tunnels open, accept.

Enumerate the \( 2^k \) orientations of these \( k \) open tunnels, and check for each orientation whether it is a forced distant closing with the traversal. If it is, accept.

Reject.

If the gadget has a distant opening, the algorithm notices it in the first step. Otherwise, we check for each state and traversal whether it has a forced distant closing. If every transition for a traversal reduces the number of other open tunnels, than any orientation of the other tunnels gives a forced distant closing. Otherwise, we check for each orientation whether it gives a forced distant closing. So the algorithm accepts exactly when the gadget has a distant opening or a forced distant closing, which is when 1-player motion planning with the gadget is NP-complete by Theorem 22.

The only step of the algorithm which does not obviously take polynomial time is running through all \( 2^k \) orientations of tunnels. Suppose the algorithm reaches this step for some state and traversal. Then there are no forced distant closings after making a transition from this state, since we would have accept already if there were. Also, there is some transition corresponding to the traversal which leaves all \( k \) other open tunnels open. By Lemma 23, there are at least \( 2^k \) states reachable after making this transition. In particular, the gadget has more than \( 2^k \) states, so enumerating the \( 2^k \) orientations takes time polynomial in the number of states. Thus the algorithm runs in polynomial time.

\[6\]

2-Player Bounded Motion Planning

In this section, we show that it is PSPACE-complete to decide who wins in a 2-player race with any nontrivial DAG gadget (having at least one transition). To do so we give a construction that shows hardness for single-use paths and single-use one-way gadgets by a reduction from QBF. A simpler construction is possible, but this construction is more easily adapted to the team game in Section 7. This gives us a nice example of the 2-player local motion planning problem fitting into the canonical complexity class for two-player bounded games. It is also of interest because of how incredibly simple this gadget is. Two-location gadgets trivially do not have interacting tunnels (there is no other tunnel to interact with) and thus the 1-player version of these problems are contained in NL by Theorem 2.

\[\triangleright\text{Lemma 25.} \quad 2\text{-player motion planning with any set of DAG gadgets is in PSPACE}.\]

**Proof.** Since each gadget can undergo only a polynomial number of transitions, the length of the game is polynomially bounded. An alternating Turing machine which uses \( \forall \) states to pick Black’s moves and \( \exists \) state to pick White’s moves can simulate the game in polynomial time, so the motion planning problem is in AP = PSPACE.

\[\triangleright\text{Lemma 26.} \quad 2\text{-player motion planning with the single-use bidirectional gadget is PSPACE-complete.}\]

**Proof.** Containment in PSPACE follows from Lemma 25. For PSPACE-hardness, we reduce from quantified boolean formulas (QBF). See Appendix A.2 for a definition of QBF.

We begin by describing the gadgets used in the reduction. The variable gadget is shown in Figure 27. Most of the gadget is two branches, corresponding to a variable and its negation. Each branch has a series of forks separated by single-use paths. There will be a number of
forks depending on the number of occurrences of a literal in the formula; two forks are shown.
Each side of each fork has two single-use paths in series. The game will be constructed so
that White always prefers the top side of a fork to be traversable, and Black prefers them to
be not traversable; the top of a fork will be used later in evaluating the formula.

During the game, both players will pass through each variable gadget, with one player
taking each of the two branches. White will take the bottom side of each fork on their branch,and Black will take the top side. Afterwards, only the branch which White took will have
forks whose top sides are traversable. Thus we consider the assignment of the variable to be
the literal corresponding to the branch White takes.

Suppose both players are at the left end of a variable gadget, and it is Player 1’s (who
may be White or Black) turn. Player 1 picks a branch, and Player 2 must walk down the
other branch. Player 1 arrives at the right end of the branches immediately before Player 2.
If Player 1 proceeds along the bottom path, Player 2 wins, so Player 1 must take the top
path, which takes one turn longer. After traversing the variable gadget, both players are at
the right end, and it is Player 2’s turn, so the other player gets to choose a branch in the
next variable gadget.

The clause gadget is shown in Figure 28. There are three paths from the left end to
the right end, corresponding to the literals in a clause. Each path goes through a fork in a
variable gadget. After variables are assigned, the single-use paths on each end of the fork are
used, as are either those on the top or those on the bottom of each fork. If the top single-use
paths are used, that path through the clause gadget is blocked, and if the bottom paths
are used, that path is open. White will ultimately win by traversing each clause gadget, so
White prefers to use the bottom side of a fork, and Black prefers to use the top side.

Each path has a large amount of delay (gadgets in series) before and after the fork, so that
trying to use the clause gadget during variable assignment results in losing before reaching
the end of the delay.

The race gadget is shown in Figure 29. It ensures both players proceed though variable
gadgets as fast as possible. Let Player 1 be the player who reaches the race gadget first in
this situation, immediately before Player 2; they are also the player who did not pick the
assignment of the last variable. If Player 1 takes the bottom path, Player 2 will win, so
Player 1 takes the top path. Then Player 2 takes the bottom path, and now the two players
have been separated.

If Player 1 arrives more than a turn ahead of Player 2, they can take the bottom path.
The next turn, before Player two can do anything at the race gadget, Player 1 wins. If Player
2 reaches the race gadget first, they can take the top path and win.

Given a quantified boolean formula with V variables and C clauses, we construct a system
of gadgets as follows. We assume the QBF has alternating quantifiers beginning with ∃.
There is a series of variable gadgets connected end-to-end corresponding to the variables
of the formula, in the order of quantification. The goal location inside each variable gadget
is a win for alternating players, beginning with Black. The branches of the variable gadget
corresponding to x correspond to the literals x and ¬x. Each branch of that variable gadget
has enough forks that each instance of a x or ¬x in the formula corresponds to a fork, and
the two branches have the same number of forks.

There is a clause gadget for each clause in the formula, connected in series. The three
branches of a clause gadget correspond to the three literals in the clause. Each branch goes
through the fork in the appropriate variable gadget corresponding to that instance of the
literal. The delay before and after each fork consists of 9C + 3V single-use paths. The right
end of the last clause is connected to a White goal location.
Figure 27 A variable gadget. The players arrive at the left, each take one path across, and exit at the right.

A race gadget is connected to the right end of the last variable gadget, with the goal locations such that Player 1 is the player with a win gadget inside the last variable gadget. The path with a White win gadget, which Black will walk down, is followed by $C(18C + 6V + 1) + 2$ of single-use paths in series leading to a Black win gadget. The other path, which White will walk down, is connected to the first clause gadget.

Both players begin at the left end of the first variable gadget, and White goes first. The game begins with White choosing a branch of the first variable gadget, corresponding to a choice of variable, and Black taking the other branch. Then Black chooses a branch of the second variable gadget, choosing the assignment of the variable based on the path White is forced to take. The players continue to take turns assigning variables. If either player deviates from this, such as by going into the delay in a clause gadget or by going backwards along another path, the other player will reach the race gadget first and win; the delay in clause gadgets is long enough to ensure that they do not have time to get through the clause gadget before losing. Otherwise both players arrive at the race gadget, and are sent down different branches.

White then proceed through each clause in series. Each branch of a clause is traversable if and only if the corresponding literal is true (since White took the bottom side and Black took the top side of each clause). The single-use paths between forks ensure that White cannot do anything other than progress through each clause gadget. If the formula is satisfied, White has a path through the clauses, and wins after $C(18C + 6V + 1)$ turns. If the formula is not satisfied, Black, who is walking down their long path, wins after slightly longer. Thus White has a forced win if and only if the quantified formula is true.

Lemma 27. 2-player motion planning with the single-use one-way gadget is PSPACE-complete.

Proof. We again reduce from QBF. In the reduction in Lemma 26, neither player ever has to move through a single-use gadget to the left. Thus we can replace each bidirectional single-use gadget with a one-way single-use gadget pointing to the right, and the reduction still works.

Corollary 28. 2-player motion planning with any nontrivial DAG gadget is PSPACE-complete.

Proof. As noted in Section 5 all DAG gadgets contain a single-use transition. This can be bidirectional or one-way, which are both shown to be PSPACE-hard in Lemmas 26 and 27. Containment in PSPACE is given by Lemma 25.
Figure 28 A clause gadget. Each literal is also part of a variable gadget. Each branch has a long series of gadgets so that it takes a large amount of time to traverse.

Figure 29 A race gadget. If Player 1 arrives at the left immediately before Player 2, each player ends up on one of the right exits. Otherwise, the player who arrives first wins.
Team Bounded Motion Planning

In this section we characterize the complexity of team imperfect information motion planning games with DAG gadgets. Since DAG gadgets are inherently bounded, the problem is in NEXPTIME, shown in Lemma 29. We go on to show in Lemma 30 that any nontrivial DAG gadget is NEXPTIME-complete by first giving a reduction from dependency quantified boolean formula (DQBF) for the single-use gadget. We then show that this proof adapts for single-use one-way gadgets. Since all DAG gadgets with at least one transition contain at least one of these, we achieve hardness for all such DAG gadgets.

Lemma 29. Team motion planning with any set of DAG gadgets is in NEXPTIME.

Proof. A partial history for a player is the sequence of visible gadget states and moves made by that player, up to some point in the game. A strategy is a family of functions, one for each White player, that assign to each possible partial history a legal move from the position at the end of the partial history.

Since the gadget is a DAG, the game lasts a polynomial number of turns. Each player has polynomially many choices for each move, so there are only exponentially many possible sequences of moves, and only exponentially many possible partial histories for each player. Thus a strategy can be written in an exponential amount of space.

To determine whether White has a forced win in the team game, first nondeterministically pick a strategy. Then, for each possible sequence of moves the Black players could make, simulate the game with the White players following the strategy. If Black ever wins, reject; if White always wins, accept. This nondeterministic algorithm accepts if and only if there is some strategy White can use to force a win. The algorithm runs in exponential time because there are exponentially many sequences of moves the Black players might make, and the game for each such sequence takes a polynomial amount of time to simulate. Thus the algorithm decides the team game on systems of the gadget in NEXPTIME.

Lemma 30. Team motion planning with the single-use bidirectional gadget is NEXPTIME-complete.

Proof. Containment in NEXPTIME follows from Lemma 29. For NEXPTIME-completeness, we reduce from dependency quantified boolean formulas (DQBF). See Appendix A.2 for a definition of DQBF. In this reduction White represents the existential variables and Black represents the universal variables.

The reduction uses the same gadgets as that in Lemma 26, except that the clause gadget is modified as in Figure 30. This allows the White player checking the formula to try each literal, and return to the start of the clause gadget if the literal is false. This is necessary because the White player cannot see the state of the literals until arriving at them. For variable gadgets, we do not include the portion with a win gadget for Player 2 (the rightmost quarter or so in Figure 27), since we no longer want players to alternate choosing variables.

We construct the system of gadgets as follows. The overall structure is shown in Figure 31. For each set of variables $\vec{x}_1$, $\vec{x}_2$, $\vec{y}_1$, and $\vec{y}_2$, there is a corresponding set of variable gadgets (without the win gadget component) connected in series, followed by a race gadget. For simplicity, we will put $C$ forks in each branch of each variable, where the formula has $C$ clauses, though usually we need much fewer. Then each variable gadget takes $k = 3C + 1$ turns to traverse. We call the top path of a race gadget the fast exit and the bottom path the slow exit, since (in normal play) the first (second) player to arrive leaves through the fast (slow) exit. It will become clear which player each win gadget in a race gadget is for.
The turn order will be $B$, then $W_1$, then $W_2$. Both $B$ and $W_1$ start at the beginning of the variable gadgets for $\vec{x}_1$. $W_2$ starts next to a delay line of length $d_1$. The fast exit of the race gadget for $\vec{x}_1$ and the end of this delay line both connect to the beginning of the $\vec{x}_2$ variable gadgets. The slow exit connects to a delay line of length $d_2$. The end of this delay line and the fast exit of the $\vec{x}_2$ race gadget connect to the beginning of the $\vec{y}_1$ variable gadgets, and the slow exit connects to a delay line of length $d_3$. The end of this delay line is connected to the slow exit of the $\vec{y}_1$ race gadget and the beginning of the $\vec{y}_2$ variable gadgets. The fast exit of the $\vec{y}_1$ race gadget is connected to yet another delay line of length $d_4$. The slow exit of the $\vec{y}_2$ race gadget is connected to a long delay line of length $d_5$ followed by a win gadget for $B$, and the fast exit is connected to a longer delay line of length $d_5 + 3$.

This all serves to accomplish the following. First, $B$ chooses the assignment for $\vec{x}_1$ accompanied by $W_1$, so $W_1$ learns the assignment. Then $B$ and $W_1$ are separated, and $B$ assigns $\vec{x}_2$ accompanied by $W_2$. Next, $W_1$ chooses $\vec{y}_1$ accompanied by $B$, and finally $W_2$ chooses $\vec{y}_2$ accompanied by $B$. The delays $d_1$ through $d_4$ are chosen so that the White players arrive at exactly the right time; we have $d_1 = |\vec{x}_1|k + 1$, $d_2 = |\vec{x}_2|k - 1$, $d_3 = |\vec{y}_1|k$, and $d_4 = |\vec{y}_2|$. If a player deviates during variable assignment, they will arrive at their next race gadget too late, and lose.

The end of the final delay line for $W_1$, of length $d_4$, is connected to the first clause gadget, and the clause gadgets are connected in series corresponding to the clauses of the formula. The delay lines in each branch of each clause gadget have length $V_k$, where $V$ is the number of variables; this ensures that if a player enters one of the delay lines during variable selection, an opponent will reach a race gadget and win before they accomplish anything. The end of the last clause gadget is connected to a win gadget for $W_1$. When $W_1$ reaches each clause gadget, they try the literals one at a time. When they cross the delay line to the fork, if the fork is traversable, they move on to the next clause. Otherwise they return through the other delay line and try the next literal. Each clause takes up to $6V_k + 1$ turns to cross.

If the formula is satisfied, $W_1$ eventually gets through all the clauses and wins. Otherwise, $B$ wins after walking through their delay line of length $d_5$, which we can set to $C(6V_k + 1) + 1$.

We have seen that no player or team can benefit by deviating from normal play, and normal play is equivalent to the game corresponding to the DQBF. Thus White has a forced win if and only if the DQBF is true.

\begin{lemma}
Team motion planning with the single-use one-way gadget is NEXPTIME-complete.
\end{lemma}

\begin{proof}
The reduction in Lemma 30 still works when we replace each single-use bidirectional gadget with a one-way bidirectional gadget. We have to be a bit more careful than in Lemma 27: of the two paths in a clause gadget from the beginning to a fork, we need one path to point to the right and the other to point to the left, allowing $W_1$ to return from that fork. All other gadgets point to the right.
\end{proof}

\begin{corollary}
Team motion planning with any nontrivial DAG gadget is NEXPTIME-complete.
\end{corollary}

\begin{proof}
Every DAG gadget has a single-use transition, which may be either bidirectional or one-way. Both cases are shown to be NEXPTIME-hard in Lemmas 30 and 31. Containment in NEXPTIME is Lemma 29.
\end{proof}
Figure 30 A clause gadget for team games. There are now two paths from the entrance of the clause to each fork, so the White player traversing the clause can return if they discover the fork is not traversable.

8 Applications

In this section we give examples of some known hard problems whose proofs can be simplified by using this motion planning framework.

8.1 PushPull-1F

In this section, we use the results of this paper to provide a simple proof that a Sokoban variant called PushPull-1F is PSPACE-hard, by reducing from motion planning in planar systems of locking 2-toggles (Section 2.3). This problem, and many related problems, were considered in [5] and were shown to be PSPACE-complete in [15] by a reduction from nondeterministic constraint logic; our reduction is much more straightforward using the infrastructure of the gadget framework.

► Definition 33. In PushPull-1F, there is a square grid containing movable blocks, fixed blocks, an agent, and a goal location. The agent can freely move through empty squares, but can’t move through blocks. The agent can push or pull one movable block at a time. The agent wins by reaching the goal location. The corresponding decision problem is whether a given instance of PushPull-1F is winnable.
In the notation “PushPull-1F”, “PushPull” indicates that the agent can both push and pull, “1” indicates the number of blocks which can be moved at a time, and “F” indicates the existence of fixed blocks [5].

**Theorem 34** ([15]). PushPull-\(k\)F is PSPACE-hard for \(k \geq 1\).

**Proof.** We reduce from 1-player planar motion planning with locking 2-toggles, shown PSPACE-complete in Theorem 10. The (planar) connection graph is implemented using tunnels built with fixed blocks, and the agent and target location are placed appropriately. It suffices to build a gadget which behaves as a locking 2-toggle.

Such a gadget is shown in Figure 32. The two tunnels, currently both traversable, go from top to left and right to bottom. They interact in the center, where traversing either tunnel requires pushing a block into the middle square, which blocks the other tunnel. This is surrounded by four 1-toggles, which prevent additional traversals which aren’t possible in a locking 2-toggle. Each 1-toggle is a room with 3 blocks, which can only be entered on one side. Upon entry, the agent can move the blocks to reveal the other exit, but doing so requires blocking the entrance taken, which flips the 1-toggle.

**8.2 Mario Kart**

Mario Kart is a popular Nintendo racing game whose computational complexity was considered in [3] which showed NP-completeness for 1 player races and PSPACE-completeness for 2 player races with reductions from 3SAT and QSAT respectively. Using results from this paper, the 2 player proof now only needs a single, simple gadget, reducing a several page proof to a paragraph.

**Theorem 35.** Deciding if a player can force a win in two player Mario Kart is PSPACE-hard.

**Proof.** A single-use one-way gadget can be constructed from a ramp and Dash Mushroom in Mario Kart. We place a ramp before a gap in the track long enough that a racer going at the normal maximum speed will not be able to make the jump and will fall onto another track that will take a long time to reach the finish line, ensuring they lose. However, this gap is small enough that, if the player uses a Dash Mushroom before, the increase in speed will allow them to make the jump. We put a single Dash Mushroom power-up before each ramp, ensuring the first racer to arrive can pick up the item and use it to cross the gap. To ensure a racer does not pick up the item and then keep it for later use, we precede the mushroom and ramp with a one-way gadget implemented by a long-fall. Along with the trivial existence of crossovers and the finish line as a location based win condition, Mario Kart is PSPACE-hard by Theorem 27.

\[\text{Figure 31} \quad \text{The high-level structure of the DQBF reduction.}\]
This paper characterizes the complexity of two large classes of gadgets (DAG gadgets and reversible deterministic gadgets). Ideally, we could fully characterize the complexity of motion planning for every gadget type (and set of gadgets) as being easy or hard. There are many specific steps we might take towards this grand goal:

1. Is 2-player motion planning with 1-toggles EXPTIME-complete? This would complete our characterization for 2-player games with $k$-tunnel reversible deterministic gadgets. As an easier target, we could prove PSPACE-hardness, perhaps by adapting the 2-player proof for one-way closing gadgets.

2. Can we extend our characterizations of $k$-tunnel reversible deterministic gadgets to remove one of these restrictions? Specifically, non-tunnel gadgets, non-reversible gadgets, and nondeterministic gadgets are all interesting (and challenging) goals.

3. Which motion planning problems remain hard on planar systems of gadgets, like we proved for 1-player reversible deterministic? Are there any examples of gadgets where the planar version of the motion planning problem has a different complexity?

While we focused in this paper on general theory building, we can also explore the application of this motion planning framework to analyze the complexity of specific problems of interest. We conjecture that the results of this paper simplify many past hardness proofs, which can now be reduced to one or two figures showing how to build any hard gadget.
according to our characterization, and how to connect gadgets together. See the hardness surveys [8, 11, 12, 4] for a large family of candidate problems. Of course, we also hope that this framework will enable the solution of many open problems in this space.

References


A Problem Definitions

In this appendix, we give formal definitions for the known hard problems used in this paper. In the paper we use single player, two-player, and team imperfect information versions of Constraint Logic and Boolean Formula Games. The exact problems are specified in the following sections.

A.1 Constraint Logic

Constraint Logic [7, 11] is a uniform family of games – one-player, two-player, or team, with both bounded and unbounded variants – with the appropriate complexity in each case (as in Table 1). We will only describe the unbounded variants of Constraint Logic, as we use formula games for our bounded reductions. We also do not describe zero-player Constraint Logic, as we do not need it here.

In general, a constraint graph is an undirected maximum-degree-3 graph, where each edge has a weight of 1 (called a red edge) or 2 (called a blue edge). A legal configuration of a constraint graph is an orientation of the edges such that, at every vertex, the total incoming weight is at least 2. A legal move in a legal configuration of a constraint graph is a reversal of a single edge that results in another legal configuration.

In 1-player Constraint Logic (also called Nondeterministic Constraint Logic or NCL), we are given a legal configuration of a constraint graph and a target edge e, and we want to know whether there is a sequence of legal moves ending with the reversal of target edge e. In this game, two types of vertices suffice for PSPACE-completeness: an OR vertex has exactly three incident blue edges, and an AND vertex has exactly one incident blue edge and exactly two incident red edges. We can also assume that each OR vertex can be assigned two “input” edges, and the overall construction is designed to guarantee that at most one input edge is incoming at any time; thus, we only need a “Protected OR” gadget which does not handle the case of two incoming inputs. Furthermore, the problem remains PSPACE-complete for planar constraint graphs.

In 2-player Constraint Logic (2CL), each edge of a constraint graph is also colored either black or white, and two players named Black and White alternate making valid moves where each player can only reverse an edge of their color. Given a legal configuration of a constraint graph, a target white edge for White, and a target black edge for Black, the goal is to determine whether White has a forced win, i.e., a strategy for reversing their target edge before Black can possibly reverse their target edge. In this game, six types of vertices suffice for EXPTIME-completeness: AND and OR vertices where all edges are white, AND vertices where all edges are black, AND vertices where the blue edge is white and one or both of the red edges are black, and degree-2 vertices where exactly one edge is black.
In Team Private Constraint Logic (TPCL), there are two players on the White team and one player on the Black team, who play in round-robin fashion. In each move, the player can reverse up to a constant number \( k \) of edges of their color. Each player has a target edge to reverse, and can see the orientation of a specified set of edges, including edges of their own color and edges incident to those edges. Given a legal configuration of a constraint graph, the goal is to determine whether the White team has a forced win; i.e., whether one of the White players can reverse their target edge before Black can. In this game, all possible black/white colorings of AND and OR vertices suffice for RE-completeness. (Only undecidability has been claimed before, but RE-completeness follows by the same arguments.)

### A.2 Formula Games

A 3-CNF formula is a boolean formula \( \varphi \) of the form \( C_1 \land \cdots \land C_k \), where each clause \( C_i \) is the disjunction of up to three literals, which are variables or their negations. An assignment for such a formula specifies a truth value for each variable, and is satisfying if the formula is true under the assignment.

In 3SAT, we are given a 3-CNF formula, and we want to know whether it has a satisfying assignment. 3SAT is NP-complete \([10]\).

A partially quantified boolean formula is a formula of the form \( Q_1 x_1 : \cdots : Q_n x_n : \varphi \), where \( Q_i \) is one of the quantifiers \( \forall \) or \( \exists \), \( x_i \) is a (distinct) variable, and \( \varphi \) is a 3-CNF formula. An assignment for a partially quantified boolean formula specifies a truth value for each variable in \( \varphi \) that is not any \( x_i \), called free variables. For a partially quantified boolean formula \( \psi = Q_1 x_1 : \cdots : Q_n x_n : \varphi \) with \( n > 0 \), let \( \psi' = Q_2 x_2 : \cdots : Q_n x_n : \varphi \). Given an assignment \( S \) for \( \psi \), define assignments \( S + x_1 \) and \( S + \neg x_1 \) for \( \psi' \) which assign the same truth value as \( S \) to each free variable of \( \varphi \) and assign “true” and “false” to \( x_1 \), respectively. The truth value of \( \psi \) under \( S \) is defined recursively as follows:

- If \( n = 0 \) (so \( \psi = \varphi \)), \( \psi \) is true under \( S \) if and only if \( \varphi \) is true under \( S \).
- If \( n > 0 \) and \( Q_1 = \forall \), \( \psi \) is true under \( S \) if and only if \( \psi' \) is true under both \( S + x_1 \) and \( S + \neg x_1 \).
- If \( n > 0 \) and \( Q_1 = \exists \), \( \psi \) is true under \( S \) if and only if \( \psi' \) is true under at least one of \( S + x_1 \) and \( S + \neg x_1 \).

A quantified boolean formula is a partially quantified boolean formula with no free variables. A quantified boolean formula has only one assignment (which is empty), so we say it is true if it is true under this unique assignment.

The truth value of a quantified boolean formula \( \psi = Q_1 x_1 : \cdots : Q_n x_n : \varphi \) is equivalent to whether \( \exists \) has a forced win in the following game: two players \( \exists \) and \( \forall \) choose an assignment for \( \varphi \) by assigning variables in the order they are quantified, with player \( Q_i \) choosing the truth value of \( x_i \). \( \exists \) wins if the assignment satisfies \( \varphi \).

In QBF, we are given a (fully) quantified boolean formula, and we want to know whether it is true. QBF is PSPACE-complete, even if we restrict to formulas with alternating quantifiers beginning with \( \exists \). This restriction is equivalent to that \( \exists \) and \( \forall \) take alternating turns, with \( \exists \) going first \([10]\).

A dependency quantified boolean formula is a formula of the form \( \forall x_1 : \cdots : \forall x_m : \exists y_1(s_1) : \cdots : \exists y_n(s_n) : \varphi \), where \( x_i \) and \( y_j \) are (distinct) variables, \( \varphi \) is a 3-CNF formula, and \( s_j \) is a subset of \( \{ x_i | i \leq m \} \). We also require that every variable in \( \varphi \) is some \( x_i \) or \( y_j \) (\( \varphi \) has no free variables). A strategy for a dependency quantified boolean formula is a collection of functions \( f_j : \{\text{true, false}\}^{s_j} \rightarrow \{\text{true, false}\} \) for \( j = 1, \ldots, n \). A strategy solves
a dependency quantified boolean formula if for every map \( S : \{ x_i \mid i \leq m \} \to \{ \text{true, false} \} \), the assignment given by \( x_i \mapsto S(x_i) \) and \( y_j \mapsto f_j(S|_{s_j}) \) satisfies \( \varphi \). Intuitively, \( y_j \) is only allowed to depend on the variables in \( s_j \). A quantified boolean formula is a special case of a dependency quantified boolean formula, where each \( s_j = \{ x_i \mid i < k \} \) for some \( k \). A dependency quantified boolean formula is \textbf{true} if there is a strategy that solves it.

The truth value of a dependency quantified boolean formula \( \forall x_1 : \cdots : \forall x_m : \exists y_1(s_1) : \cdots : \exists y_n(s_n) : \varphi \) is equivalent to whether the \( \exists \) team has a forced win in the following game, which puts a team of one player \( \forall \) against a team of players \( \exists \) for \( j = 1, \ldots, n \): \( \forall \) picks a truth value for each \( x_i \). \( \exists \) sees the truth value for each element of \( s_j \) (and nothing else) and picks a truth value for \( y_j \). The \( \exists \) team wins if the resulting assignment satisfies \( \varphi \).

In the \textbf{DQBF} problem, we are given a dependency quantified boolean formula, and we want to know whether it is true. DQBF is \textsc{NEXPTIME}-complete even if we restrict to formulas of the form \( \forall \vec{x}_1 : \forall \vec{x}_2 : \exists \vec{y}_1(\vec{x}_1) : \exists \vec{y}_2(\vec{x}_2) : \varphi \), where \( \vec{x}_i \) and \( \vec{y}_i \) may contain multiple variables, and each variable in \( \vec{y}_i \) can depend on all the variables in \( \vec{x}_i \). This restriction is equivalent to requiring that the \( \exists \) team has two players who each choose multiple variables, and they see disjoint exhaustive subsets of the variables \( \forall \) picks [16].
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Abstract
The AdS/CFT correspondence is central to efforts to reconcile gravity and quantum mechanics, a fundamental goal of physics. It posits a duality between a gravitational theory in Anti de Sitter (AdS) space and a quantum mechanical conformal field theory (CFT), embodied in a map known as the AdS/CFT dictionary mapping states to states and operators to operators. This dictionary map is not well understood and has only been computed on special, structured instances. In this work we introduce cryptographic ideas to the study of AdS/CFT, and provide evidence that either the dictionary must be exponentially hard to compute, or else the quantum Extended Church-Turing thesis must be false in quantum gravity.

Our argument has its origins in a fundamental paradox in the AdS/CFT correspondence known as the wormhole growth paradox. The paradox is that the CFT is believed to be “scrambling” – i.e. the expectation value of local operators equilibrates in polynomial time – whereas the gravity theory is not, because the interiors of certain black holes known as “wormholes” do not equilibrate and instead their volume grows at a linear rate for at least an exponential amount of time. So what could be the CFT dual to wormhole volume? Susskind’s proposed resolution was to equate the wormhole volume with the quantum circuit complexity of the CFT state. From a computer science perspective, circuit complexity seems like an unusual choice because it should be difficult to compute, in contrast to physical quantities such as wormhole volume.

We show how to create pseudorandom quantum states in the CFT, thereby arguing that their quantum circuit complexity is not “feelable”, in the sense that it cannot be approximated by any efficient experiment. This requires a specialized construction inspired by symmetric block ciphers such as DES and AES, since unfortunately existing constructions based on quantum-resistant one way functions cannot be used in the context of the wormhole growth paradox as only very restricted operations are allowed in the CFT. By contrast we argue that the wormhole volume is “feelable” in some general but non-physical sense. The duality between a “feelable” quantity and an “unfeelable” quantity implies that some aspect of this duality must have exponential complexity. More precisely, it implies that either the dictionary is exponentially complex, or else the quantum gravity theory is exponentially difficult to simulate on a quantum computer.

While at first sight this might seem to justify the discomfort of complexity theorists with equating computational complexity with a physical quantity, a further examination of our arguments shows that any resolution of the wormhole growth paradox must equate wormhole volume to an “unfeelable” quantity, leading to the same conclusions. In other words this discomfort is an inevitable consequence of the paradox.
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Abstract

We consider submodular function minimization in the oracle model: given black-box access to a submodular set function \( f : 2^{[n]} \rightarrow \mathbb{R} \), find an element of \( \arg\min_{S} \{ f(S) \} \) using as few queries to \( f(\cdot) \) as possible. State-of-the-art algorithms succeed with \( \tilde{O}(n^2) \) queries [13], yet the best-known lower bound has never been improved beyond \( n \) [6].

We provide a query lower bound of \( 2n \) for submodular function minimization, a \( 3n/2 - 2 \) query lower bound for the non-trivial minimizer of a symmetric submodular function, and a \( (n^2) \) query lower bound for the non-trivial minimizer of an asymmetric submodular function.

Our \( 3n/2 - 2 \) lower bound results from a connection between SFM lower bounds and a novel concept we term the cut dimension of a graph. Interestingly, this yields a \( 3n/2 - 2 \) cut-query lower bound for finding the global mincut in an undirected, weighted graph, but we also prove it cannot yield a lower bound better than \( n + 1 \) for \( s-t \) mincut, even in a directed, weighted graph.
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1 Introduction

Submodular function minimization (SFM) is a classic algorithmic problem with numerous applications (e.g. [1, 11, 12, 14]): given black-box access to a submodular\(^1\) function \( f : 2^{[n]} \rightarrow \mathbb{R} \), find an element of \( \arg\min_{S} \{ f(S) \} \). Due to its ubiquity within TCS and without, the problem has received substantial attention over the past four decades within various communities. Seminal work of Grötschel, Lovasz, and Schrijver first established that a minimizer can be found in poly-time [5], and after a long series of improvements the state-of-the-art now requires \( \tilde{O}(n^2) \) value queries to \( f(\cdot) \) and \( \tilde{O}(n^2) \) additional overhead.

\(^1\) \( f(\cdot) \) is submodular if \( f(X \cup Y) + f(X \cap Y) \leq f(X) + f(Y) \) for all sets \( X, Y \). This is equivalent to \( f(S \cup T \cup \{i\}) - f(S \cup T) \leq f(S \cup \{i\}) - f(S) \) for all \( S, T, i \) (called diminishing marginal returns).
Despite remarkable progress on the algorithmic front, shockingly few lower bounds on submodular function minimization are known. It is perhaps unsurprising that computational lower bounds are elusive, but even query lower bounds are virtually non-existent. Indeed, state-of-the-art query lower bounds for SFM have remained stagnant at exactly $n$ for the past decade [6]. Our main results are new query lower bounds for three variants of SFM. We briefly provide the formal problem statements and our main results below, followed by an overview of context and related work.

**Definition 1 (Query Complexity of Submodular Function Minimization).** Given as input black-box access to a submodular function $f(\cdot)$ over $n$ elements, output an element of $\text{arg min}_S \{f(S)\}$, along with $\text{min}_S \{f(S)\}$. The query complexity of SFM is equal to the minimum $q(\cdot)$ such that a deterministic algorithm solves SFM on all instances of $n$ elements with at most $q(n)$ queries.

- If $f(\cdot)$ is further assumed symmetric, i.e. $f(S) = f([n] \setminus S)$ for all $S$, this is Symmetric SFM.
- If we ask for $\text{arg min}_{S/ \in \{\emptyset, [n]\}} \{f(S)\}$, this is Non-Trivial SFM (we will also use both qualifiers).

As a representative problem to have in mind, imagine a graph on $n$ nodes with positive edge weights and define $f(S)$ to be the weight of all edges leaving set $S$ (the value of cut $S$). Then $f(\cdot)$ is submodular, and non-trivial symmetric SFM would count the number of cut queries needed to find the mincut. If you seek the minimum $s$-$t$ cut (and adjust notation so that $f(S)$ is equal to the weight of all edges leaving $S \cup \{s\}$), then this is standard SFM (because it is valid to output $\emptyset$, which implies that the mincut is $s$). If you seek the global mincut in a directed graph, then this is an instance of Non-Trivial SFM (because it is now invalid to output $\emptyset$). If you seek the global mincut in an undirected graph, then this is an instance of Non-Trivial Symmetric SFM (because it doesn’t matter which side of the cut is sending versus receiving). Our main results are below.

**Theorem 2 (Main Results).** The following lower bound the query complexity of SFM:

- The query complexity of SFM is at least $2n$.
- The query complexity of Non-Trivial Symmetric SFM is at least $3n/2 - 2$.
- The query complexity of Non-Trivial SFM is at least $\binom{n}{2}$.

1.1 New Technique: The Cut Dimension

Our SFM and Non-Trivial SFM lower bounds are direct constructions, and we defer all related intuition and technical details to the corresponding sections. Our Non-Trivial Symmetric SFM lower bound, however, derives from a new framework based on the cut dimension of graphs.

**Definition 3 (Global Cut Dimension, special case of Definition 11).** Let $G$ be a directed graph with $m$ edges, and let $S$ be a subset of nodes. Define $\vec{v}^S$ be the vector in $\mathbb{R}^m$ with $v^S_e = 1$ iff the edge $e$ has left endpoint in $S$ and right endpoint not in $S$ (and $v^S_e = 0$ otherwise). Then the cut dimension of $G$ is the dimension of $\text{span}(\{\vec{v}^S, S \text{ is a global mincut}\})$. We also consider the following variants:

---

2 Indeed, note that Symmetric SFM (without the Non-Trivial qualifier) is trivial, as $\emptyset$ (or $[n]$) is always a solution.
If $G$ is undirected, then $v^S_e = 1$ iff the edge $e$ has one endpoint in $S$ and the other not in $S$.

If we seek the min s-t cut, then $v^S_e = 1$ iff the edge $e$ has left endpoint in $S \cup \{s\}$ and right endpoint not in $S \cup \{s\}$. We also take the dimension over min s-t cuts instead of global mincuts. In this case, we call this the s-t Cut Dimension.

Our main result concerning the cut dimension connects it to SFM lower bounds:

\begin{itemize}
  \item If an undirected graph exists with Global Cut Dimension $d$, then the query complexity of Non-Trivial Symmetric SFM is at least $d$.
  \item If a graph exists with s-t Cut Dimension $d$, then the query complexity of SFM is at least $d$.
  \item If a directed graph exists with Global Cut Dimension $d$, then the query complexity of Non-Trivial SFM is at least $d$.
\end{itemize}

Interestingly, we also establish that the Cut Dimension is a equivalent to the best achievable lower bounds based on graphs via a canonical perturbation approach. Our $3n/2 - 2$ lower bound for Non-Trivial Symmetric SFM follows immediately from Theorem 4 and the construction of an undirected graph with Global Cut Dimension $3n/2 - 2$. We also establish that every graph has s-t Cut Dimension at most $n + 1$, meaning this approach is useful for Non-Trivial SFM but not SFM.

1.2 Related Work

The first poly-time (and strongly poly-time) algorithms for SFM were given by [5] using the Lovasz extension and the Ellipsoid algorithm [10]. A substantial series of improvements followed over the subsequent four decades [3, 18, 4, 8, 7, 19, 15, 9] The state-of-the-art is an $O(n^3)$ upper bound on the query complexity of SFM [13], an $O(n^2)$ upper bound on the query complexity of Non-Trivial Symmetric SFM [16], and an $O(n^3)$ upper bound on the query complexity of Non-Trivial SFM [13].

Despite this substantial progress on upper bounds, the only unconditional query lower bound is just $n$ (which is surprisingly non-trivial to establish) [6]. [2] give a construction which requires $\Omega(n)$ queries to the Lovasz extension (if the algorithm can only query the Lovasz extension), but one can find the minimizer in their construction by simply querying all $n$ singletons.

Our Non-Trivial Symmetric SFM lower bound uses the cut function in graphs. Recent work of [17] establishes that this particular instance of Non-Trivial Symmetric SFM (in unweighted graphs) can be solved by a randomized algorithm in $O(n)$ queries, but our techniques are unrelated.

1.3 Roadmap

Section 2 provides our $2n$ lower bound for SFM, which is a direct construction. Section 3 proves (a generalization of) Theorem 4 and provides a graph with Global Cut Dimension $3n/2 - 2$, yielding our $3n/2 - 2$ lower bound for Non-Trivial Symmetric SFM. Section 4 provides our $O(n^2)$ lower bound for Non-Trivial SFM, which is also a direct construction.

Appendix B contains auxiliary claims concerning cut queries in graphs (i.e., it is impossible to learn precisely a directed graph using cut queries, what can you learn?) which are not necessary for our lower bounds, but likely useful for future work. Appendix A contains one omitted proof.

\footnote{The final bound follows by a reduction from Non-Trivial SFM to SFM incurring a blowup of $2n$ (for all elements $i$, run SFM only over sets containing $i$ and not containing $i + 1$, and then only over sets containing $i$ and not $i - 1$).}
2 A 2n Query Lower Bound for SFM

This section proves our lower bound on SFM.

▶ Theorem 5. The query complexity of SFM is at least 2n.

Let us first provide intuition for our construction. We start with an arbitrary permutation \( \sigma \) on \([n]\), and define the important sets \( R_i \) for \( 0 \leq i \leq n \) by \( R_i := \{ \sigma(1), \sigma(2), \ldots, \sigma(i) \} \) for each \( i \in [n] \cup \{0\} \). Observe that there is exactly one important set of each size from 0 to \( n \). These important sets will be the potential minimizers. Intuitively, we will define our function such that: (a) any algorithm must query at least \( n - 1 \) unimportant sets to learn the important sets, and (b) any algorithm must query all \( n + 1 \) important sets to learn the minimizer. In detail:

- Let \( \sigma \) be an arbitrary permutation on \([n]\).
- Define \( R_i := \{ \sigma(1), \ldots, \sigma(i) \} \) for each \( i \in [n] \cup \{0\} \).
- For each \( i \in [n] \cup \{0\} \), let \( c_i \in \{0, 1\} \).
- Define the function \( f^\sigma_\sigma(\cdot) \) such that (below, \( j(S) \) denotes the maximum \( j \) such that \( R_j \subseteq S \)):

\[
\begin{align*}
 f^\sigma_\sigma(S) &= \begin{cases} 
 -c_i & \text{if } S = R_i \text{ for some } 0 \leq i \leq n \\
 (|S| - j(S)) \cdot (n + 2 - j(S)) & \text{else}
\end{cases}
\end{align*}
\]

That is, \( f^\sigma_\sigma(\cdot) \) is defined to be non-negative on the unimportant sets, and non-positive on the important sets. Intuitively, queries to unimportant sets give information regarding \( \sigma \), and queries to important sets give information regarding \( \vec{c} \). It is not obvious, but straightforward to establish that \( f^\sigma_\sigma(\cdot) \) is submodular for all \( \sigma, \vec{c} \). The proof of Lemma 6 appears in Appendix A.

▶ Lemma 6. For all \( \sigma, \vec{c} \), \( f^\sigma_\sigma(\cdot) \) is submodular.

We now provide a complete proof that deterministic algorithms must make \( 2n \) queries for functions of the form \( f^\sigma_\sigma(\cdot) \). We define an adversary which adaptively sets \( \sigma, \vec{c} \) as queries are made:

- Initialize \( \sigma, \vec{c} \) to be undefined.
- Let \( i \) denote the maximum \( j \) such that \( \sigma(j) \) is defined (so initially \( i = 0 \)).
- When a new query, \( S \), is made:
  1. If \( S = R_j \), for some \( j \leq i \), answer 0 and set \( c_j = 0 \). Call this an important query.
  2. If \( R_i \not\subseteq S \), \( j(S) \) is defined. Answer \((|S| - j(S)) \cdot (n + 2 - j(S))\). Call this a useless query.
  3. If \( R_i \subseteq S \), \( j(S) \) is not yet defined. Pick any \( j \notin S \) (such a \( j \) must exist as \( S \neq R_n \)) and set \( \sigma(i + 1) = j \).\(^4\) Now \( j(S) := i \), so answer \((|S| - i) \cdot (n + 2 - i)\). Call this a decoy query.
- If the algorithm terminates after \( n + 1 \) (distinct) important queries, \( \sigma \) and \( \vec{c} \) are fully defined.
- If the algorithm has made fewer than \( n + 1 \) (distinct) important queries, let \( x \) denote the algorithm’s guess for the minimum value.
  1. If \( x = 0 \), set all undefined \( c_i := 1 \) and complete \( \sigma \) arbitrarily (if necessary).
  2. If \( x = -1 \), set all undefined \( c_i := 0 \) and complete \( \sigma \) arbitrarily (if necessary).
  3. If \( x \notin \{0, -1\} \), complete \( \vec{c}, \sigma \) arbitrarily.

\(^4\) Observe also that \( j \neq \sigma(\ell) \) for any \( \ell \leq i \), as \( R_i \subseteq S \).
Theorem 5 will follow by proving that the above adversary is consistent and that the adversary has the power to make multiple (distinct) minima unless the algorithm has made at least \( n - 1 \) decoy queries and \( n + 1 \) important queries.

\textbf{Observation 7.} The adversary answers all queries in a way that is consistent with some \( f_{\vec{c}}(\cdot) \).

\textbf{Proof.} Observe that the adversary answers all queries to \( R_j \) with 0, so this is always consistent. Further observe that whenever an unimportant set is queried, either the answer is already determined by \( \sigma \) (and therefore consistent), or one new output of \( \sigma \) is fixed so that the answer is now determined by \( \sigma \) (and therefore consistent now and forever). The precise definition of \( f_{\vec{c}}(\cdot) \) is important for the final claim: as soon as we know that \( \sigma(i + 1) \notin S \), this fixes the value of \( f_{\vec{c}}(\cdot) \).

Finally, observe that the completion step is also consistent with all previous queries, as they are completely defined by the partial definition of \( \sigma, \vec{c} \).

\textbf{Lemma 8.} Algorithms cannot make \( n + 1 \) distinct important queries without \( n - 1 \) decoy queries.

\textbf{Proof.} Observe that each decoy query increases \( i \) by one. Observe that the only distinct important queries that can be made are \( \emptyset, [n] \), and \( R_1, \ldots, R_i \), for a total of \( i + 2 \). If \( i < n - 1 \), then the distinct possible important queries are also \( < n + 1 \).

\textbf{Lemma 9.} Any algorithm making \( < n + 1 \) distinct important queries is wrong.

\textbf{Proof.} If the guess is \( / \notin \{0, -1\} \), then the guess is clearly wrong. If the guess is 0, then the completion step makes it so that the minimum is \( -1 \), so the guess is wrong. If the guess is \( -1 \), then the completion step makes it so that the minimum is 0, so the guess is wrong.

\textbf{Proof of Theorem 5.} Lemmas 9 and 8 together assert that the algorithm must make \( n - 1 \) decoy queries and \( n + 1 \) important queries in order to correctly solve SFM on instances of the form \( f_{\vec{c}}(\cdot) \) against the prescribed adversary. Therefore, a total of \( 2n \) queries must be made.

We conclude this section by noting that our construction witnesses a lower bound of exactly \( 2n \) (and no better).

\textbf{Proposition 10.} An SFM algorithm exists making \( 2n \) queries for any function of the form \( f_{\vec{c}}(\cdot) \).

\textbf{Proof.} First, query the \( n - 1 \) sets \( [n] \setminus \{i\} \) for all \( i \neq 1 \). Observe that \( f_{\vec{c}}([n] \setminus \{i\}) \leq 0 \) if and only if \( \sigma(n) = i \). Similarly, as \( [n] \setminus \{i\} \) is missing only a single element \( (i) \), this means that if \( \sigma(n) \neq i \) then \( f_{\vec{c}}([n] \setminus \{i\}) = (n - \sigma^{-1}(i)) \cdot (n + 3 - \sigma^{-1}(i)) \). So the query to \( [n] \setminus \{i\} \) reveals \( \sigma^{-1}(i) \), for any \( i \). Therefore, these \( n - 1 \) queries completely reveal \( \sigma \) (because \( \sigma \) is a permutation).

After \( \sigma \) is fully revealed, simply query the \( n + 1 \) important sets to find the minimizer.
3 A 3n/2 − 2 Query Lower Bound for Non-Trivial Symmetric SFM

We begin this section by providing a generalization the cut dimension, first by providing a class of submodular functions which generalize mincuts in graphs.

3.1 Defining the Generalized Cut Dimension

Consider a ground set of n elements, and a disjoint set of m hyperedges. We associate with each $S \subseteq [n]$ (including $S = \emptyset$) a set $h(S) \subseteq [m]$ of hyperedges that are active for $S$. For example, to capture mincuts in an undirected graph we might have the hyperedges simply be the edges of that graph, and $h(S)$ would denote the edges with one endpoint in $S$ and the other not in $S$.

To each $i \in [m]$, associate a non-negative weight $w_i$, and define the function $f(\cdot)$ so that $f(S) := \sum_{i \in h(S)} w_i$. If the active sets $h(\cdot)$ satisfy the following inequality, then it is easy to see that $f(\cdot)$ is submodular (below, $X \cup Y$ denotes the multiset union of $X$ and $Y$, which contains two copies of every element in $X \cap Y$):

$$h(S \cap T) \bigcup h(S \cup T) \subseteq h(S) \bigcup h(T).$$

We call such functions weight-based. It is easy to see that cuts in graphs or hypergraphs are weight-based. For such functions, there is a meaningful notion of “dimension” associated with the set of minimizers. For every $S \subseteq [n]$, define the vector $\vec{v}^S \in \mathbb{R}^n$ so that $v^S_i = 1$ if and only if $i \in h(S)$ and $w_i > 0$, and $v^S_i = 0$ otherwise. For a set $S$ of subsets of $[n]$, let $\dim(S)$ denote the dimension of the span (over $\mathbb{R}^n$) of the vectors $\{\vec{v}^S\}_{S \in S}$. We now define the Generalized Cut Dimension:

▶ Definition 11 (Generalized Cut Dimension). Let $f(\cdot)$ be weight-based. Then the Generalized Cut Dimension of $f(\cdot)$ is equal to $\dim(\arg \min_S \{ f(S) \})$. The Generalized Non-Trivial Cut Dimension of $f(\cdot)$ is $\dim(\arg \min_{S \in \{ \emptyset, [n] \}} \{ f(S) \})$.

We will call a weight-based function symmetric if $h(S) = h([n] \setminus S)$ – it is clear that the resulting submodular function is symmetric.

3.2 Connecting Generalized Cut Dimension to Query Complexity

In this section, we establish the equivalence of Generalized Cut Dimension to a canonical “perturbation” approach for lower bounding the query complexity.

▶ Definition 12 (Perturbation Bound). Starting from a (symmetric, if desired) weight-based submodular function $f(\cdot)$ with weights $\vec{w}$ and (non-trivial, if desired) minimizers $M_f$, pick a sufficiently small $\epsilon > 0$ so that every $\vec{w}'$ with $w'_i \in [(1 - \epsilon)w_i, (1 + \epsilon)w_i]$ induces a (symmetric, if desired) weight-based submodular function $g(\cdot)$ with (non-trivial, if desired) minimizers $M_g \subseteq M_f$. Let $G(f)$ denote the set of all (symmetric, if desired) weight-based functions with $w'_i \in [(1 - \epsilon)w_i, (1 + \epsilon)w_i]$.

If it is the case that, for any set of $q - 1$ queries to $f$, there exists a $g \in G(f)$ consistent with those queries such that $\min_S \{ g(S) \} \neq \min_S \{ f(S) \}$, we say that $f$ witnesses a (Symmetric) Perturbation Bound of $q$ (if there is a $g(\cdot) \in G(f)$ with $\min_{S \in \{ \emptyset, [n] \}} \{ g(S) \} \neq \min_{S \in \{ \emptyset, [n] \}} \{ f(S) \}$, we say that $f$ witnesses a Non-Trivial Perturbation Bound of $q$).

We refer to the Perturbation Bound of $f$ as the maximum possible $q$ such that $f$ witnesses a Perturbation Bound of $q$ (and similarly can define the Non-Trivial Perturbation Bound).
Intuitively, the perturbation bound captures the following natural way to obtain query lower bounds: start from some function $f(\cdot)$ with minimizers $M_f$. There is some non-zero gap $\delta$ between the minimizers and the rest, so there exists a sufficiently small $\varepsilon$ such that perturbing weights by $\varepsilon$ can tie-break among minimizers, but not yield a new minimizer.

**Observation 13.** If there exists an $f(\cdot)$ witnessing a (Symmetric, Non-Trivial) Perturbation Bound of $q$, then the query complexity of (Symmetric, Non-Trivial) SFM is at least $q$.

**Proof.** Assume for contradiction that an algorithm correctly outputs the minimum value, $x$, after $q - 1$ queries that are consistent with $f(\cdot)$. If $x \neq \min_S \{f(S)\}$, then all queries are consistent with $f(\cdot)$, so the algorithm could be wrong because the function is $f(\cdot)$. If $x = \min_S \{f(S)\}$, then because $f(\cdot)$ witnesses a Perturbation Bound of $q$, there exists a $g(\cdot)$ consistent with all $q - 1$ queries with $\min_S \{g(S)\} \neq x$, so the algorithm could be wrong because the function is $g(\cdot)$.

The same proof holds verbatim if $f(\cdot)$ is assumed to be symmetric, or if we replace absolute minimizers with non-trivial minimizers.

We now establish that the perturbation bound approach yields exactly the same lower bound as the generalized cut dimension. Our proof will make use of the following observation.

**Observation 14.** For any $g \in \mathcal{G}(f)$, $g(S) = \vec{v}^S \cdot \vec{w}'$ (where $\vec{w}'$ is the weight vector defining $g(\cdot)$).

**Proof.** First, recall that $g(S) := \sum_{i \in h(S)} w'_i$. Recall further that $v^S_i = 1$ whenever $w_i \neq 0$ and $i \in h(S)$. Importantly, note that $w_i = 0 \iff w'_i = 0$ for all $g(\cdot) \in \mathcal{G}(f)$, so in fact $v^S_i = 1$ whenever $w'_i \neq 0$ and $i \in h(S)$ (and 0 otherwise). This immediately implies that $\vec{v}^S \cdot \vec{w}' = \sum_{i \in h(S)} w'_i = g(S)$. ▷

**Theorem 15.** Let $f(\cdot)$ be (symmetric) weight-based. Then the (Symmetric, Non-Trivial) Perturbation Bound of $f(\cdot)$ is exactly equal to the Generalized (Non-Trivial) Cut Dimension of $f(\cdot)$.

**Proof.** We break the proof down into two lemmas, one establishing that the Perturbation Bound is at most the Generalized Cut Dimension, and one establishing that the Perturbation Bound is at least the Generalized Cut Dimension. We first establish the easy direction, that if $f(\cdot)$ has Generalized (Non-Trivial) Cut Dimension $d$, it witnesses a (Symmetric, Non-Trivial) Perturbation Bound of at most $d$. For simplicity of notation throughout the proof, we explicitly prove the standard case, but the claims for Symmetric and Non-Trivial follow verbatim.

**Lemma 16.** For all (Symmetric) weight-based $f(\cdot)$, the (Symmetric, Non-Trivial) Perturbation Bound is at most the Generalized (Non-Trivial) Cut Dimension.

**Proof.** Say that $f(\cdot)$ has Generalized Cut Dimension $d$, and let $S_1, \ldots, S_d$ be such that $v^{S_1}, \ldots, v^{S_d}$ form a basis for the span of $\{\vec{v}^S\}_{S \in M_f}$. We claim that queries to $S_1, \ldots, S_d$ completely determine $g(S) = f(S)$ for all $S \in M_f$ and all $g(\cdot) \in \mathcal{G}(f)$. If true, this establishes a set of $q$ queries for which there does not exist a $g(\cdot) \in \mathcal{G}(f)$ consistent with these queries for which $\min_S \{g(S)\} \neq \min_S \{f(S)\}$ (and therefore the Perturbation Bound for $f(\cdot)$ is at most $d$).
Consider any $S \in \mathcal{M}_f$. Then we know by definition of the Generalized Cut Dimension that
\[
\vec{v}^S = \sum_i c_i \vec{v}^S_i \text{ for some } c_1, \ldots, c_d \in \mathbb{R}.
\]
We claim that this implies that $g(S) = \sum_i c_i g(S_i)$ for any $g(\cdot) \in \mathcal{G}(f)$. This follows from the following equalities, which make use of Observation 14.
\[
g(S) = \vec{v}^S \cdot \vec{w}'
\]
\[
= \sum_i c_i \vec{v}^S_i \cdot \vec{w}'
\]
\[
= \sum_i c_i g(S_i).
\]

Therefore, if we query $S_1, \ldots, S_d$ and learn that $g(S_i) = f(S_i)$, this fully determines $g(S) = f(S)$ for all $S \in \mathcal{M}_f$, and therefore establishes that the Perturbation Bound for $f(\cdot)$ is at most $d$.

We now show the hard direction: Perturbation Bound is at least the Generalized Cut Dimension.

\textbf{Lemma 17.} Any (Symmetric) weight-based $f(\cdot)$ witnesses a (Symmetric, Non-Trivial) Perturbation Bound of $d$, the (Non-Trivial) Generalized Cut Dimension.

\textbf{Proof.} Let $T_1, \ldots, T_{d-1}$ be any $d-1$ sets queried. Let $X$ denote the subspace of vectors $\vec{y}$ which satisfy the linear equations $\vec{v}^{T_i} \cdot \vec{y} = 0$ for all $1 \leq i \leq d-1$. Observe that $X$ has dimension at least $m - d + 1$. Let $Y$ denote the subspace of vectors spanned by $\{\vec{v}^S\}_{S \in \mathcal{M}_f}$. Observe that $Y$ has dimension $d$.

The dimension of $X \geq m - d + 1$ and the dimension of $Y \geq d$ sum to $\geq m$. This means that there exists a non-zero vector, $\vec{z} \in X \cap Y$.

Because $\vec{z} \in X$, we can add $\varepsilon \vec{z}$ to $\vec{w}$ for any $\varepsilon$ and arrive at a $\vec{w}'$ which is consistent with all the queries so far. Because $\vec{z} \in Y$, we must have $z_i = 0$ whenever $w_i = 0$ (because all $\vec{v}^S_i$ have $v_i = 0$ when $w_i = 0$). Therefore, there exists a sufficiently small $\varepsilon$ such that $\vec{w} + \varepsilon \vec{z}$ results in a $g(\cdot)$ which is consistent with all $d - 1$ queries so far, and is in $\mathcal{G}(f)$, and also $\vec{w} - \varepsilon \vec{z}$ results in such a $g(\cdot)$ as well.

Consider now $\vec{z} \cdot \vec{v}^S$ for any $S \in \mathcal{M}_f$. If $\vec{z} \cdot \vec{v}^S > 0$, then when $\vec{w}' := \vec{w} + \varepsilon \vec{z}$, we have $g(S) < f(S)$, and therefore $\min_S \{g(S)\} < \min_S \{f(S)\}$, meaning that we have found the desired Perturbation Bound $g(\cdot)$ for these $d - 1$ queries. If $\vec{z} \cdot \vec{v}^S < 0$ we can instead use $\vec{w}' := \vec{w} - \varepsilon \vec{z}$. So if these $d - 1$ queries have no witness, it must be that $\vec{z} \cdot \vec{v}^S = 0$ for all $S \in \mathcal{M}_f$. In particular this holds for the basis $\vec{v}^{S_1}, \ldots, \vec{v}^{S_d}$ of $Y$. To summarize this paragraph: unless $\vec{z} \cdot \vec{v}^S = 0$ for all $i$ (note that these $S_i$ were not necessarily queried), then these $d - 1$ queries have a witness for the Perturbation Bound.

We will now establish that we can’t have $\vec{z} \cdot \vec{v}^{S_i} = 0$ for all $i$, which will establish that in fact there is a witness for these $d-1$ queries (and all $d-1$ queries, since they were arbitrary). Consider that because $\vec{z} \in Y$, we can write $\vec{z} = \sum_i \beta_i \vec{v}^S_i$ for some $\vec{\beta}$ which is not $\vec{0}$. If $\vec{z} \cdot \vec{v}^{S_i} = 0$ for all $i$ we have
\[
\sum_i \beta_i \vec{v}^{S_i} \cdot \vec{v}^{S_j} = 0, \quad \forall j.
\]
\textsuperscript{5} To see why this is the case, write a basis $\mathcal{B}_X = \{v_1, v_2, \ldots, v_{m-q}\}$ of $X$ and a basis $\mathcal{B}_Y = \{w_1, w_2, \ldots, w_d\}$ of $Y$. If $\mathcal{B}_X \cap \mathcal{B}_Y$ is non-empty then we are of course done, otherwise $\mathcal{B}_X \cup \mathcal{B}_Y$ is a set of strictly more than $m$ vectors in $\mathbb{R}^m$. Hence they must be linearly dependent, implying we can write $\alpha_1 v_1 + \ldots + \alpha_{m-q} v_{m-q} + \beta_1 w_1 + \ldots + \beta_d w_d = 0$ for some coefficients $\{\alpha_i\}, \{\beta_j\}$ that are not all zero. Then note that $\beta_1 w_1 + \ldots + \beta_d w_d$ is clearly in both $X$ and $Y$, and cannot be zero as otherwise all coefficients would be zero (because both $\mathcal{B}_X$ and $\mathcal{B}_Y$ are linearly independent).
Therefore, if we let $A$ denote the $d \times m$ matrix whose rows are the vectors $\vec{v}^{S_i}$, we get that:

$$(A \cdot A^T) \begin{bmatrix} \beta_1 \\ \vdots \\ \beta_d \end{bmatrix} = 0$$

Because $\vec{v}^{S_1}, \ldots, \vec{v}^{S_d}$ form a basis for $Y$ we know $A, A^T$, and $A \cdot A^T$ have rank $d$. But $\vec{\beta}$ is a non-zero vector in the kernel of the $d \times d$ matrix $A \cdot A^T$, which is a contradiction. Therefore, we must have $\vec{\beta} \cdot \vec{v}^{S_i} \neq 0$ for some $i$, implying that there exists the desired $g(\cdot)$ for any set of $d - 1$ queries, and the Perturbation Bound is hence at least $d$. ▶

The proof of the theorem now follows directly from Lemmas 16 and 17. ▶

Theorem 15 lets us now restrict attention to the study of generalized cut dimension if we aim to prove lower bounds through the canonical perturbation approach. The subsequent sections establish that this is fruitful for symmetric, non-trivial SFM, but not for standard SFM.

### 3.3 An Undirected Graph with Global Cut Dimension $3n/2 - 2$

In this section, we provide an explicit undirected graph $G$ on $n$ vertices which has global cut dimension $3n/2 - 2$. This establishes the following theorem:

**Theorem 18.** The query complexity of Symmetric Non-Trivial SFM is at least $3n/2 - 2$.

**Proof.** First, let $n$ be odd and $n \geq 3$. Then $n = 2a + 1$ for some $a \geq 1$, so label the vertices of $G$ as $\{v, w_1, w'_1, w_2, w'_2, \ldots, w_a, w'_a\}$. For edges (all undirected), put an edge between $v$ and all other nodes, and an edge between $w_i$ and $w'_i$ for all $i$ (and no other edges). It is easy to see that every cut in $G$ has value at least 2, and that the mincuts indeed have value 2. The mincuts either separate $w_i$ from the rest of the graph, $w'_i$ from the rest of the graph, or $\{w_i, w'_i\}$ from the rest of the graph.

For any $i \in [a]$, let $i_1, i_2, i_3$ denote the three positions in indicator vectors corresponding to the three edges $(v, w_i), (v, w'_i), (w_i, w'_i)$. Restricted to these positions, the indicator vectors for the three minimum cuts $\{w_i\}, \{w'_i\}, \{w_i, w'_i\}$ are $(1, 0, 1), (0, 1, 1), (1, 1, 0)$, which span a subspace of dimension three. As these three cuts have zeroes for all other entries, the full vectors also span a subspace of dimension three. For each $i \in [a]$, the set of three indices referenced above are distinct, which means that taking all these indicator vectors together has rank $3a$.

As $n = 2a + 1$, $3a = 3(n - 1)/2$. So the claim holds when $n$ is odd. If $n$ is even, use exactly the same construction on $n - 1$ nodes, and connect the remaining node to $v$ with an edge of weight two. Now there is one additional mincut (separating the extra node from the rest), so the dimension is $3a + 1 = 3(n - 2)/2 + 1 = 3n/2 - 2$. ▶

---

6 A short proof of this is through the singular value decomposition (SVD) of $A$. Write $A = U \Sigma V$ where $U \in \mathbb{R}^{n \times d}, \Sigma \in \mathbb{R}^{d \times d}$, and $V \in \mathbb{R}^{m \times m}$ (where $U$ and $V$ satisfy $UU^T = I$ and $VV^T = I$, and $\Sigma$ is diagonal with $d$ non-zero entries). Note then that $A \cdot A^T = U \Sigma \Sigma V^T V^T U^T = U(\Sigma \Sigma^2) U^T$. As $\Sigma \Sigma^2$ is diagonal of rank $d$ and $UU^T = I$, this is a singular value decomposition of $A \cdot A^T$, and directly implies that its rank is $d$. 
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3.4 Generalized Cut Dimension is at most \( n + 1 \)

The previous section establishes that the Non-Trivial Symmetric Cut Dimension can be much larger than \( n \), which leads to novel lower bounds. In this section, we establish that this approach will not yield novel lower bounds for standard SFM (and by Theorem 15, neither will the canonical perturbation argument for weight-based functions).

**Theorem 19.** The Generalized Cut Dimension of any weight-based function is at most \( n + 1 \).

**Proof.** First, recall that for any submodular \( f(\cdot) \), the set of minimizers \( M_f \) is closed under union and intersection.\(^7\) For each \( i \in [n] \), define \( S_i := \bigcap_{S \in M_f, i \in S} S \) (if there is a minimizer containing \( i \), otherwise let \( S_i \) be null). If \( S_i \) is not null, then \( S_i \in M_f \), because \( M_f \) is closed under intersection. Our goal will be to show that these \( S_i \) (and \( \emptyset \), if \( \emptyset \in M_f \)) span \( M_f \) through a sequence of lemmas.

Define the base sets \( B \) of \( M_f \) to be the set of all non-null \( S_i \), together with \( \emptyset \) (if \( \emptyset \in M_f \)). It is clear that \( B \) has size at most \( n + 1 \). It is also the case that every minimizer \( S \in M_f \) can be written as the union of elements in \( B \):

**Lemma 20.** For all \( S \in M_f \), \( S = \bigcup_{i \in S} S_i \).

**Proof.** For any \( i \in S \), we know that \( i \in S_i \) which means that \( S \subseteq \bigcup_{i \in S} S_i \). We need only show that for any \( i \in S \), \( S_i \subseteq S \). This is true by definition of \( S_i \) because \( S \) is a minimizer containing \( i \).

We next show that the base sets “cover” \( M_f \) in the following sense. Say that a set \( S \) is covered by \( B \) if either: (a) \( S \in B \), or (b) \( S \) can be written as the union of two sets which are covered by \( B \).

**Lemma 21.** Every set in \( M_f \) is covered by \( B \).

**Proof.** Assume for contradiction that there is some \( S \in M_f \) which is not covered by \( B \). Take the \( S \) which minimizes \( |S| \). Then clearly \( S \notin B \). So pick an arbitrary \( i \in S \) and we can write \( S = \bigcup_{j \in S} S_j = S_i \cup \bigcup_{j \in S \setminus S_i} S_j \). \( S_i \) is clearly non-empty, and also because \( S \notin B \), it is not equal to \( S \). Similarly, \( \bigcup_{j \in S \setminus S_i} S_j \) is non-empty (or else \( S_i \) would equal \( S \)), and is also not equal to \( S \) (because it does not contain \( i \)). Because \( |\bigcup_{j \in S \setminus S_i} S_j| < |S| \), it is covered. We have just written \( S \) as the union of two covered sets, so therefore \( S \) is also covered, a contradiction.

Now, we are ready for the last step. We will argue that for all \( g \in \mathcal{G}(f) \), knowledge of \( g(S), g(T) \), and \( g(S \cap T) \) suffices to deduce \( g(S \cup T) \). We will then deduce that knowledge of \( g(S) \) for all \( S \in B \) suffices to deduce \( g(S) \) for all \( S \in M_f \).

**Lemma 22.** Let \( S, T \in M_f \). Then \( \overline{\nu}^{S \cup T} = \overline{\nu}^S + \overline{\nu}^T - \overline{\nu}^{S \cap T} \).

**Proof.** Recall from the definition of weight-based that \( h(S \cap T) \cup h(S \cup T) \subseteq h(S) \cup h(T) \). But recall also that \( \sum_{i \in h(S \cap T) \setminus h(S \cup T)} w_i = \sum_{i \in h(S) \setminus h(T)} w_i \) because all of \( S, T, S \cap T, S \cup T \) are minimizers. As all \( w_i \) are non-negative, this means that the only possible \( i \) which are counted fewer times on the LHS than the RHS must have \( w_i = 0 \). This immediately means that \( \overline{\nu}^{S \cap T} + \overline{\nu}^{S \cup T} = \overline{\nu}^S + \overline{\nu}^T \).

---

\(^7\) To see this, recall that \( f(S \cup T) + f(S \cap T) \leq f(S) + f(T) \). If both of the sets on the RHS are minimizers, both sets on the LHS must be as well.
Corollary 23. Every $S \in \mathcal{M}_f$ has $\vec{v}^S \in \text{span}(\{\vec{v}^T\}_{T \in \mathcal{B}})$.

**Proof.** Lemma 22 establishes that if $S, T,$ and $S \cap T$ are in $\text{span}(\{\vec{v}^T\}_{T \in \mathcal{B}})$, then so is $S \cup T$. Assume for contradiction that some $S \in \mathcal{M}_f$, $\vec{v}^S$ is not in $\text{span}(\{\vec{v}^T\}_{T \in \mathcal{B}})$, and take the one of minimal $|S|$. Then $S$ is covered by $\mathcal{B}$ by Lemma 21, so we can write $S = A \cup B$, where $|A|, |B| < |S|$, $\vec{v}^A, \vec{v}^B$, and $\vec{v}^{A \cap B}$ are therefore in $\text{span}(\{\vec{v}^T\}_{T \in \mathcal{B}})$. By Lemma 22, so then is $\vec{v}^S$, a contradiction.

The proof is now concluded: we have argued that $|\mathcal{B}| \leq n + 1$, and Corollary 23 establishes that all of $\mathcal{M}_f$ is in the span of $\mathcal{B}$, so the Generalized Cut Dimension is at most $n + 1$.

Importantly, observe that this proof fails to hold for the Generalized Non-Trivial Cut Dimension (it must, as we previously demonstrated an example with Generalized Non-Trivial Cut Dimension $3n/2 - 2$). The point of failure is that the set of Non-Trivial minimizers is not closed under intersection or union (if either the intersection is empty or the union is $[n]$).

## 4 A $\binom{n}{2}$ Query Lower Bound for Non-Trivial SFM

In this section, we establish our lower bound for Non-Trivial SFM. The class of functions we consider will be the following:

**Definition 24.** A function $f(\cdot)$ is cost-based if there exists a cost function $c : 2^{[n]} \to \mathbb{R}_+$ with $c(T) = 0$ whenever $|T| \leq 1$ such that $f(S) = \sum_{i \in S} f(\{i\}) - \sum_{T \subseteq S} c(T)$.

**Proposition 25.** Every cost-based function is submodular.

**Proof.** We will establish that $f(S \cup \{i\}) - f(S) \leq f(T \cup \{i\}) - f(T)$ whenever $T \subseteq S$ and $i \notin S$. Observe that for any $X \subseteq [n]$ with $i \notin X$ we have $f(X \cup \{i\}) - f(X) = f(\{i\}) - \sum_{U \subseteq X, \{i\} \subseteq U} c(U \cup \{i\})$. $f(\{i\})$ is independent of $X$, and the second term is clearly at least as large for $X = S$ than $X = T$ (as $c(U) \geq 0$ for every $U$). Therefore, $f(\cdot)$ has diminishing marginal returns and is submodular.

**Theorem 26.** The query complexity of Non-Trivial SFM is at least $\binom{n}{2}$.

**Proof.** Consider the following $\binom{n}{2} + 1$ cost functions. Define $c(\cdot)$ so that $c(S) = 0$ if $|S| \leq n - 2$, $c([n] \setminus \{i\}) = n - 1$ for all $i$, and $c([n]) = 2n$. Call the associated function $f(\cdot)$ where we set $f(\{i\}) = 1$ for all $i$. Then $f(S) = |S|$ when $|S| \leq n - 2$, $f([n] \setminus \{i\}) = 0$, and $f([n]) = -n^2$.

For every $1 \leq i < j \leq n$ define $c_{ij}(\cdot)$ so that $c_{ij}(S) = 0$ if $|S| \leq n - 3$. For sets of size $n - 2$, set $c_{ij}([n] \setminus \{i, j\}) = n - 1$, and $c_{ij}([n] \setminus \{k, \ell\}) = 0$ for all other $\{k, \ell\} \neq \{i, j\}$. For sets of size $n - 1$, set $c_{ij}([n] \setminus \{i\}) = c_{ij}([n] \setminus \{j\}) = 0$, and $c_{ij}([n] \setminus \{k\}) = n - 1$ for all $k \notin \{i, j\}$. Finally, set $c_{ij}([n]) = 3n - 1$. Call the associated function $f_{ij}(\cdot)$ where we set $f_{ij}(\{\ell\}) = 1$ for all $\ell$. Observe that $f_{ij}(S) = |S|$ when $|S| \leq n - 3$, $f_{ij}(S) = n - 2$ if $|S| = n - 2$ and $S \neq [n] \setminus \{i, j\}$, and $f_{ij}(\{i\}) = -1$, $f_{ij}(\{j\}) = 0$, and $f_{ij}([n]) = -n^2$.

Observe, importantly, that the non-trivial minimum of $f(\cdot)$ is 0, while the non-trivial minimum of $f_{ij}(\cdot)$ is $-1$ for all $i, j$. Observe also that $f(\cdot)$ and $f_{ij}(\cdot)$ differ only on their evaluation for $[n] \setminus \{i, j\}$. Therefore, an adversary could answer any query $S$ with $f(S)$. If the algorithm terminates with fewer than $\binom{n}{2}$ queries, then there is some $[n] \setminus \{i, j\}$ that has not been queried. Therefore, the adversary is free to decide that the function is either $f(\cdot)$ or $f_{ij}(\cdot)$. As the value of the minima for these two functions are distinct, the algorithm cannot be correct. Therefore, any correct algorithm for Non-Trivial SFM must make at least $\binom{n}{2}$ queries.
We establish the first query lower bounds exceeding $n$ for SFM ($2n$), Non-Trivial Symmetric SFM ($3n/2 - 2$), and Non-Trivial SFM ($\binom{n}{2}$). Our asymmetric lower bounds are from direct constructions. Our symmetric lower bound arises from the novel cut dimension.

Our work leaves open a clear direction for future work: what is the maximum possible Global Cut Dimension for an undirected graph? Or more generally, what is the maximum possible Non-Trivial Symmetric Generalized Cut Dimension of a weight-based function?

It is also of course generally important to further improve query complexity lower bounds for SFM variants (and also develop better algorithms).
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A. Omitted Proofs from Section 2

We will make use of the following technical lemma:

Lemma 27. If $R_i \subseteq S$, then $f_\sigma^i(S) \leq (|S| - i) \cdot (n + 2 - i)$.

Proof. If $S = R_j(S)$, then $f_\sigma^j(S) = -c_j \leq 0 \leq (|S| - i) \cdot (n + 2 - i)$, as desired. Otherwise because $j(S) \geq i$ (by definition of $j(S)$), we know $|S| - j(S) \leq |S| - i$ and $n + 2 - j(S) \leq n + 2 - i$, which implies that $f_\sigma^j(S) \leq (|S| - i) \cdot (n + 2 - i)$ as desired.

Proof of Lemma 6. Let $X, Y$ be any two subsets of $[n]$; we will show that

$$f_\sigma^X(X) + f_\sigma^Y(Y) \geq f_\sigma^X(X \cup Y) + f_\sigma^X(X \cap Y).$$

Note that if $X \subseteq Y$, the inequality is trivially satisfied, as $X \cap Y = X$ and $X \cup Y = Y$; the inequality is also trivially satisfied if $Y \subseteq X$. Hence, we will assume that neither set is contained in the other; note that this means neither set could equal $\emptyset$ or $[n]$. From here we consider two separate cases.

In the first case, assume neither $X$ nor $Y$ is an important set. Let $R_i$ be the largest important set that is a subset of $X$ and $R_j$ be the largest important set that is a subset of $Y$. Without loss of generality, let’s assume that $i \geq j$. Let $A := (X \setminus R_i) \setminus (Y \setminus R_j)$, $B := (Y \setminus R_i) \setminus (X \setminus R_j)$, $C := (X \setminus R_i) \cap (Y \setminus R_j)$, and $D := Y \cap (R_i \setminus R_j)$ and for convenience define $a := |A|$, $b := |B|$, $c := |C|$, and $d := |D|$. From the definition of $f$ we have that

$$f_\sigma^X(X) = (a + c) \cdot (n + 2 - i)$$

and

$$f_\sigma^Y(Y) = (b + c + d) \cdot (n + 2 - j).$$

First, we prove the inequality when $i = j$. In this case, $D = \emptyset$, but $A$ and $B$ are both non-empty (as otherwise either $X \subseteq Y$ or $Y \subseteq X$). As $X \cap Y$ contains $R_i$, we have

$$f_\sigma^X(X \cap Y) \leq c(n + 2 - i)$$

from Lemma A.1. As $X \cup Y$ contains $R_i$ we similarly have

$$f_\sigma^X(X \cup Y) \leq (a + b + c) \cdot (n + 2 - i).$$
Hence,
\[
f^{\mathcal{G}}_a(X \cup Y) + f^{\mathcal{G}}_a(X \cap Y) \leq (a + b + 2c)(n + 2 - i) \\
= (a + c)(n + 2 - i) + (b + c)(n + 2 - i) \\
= f^{\mathcal{G}}_a(X) + f^{\mathcal{G}}_a(Y)
\]
which proves the inequality as \( d = 0 \). We’ll next prove the inequality assuming \( i > j \). In that case, we again have that \( R_j \) is a subset of \( X \cap Y \) so
\[
f^{\mathcal{G}}_a(X \cap Y) \leq (c + d)(n + 2 - j)
\]
by Lemma A.1. Similarly, \( R_i \) is a subset of \( X \cup Y \) so
\[
f^{\mathcal{G}}_a(X \cup Y) \leq (a + b + c)(n + 2 - i).
\]
Hence it is sufficient to prove
\[
(a + c) \cdot (n + 2 - i) + (b + c + d) \cdot (n + 2 - j) \geq (c + d)(n + 2 - j) + (a + b + c)(n + 2 - i)
\]
which reduces to \( b(n + 2 - j) \geq b(n + 2 - i) \), which is true as \( b \geq 0 \) and \( i > j \). Hence we have completed our analysis for the first case.

Our second case is when \( X \) is an important set and \( Y \) is not. Say \( X = R_i \) for some \( i \geq 1 \) and let \( R_j \) be the largest important set contained in \( Y \). Clearly, \( i > j \) (as otherwise we would have \( X \subseteq Y \)). Let \( A := Y \setminus R_i, B := (Y \setminus R_j) \cap R_i \), and for convenience define \( a := |A| \) and \( b := |B| \). Note that \( a > 0 \) (as otherwise \( Y \subseteq X \)) and that there are exactly \( a + b \) elements of \( Y \) not in \( R_j \). Because \( X \cap Y \) contains \( R_j \) but not \( R_{j + 1} \) we know
\[
f^{\mathcal{G}}_a(X \cap Y) = b \cdot (n + 2 - j).
\]
Also, as \( X \cup Y \) contains \( R_i \) we know that
\[
f^{\mathcal{G}}_a(X \cup Y) \leq a \cdot (n + 2 - i).
\]
Hence it is sufficient to prove
\[
-c_i + (a + b) \cdot (n + 2 - j) \geq b \cdot (n + 2 - j) + a \cdot (n + 2 - i).
\]
This inequality is equivalent to \( -c_i + a(i - j) \geq 0 \), which is true since \( a \geq 1, i - j \geq 1 \) and \( c_i \leq 1 \), hence concluding the second case.

By symmetry, we now also have the same conclusion if \( Y \) is an important set and \( X \) is not. Moreover, we need not consider the case where both are important sets as then one must be a subset of the other. Hence we have the result.

\section{On Cut Queries in Directed Graphs}

In this section, we examine the limits of cut queries when learning the edges of a graph. This appendix is not directly relevant to our main results, but may be of interest for future work.

\begin{claim}
A directed weighted graph can be learned via cut queries up to directed cycles. That is, with cut queries one can learn a graph \( G' \) that is equivalent to the true graph \( G \) up to adding/deleting directed cycles. Moreover, no set of queries can determine the weight of a directed cycle.
\end{claim}
Proof. We first work over unweighted graphs and show that a graph can be learned up to the direction of directed cycles. Let \(G(V,E)\) be a directed, unweighted graph. First, we note that for any two vertices \(u\) and \(v\) in \(V\), we can learn if
- both edges \((u,v)\) and \((v,u)\) exist,
- exactly one of the edges \((u,v)\) and \((v,u)\) exist (but not which one),
- or neither of these edges exist

To see this, consider creating a new function \(f'()\) which outputs \(f(S) + f(V \setminus S)\). Then \(f'()\) corresponds to an undirected weighted graph \(G'\) where the weight between two nodes is zero, one, or two (and equal to the number of edges between them in \(G\)). As \(G'\) is undirected, we can learn \(G'\) exactly using cut queries \[17\].

Moreover, for every vertex \(u\), by querying \(\{u\}\) and \(V \setminus \{u\}\), we know the in degree and the out degree of \(u\).

Now, suppose two graphs \(G\) and \(G'\) both satisfy all the queries made so far. We claim that \(G\) can be converted to \(G'\) by flipping the direction of certain cycles. Let \(e = (u,v)\) be an edge in \(G\) that does not exist in \(G'\). We know that \((v,u)\) must be an edge in \(G'\). Suppose we flip edge \((v,u)\) in \(G'\). Now, the in degree of \(u\) in \(G'\) is one less than the in degree of \(u\) in \(G'\), while the out degree of \(u\) in \(G'\) is one more than that of \(G\). Hence, there is an edge \((u,v')\) in \(G'\), and an edge \((v',u)\) in \(G\). We flip this edge in \(G'\). Continuing this way, we flip all edges in a path, until we reach \(v\). If \(G'\) is the same as \(G\), we are done, else, we pick another edge and repeat this procedure. Hence, \(G'\) and \(G\) are the same, up to the directions of directed cycles.

Moreover, for any cut queried, every directed cycle either does not contribute anything to the cut or adds exactly 1 to the cut (irrespective of the direction). Hence, the direction of cycles in a directed graph cannot be learned by cut queries.

This argument can be extended to weighted graphs as well. For weighted graphs, we can learn the sum of the weights of edges \((u,v)\) and \((v,u)\) for all edges, as well as the in degree and out degree of every vertex.

Suppose we have two graphs \(G\) and \(G'\) which satisfy all the queries made to learn the above. Similar to the unweighted case, we claim that \(G'\) can be converted to \(G\) by changing the weights of certain directed cycles. Let \((u,v)\) be an edge which has weight \(w\) in \(G\) and \(w'\) in \(G'\). We change the weight of \((u,v)\) in \(G\) to \(w'\), and add \(w' - w\) to the weight of \((v,u)\) in \(G'\). Now, the in degree of \(u\) has increased by \(w' - w\). Since the in degree of \(u\) is the same in both \(G\) and \(G'\) initially, this implies that there are edges incident on \(u\) in \(G\) whose weights differ from those in \(G'\) by exactly \(w' - w\). We change the weights of each of those edges to match the ones in \(G\), continuing till we complete each of these cycles. Hence, \(G\) and \(G'\) are identical up to the weights of certain directed cycles.

Note that each time we decrease the weight of a cycle in one direction by \(\alpha\), we increase the weight of the cycle in the other direction by exactly \(\alpha\). That is, the sum of the weights of the cycle in both directions remains constant. Let’s assume that a cut query cuts \(k\) edges of this cycle. This implies that the cut query also cuts \(k\) edges of the cycle in the opposite direction. Hence, we can only determine the sum of the weights of these two cycles, irrespective of the number of queries made.

\(\triangleright\) Claim 29. For a weighted undirected graph, when making \(s-t\) cut queries, the weight of edge \((s,u)\) cannot be learned for any vertex \(u\). Similarly, the weight of edge \((u,t)\) cannot be learned for any vertex \(u\).

---

8 To see this, observe that \(f'\{\{u\}\} + f'\{\{v\}\} - f'\{\{u,v\}\}\) is exactly twice the weight of the edge between \(u\) and \(v\) in \(G'\).
Proof. We first note that we can always learn the weight of edges of the form \((u,v)\), with \(u,v \neq s \neq t\). This can be done by querying \(\{s\}\), \(\{s,u\}\), \(\{s,v\}\) and \(\{s,u,v\}\). Hence, we can learn all edges except for those of the form \((s,u)\) and \((u,t)\) (because these queries are redundant or invalid in that case). After learning these weights, every query \(S \cup \{s\}\) can be viewed as the sum of \(n\) weights (the weights of edges from \(S\) to \(t\), and the weights of edges from \(V \setminus S\) to \(s\)). Let us denote the weight of edge \((s,u)\) as \(w_u\), and the weight of edge \((u,t)\) as \(w'_u\). Every query \(S \cup \{s\}\) can be written as a linear equation
\[
\sum_{u \in S} w'_u + \sum_{u \in V \setminus S} w_u = c_S
\]
Let \(\alpha_S\) denote a \(2n\) dimensional vector with the coefficients of the above equation. Let \(w\) be a \(2n\) dimensional vector with \(w_u\) and the \(w'_u\), for all \(u\). The above equation can be written as
\[
\langle \alpha_S, w \rangle = c_S
\]
Let us consider the subspace \(\Pi\) spanned by \(\{\alpha_S: S \subseteq V \setminus \{s,t\}\}\). Let \(e_u\) denote the vector with a 1 in the position of edge \((s,u)\) and zeros elsewhere. If \(e_u \in \Pi\), we can compute the value of \(w_u\). We show that \(e_u \not\in \Pi\), for all \(u\).

To show this, it is enough to describe a vector in the kernel of \(\Pi\), whose dot product with \(e_u\) is non-zero. Consider the vector \(\beta\) with 1 in the position of edges \((s,u)\) and \((u,t)\), and \(-\frac{1}{n}\) elsewhere.
\[
\langle e_u, \beta \rangle = 1
\]
However, for any \(S\),
\[
\langle \alpha_S, \beta \rangle = 0
\]
Hence, we cannot compute the weight of edge \((s,u)\) for any vertex \(u\). The same argument can also be made for the edge \((u,t)\). 
\(\triangleright\)
Abstract

Data aggregation is a fundamental primitive in distributed computing wherein a network computes a function of every nodes’ input. However, while compute time is non-negligible in modern systems, standard models of distributed computing do not take compute time into account. Rather, most distributed models of computation only explicitly consider communication time.

In this paper, we introduce a model of distributed computation that considers both computation and communication so as to give a theoretical treatment of data aggregation. We study both the structure of and how to compute the fastest data aggregation schedule in this model. As our first result, we give a polynomial-time algorithm that computes the optimal schedule when the input network is a complete graph. Moreover, since one may want to aggregate data over a pre-existing network, we also study data aggregation scheduling on arbitrary graphs. We demonstrate that this problem on arbitrary graphs is hard to approximate within a multiplicative $1.5$ factor. Finally, we give an $O(\log n \cdot \log \frac{OPT}{\text{time}})$-approximation algorithm for this problem on arbitrary graphs, where $n$ is the number of nodes and OPT is the length of the optimal schedule.
1 Introduction

Distributed systems drive much of the modern computing revolution. However, these systems are only as powerful as the abstractions which enable programmers to make use of them. A key such abstraction is data aggregation, wherein a network computes a function of every node’s input. For example, if every node stored an integer value, a programmer could run data aggregation to compute the sum or the largest value of every node in the network. Indeed, the well-studied and widely-used AllReduce abstraction [29, 16] consists of a data aggregation step followed by a broadcast step.

The utility of modern systems is their ability to perform massive computations and so, applications of data aggregation often consist of a function which is computationally-intensive to compute. A rigorous theoretical study of data aggregation, then, must take the cost of computation into account. At the same time, one cannot omit the cost of communication, as many applications of data aggregation operate on large datasets which take time to transmit over a network.

However, to our knowledge, all existing models of distributed computation – e.g., the CONGEST [28], SINR [4], (noisy) radio network [21, 9, 7, 8], congested clique [12], dual graph [6], store-and-forward [22, 31], LOCAL [23], and telephone broadcast models [30, 20, 17] – all only consider the cost of communication. Relatedly, while there has been significant applied research on communication-efficient data aggregation algorithms, there has been relatively little work that explicitly considers the cost of computation, and even less work that considers how to design a network to efficiently perform data aggregation [25, 19, 26, 27, 18]. In this way, there do not seem to exist theoretical results for efficient data aggregation scheduling algorithms that consider both the cost of communication and computation.

Thus, we aim to provide answers to two theoretical questions in settings where both computation and communication are non-negligible:

1. How should one structure a network to efficiently perform data aggregation?
2. How can one coordinate a fixed network to efficiently perform data aggregation?

1.1 Our Model and Problem

The Token Network Model

So as to give formal answers to these questions we introduce the following simple distributed model, the Token Network Model. A Token Network is given by an undirected graph $G = (V, E)$, $|V| = n$, with parameters $t_c, t_m \in \mathbb{N}$ which describe the time it takes nodes to do computation and communication, respectively.\footnote{We assume $t_c, t_m = \text{poly}(n)$ throughout this paper.}

Time proceeds in synchronous rounds during which nodes can compute on or communicate atomic tokens. Specifically, in any given round a node is busy or not busy. If a node is not busy and has at least one token it can communicate: any node that does so is busy for the next $t_m$ rounds, at the end of which it passes one of its tokens to a neighbor in $G$. If a node is not busy and has two or more tokens, it can compute: any node that does so is busy for the next $t_c$ rounds, at the end of which it combines (a.k.a. aggregates) two of its tokens into a single new token.\footnote{Throughout this paper, we assume for ease of exposition that the smaller of $t_c$ and $t_m$ evenly divides the larger of $t_c$ and $t_m$, or equivalently that either $t_c$ or $t_m$ is 1.} At a high level, this means that communication takes $t_m$ rounds and computation takes $t_c$ rounds.
The Token Computation Problem

We use our Token Network model to give a formal treatment of data aggregation scheduling. In particular, we study the Token Computation problem. Given an input Token Network, an algorithm for the Token Computation problem must output a schedule $S$ which directs each node when to compute and when and with whom to communicate. A schedule is valid if after the schedule is run on the input Token Network where every node begins with a single token, there is one remaining token in the entire network; i.e., there is one node that has aggregated all the information in the network. We use $|S|$ to notate the length of $S$ – i.e., the number of rounds $S$ takes – and measure the quality of an algorithm by the length of the schedule that it outputs. For completeness, we give a more technical and formal definition in Appendix A.

Discussion of Modeling Choices

Our Token Network model and the Token Computation problem are designed to formally capture the challenges of scheduling distributed computations where both computation and communication are at play. In particular, combining tokens can be understood as applying some commutative, associative function to the private input of all nodes in a network. For instance, summing up private inputs, taking a minimum of private inputs, or computing the intersection of input sets can all be cast as instances of the Token Computation problem. We assume that the computation time is the same for every operation and that the output of a computation is the same size as each of the inputs as a simplifying assumption. We allow nodes to receive information from multiple neighbors as this sort of communication is possible in practice.

Lastly, our model should be seen as a so-called “broadcast” model [21] of communication. In particular, it is easy to see that our assumption that a node can send its token to only a single neighbor rather than multiple copies of its token to multiple neighbors is without loss of generality: One can easily modify a schedule in which nodes send multiple copies to one of equal length in which a node only ever sends one token per round. An interesting followup question could be to consider our problem in a non-broadcast setting.

1.2 Our Results

We now give a high-level description of our technical results.

Optimal Algorithm on Complete Graphs (Section 3)

We begin by considering how to construct the optimal data aggregation schedule in the Token Network model for complete graphs for given values of $t_c$ and $t_m$. The principal challenge in constructing such a schedule is formalizing how to optimally pipeline computation and communication and showing that any valid schedule needs at least as many rounds as one’s constructed schedule. We overcome this challenge by showing how to modify a given optimal schedule into an efficiently computable one in a way that preserves its pipelining structure. Specifically, we show that one can always modify a valid optimal schedule into another valid optimal schedule with a well-behaved recursive form. We show that this well-behaved schedule can be computed in polynomial time. Stronger yet, we show that the edges over which communication takes place in this schedule induce a tree. It is important to emphasize that this result has implications beyond producing the optimal schedule for a complete graph; it shows one optimal way to construct a network for data aggregation (if one had the freedom to include any edge), thereby suggesting an answer to the first of our two research questions.
Hardness and Approximation on Arbitrary Graphs (Section 4)

We next consider the hardness of producing good schedules efficiently for arbitrary graphs and given values of $t_c$ and $t_m$. We first show that no polynomial-time algorithm can produce a schedule of length within a multiplicative 1.5 factor of the optimal schedule unless $\text{P} = \text{NP}$. This result implies that one can only coordinate data aggregation over a pre-existing network so well.

Given that an approximation algorithm is the best one can hope for, we next give an algorithm which in polynomial time produces an approximately-optimal Token Computation schedule. Our algorithm is based on the simple observation that after $O(\log n)$ repetitions of pairing off nodes with tokens, having one node in each pair route a token to the other node in the pair, and then having every node compute, there will be a single token in the network. The difficulty in this approach lies in showing that one can route pairs of tokens in a way that is competitive with the length of the optimal schedule. We show that by considering the paths in $G$ traced out by tokens sent by the optimal schedule, we can get a concrete hold on the optimal schedule. Specifically, we show that a polynomial-time algorithm based on our observation produces a valid schedule of length $O(\text{OPT} \cdot \log n \cdot \log \frac{\text{OPT}}{t_m})$ with high probability,$^3$ where $\text{OPT}$ is the length of the optimal schedule. Using an easy bound on $\text{OPT}$, this can be roughly interpreted as an $O(\log^2 n)$-approximation algorithm. This result shows that data aggregation over a pre-existing network can be coordinated fairly well.

Furthermore, it is not hard to see that when $t_c = 0$ and $t_m > 0$, or when $t_c > 0$ and $t_m = 0$, our problem is trivially solvable in polynomial time. However, we show hardness for the case where $t_c, t_m > 0$, which gives a formal sense in which computation and communication cannot be considered in isolation, as assumed in previous models of distributed computation.

1.3 Terminology

For the remainder of this paper we use the following terminology. A token $a$ contains token $a'$ if $a = a'$ or $a$ was created by combining two tokens, one of which contains $a'$. For shorthand we write $a' \in a$ to mean that $a$ contains $a'$. A singleton token is a token that only contains itself; i.e., it is a token with which a node started. We let $a_v$ be the singleton token with which vertex $v$ starts and refer to $a_v$ as $v$’s singleton token. The size of a token is the number of singleton tokens it contains. Finally, let $a_f$ be the last token of a valid schedule $S$; the terminus of $S$ is the node at which $a_f$ is formed by a computation.

2 Related Work

Cornejo et al. [10] study a form of data aggregation in networks that change over time, where the goal is to collect tokens at as few nodes as possible after a certain time. However, they do not consider computation time and they measure the quality of their solutions with respect to the optimal offline algorithm. Awerbuch et al. [5] consider computation and communication in a setting where jobs arrive online at nodes, and nodes can decide whether or not to complete the job or pass the job to a neighbor. However, they study the problem of job scheduling, not data aggregation, and, again, they approach the problem from the perspective of competitive analysis with respect to the optimal offline algorithm.

$^3$ Meaning at least $1 - 1/\text{poly}(n)$ henceforth.
Another line of theoretical work related to our own is a line of work in centralized algorithms for scheduling information dissemination [30, 20, 17]. In this problem, an algorithm is given a graph and a model of distributed communication, and must output a schedule that instructs nodes how to communicate in order to spread some information. For instance, in one setting an algorithm must produce a schedule which, when run, broadcasts a message from one node to all other nodes in the graph. The fact that these problems consider spreading information is complementary to the way in which we consider consolidating it. However, we note that computation plays no role in these problems, in contrast to our Token Computation problem.

Of these prior models of communication, the model which is most similar to our own is the telephone broadcast model. In this model in each round a node can “call” another node to transmit information or receive a call from a single neighbor. Previous results have given a hardness of approximation of \(3\) [13] for broadcasting in this model and logarithmic as well as sublogarithmic approximation algorithms for broadcasting [14]. The two notable differences between this model and our own are (1) in our model nodes can receive information from multiple neighbors in a single round\(^4\) and (2) again, in our model computation takes a non-negligible amount of time. Note, then, that even in the special case when \(t_c = 0\), our model does not generalize the telephone broadcast model; as such we do not immediately inherit prior hardness results from the telephone broadcast problem. Furthermore, (1) and especially (2) preclude the possibility of an easy reduction from our problem to the telephone broadcast problem.

There is also a great deal of related applied work; additional details are in Appendix B.

3 Optimal Algorithm for Complete Graphs

In this section we provide an optimal polynomial-time algorithm for the Token Computation problem on a complete graph. The schedule output by our algorithm ultimately only uses the edges of a particular tree, and so, although we reason about our algorithm in a fully connected graph, in reality our algorithm works equally well on said tree. This result, then, informs the design of an optimal network.

3.1 Binary Trees (Warmup)

We build intuition by considering a natural solution to Token Computation on the complete graph: naïve aggregation on a rooted binary tree. In this schedule, nodes do computations and communications in lock-step. In particular, consider the schedule \(S\) which alternates the following two operations until only a single node with tokens remains on a fixed binary tree: (1) every non-root node that has a token sends its token to its parent in the binary tree; (2) every \(v\) with at least two tokens performs one computation. Once only one node has any tokens, that node performs computation until only a single token remains. After \(\log n\) iterations of this schedule, the root of the binary tree is the only node with any tokens, and thereafter only performs computation for the remainder of \(S\). However, \(S\) does not efficiently pipeline communication and computation: after each iteration of (1) and (2), the root of the tree gains an extra token. Therefore, after \(\log n\) repetitions of this schedule, the root has \(\log n\) tokens. In total, then, this schedule aggregates all tokens after essentially \(\log n(t_c + t_m) + \log n \cdot t_c\) rounds. See Figure 1.

\(^4\) See above for the justification of this assumption.
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Figure 1 The naïve aggregation schedule on a binary tree for $t_c = t_m = 1$ and $n = 7$ after 4 rounds. Tokens are represented by blue diamonds; a red arrow from node $u$ to node $v$ means that $u$ sends to $v$; and a double-ended blue arrow between two tokens $a$ and $b$ means that $a$ and $b$ are combined at the node. Notice that the root gains an extra token every 2 rounds.

Figure 2 The aggregation schedule on a binary tree for $t_c = t_m = 1$ and $n = 7$ after 4 rounds where the root pipelines its computations. Again, tokens are represented by blue diamonds; a red arrow from node $u$ to node $v$ means that $u$ sends to $v$; and a double-ended blue arrow between two tokens $a$ and $b$ means that $a$ and $b$ are combined at the node. Notice that the root will never have more than 3 tokens when this schedule is run.

For certain values of $t_c$ and $t_m$, we can speed up naïve aggregation on the binary tree by pipelining the computations of the root with the communications of other nodes in the network. In particular, consider the schedule $S'$ for a fixed binary tree for the case when $t_c = t_m$ in which every non-root node behaves exactly as it does in $S$ but the root always computes. Since the root always computes in $S'$, even as other nodes are sending, it does not build up a surplus of tokens as in $S$. Thus, this schedule aggregates all tokens after essentially $\log_2 n(t_c + t_m)$ rounds when $t_c = t_m$, as shown in Figure 2.

However, as we will prove, binary trees are not optimal even when they pipeline computation at the root and $t_c = t_m$. In the remainder of this section, we generalize this pipelining intuition to arbitrary values of $t_c$ and $t_m$ and formalize how to show a schedule is optimal.

Figure 3 $T(16)$ for $t_c = 2$, $t_m = 1$. 
3.2 Complete Graphs

We now describe our optimal polynomial-time algorithm for complete graphs. This algorithm produces a schedule which greedily aggregates on a particular tree, $T^*_n$. In order to describe this tree, we first introduce the tree $T(R, t_c, t_m)$. This tree can be thought of as the largest tree for which greedy aggregation aggregates all tokens in $R$ rounds given computation cost $t_c$ and communication cost $t_m$. We will overload notation and let $T(R)$ denote $T(R, t_c, t_m)$ for some fixed values of $t_c$ and $t_m$. Let the root of a tree be the node in that tree with no parents. Also, given a tree $T$ with root $r$ we define $T_1 \text{ JOIN } T_2$ as $T_1$ but where $r$ also has $T_2$ as an additional subtree. We define $T(R)$ as follows (see Figure 3 for an example):

$$
T(R) := \begin{cases} 
\text{A single leaf} & \text{if } R < t_m + t_c \\
T(R - t_c) \text{ JOIN } T(R - t_c - t_m) & \text{otherwise}
\end{cases}
$$

Since an input to the Token Computation problem consists of $n$ nodes, and not a desired number of rounds, we define $R^*(n, t_c, t_m)$ to be the minimum value such that $|T(R^*(n, t_c, t_m))| \geq n$. We again overload notation and let $R^*(n)$ denote $R^*(n, t_c, t_m)$. Formally,

$$R^*(n) = \min\{R : |T(R)| \geq n\}.$$

We let $T^*_n$ denote $T(R^*(n))$. For ease of presentation we assume that $|T^*_n| = n$.5

The schedule produced by our algorithm will simply perform greedy aggregation on $T^*_n$. We now formally define greedy aggregation and establish its runtime on the tree $T(R)$.

Definition 1 (Greedy Aggregation). Given an $r$-rooted tree, let the greedy aggregation schedule be defined as follows. In the first round, every node except for $r$ sends its token to its parent. In subsequent rounds we do the following. If a node is not busy and has at least two tokens, it performs a computation. If a non-root node is not busy, has exactly one token, and has received a token from every child in previous rounds, it forwards its token to its parent.

Lemma 2. Greedy aggregation on $T(R)$ terminates in $R$ rounds.

Proof. We will show by induction on $k \geq 0$ that greedy aggregation results in the root of $T(k)$ having a token of size $|T(k)|$ after $k$ rounds. The base cases of $k \in [0, t_m + t_c)$ are trivial, as nothing needs to be combined. For the inductive step, applying the inductive hypothesis and using the recursive structure of our graph tells us that the root of $T(k + t_c)$ has a token of size $|T(k)|$ at its root in $k$ rounds, and the root of the child $T(k - t_m)$ has a token of size $|T(k - t_m)|$ at its root in $k - t_m$ rounds. Therefore, by the definition of greedy aggregation, the root of $T(k - t_m)$ sends its token of size $|T(k - t_m)|$ to the root of $T(k + t_c)$ at time $k - t_m$, which means the root of $T(k + t_c)$ can compute a token of size $|T(k - t_m)| + |T(k)| = |T(k + t_c)|$ by round $k + t_c$.

To build intuition about how quickly $T^*_n$ grows, see Figure 6 for an illustration of $|T^*_n|$ as a function of $n$ for specific values of $t_c$ and $t_m$. Furthermore, notice that $T(R)$ and $T^*_n$ are constructed in such a way that greedy aggregation pipelines computation and communication. We can now formalize our optimal algorithm, which simply outputs the greedy aggregation schedule on $T^*_n$, as Algorithm 1. The following theorem is our main result for this section.

---

5 If $|T^*_n| > n$, then we could always “hallucinate” extra nodes where appropriate.
Algorithm 1 OptComplete($t_c, t_m, n$).

Input: $t_c, t_m, n$
Output: A schedule for Token Computation on $K_n$ with parameters $t_c$ and $t_m$
Arbitrarily embed $T_n^*$ into $K_n$
return Greedy aggregation schedule on $T_n^*$ embedded in $K_n$

Theorem 3. Given a complete graph $K_n$ on $n$ vertices and any $t_m, t_c \in \mathbb{Z}^+$, OptComplete optimally solves Token Computation on the Token Network $(K_n, t_c, t_m)$ in polynomial time.

To show that Theorem 3 holds, we first note that OptComplete trivially runs in polynomial time. Therefore, we focus on showing that greedy aggregation on $T_n^*$ optimally solves the Token Computation problem on $K_n$. We demonstrate this claim by showing that, given $R$ rounds, $|T(R)|$ is the size of the largest solvable graph. Specifically, we will let $N^*(R)$ be the size of the largest complete graph on which one can solve Token Computation in $R$ rounds, and we will argue that $N^*(R)$ obeys the same recurrence as $|T(R)|$.

First notice that the base case of $N^*(R)$ is trivially 1.

Lemma 4. For $R \in \mathbb{Z}_0^+$ we have that $N^*(R) = 1$ for $R < t_c + t_m$.

Proof. If $R < t_c + t_m$, there are not enough rounds to send and combine a token, and so the Token Computation problem can only be solved on a graph with one node. ▲

We now show that for the recursive case $N^*(R)$ is always at least as large as $N^*(R - t_c) + N^*(R - t_c - t_m)$, which is the recurrence that defines $|T(R)|$.

Lemma 5. For $R \in \mathbb{Z}_0^+$ we have that $N^*(R) \geq N^*(R - t_c) + N^*(R - t_c - t_m)$ for $R \geq t_c + t_m$.

Proof. Suppose $R \geq t_c + t_m$. Let $S_1$ be the optimal schedule on the complete graph of $N^*(R - t_c)$ nodes with terminus $v_1$ and let $S_2$ be the optimal schedule on the complete graph of size $N^*(R - t_c - t_m)$ with corresponding terminus $v_2$. Now consider the following solution on the complete graph of $N^*(R - t_c) + N^*(R - t_c - t_m)$ nodes. Run $S_1$ and $S_2$ in parallel on $N^*(R - t_c)$ and $N^*(R - t_c - t_m)$ nodes respectively, and once $S_2$ has completed, forward the token at $v_2$ to $v_1$ and, once it arrives, have $v_1$ perform one computation. This is a valid schedule which takes $R$ rounds to solve Token Computation on $N^*(R - t_c) + N^*(R - t_c - t_m)$ nodes. Thus, we have that $N^*(R) \geq N^*(R - t_c) + N^*(R - t_c - t_m)$ for $R \geq t_c + t_m$. ▲

It remains to show that this bound on the recursion is tight. To do so, we case on whether $t_c \geq t_m$ or $t_c < t_m$. When $t_c \geq t_m$, we perform a straightforward case analysis to show that $N^*$ follows the same recurrence as $T_n^*$. Specifically, we case on when the last token in the optimal schedule was created to show the following.

Lemma 6. When $t_c \geq t_m$ for $R \in \mathbb{Z}_0^+$ it holds that $N^*(R) = N^*(R - t_c) + N^*(R - t_c - t_m)$.

Proof. Suppose that $R \geq t_c + t_m$. By Lemma 5, it is sufficient to show that $N^*(R) \leq N^*(R - t_c) + N^*(R - t_c - t_m)$. Consider the optimal solution given $R$ rounds. The last action performed by any node must have been a computation that combines two tokens, a and b, at the terminus $v_t$, because, in an optimal schedule, any further communication of the last token increases the length of the schedule. We now consider three cases.
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**Figure 4** An illustration of the shortcutting and combining insights. Here, tokens are denoted by blue diamonds, and hallucinated tokens are denoted by striped red diamonds. As before, a red arrow from node \( u \) to node \( v \) means that \( u \) sends to \( v \), and a double-ended blue arrow between two tokens \( a \) and \( b \) means that \( a \) and \( b \) are combined at the node. Notice that which nodes have tokens and when nodes have tokens are the same under both modifications (though in the combining insight, a node is only hallucinating that it has a token).

- In the first case, \( a \) and \( b \) were both created at \( v_t \). Because both of \( a \) or \( b \) could not have been created at time \( R - t_c \), one of them must have been created at time \( R - 2t_c \) at the latest. This means that \( N^*(R) \leq N^*(R - t_c) + N^*(R - 2t_c) \leq N^*(R - t_c) + N^*(R - t_c - t_m) \).
- In the second case, exactly one of \( a \) or \( b \) (without loss of generality, \( a \)) was created at \( v_t \). This means that \( b \) must have been sent to \( v_t \) at latest at time \( R - t_c - t_m \). It follows that \( N^*(R) \leq N^*(R - t_c) + N^*(R - t_c - t_m) \).
- In the last case, neither \( a \) nor \( b \) was created at \( v_t \). This means that both must have been sent to \( v_t \) at the latest at time \( R - t_c - t_m \). We conclude that \( N^*(R) \leq N^*(R - t_c - t_m) + N^*(R - t_c - t_m) \leq N^*(R - t_c) + N^*(R - t_c - t_m) \).

Thus, in all cases we have \( N^*(R) \leq N^*(R - t_c) + N^*(R - t_c - t_m) \).

We now consider the case in which communication is more expensive than computation, \( t_c < t_m \). One might hope that the same case analysis used when \( t_c \geq t_m \) would prove the desired result for when \( t_c < t_m \). However, we must do significantly more work to show that \( N^*(R) = N^*(R - t_c) + N^*(R - t_c - t_m) \) when \( t_c < t_m \). We do this by establishing structure on the schedule which solves Token Computation on \( K_{N^*(R)} \) in \( R \) rounds: we successively modify an optimal schedule in a way that does not affect its validity or length but which adds structure to the schedule.

Specifically, we leverage the following insights — illustrated in Figure 4 — to modify schedules. **Combining insight:** Suppose node \( v \) has two tokens in round \( t \), \( a \) and \( b \), and \( v \) sends \( a \) to node \( u \) in round \( t \). Node \( v \) can just aggregate \( a \) and \( b \), treat this aggregation as it treats \( b \) in the original schedule and \( u \) can just pretend that it receives \( a \) in round \( t + t_m \). That is, \( u \) can “hallucinate” that it has token \( a \). Note that this insight crucially leverages the fact that \( t_c < t_m \), since otherwise the performed computation would not finish before round \( t + t_m \). **Shortcutting insight:** Suppose node \( v \) sends a token to node \( u \) in round \( t \) and node \( u \) sends a token to node \( w \) in a round in \([t, t + t_m]\). Node \( v \) can “shortcut” node \( u \) and send to \( w \) directly and \( u \) can just not send.
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Through modifications based on these insights we show that there exists an optimal schedule where the last node to perform a computation never communicates, and every computation performed by this node computes on the token with which this node started. This structure, in turn, allows us to establish the following lemma, which asserts that when \( t_c < t_m \) we have that \( N^*(R) \) and \(|T(R)|\) follow the same recurrence.

\[ N^*(R) = \begin{cases} 1 & \text{if } R < t_c + t_m \\ N^*(R-t_c) + N^*(R-t_c-t_m) & \text{if } R \geq t_c + t_m \end{cases} \]

The proof of the lemma is relegated to Appendix D. We are now ready to prove the theorem.

Proof of Theorem 3. On a high level, we argue that the greedy aggregation schedule on \( T(R) \) combines \( N^*(R) \) nodes in \( R \) rounds and is therefore optimal. Combining Lemma 4, Lemma 6, and Lemma 7 we have the following recurrence on \( N^*(R) \) for \( R \in \mathbb{Z}_0^+ \).

\[ N^*(R) = \begin{cases} 1 & \text{if } R < t_c + t_m \\ N^*(R-t_c) + N^*(R-t_c-t_m) & \text{if } R \geq t_c + t_m \end{cases} \]

Notice that this is the recurrence which defines \(|T(R)|\) so for \( R \in \mathbb{Z}_0^+ \) we have that \( N^*(R) = |T(R)|\), and by Lemma 2, the greedy aggregation schedule on \( T(R) \) terminates in \( R \) rounds.

Thus, the greedy aggregation schedule on \( T(R) \) solves \( \text{TOKEN COMPUTATION} \) on \( K_{N^*(R)} = K_{N^*(R)} \) in \( R \) rounds, and therefore is an optimal solution for \( K_{N^*(R)} \). Since \( T_n^* \) is the smallest \( T(R) \) with at most \( n \) nodes, greedy aggregation on \( T_n^* \) is optimal for \( K_n \) and so \( \text{OPTCOMPLETE} \) optimally solves \( \text{TOKEN COMPUTATION} \) on \( K_n \). Finally, the polynomial runtime is trivial.

4 Hardness and Approximation for Arbitrary Graphs

We now consider the \( \text{TOKEN COMPUTATION} \) problem on arbitrary graphs. Unlike in the case of complete graphs, the problem turns out to be computationally hard on arbitrary graphs. The challenge in demonstrating the hardness of \( \text{TOKEN COMPUTATION} \) is that the optimal schedule for an arbitrary graph does not have a well-behaved structure. Our insight here is that by forcing a single node to do a great deal of computation we can impose structure on the optimal schedule in a way that makes it reflect the minimum dominating set of the graph. The following theorem formalizes this; its full proof is relegated to Appendix E.

\[ \textbf{Theorem 8.} \text{ TOKEN COMPUTATION cannot be approximated by a polynomial-time algorithm within } (1.5 - \epsilon) \text{ for } \epsilon \geq \frac{1}{\alpha(\log n)} \text{ unless } P = NP. \]

Therefore, our focus in this section is on designing an approximation algorithm. Specifically, we construct a polynomial-time algorithm, \( \text{SOLVETC} \), which produces a schedule that solves \( \text{TOKEN COMPUTATION} \) on arbitrary graphs using at most \( O(\log n \cdot \log \frac{\text{OPT}}{t_m}) \) multiplicatively more rounds than the optimal schedule, where \( \text{OPT} \) is the length of the optimal schedule. Define the diameter \( D \) of graph \( G \) as \( \max_{u,v} d(u,v) \). Notice that \( \text{OPT}/t_m \) is at most \((n-1)t_c/t_m + D\) since \( \text{OPT} \leq (n-1)(t_c + D \cdot t_m) \): the schedule that picks a pair of nodes, routes one to the other then aggregates and repeats \( n - 1 \) times is valid and takes \((n-1)(t_c + D \cdot t_m)\) rounds. Thus, our algorithm can roughly be understood as an \( O(\log^2 n) \) approximation algorithm. Formally, our main result for this section is the following theorem whose lengthy proof we summarize in the rest of this section.

\[ \textbf{Theorem 9.} \text{ SOLVETC is a polynomial-time algorithm that gives an } O(\log n \cdot \log \frac{\text{OPT}}{t_m}) \text{-approximation for } \text{TOKEN COMPUTATION} \text{ with high probability.} \]
The rest of this section provides an overview of this theorem’s lengthy proof. Our approximation algorithm, SolveTC, is given as Algorithm 2. SolveTC performs $O(\log n)$ repetitions of: designate some subset of nodes with tokens sinks and the rest of the nodes with tokens sources; route tokens at sources to sinks. If $t_c > t_m$, we will delay computations until tokens from sources arrive at sinks, and if $t_m \geq t_c$, we will immediately aggregate tokens that arrive at the same node.

4.1 Token Computation Extremes (Warmup)

Before moving on to a more technical overview of our algorithm, we build intuition by considering two extremes of Token Computation.

$t_m \ll t_c$

First, consider the case where $t_m \ll t_c$; that is, communication is very cheap compared to computation. As computation is the bottleneck here, we can achieve an essentially optimal schedule by parallelizing computation as much as possible. That is, consider a schedule consisting of $O(\log n)$ repetitions of: (1) each node with a token uniquely pairs off with another node with a token; (2) one node in each pair routes its token to the other node in its pair; (3) nodes that received a token perform one computation. This takes $O(t_c \cdot \log n)$ rounds to perform computations along with some amount of time to perform communications. But, any schedule takes at least $\Omega(t_c \cdot \log n)$ rounds, even if communication were free and computation were perfectly parallelized. Because the time to perform communications is negligible, this schedule is essentially optimal.

$t_c \ll t_m$

Now consider the case where $t_c \ll t_m$; that is, computation is very cheap compared to communication. In this setting, we can provide an essentially optimal schedule by minimizing the amount of communication that occurs. In particular, we pick a center $c$ of the graph\(^6\) and have all nodes send their tokens along the shortest path towards $c$. At any point during this schedule, it is always more time efficient for a node with multiple tokens to combine its tokens together before forwarding them since $t_c \ll t_m$. Thus, if at any point a node has multiple tokens, it combines these into one token and forwards the result towards $c$. Lastly, $c$ aggregates all tokens it receives. This schedule takes $t_m \cdot r$ time to perform its communications, where $r$ is the radius of the graph\(^7\) and some amount of time to perform its computations. However, because for every schedule there exists a token that must travel at least $r$ hops, any schedule takes at least $\Omega(r \cdot t_m)$ rounds. Computations take a negligible amount of time since $t_c \ll t_m$, which means that this schedule is essentially optimal.

See Figure 5 for an illustration of these two schedules. Thus, in the case when $t_m \ll t_c$, we have that routing between pairs of nodes and delaying computations is essentially optimal, and in the case when $t_c \ll t_m$, we have that it is essentially optimal for nodes to greedily aggregate tokens before sending. These two observations will form the foundation of our approximation algorithm.

---

\(^6\) The center of graph $G$ is $\arg\min_v \max_u d(v, u)$ where $d(v, u)$ is the length of the shortest $u - v$ path.

\(^7\) The radius of graph $G$ is $\min_v \max_u d(v, u)$.
4.2 Approximation Algorithm

Recall that our approximation algorithm routes tokens from designated sources to designated sinks $O(\log n)$ times. Formally, the problem which our algorithm solves $O(\log n)$ times is as follows.

Definition 10 (Route and Compute Problem). The input to the Route and Compute Problem consists of a set $U \subseteq V$ and a set of directed paths $\mathcal{P}_U = \{ \mathcal{P}_u : u \in U \}$ where: (1) $u \in U$ has a token and is the source of $\mathcal{P}_u$; (2) every sink of every path $\mathcal{P}_u$ has a token; (3) if $u$ and $t_u$ are the sources and sinks of $\mathcal{P}_u \in \mathcal{P}_U$, respectively, then neither $u$ nor $t_u$ are endpoints of any $\mathcal{P}_u' \in \mathcal{P}_U$ for $u' \neq u$. A solution of cost $C$ is a schedule of length $C$ which, when run, performs computations on a constant fraction of tokens belonging to nodes in $U$.

SolveTC repeatedly calls a subroutine, GetDirectedPaths, to get a set of paths for which it would like to solve the Route and Compute Problem. It then solves the Route and Compute Problem for these paths, using RoutePaths$_m$ if $t_c \leq t_m$ or RoutePaths$_c$ if $t_c > t_m$. Below we give an overview of these procedures. The proofs of the lemmas in this section, as well as further details regarding SolveTC, are relegated to Appendix F.

Algorithm 2 SolveTC.

Input: Token Computation instance given by graph $G = (V, E), t_c, t_m$
Output: A schedule for the input Token Computation problem

$W \leftarrow V$

for iteration $i \in O(\log n)$ do

$\mathcal{P}_U \leftarrow \text{GetDirectedPaths}(W, G)$

if $t_c > t_m$ then RoutePaths$_m(\mathcal{P}_U)$

if $t_c \leq t_m$ then RoutePaths$_c(\mathcal{P}_U)$

$W \leftarrow \{ v : v \text{ has 1 token} \}$

4.2.1 Producing Paths on Which to Route

We now describe GetDirectedPaths. First, for a set of paths $\mathcal{P}$, we define the vertex congestion of $\mathcal{P}$ as $\text{con}(\mathcal{P}) = \max_v \sum_{P \in \mathcal{P}} (# \text{ occurrences of } v \in P)$, and the dilation of $\mathcal{P}$ as $\max_{P \in \mathcal{P}} |P|$. Given that nodes in $W \subseteq V$ have tokens, GetDirectedPaths solves a flow LP which has a flow for each $w \in W$ whose sinks are $w' \in W$ such that $w' \neq w$. The objective of this flow LP is the vertex congestion. The flow for each $w \in W$ defines a probability
distribution over (undirected) paths with endpoints \( w \) and \( w' \) where \( w' \neq w \) and \( w' \in W \). Given these probability distributions, we repeatedly sample paths by taking random walks proportional to LP values of edges until we produce a set of paths – one for each \( w \in W \) – with low vertex congestion. Lastly, given our undirected paths, we apply another subroutine to direct our paths and fix some subset of nodes \( U \subseteq W \) as sources such that \( |U| \) is within a constant fraction of \( |W| \). The key property of the LP we use is that it has an optimal vertex congestion comparable to \( \text{OPT} \), the length of the optimal Token Computation schedule. Using this fact and several additional lemmas we can prove the following properties of \text{GetDirectedPaths}.

**Lemma 11.** Given \( W \subseteq V \), \text{GetDirectedPaths} is a randomized polynomial-time algorithm that returns a set of directed paths, \( \tilde{P}_U = \{ P_u : u \in U \} \) for \( U \subseteq W \), such that with high probability at least 1/12 of nodes in \( W \) are sources of paths in \( \tilde{P}_U \) each with a unique sink in \( W \). Moreover,

\[
\text{con}(\tilde{P}_U) \leq O \left( \frac{\text{OPT}}{\min(t_c, t_m)} \log \frac{\text{OPT}}{t_m} \right) \quad \text{and} \quad \text{dil}(\tilde{P}_U) \leq \frac{8\text{OPT}}{t_m}.
\]

### 4.2.2 Routing Along Produced Paths

We now specify how we route along the paths produced by \text{GetDirectedPaths}. If \( t_c > t_m \), we run \text{RoutePaths}_m to delay computations until tokens from sources arrive at sinks, and if \( t_m \geq t_c \), we run \text{RoutePaths}_c to immediately aggregate tokens that arrive at the same node.

**Case of** \( t_c > t_m \)

\text{RoutePaths}_m adapts the routing algorithm of Leighton et al. [22] – which was simplified by Rothvoß [31] – to efficiently route from sources to sinks.\(^8\) We let \text{OPTRoute} be this adaptation of the algorithm of Leighton et al. [22].

**Lemma 12.** Given a set of directed paths \( \tilde{P}_U \) with some subset of endpoints of paths in \( \tilde{P}_U \) designated sources and the rest of the endpoints designated sinks, \text{OPTRoute} is a randomized polynomial-time algorithm that w.h.p. produces a Token Network schedule that sends from all sources to sinks in \( O(\text{con}(\tilde{P}_U) + \text{dil}(\tilde{P}_U)) \).

Given \( \tilde{P}_U \), \text{RoutePaths}_m is as follows. Run \text{OPTRoute} and then perform a single computation. As mentioned earlier, this algorithm delays computation until all tokens have been routed.

**Lemma 13.** \text{RoutePaths}_m is a polynomial-time algorithm that, given \( \tilde{P}_U \), solves the Route and Compute Problem w.h.p. using \( O(t_m(\text{con}(\tilde{P}_U) + \text{dil}(\tilde{P}_U)) + t_c) \) rounds.

**Case of** \( t_c \leq t_m \)

Given directed paths \( \tilde{P}_U \), \text{RoutePaths}_c is as follows. Initially, every sink is asleep and every other node is awake. For \( O(\text{dil}(\tilde{P}_U) \cdot t_m) \) rounds we repeat the following: if a node is not currently sending and has exactly one token then it forwards this token along its path; if

\(^8\) Our approach for the case when \( t_c > t_m \) can be simplified using techniques from Srinivasan and Teo [32]. In fact, using their techniques we can even shave the \( \log \text{OPT} \) factor in our approximation. However, because these techniques do not take computation into account, they do not readily extend to the case when \( t_c \leq t_m \). Thus, for the sake of a unified exposition, we omit the adaptation of their results.
a node is not currently sending and has two or more tokens then it sleeps for the remainder of the $O(\text{dil}(\mathcal{P}_U) \cdot t_m)$ rounds. Lastly, every node combines any tokens it has for $t_c \cdot \text{con}(\mathcal{P}_U)$ rounds.

Lemma 14. RoutePaths is a polynomial-time algorithm that, given $\mathcal{P}_U$, solves the Route and Compute Problem w.h.p. using $O(t_c \cdot \text{con}(\mathcal{P}_U) + t_m \cdot \text{dil}(\mathcal{P}_U))$ rounds.

By leveraging the foregoing results, we can prove Theorem 9; see Appendix F.3 for details.

5 Future Work

There are many promising directions for future work. First, as Section 4.1 illustrates, the extremes of our problem – when $t_c \ll t_m$ and when $t_m \ll t_c$ – are trivial to solve. However, our hardness reduction demonstrates that for $t_c = 1$ and $t_m$ in a specific range, our problem is hard to approximate. Determining precisely what values of $t_m$ and $t_c$ make our problem hard to approximate is open.

Next, it is not always the case that there exists a centralized coordinator to produce a schedule. We hope to give an analysis of our problem in a distributed setting as no past work in this setting takes computation into account. Even more broadly, we hope to analyze formal models of distributed computation in which nodes are not assumed to have unbounded computational resources and computation takes a non-trivial amount of time.

We also note that there is a gap between our hardness of approximation and the approximation guarantee of our algorithm. The best possible approximation, then, is to be decided by future work.

Furthermore, we are interested in studying technical challenges similar to those studied in approximation algorithms for network design. For instance, we are interested in the problem in which each edge has a cost and one must build a network subject to budget constraints which has as efficient a Token Computation schedule as possible.

Lastly, there are many natural generalizations of our problem. For instance, consider the problem in which nodes can aggregate an arbitrary number of tokens together, but the time to aggregate multiple tokens is, e.g., a concave function of the number of tokens aggregated. These new directions offer not only compelling theoretical challenges but may be of practical interest.
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A ∼ Formal Model, Problem, and Definitions

Let us formally define the TOKEN COMPUTATION problem. The input to the problem is a TOKEN NETWORK specified by graph $G = (V, E)$ and parameters $t_c, t_m \in \mathbb{N}$. Each node starts with a single token.

An algorithm for this problem must provide a schedule, $S : V \times \{l\} \rightarrow \{\text{idle}, \text{busy}\}$ where we refer to $|S| := l$ as the length of the schedule. Intuitively, a schedule $S$ directs each node when to compute and when to communicate as follows:

1. $S(v, r) = v' \neq v$ indicates that $v$ begins passing a token to $v'$ in round $r$ of $S$;
2. $S(v, r) = v$ indicates that $v$ begins combining two tokens in round $r$ of $S$;
3. $S(v, r) = \text{idle}$ indicates that $v$ does nothing in round $r$;
4. $S(v, r) = \text{busy}$ indicates that $v$ is currently communicating or computing.

Moreover, we define the number of computations that $v$ has performed up to round $r$ as $C_S(v, r) := \sum_{v' \in [r-t_c]} \mathbb{1}(S(v, r') = v)$, the number of messages that $v$ has received up to round $r$ as $R_S(v, r) := \sum_{r' \in [r-t_m]} \sum_{v' \neq v} \mathbb{1}(S(v', r') = v)$, and the number of messages that $v$ has sent up to round $r$ as $M_S(v, r) := \sum_{r' \in [r-t_m]} \sum_{v' \neq v} \mathbb{1}(S(v, r') = v')$. Finally, define the number of tokens a node has in round $r$ of $S$ as follows.

$$\text{tokens}_S(v, r) := I(v) + R_S(v, r) - M_S(v, r) - C_S(v, r).$$

A schedule, $S$, is valid for TOKEN NETWORK $(G, t_c, t_m)$ if:
1. Valid communication: If $S(v, r) = v' \neq v$ then $(v, v') \in E$, $S(v, r') = \text{busy}$ for $r' \in [r+1, r+t_m]$ and $\text{tokens}_S(v, r) \geq 1$;
2. Valid computation: If $S(v, r) = v$ then $S(v, r') = \text{busy}$ for $r' \in [r+1, r+t_c]$ and $\text{tokens}_S(v, r) \geq 2$;
3. Full aggregation: $\sum_{v \in V} \text{tokens}_S(v, |S|) = 1$.

An algorithm solves TOKEN COMPUTATION if it outputs a valid schedule.
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Deferred Related Work

There is a significant body of applied work in resource-aware scheduling, sensor networks, and high-performance computing that considers both the relative costs of communication and computation, often bundled together in an energy cost. However, these studies have been largely empirical rather than theoretical, and much of the work considers distributed algorithms (as opposed to our centralized setting).

AllReduce in HPC

There is much related applied work in the high-performance computing space on AllReduce \[29, 16\]. However, while there has been significant research on communication-efficient AllReduce algorithms, there has been relatively little work that explicitly considers the cost of computation, and even less work that considers the construction of optimal topologies for efficient distributed computation. Researchers have empirically evaluated the performance of different models of communication \[25, 19\] and have proven (trivial) lower bounds for communication without considering computation \[26, 27\]. Indeed, to the best of our knowledge, the extent to which they consider computation is through an additive penalty that consists of a multiplicative factor times the size of all inputs at all nodes, as in the work of Jain et al. \[18\]; crucially, this penalty is the same for any schedule and cannot be reduced via intelligent scheduling. Therefore, there do not seem to exist theoretical results for efficient algorithms that consider both the cost of communication and computation.

Resource-Aware Scheduling

In the distributed computation space, people have considered resource-aware scheduling on a completely connected topology with different nodes having different loads. Although this problem considers computation-aware communication, these studies are much more empirical than theoretical, and only consider distributed solutions as opposed to centralized algorithms \[33, 24\].

Sensor Networks

Members of the sensor networks community have studied the problem of minimizing an energy cost, which succinctly combines the costs of communication and computation. However, sensor networks involve rapidly-changing, non-static topologies \[1, 2\], which means that their objective is not to construct a fixed, optimal topology, but rather to develop adaptive algorithms for minimizing total energy cost with respect to an objective function \[3\].
C Deferred Figures

Figure 6 An illustration of the optimal schedule length for different sized trees. The solid red line is the number of rounds taken by greedy aggregation with pipelining on a binary tree (i.e., \(2 \cdot t_c \cdot \log n + t_m \cdot \log n\)); the dashed blue line is the number of rounds taken by greedy aggregation on \(T_n^*\); and the dotted green line is the trivial lower bound of \(t_c \cdot \log n\) rounds. Note that though we illustrate the trivial lower bound of \(t_c \cdot \log n\) rounds, the true lower bound is given by the number of rounds taken by greedy aggregation on \(T_n^*\).

D Proof of Lemma 7

Using our combining and shortcutting insights, we establish the following structure on a schedule which solves Token Computation on \(K_{N^*(R)}\) in \(R\) rounds when \(t_c < t_m\).

Lemma 15. When \(t_c < t_m\), for all \(R \in \mathbb{Z}^+\), there exists a schedule, \(S^*\), of length \(R\) that solves Token Computation on \(K_{N^*(R)}\) such that the terminus of \(S^*\), \(v_t\), never communicates and every computation performed by \(v_t\) involves a token that contains \(v_t\)'s singleton token, \(a_{v_t}\).

Proof. Let \(S^*\) be some arbitrary schedule of length \(R\) which solves Token Computation on \(K_{N^*(R)}\); we know that such a schedule exists by definition of \(N^*(R)\). We first show how to modify \(S^*\) into another schedule, \(S_{1-4}^*\), which not only also solves Token Computation on \(K_{N^*(R)}\) in \(R\) rounds, but which also satisfies the following four properties.

1. \(v\) only sends at time \(t\) if \(v\) at time \(t\) has exactly one token for \(t \in [R]\);
2. if \(v\) sends in round \(t\) then \(v\) does not receive any tokens in rounds \([t, t + t_m]\) for \(t \in [R]\);
3. if \(v\) sends in round \(t\) then \(v\) is idle during rounds \(t' > t\) for \(t \in [R]\);
4. the terminus never communicates.

Achieving property (1)

Consider an optimal schedule \(S^*\). We first show how to modify \(S^*\) to an \(R\)-round schedule \(S_{1-4}^*\) that solves Token Computation on \(K_{N^*(R)}\) and satisfies property (1). We use our combining insight here. Suppose that (1) does not hold for \(S^*\); i.e., a node \(v\) sends a token \(a_1\) to node \(u\) at time \(t\) and \(v\) has at least one other token, say \(a_2\), at time \(t\). We modify \(S^*\) as follows. At time \(t\), node \(v\) combines \(a_1\) and \(a_2\) into a token which it then performs operations on (i.e., computes and sends) as it does to \(a_2\) in the original schedule. Moreover, node \(u\)
Achieving properties (1) and (2)

Now, we show how to modify $S^*_1$ into $S^*_{1-2}$ such that properties (1) and (2) both hold. Again, $S^*_{1-2}$ is of length $R$ and solves Token Computation on $K_{N^*_1(R)}$. We use our shortcutting insight here. Suppose that (2) does not hold for $S^*_1$; i.e., there exists a $v$ that receives a token $a_1$ from node $u$ while sending another token $a_2$ to node $u'$. We say that node $u$ is bothering node $v$ in round $t$ if node $u$ communicates a token $a_1$ to $v$ in round $t$, and node $v$ communicates a token $a_2$ to node $u' \in V \setminus \{v, u\}$ in round $[t, t + m]$. Say any such pair is a bothersome pair. Furthermore, given a pair of nodes $(u, v)$ and round $t$ such that node $u$ is bothering node $v$ in round $t$, let the resolution of $(u, v)$ in round $t$ be the modification in which $u$ sends its token directly to the node $u'$ to which $v$ sends its token. Note that each resolution does not increase the length of the optimal schedule because, by the definition of bothering, this will only serve as a shortcut; $u'$ will receive a token from $u$ at the latest in the same round it would have received a token from $v$ in the original schedule, and nodes $u'$ and $v$ can pretend that they received tokens from $v$ and $u$, respectively. However, it may now be the case that node $u$ ends up bothering node $u'$. We now show how to repeatedly apply resolutions to modify $S^*_1$ into a schedule $S^*_{1-2}$ in which no node bothers another in any round $t$.

Consider the graph $B_t(S^*_1)$ where the vertices are the nodes in $G$ and there exists a directed edge $(u, v)$ if node $u$ is bothering node $v$ in round $t$ in schedule $S^*_1$. First, consider cycles in $B_t(S^*_1)$. Note that, for any time $t$ in which $B_t(S^*_1)$ has a cycle, we can create a schedule $\tilde{S}^*_1$ in which no nodes in any cycle in $B_t(S^*_1)$ send their tokens in round $t$; rather, they remain idle this round and pretend they received the token they would have received under $S^*_1$. Clearly, this does not increase the length of the optimal schedule and removes all cycles in round $t$. Furthermore, this does not violate property (1) because fewer nodes send tokens in round $t$, and no new nodes send tokens in round $t$.

Therefore, it suffices to consider an acyclic, directed graph $B_t(\tilde{S}^*_1)$. Now, for each round $t$, we repeatedly apply resolutions until no node bothers any other node during that round. Note that for every $t$, each node can only be bothering at most one other node because nodes can only send one message at a time. This fact, coupled with the fact that $B_t(\tilde{S}^*_1)$ is acyclic, means that $B_t(\tilde{S}^*_1)$ is a DAG where nodes have out-degree 1. It is not hard to see that repeatedly applying resolutions to a node $v$ which bothers another node will decrease the number of edges in $B_t(\tilde{S}^*_1)$ by 1. Furthermore, because there are $n$ total nodes in the network, the number of resolutions needed for any node $v$ at time $t$ is at most $n$.

Furthermore, repeatedly applying resolutions to $B_t(\tilde{S}^*_1)$ for times $t = 1, \ldots, R$ in order results in a schedule $S^*_{1-2}$ with no bothersome pairs at any time $t$ and that still satisfies property (1), and so schedule $S^*_{1-2}$ satisfies properties (1) and (2). Since each resolution did not increase the length of the schedule we also have that $S^*_{1-2}$ is of length $R$. Lastly, $S^*_{1-2}$ clearly still solves Token Computation on $K_{N^*_1(R)}$. 

prehar
Achieving properties (1) - (3)

Now, we show how to modify $S^*_{t-2}$ into $S^*_{t-3}$ which satisfies properties (1), (2), and (3). We use our shortcutting insight here as well as some new ideas. Given $S^*_{t-2}$, we show by induction over $k$ from 0 to $R - t_m$, where $R$ is the length of an optimal schedule, that we can modify $S^*_{t-2}$ such that if a node finishes communicating in round $R - k$ (i.e., begins communicating in round $R - k - t_m$), it remains idle in rounds $t' \in (R - k, R]$ in the modified optimal schedule. The base case of $k = 0$ is trivial: If a node communicates in round $R - t_m$, it must remain idle in round $R$ because the entire schedule is of length $R$.

Suppose there exists a node $v$ that finishes communicating in round $t = R - k$ but is not idle in some round $t' > R - k$ in $S^*_{t-2}$; furthermore, let round $t'$ be the first round after $t$ in which node $v$ is not idle. By property (1), node $v$ must have sent its only token away in round $t$, and therefore node $v$ must have received at least one other token after round $t$ but before round $t'$. We now case on the type of action node $v$ performs in round $t'$.

- If node $v$ communicates in round $t'$, it must send a token it received after time $t$ but before round $t'$. Furthermore, as this is the first round after $t$ in which $v$ is not idle, $v$ cannot have performed any computation on this token, and by the inductive hypothesis, $v$ must remain idle from round $t' + t_m$ on. Therefore, $v$ receives a token $a_u$ from some node $u$ and then forwards this token to node $u'$ at time $t'$. One can modify this schedule such that $v$ sends $a_u$ directly to $u'$ instead of sending to $v$.

- If node $v$ computes in round $t'$, consider the actions of node $v$ after round $t' + t_m$. Either $v$ eventually performs a communication after some number of computations, after which point it is idle by the inductive hypothesis, or $v$ only ever performs computations from time $t'$ on. In round $t'$, $v$ must combine two tokens it received after time $t + t_m$ by property (1). Note that two distinct nodes must have sent the two tokens to $v$ because, by the inductive hypothesis, each node that sends after round $t$ remains idle for the remainder of the schedule. Therefore, the nodes $u_1$ and $u_2$ that sent the two tokens to $v$ must have been active at times $t_1', t_2' > t$, where $t_1' \leq t_2'$, after which they remain idle for the rest of the schedule. Call the tuple $(v, u_1, u_2)$ a switchable triple. We can modify the schedule to make $v$ idle at round $t'$ by picking the node that first sent to $v$ and treating it as $v$ while the original $v$ stays idle for the remainder of the schedule. In particular, we can modify $S^*_{t-2}$ such that, without loss of generality, $u_2$ sends its token to $u_1$ and $u_1$ performs the computation that $v$ originally performed in $S^*_{t-2}$. Note that this now ensures that $v$ will be idle in round $t'$ and does not increase the length of the schedule, as $u_1$ takes on the role of $v$. Furthermore, node $u_1$’s new actions do not violate the inductive hypothesis: Either $u_1$ only ever performs computations after time $t'$, or it eventually communicates and thereafter remains idle.

We can repeat this process for all nodes that are not idle after performing a communication in order to produce a schedule $S^*_{t-3}$ in which property (3) is satisfied.

First, notice that these modifications do not change the length of $S^*_{t-2}$: in the first case $u'$ can still pretend that it receives $a_u$ at time $t' + t_m$ even though it now receives it in an earlier round and in the second case $u_2$ takes on the role of $v$ at the expense of no additional round overhead. Also, it is easy to see that $S^*_{t-3}$ still solves Token Computation on $K_{N^-(R)}$.

We now argue that the above modifications preserve (1) and (2). First, notice that the modifications we do for the first case do not change when any nodes send and so (1) is satisfied. In the second case, because we switch the roles of nodes, we may potentially add a send for a node. However, note that we only require a node $u_1$ to perform an additional send
when it is part of a switchable triple \((v, u_1, u_2)\), and \(u_1\) takes on the role of \(v\) in the original schedule from time \(t'\) on. However, because \(S_t^{1-2}\) satisfies (1), \(u\) was about to send its only token away and therefore only had one token upon receipt of the token from \(u_2\). Therefore, because \(u_1\) performs the actions that \(v\) performs in \(S_t^{1-2}\) from time \(t'\) on, and because at time \(t'\), both \(u_1\) and \(v\) have exactly two tokens, (1) is still satisfied by \(S_t^{1-3}\). Next, we argue that (3) is a strictly stronger condition than (2). In particular, we show that since \(S_t^{1-3}\) satisfies (3) it also satisfies (2). Suppose for the sake of contradiction that \(S_t^{1-3}\) satisfies (3) but not (2). Since (2) is not satisfied there must exist some node \(v\) that sends in some round \(t\) to, say node \(u\), but receives a token in some round in \([t, t + t_m]\). By (3) it then follows that \(v\) is idle in all rounds after \(t\). However, \(u\) also receives a token in round \(t + t_m\). Therefore, in round \(t + t_m\), two distinct nodes have tokens, one of which is idle in all rounds after \(t + t_m\); this contradicts the fact that \(S_t^{1-3}\) solves \text{TOKEN COMPUTATION}. Thus, \(S_t^{1-3}\) must also satisfy (2).

Achieving properties (1) - (4)

It is straightforward to see that \(S_t^{1-3}\) also satisfies property (4). Indeed, by property (3), if the terminus ever sends in round \(t < R - t_e\), then the terminus must remain idle during rounds \(t' > t\), meaning it must be idle in round \(R - t_e\) which contradicts the fact that in this round the terminus performs a computation. Therefore, \(S_t^{1-4} = S_t^{1-3}\) satisfies properties (1) - (4), and we know that there exists an optimal schedule in which \(v_1\) is always either computing or idle.

Achieving the final property

We now argue that we can modify \(S_t^{1-4}\) into another optimal schedule \(\tilde{S}_t\) such that every computation done at the terminus \(v_t\) involves a token that contains the original singleton token that started at the terminus. Suppose that in \(S_t^{1-4}\), \(v_t\) performs computation that does not involve \(a_v\). Take the first instance in which \(v_t\) combines tokens \(a_1\) and \(a_2\), neither of which contains \(a_v\), in round \(t\). Because this is the first computation that does not involve a token containing \(a_v\), both \(a_1\) and \(a_2\) must have been communicated to the terminus in round \(t - t_m\) at the latest.

Consider the earliest time \(t' > t\) in which \(v_t\) computes a token \(a_{comb}\) that contains all of \(a_1\), \(a_2\), and \(a_v\). We now show how to modify \(S_t^{1-4}\) into \(\tilde{S}_t\) such that \(v_t\) computes a token \(a_{comb}'\) at time \(t'\) that contains all of \(a_1\), \(a_2\), and \(a_v\), and is at least the size of \(a_{comb}\) by having nodes swap roles in the schedule between times \(t\) and \(t'\). Furthermore, because the rest of the schedule remains the same after time \(t'\), this implies that \(\tilde{S}_t\) uses at most as many rounds as \(S_t^{1-4}\), and therefore that \(\tilde{S}_t\) uses at most \(R\) rounds.

The modification is as follows. At time \(t\), instead of having \(v_t\) combine tokens \(a_1\) and \(a_2\), have \(v_t\) combine one of them (without loss of generality, \(a_1\)) with the token containing \(a_v\). Now, continue executing \(S_t^{1-4}\) but substitute \(a_2\) for the token containing \(a_v\) from round \(t\) on; this is a valid substitution because \(v_t\) possesses \(a_2\) at time \(t\). In round \(t'\), \(v_t\) computes a token \(a_{comb}' = a_{comb}\), the difference from the previous schedule is that the new schedule has one fewer violation of property (4), i.e., one fewer round in which it computes on two tokens, neither of which contains \(a_v\).

We repeat this process for every step in which the terminus does not compute on the token containing \(a_v\), resulting in a schedule \(\tilde{S}_t\) in which the terminus is always combining a communicated token with a token containing its own singleton token. Note that these modifications do not affect properties (1) - (4) because this does not affect the sending
actions of any node, and therefore \( \tilde{S}^* \) still satisfies properties (1) - (4). It easily follows, then, that \( \tilde{S}^* \) solves Token Computation on \( K_{N^* (R)} \) in \( R \) rounds. Thus, \( \tilde{S}^* \) is a schedule of length \( R \) that solves Token Computation on \( K_{N^* (R)} \) in which every computation the terminus \( v_t \) does is on two tokens, one of which contains \( a_{v_t} \), and, by (4), the terminus \( v_t \) never communicates.

Having shown that the schedule corresponding to \( N^* (R) \) can be modified to satisfy a nice structure when \( t_c < t_m \), we can conclude our recursive bound on \( N^* (R) \).

\[ \text{Lemma 7.} \quad \text{When } t_c < t_m, \text{ for } R \in \mathbb{N} \text{ it holds that } N^* (R) = N^* (R-t_c) + N^* (R-t_c-t_m). \]

**Proof.** Suppose \( R \geq t_c + t_m \). We begin by applying Lemma 15 to show that \( N^* (R) \leq N^* (R-t_c) + N^* (R-t_c-t_m) \). Let \( v_{t_c} \) be the terminus of the schedule \( \tilde{S}^* \) using \( R \) rounds as given in Lemma 15. By Lemma 15, in all rounds after round \( t_m \) of \( \tilde{S}^* \) it holds that \( v_t \) is either computing on a token that contains \( a_{v_t} \) or busy because it did such a computation. Notice that it follows that every token produced by a computation at \( v_t \) contains \( a_{v_t} \).

Now consider the last token produced by our schedule. Call this token \( a \). By definition of the terminus, \( a \) must be produced by a computation performed by \( v_t \), combining two tokens, say \( a_1 \) and \( a_2 \), in round \( R-t_c \) at the latest. Since every computation that \( v_t \) does combines two tokens, one of which contains \( a_{v_t} \), without loss of generality let \( a_1 \) contain \( a_{v_t} \).

We now bound the size of \( a_1 \) and \( a_2 \). Since \( a_1 \) exists in round \( R-t_c \), we know that it is of size at most \( N^* (R-t_c) \). Now consider \( a_2 \). Since every token produced by a computation at \( v_t \) contains \( a_{v_t} \) and \( a_2 \) does not contain \( a_{v_t} \), it follows that \( a_2 \) must either be a singleton token that originates at a node other than \( v \), or \( a_2 \) was produced by a computation at another node. Either way, \( a_2 \) must have been sent to \( v \), who then performed a computation on \( a_2 \) in round \( R-t_c \) at the latest. It follows that \( a_2 \) exists in round \( R-t_c-t_m \), and so \( a_2 \) is of size no more than \( N^* (R-t_c-t_m) \).

Since the size of \( a_1 \) is the size of \( a_1 \) plus the size of \( a_2 \), we conclude that \( a \) is of size no more than \( N^* (R-t_c) + N^* (R-t_c-t_m) \). Since, \( \tilde{S}^* \) solves Token Computation on a complete graph of size \( N^* (R) \), we have that \( a \) is of size \( N^* (R) \) and so we conclude that \( N^* (R) \leq N^* (R-t_c) + N^* (R-t_c-t_m) \) for \( R \geq t_c + t_m \) when \( t_c < t_m \).

Lastly, since \( N^* (R) \) is \( N^* (R-t_c) + N^* (R-t_c-t_m) \) for \( R \geq t_c + t_m \) by Lemma 5, we conclude that \( N^* (R) = N^* (R-t_c) + N^* (R-t_c-t_m) \) for \( R \geq t_c + t_m \) when \( t_c < t_m \).

\section{Proof of Theorem 8}

As a warmup for our hardness of approximation result, and to introduce some of the techniques, we begin with a proof that the decision version of Token Computation is NP-complete in Appendix E.1. We then prove the hardness of approximation result in Appendix E.2.

\subsection{NP-Completeness (Warmup)}

An instance of the decision version of Token Computation is given by an instance of Token Computation and a candidate \( \ell \). An algorithm must decide if there exists a schedule that solves Token Computation in at most \( \ell \) rounds.

We reduce from \( k \)-dominating set.

\[ \text{Definition 16 (} k \text{-dominating set).} \quad \text{An instance of } k \text{-dominating set consists of a graph } G = (V, E); \text{ the decision problem is to decide whether there exists } \kappa \subseteq V \text{ where } |\kappa| = k \text{ such that for all } v \in V \setminus \kappa \text{ there exists } \nu \in \kappa \text{ such that } (v, \nu) \in E. \]
Recall that $k$-dominating set is NP-complete.

Lemma 17 (Garey and Johnson [15]). $k$-dominating set is NP-complete.

Given an instance of $k$-dominating set, we would like to transform $G$ into another graph $G'$ in polynomial time such that $G$ has a $k$-dominating set iff there exists a Token Computation schedule of some particular length for $G'$ for some values of $t_c$ and $t_m$.

We begin by describing the intuition behind the transformation we use, which we call $\Psi$. Any schedule on graph $G$ in which every node only performs a single communication and which aggregates all tokens down to at most $k$ tokens corresponds to a $k$-dominating set of $G$; in particular, those nodes that do computation form a $k$-dominating set of $G$. If we had a schedule of length $< 2t_m$ which aggregated all tokens down to $k$ tokens, then we could recover a $k$-dominating set from our schedule. However, our problem aggregates down to only a single token, not $k$ tokens. Our crucial insight, here, is that by structuring our graph such that a single node, $a$, must perform a great deal of computation, $a$ must be the terminus of any short schedule. The fact that $a$ must be the terminus and do a great deal of computation, in turn, forces any short schedule to aggregate all tokens in $G$ down to at most $k$ tokens at some point, giving us a $k$-dominating set.

Formally, $\Psi$ is as follows. $\Psi$ takes as input a graph $G$ and a value for $t_m$ and outputs $G' = (V', E')$. $G'$ has $G$ as a sub-graph and in addition has auxiliary node $a$ where $a$ is connected to all $v \in V$; $a$ is also connected to dangling nodes $d \in \beta$, where $|\beta| = \Delta + t_m$, along with a special dangling node $d^*$. Thus, $G' = (V \cup \{a, d^*\} \cup \beta, E \cup \{(a, v') : v' \in V' \setminus \{a\})$. See Figure 7.

We now prove that the optimal Token Computation schedule on $G' = \Psi(G, t_m)$ can be upper bounded as a function of the size of the minimum dominating set of $G$.

Lemma 18. The optimal Token Computation schedule on $G' = \Psi(G, t_m)$ is of length at most $2t_m + \Delta + k^*$ for $t_c = 1$, where $k^*$ is the minimum dominating set of $G$.

Proof. We know by definition of $k^*$ that there is a dominating set of size $k^*$ on $G$. Call this set $\kappa$ and let $\sigma : V \rightarrow \kappa$ map any given $v \in V$ to a unique node in $\kappa$ that dominates it. We argue that it must be the case that Token Computation requires at most $2t_m + t_c(\Delta + k^*)$ rounds on $G'$ for $t_c = 1$. Roughly, we solve Token Computation by first aggregating at $\kappa$ and then aggregating at $a$.

In more detail, in stage 1 of the schedule, every $d \in \beta$ sends to $a$, every node $v \in V$ sends to $\sigma(v)$ and $a$ sends to $d^*$. This takes $t_m$ rounds. In stage 2, each node does the following in parallel. Node $d^*$ computes and sends its single token to $a$. Each $v \in \kappa$ computes until

Figure 7 An example of $\Psi$ for a given graph $G$ and $t_m = 1$. Nodes and edges added by $\Psi$ are dashed and in blue. Notice that $|\beta| = \Delta + t_m = 3 + 1 = 4$. 

$\Delta$ is the max degree of $G$. 
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it has a single token and sends the result to $a$. Node $a$ combines all tokens from $\beta \cup \{d^*\}$. Node $d^*$ takes $1 + t_m$ rounds to do this. Each $v \in \kappa$ takes at most $\Delta + t_m$ rounds to do this. Node $a$ takes $\Delta + t_m$ rounds to do this since $a$ will receive $d^*$’s token after $t_m + 1$ rounds (and $\Delta \geq 1$ without loss of generality). Thus, stage 2, when done in parallel, takes $\Delta + t_m$ rounds. At this point $a$ has $k^* + 1$ tokens and no other node in $G'$ has a token. In stage 3, $a$ computes until it has only a single token, which takes $k^*$ rounds.

In total the number of rounds used by this schedule is $t_m + \Delta + t_m + k^* = 2t_m + \Delta + k^*$. Thus, the total number of rounds used by the optimal Token Computation schedule on $G'$ is at most $2t_m + \Delta + k^*$.

Next, we show that any valid Token Computation schedule on $G' = \Psi(G, t_m)$ that has at most two serialized sends corresponds to a dominating set of size bounded by the length of the schedule.

Lemma 19. Given $G' = \Psi(G, t_m)$ and a Token Computation schedule $S$ for $G'$ where $|S| < 3t_m$, $t_c = 1$, $\kappa = \{v : v \in G, v \text{ sends to } a \text{ in } S\}$ is a dominating set of $G$ of size $|S| - 2t_m - \Delta$.

Proof. Roughly, we argue that $a$ must be the terminus of $S$ and must perform at most $|S| - 2t_m - \Delta$ computations on tokens from $G$, each of which is the aggregation of a node’s token and some of its neighbors’ tokens. We begin by arguing that $a$ must be the terminus.

First, we prove that no $d \in \beta \cup \{d^*\}$ is the terminus of $S$. Suppose for the sake of contradiction that some $\tilde{d} \in \beta \cup \{d^*\}$ is the terminus. Since our schedule takes fewer than $3t_m$ rounds, we know that every node sends a token that is not just the singleton token with which it starts at most once. Thus, $a$ sends tokens that are not just the singleton token that it starts with at most once. Since $|\beta \cup \{d^*\} \setminus \{d\}| = \Delta + t_m$ and $a$ is the only node connected to these nodes, we know that every singleton token that originates in $\beta \cup \{d^*\} \setminus \{d\}$ must travel through $a$. Moreover, since $a$ sends tokens that are not just the singleton token that it starts with at most once, $a$ must send all such tokens as a single token. It follows that $a$ must perform at least $\Delta + t_m$ computations, but then our entire schedule takes at least $t_m + \Delta + t_m + t_m = 3t_m + \Delta > 3t_m$ rounds—a contradiction to our assumption that our schedule takes less than $3t_m$ rounds.

We now argue that no $v \in G$ is the terminus. Suppose for the sake of contradiction that some $\tilde{v} \in V$ is the terminus. Again, we know that $a$ sends tokens that are not just the singleton token that it starts with at most once. Thus, every token in $\beta \cup \{d^*\}$ must travel through $a$, meaning that $a$ must perform $\Delta + t_m + 1$ computations. It follows that the schedule takes $t_m + \Delta + t_m + t_m + 1 > 3t_m$ rounds, a contradiction to our assumption that the schedule takes $< 3t_m$ rounds.

Thus, since no $d \in \beta \cup \{d^*\}$ and no $v \in G$ is the terminus, we know that $a$ must be the terminus.

We now argue that $a$ sends a token in the first round and this is the only time that $a$ sends (i.e., the only thing that $a$ sends is the singleton token that it starts with, which it sends immediately). Assume for the sake of contradiction that $a$ sends a token that it did not start with. It must have taken at least $t_m$ rounds for this token to arrive at $a$ and at least an additional $t_m$ rounds for $a$ to send a token containing it. Moreover, since $a$ is the terminus, a token containing this token must eventually return to $a$ and so an additional $t_m$ rounds are required. Thus, at least $3t_m$ rounds are required if $a$ sends a token other than that with which it starts, a contradiction to the fact that our schedule takes $< 3t_m$ rounds.
Thus, since $a$ is the terminus, our schedule solves Token Computation in fewer than $3t_m$ rounds, and no computations occur in the first $t_m$ rounds, $a$ does at most $|S| - t_m$ computations. Since $a$ never sends any token aside from its singleton token, and $a$ is the only node to which $\beta \cup \{d^*\}$ are connected, we know that $a$ must combine all tokens of nodes in $\beta \cup \{d^*\}$, where $a$ must take $\Delta + t_m$ rounds to do so. Thus, since $a$ takes $\Delta + t_m$ rounds to aggregate tokens from $\beta \cup \{d^*\}$ and it performs at most $|S| - t_m$ computations in total, $a$ must receive at most $|S| - 2t_m - \Delta$ tokens from $G$. It follows that $|\kappa| \leq |S| - 2t_m - \Delta$.

Since each token sent by a node in $\kappa$ to $a$ must be sent at the latest in round $|S| - t_m$ and since $|S| < 3t_m$, we have that every token sent by a node in $\kappa$ is formed in fewer than $2t_m$ rounds. It follows that each such token is formed by tokens that travel at most 1 hop in $G$. Since every node in $G$ must eventually aggregate its tokens at $a$, it follows that every node in $G$ is adjacent to a node in $\kappa$. Thus $\kappa$ is a dominating set of $G$, and as shown before $|\kappa| \leq |S| - 2t_m - \Delta$.

Having shown that the optimal Token Computation schedule of $G' = \Psi(G, t_m)$ is closely related to the size of the minimum dominating set, we prove that Token Computation is NP-complete.

**Theorem 20.** The decision version of Token Computation is NP-complete.

**Proof.** The problem is clearly in NP. To show hardness, we reduce from $k$-dominating set. Specifically, we give a polynomial-time Karp reduction from $k$-dominating set to the decision version of Token Computation.

Our reduction is as follows. First, run $\Psi(G, t_m)$ for $t_m = \Delta + k + 1$ to get back $G'$. Next, return a decision version instance of Token Computation given by graph $G'$ with $t_m = \Delta + k + 1$, $t_c = 1$ and $\ell = 2t_m + \Delta + k$. We now argue that $G'$ has a schedule of length $\ell$ iff $G$ has a $k$-dominating set.

- Suppose that $G$ has a $k$-dominating set. We know that $k \geq k^*$, where $k^*$ is the minimum dominating of $G$, and so by Lemma 18 we know that $G'$ has a schedule of length at most $2t_m + \Delta + k^* \leq 2t_m + \Delta + k$.

- Suppose that $G'$ has a Token Computation schedule $S$ of length at most $2t_m + \Delta + k$. Notice that by our choice of $t_m$, we have that $|S| = 2t_m + \Delta + k < 3t_m$, and so by Lemma 19 we know that $\kappa = \{v : v \in G, v$ sends to $a$ in $S\}$ is a dominating set of $G$ of size $|S| - 2t_m - \Delta$. Since $|S| \leq 2t_m + \Delta + k$ we conclude that $|\kappa| = |S| - 2t_m - \Delta \leq k$.

Lastly, notice that our reduction, $\Psi$, runs in polynomial time since it adds at most a polynomial number of vertices and edges to $G$. Thus, we conclude that $k$-dominating is polynomial-time reducible to the decision version of Token Computation, and therefore the decision version of Token Computation is NP-complete.

**E.2 Hardness of Approximation**

We now show that unless $P = \text{NP}$ there exists no polynomial-time algorithm that approximates Token Computation multiplicatively better than 1.5.

Recall that $k$-dominating set is $\Omega(\log n)$ hard to approximate.

**Lemma 21** (Dinur and Steurer [11]). Unless $P = \text{NP}$ every polynomial-time algorithm approximates minimum dominating set at best within a $(1 - o(1)) \log n$ multiplicative factor.

We prove hardness of approximation by using a $(1.5 - \epsilon)$ algorithm for Token Computation to approximate minimum dominating set with a polynomial-time algorithm better than $O(\log n)$. Similar to our proof of NP-completeness, given input graph $G$ whose minimum
dominating set we would like to approximate, we would like to transform $G$ into another graph $G'$ such that a $(1.5 - \epsilon)$-approximate Token Computation schedule for $G'$ allows us to recover an approximately minimum dominating set.

One may hope to simply apply the transformation $\Psi$ from the preceding section to do so. However, it is not hard to see that the approximation factor on the minimum dominating set recovered in this way has dependence on $\Delta$, the maximum degree of $G$. If $\Delta$ is significantly larger than the minimum dominating set of $G$, we cannot hope that this will yield a good approximation to minimum dominating set. For this reason, before applying $\Psi$ to $G$, we duplicate $G$ a total of $\Delta/\epsilon$ times to create graph $G_{\alpha}$; this keeps $\Delta$ unchanged but increases the size of the minimum dominating set.\(^{10}\) By applying $\Psi$ to $G_{\alpha}$ instead of $G$ to get back $G'_{\alpha}$ we are able to free our approximation factor from a dependence on $\Delta$. Lastly, we show that we can efficiently recover an approximate minimum dominating set for $G'$ from an approximate Token Computation schedule for $G'_{\alpha}$ using our polynomial-time algorithm $\text{DSFromSchedule}$. Our full algorithm is given by $\text{MDSAPX}$.

We first describe the algorithm — $\text{DSFromSchedule}$ — we use to recover a minimum dominating set for $G$ given a Token Computation schedule for $G'_{\alpha} = \Psi(G_{\alpha}, t_m)$. We denote copy $i$ of $G$ as $G_i$.

\begin{algorithm}
\textbf{Algorithm 3} $\text{DSFromSchedule}$.
\begin{itemize}
  \item \textbf{Input:} $G'_{\alpha} = \Psi(G_{\alpha}, t_m)$; a valid Token Computation schedule for $G'_{\alpha}$, $S$, of length $\leq 3t_m/\epsilon$.
  \item \textbf{Output:} A dominating set for $G$ of size $|S| - 2t_m - \Delta$.
\end{itemize}
\begin{algorithmic}
\State $K := \emptyset$
\For{$i \in \left[\frac{\Delta}{\epsilon}\right]$}
  \State $\kappa_i := \{v \in V_i : v \in G_{\alpha}$ sends to $a$ in $S\}$
  \State $K \leftarrow K \cup \kappa_i$
\EndFor
\State \textbf{return} $\arg \min_{\kappa_i \in K} |\kappa_i|$
\end{algorithmic}
\end{algorithm}

\textbf{Lemma 22}. Given $G'_{\alpha} = \Psi(G_{\alpha}, t_m)$ and a valid Token Computation schedule $S$ for $G'_{\alpha}$ where $|S| \leq 3t_m/\epsilon$, $t_m = 1$ and $\epsilon \in (0, 1]$, $\text{DSFromSchedule}$ outputs in polynomial time a dominating set of $G$ of size $\frac{\Delta}{\epsilon}(|S| - 2t_m - \Delta)$.$^{11}$

\textbf{Proof}. Polynomial runtime is trivial, so we focus on the size guarantee. By Lemma 19 we know that $\kappa = \{v : v \in G_{\alpha}, v$ sends to $a$ in $S\}$ is a dominating set of $G_{\alpha}$ of size $|S| - 2t_m - \Delta$. Moreover, notice that $\kappa_i = \kappa \cap G_i$, and so it follows that $\kappa_i$ is a dominating set of $G_i$, or equivalently $G$ because $G_i$ is just a copy of $G$. Thus we have that $\arg \min_{\kappa_i \in \kappa} |\kappa_i|$ will return a dominating set of $G$.

We now prove that $\arg \min_{\kappa_i \in \kappa} |\kappa_i|$ is small. Since each $\kappa_i$ is disjoint we have $\sum_{i=1}^{\Delta/\epsilon} |\kappa_i| = |\kappa| \leq |S| - 2t_m - \Delta$. Thus, by an averaging argument we have that there must be some $\kappa_i$ such that $|\kappa_i| \leq \frac{\Delta}{\epsilon}(|S| - 2t_m - \Delta)$. It follows that $\min_{\kappa_i \in K} |\kappa_i| \leq \frac{\Delta}{\epsilon}(|S| - 2t_m - \Delta)$, meaning the $\kappa_i$ that our algorithm returns is not only a dominating set of $G$ but of size at most $\frac{\Delta}{\epsilon}(|S| - 2t_m - \Delta)$. \hfill $\triangle$

\(^{10}\) Since the max degree of $G$ and $G_{\alpha}$ are the same, throughout this section $\Delta$ will be used to refer to both the max degree of $G$ and the max degree of $G_{\alpha}$.

\(^{11}\) Since this lemma allows for $\epsilon \in (0, 1]$, it may appear that we will be able to achieve an arbitrarily good approximation for minimum dominating set. In fact, it might even seems as though we can produce a dominating set of size smaller than the minimum dominating set by simply letting $\epsilon$ be arbitrarily small. However, this is not the case. Intuitively, the smaller $\epsilon$ is, the larger $G_{\alpha}$ is and so the longer any feasible schedule $S$ must be. Thus, decreases in $\epsilon$ are balanced out by increases in $|S|$ with respect to the size of our dominating set, $\frac{\Delta}{\epsilon}(|S| - 2t_m - \Delta)$. 

Lastly, we combine $\Psi$ with $\text{DSFromSchedule}$ to get $\text{MDSApx}$, our algorithm for approximating minimum dominating set. Roughly, $\text{MDSApx}$ constructs $G'_\alpha$ by applying $\Psi$ to $G_\alpha$, uses a $(1.5 - \epsilon)$ approximation to $\text{Token Computation}$ to get a schedule to $G'_\alpha$ and then uses $\text{DSFromSchedule}$ to extract a minimum dominating set for $G$ from this schedule. $\text{MDSApx}$ will carefully choose a $t_m$ that is large enough so that the schedule produced by the $(1.5 - \epsilon)$ approximation for $\text{Token Computation}$ is of length $< 3t_m$ but also small enough so that the produced schedule can be used to recover a small dominating set.

\section*{Algorithm 4 $\text{MDSApx}$.}

\begin{verbatim}
Input: Graph $G$; $(1.5 - \epsilon)$ $\text{Token Computation}$ approximation algorithm $\mathcal{A}$
Output: An $O(1/\epsilon)$-approximation for the minimum dominating set of $G$ $\mathcal{D} \leftarrow \emptyset$
for $k \in [n]$ do
\hspace{1em} $G_\alpha \leftarrow \bigcup_{i=1}^{k}\Delta / \epsilon G_i$
\hspace{1em} $t_m \leftarrow \frac{1}{\epsilon} \left( \Delta + \frac{k\Delta}{\epsilon} \right) + 1$; $t_c \leftarrow 1$
\hspace{1em} $G'_\alpha \leftarrow \Psi (G_\alpha, t_m)$
\hspace{1em} $S_k \leftarrow \mathcal{A} (G'_\alpha, \frac{k}{\epsilon}, t_m, t_c)$
\hspace{1em} if $|S_k| < 3t_m$ then
\hspace{2em} $\kappa_k \leftarrow \text{DSFromSchedule}(G_\alpha, S, \epsilon)$
\hspace{1em} $\mathcal{D} \leftarrow \mathcal{D} \cup \{\kappa_k\}$
\hspace{1em} return $\arg \min_{\kappa \in \mathcal{D}} |\kappa|$.
\end{verbatim}

\begin{lemma}
Given graph $G$ and a $(1.5 - \epsilon)$-approximation algorithm for $\text{Token Computation}$, $\mathcal{A}$, $\text{MDSApx}$ outputs in_poly$(n, \frac{1}{\epsilon})$ time a dominating set of $G$ of size $O\left(\frac{k^* \Delta}{\epsilon}\right)$, where $k^*$ is the size of the minimum dominating set of $G$.
\end{lemma}

\textbf{Proof.} By Lemma 22 we know that any set $\kappa_k \in \mathcal{D}$ is a dominating set of $G$ of size at most $\frac{\Delta}{\epsilon} (|S_k| - 2t_m - \Delta)$. Thus, it suffices to show that $\mathcal{D}$ contains at least one dominating set of $G$, $\kappa$ such that $S_k$ is small. We do so now.

Let $k^*$ be the size of the minimum dominating set of $G$. We know that $k^* \leq n$ and so in some iteration of $\text{MDSApx}$ we will have $k = k^*$. Moreover, the minimum dominating set of $G_\alpha$ in this iteration just is $\frac{\Delta}{\epsilon}$ copies of $G$. Consider this iteration. Let $S^*$ be the optimal schedule for $G'_\alpha$ when $k = k^*$. By Lemma 18 we know that $|S^*| \leq 2t_m + \Delta + \frac{k^* \Delta}{\epsilon}$. We now leverage the fact that that we chose $t_m$ to be large enough so that $|S^*| < 3t_m$. In particular, combining the fact that $|S^*| \leq 2t_m + \Delta + \frac{k^* \Delta}{\epsilon}$ with the fact that $\mathcal{A}$ is a $(1.5 - \epsilon)$ approximation we have that

\begin{align*}
|S_{k^*}| &\leq (1.5 - \epsilon)|S^*| \\
&\leq (1.5 - \epsilon) \left( 2t_m + \Delta + \frac{k^* \Delta}{\epsilon} \right) \\
&= 3t_m - 2\epsilon t_m + (1.5 - \epsilon) \left( \Delta + \frac{k^* \Delta}{\epsilon} \right) \\
&= 3t_m - 2\epsilon t_m + (1.5 - \epsilon) (t_m - 1) \quad \text{(By } t_m \text{ defn.)} \\
&= 3t_m - \epsilon (0.5 + \epsilon) t_m - \epsilon (1.5 - \epsilon) \\
&< 3t_m.
\end{align*}

(1)
Thus, since $|S_k^*| < 3t_m$ we know that $\kappa_k^* \in \mathcal{D}$. Lastly, we argue that $|\kappa_k^*| = O \left( \frac{k^*}{\epsilon} \right)$, thereby showing that $\arg \min_{\kappa \in \mathcal{D}} |\kappa|$, the returned dominating set of our algorithm, is $O \left( \frac{k^*}{\epsilon} \right)$.

We now leverage the fact that we chose $t_m$ to be small enough to give us a small dominating set. Applying Lemma 22 we have that

$$|\kappa_k^*| \leq \frac{\epsilon}{\Delta} (|S_k^*| - 2t_m - \Delta) \quad \text{(By Lemma 22)}$$

$$< \frac{\epsilon}{\Delta} (t_m - \Delta) \quad \text{(By Equation (1))}$$

$$= \frac{\epsilon}{\Delta} \left( \frac{1}{\epsilon} \left( \Delta + \frac{k^*\Delta}{\epsilon} \right) + 1 - \Delta \right) \quad \text{(By \textit{t}_m \textit{dfn.})}$$

$$= \left( 1 + \frac{k^*}{\epsilon} \right) + \frac{\epsilon}{\Delta} - \epsilon$$

$$= O \left( \frac{k^*}{\epsilon} \right)$$

Thus, we conclude that MDSAPX produces an $O \left( \frac{k^*}{\epsilon} \right)$ minimum dominating set of $G$.

Lastly, we argue a polynomial in $n$ and $1/\epsilon$ runtime of MDSAPX. First we argue that each iteration requires polynomial time. Constructing $G_\alpha$ takes polynomial time since the algorithm need only create $\frac{\Delta}{\epsilon} = \text{poly} \left( \frac{1}{\epsilon} \right)$ copies of $G$. Running $\Psi$ also requires polynomial time since it simply adds polynomially many nodes to $G_\alpha$. $A$ is polynomial by assumption and DSFromSchedule is polynomial by Lemma 22. Thus, each iteration takes polynomial time and since MDSAPX has $n$ iterations, MDSAPX takes polynomial time in $n$ and $1/\epsilon$. ▶

Given that MDSAPX demonstrates an efficient approximation for minimum dominating set given a polynomial-time $(1.5 - \epsilon)$ approximation for \textit{Token Computation}, we conclude our hardness of approximation.

\begin{theorem}
\textbf{Token Computation cannot be approximated by a polynomial-time algorithm within} $(1.5 - \epsilon)$ \textbf{for} $\epsilon \geq \frac{1}{o(\log n)}$ \textbf{unless} $P = NP$.
\end{theorem}

\textbf{Proof.} Assume for the sake of contradiction that $P \neq NP$ and there existed a polynomial-time algorithm $A$ that approximated \textit{Token Computation} within $(1.5 - \epsilon)$ for $\epsilon = \frac{1}{o(\log n)}$. It follows by Lemma 23 that MDSAPX when run with $A$ is a $o(\log n)$-approximation for minimum dominating set. However, this contradicts Lemma 21, and so we conclude that \textit{Token Computation} cannot be approximated within $(1.5 - \epsilon)$ for $\epsilon \geq \frac{1}{o(\log n)}$. ▶

\section{Omitted Lemmas of the Proof of Theorem 9}

\subsection{Proof of Lemma 11}

The goal of this section is to prove Lemma 11, which states the properties of \textit{GetDirectedPaths}. To this end we will begin by rigorously defining the LP we use for \textit{GetDirectedPaths} and establishing its relevant properties. We then formally define \textit{GetDirectedPaths}, establish the properties of its subroutines and then prove Lemma 11.

\subsection{Our Flow LP}

The flow LP we use for \textit{GetDirectedPaths} can be thought of as flow on a graph $G$ “time-expanded” by the maximum length that a token in the optimal schedule travels. Given any schedule we define the \textit{distance} that singleton token $a$ travels as the number of times
The key property of our LP is that it has an optimal vertex congestion comparable to \( 2\cdot \text{OPT} \) by routing tokens along the paths taken in the optimal schedule.

\[ \text{F.1.2 Proof of the Key Property of our LP} \]

The key property of our LP is that it has an optimal vertex congestion comparable to \( \text{OPT} \). In particular, we can produce a feasible solution for our LP of cost \( 2\cdot \text{OPT} \) by routing tokens along the paths taken in the optimal schedule.
Lemma 24. \( \min(t_c, t_m) \cdot z(2L^*) \leq 2OPT \).

The remainder of this section is a proof of Lemma 24. Consider a \( W \) as in Section 4.2.1 where \( W \leftarrow \{ v : v \text{ has at least 1 token} \} \) and the optimal schedule that solves Token Computation in time OPT.

We will prove Lemma 24 by showing that, by sending flow along paths taken by certain tokens in the optimal schedule, we can provide a feasible solution to PathsFlowLP(\( \hat{L} \)) with value commensurate with OPT. For this reason we now formally define these paths, OptPaths(\( W \)). Roughly, these are the paths taken by tokens containing singleton tokens that originate in \( W \). Formally, these paths are as follows. Recall that \( a_w \) is the singleton token with which node \( w \) starts in the optimal schedule. Notice that in any given round of the optimal schedule exactly one token contains \( a_w \). As such, order every round in which a token containing \( a_w \) is received by a node in ascending order as \( r_0(w), r_1(w) \ldots \) where we think of \( w \) as receiving \( a_w \) in the first round. Correspondingly, let \( v_i(w) \) be the vertex that receives a token containing \( a_w \) in round \( r_i(w) \); that is \( (v_1(w), v_2(w), \ldots) \) is the path “traced out” by \( a_w \) in the optimal schedule. For token \( a \), let \( C(a) := \{ a_{w'} : w' \in W \land a_{w'} \in a \} \) stand for all singleton tokens contained by token \( a \) that originated at a \( w' \in W \). Say that token \( a \) is active if \( |C(a)| \) is odd. Let \( v_{L_w}(w) \) be the first vertex in \( (v_1(w), v_2(w), \ldots) \) where an active token containing \( a_w \) is combined with another active token. Correspondingly, let \( c(w) \) be the first round in which an active token containing \( a_w \) is combined with another active token. Say that a singleton token \( a_w \) is pending in round \( r \) if \( r < c(w) \). We note the following behavior of pending singleton tokens.

Lemma 25. In every round of the optimal schedule, if a token is active then it contains exactly one pending singleton token and if a token is inactive then it contains no pending singleton tokens.

Proof. We prove this by induction over the rounds of the optimal schedule. As a base case, we note that in the first round of the optimal schedule a token is active if it is a singleton node and every singleton node is pending. Now consider an arbitrary round \( i \) and assume that our claim holds in previous rounds. Consider an arbitrary token \( a \). If \( a \) is not computed on by a node in this round then by our inductive hypothesis we have that it contains exactly one pending singleton token if it is active and no pending singleton tokens if it is not active. If \( a \) is active and combined with an inactive token, by our inductive hypothesis, the resulting token contains exactly one pending singleton token. Lastly, if \( a \) is active and combined with another active token by our inductive hypothesis these contain pending singletons \( a_w \) and \( a_w \) respectively such that \( c(w) = c(u) = i \); it follows that the resulting token is inactive and contains no pending singleton tokens. This completes our induction. \( \blacklozenge \)

This behavior allows us to pair off vertices in \( W \) based on how their singleton tokens are combined.\(^{12} \)

Lemma 26. For each \( w \in W \) there exists a unique \( u \in W \) such that \( u \neq w \) and \( v_{L_u}(w) = v_{L_u}(u) \) and \( c(w) = c(u) \).

Proof. Consider the round in which a token containing \( a_w \), say \( a \), is combined with an active token, say \( b \), at vertex \( v_{L_u}(w) \). Recall that this round is notated \( c(w) \). By Lemma 25 we know that \( a \) and \( b \) contain exactly one pending singleton token, say \( a_w \) and \( a_a \) respectively.

\(^{12} \)Without loss of generality we assume that \( |W| \) is even here; if not, we can simply drop one element from \( W \) each time we construct OptPaths(\( W \)).
Figure 9 An illustration of the optimal schedule and how OptPaths(W) is constructed from it for a particular G. Active tokens are denoted by blue diamonds; inactive tokens are denoted by white diamonds; a dotted red arrow from node u to node v means that u sends to v; a double-ended blue arrow between two tokens a and b means that a and b are combined at the node; thick, dashed green lines give a path and its reversal in OptPaths(W) (for a total of 4 paths across all rounds) where (v_1(u), v_2(w), . . . , v_{L_u}(w) = v_{L_w}(u), v_{L_u-1}(u), . . . , v_1(u)) = P \in OptPaths(W) drawn only in round c(w). Furthermore, token a labeled with \{ v : a contains a_v \} and W = \{ 1, 3, 4, 6 \}.

Since both a and b are active in this round and b contains a_v we have c(u) = c(w). Moreover, since both a and b are combined at the same vertex we have v_{L_u}(u) = v_{L_w}(w). Lastly, notice that this u is unique since by Lemma 25 there is exactly one singleton token, a_u, contained by b such that c(u) ≤ c(w).

Having paired off vertices in W, we can now define OptPaths(W). Fix a w and let u be the vertex it is paired off with as in Lemma 26. We define OptPath(w) := (v_1(w), v_2(w), . . . , v_{L_u}(w) = v_{L_w}(u), v_{L_u-1}(u), . . . , v_1(u)). Lastly, define OptPaths(W) = \bigcup_{w \in W} OptPath(w). See Figure 9 for an illustration of how OptPaths(W) is constructed from the optimal schedule.

The critical property of OptPaths(W) is that it has vertex congestion commensurate with OPT as follows.

Lemma 27. con(OptPaths(W)) ≤ \frac{2 \cdot OPT}{\min(t_c, t_m)}.

Proof. Call a pair of directed paths in OptPaths(W) complementary if one path is OptPath(w) and the other OptPath(u) where u is to w as in Lemma 26. We argue that each pair of complementary paths passing through a given vertex v uniquely account for either t_c or t_m rounds of v’s OPT rounds in the optimal schedule. Consider a pair of complementary paths, P = (OptPath(w), OptPath(u)), passing through a given vertex v. This pair of paths pass through v because in some round, say r_P, v sends a token containing a_u or a_w, or v combines together tokens a and a’ containing a_u and a_w, respectively. Say that whichever of these operations accounts for P is responsible for P. Now suppose for the sake of contradiction that this operation of v in round r_P is responsible for another distinct pair P’ of complementary paths, OptPath(w’) and OptPath(u’). Notice that a_u, a_w, a_u’ and a_w’ are all pending in round r_P. We case on whether v’s action is a communication or a computation and show that v’s operation cannot be responsible for P’ in either case.
Suppose that \( v \) is responsible for \( P \) and \( P' \) because it performs a computation in \( r_P \). It follows that \( v \) combines an active token \( a \) and another active token \( a' \) where without loss of generality \( a_w, a_w' \in a \) and \( a_w, a_w' \in a' \). However, it then follows that \( a \) is active and contains two pending singleton tokens, which contradicts Lemma 25.

Suppose that \( v \) is responsible for \( P \) and \( P' \) because it performs a communication in \( r_P \) by sending token \( a \). It follows that without loss of generality \( a_w, a_w' \in a \). However, either \( a \) is active or it is not. But by Lemma 25 if \( a \) is active it contains 1 pending singleton token and if \( a \) is not active then it contains 0 pending singleton tokens. Thus, the fact that \( v \) sends a token containing two pending singleton tokens contradicts Lemma 25.

Thus, it must be the case that \( v \)’s action in \( r_P \) is uniquely responsible for \( P \).

It follows that each computation and communication performed by \( v \) uniquely corresponds to a pair of complementary paths (consisting of a pair of paths in \( \text{OptPaths}(W) \)) that passes through \( v \). Since \( v \) performs at most \( \text{OPT} / \min(t_c, t_m) \) operations in the optimal schedule, it follows that there are at most \( \text{OPT} / \min(t_c, t_m) \) pairs of complementary paths in \( \text{OptPaths}(W) \) incident to \( v \). Since each pair consists of two paths, there are at most \( 2 \cdot \text{OPT} / \min(t_c, t_m) \) paths in \( \text{OptPaths}(W) \) incident to \( v \) and so \( v \) has vertex congestion at most \( 2 \cdot \text{OPT} / \min(t_c, t_m) \) in \( \text{OptPaths}(W) \). Since \( v \) was arbitrary, this bound on congestion holds for every vertex.

We now use \( \text{OptPaths}(W) \) to construct a feasible solution for \( \text{PathsFlowLP}(2L^*) \). Let \( \tilde{f} \) be this feasible solution. Intuitively, \( \tilde{f} \) simply sends flow along the paths of \( \text{OptPaths}(W) \). More formally define \( \tilde{f} \) as follows. For \( w \in W \) and its corresponding path \( \text{OptPath}(w) = (v_1(w), v_2(w), \ldots) \) we set \( \tilde{f}_w(v_i, v_{i+1}) = 1 \). We set all other variables of \( \tilde{f} \) to 0 and let \( \tilde{z} \) be the vertex congestion of \( \text{OptPaths}(W) \).

\begin{lemma}
\( (\tilde{f}, \tilde{z}) \) is a feasible solution for \( \text{PathsFlowLP}(2L^*) \) where \( \tilde{z} \leq 2\text{OPT} / \min(t_c, t_m) \).
\end{lemma}

\textbf{Proof.} We begin by noting that every path in \( \text{OptPaths}(W) \) is of length at most \( 2L^* \): for each \( w \in W \), \( \text{OptPath}(w) \) is the concatenation of two paths, each of which is of length no more than \( L^* \). Moreover, notice that for each \( w \in W \), the sink of \( \text{OptPath}(w) \) is a \( w' \in W \) such that \( w' \neq w \).

We now argue that \( (\tilde{f}, \tilde{z}) \) is a feasible solution for \( \text{PathsFlowLP}(2L^*) \): each vertex \( v \) with incoming \( w \)-flow that is not in \( W \setminus w \) sends out this unit of flow and so Equation (2) is satisfied; since each \( \text{OptPath}(w) \) is of length at most \( 2L^* \) and ends at a \( w' \in W \) we have that every \( w \in W \) is a source for \( f_w \) and not a sink for \( f_w \), satisfying Equation (3); for the same reason, Equation (4) is satisfied; letting \( \tilde{z} \) be the vertex congestion of \( \text{OptPath}(W) \) clearly satisfies Equation (5); and flow is trivially non-zero.

Lastly, since \( \tilde{f} \) simply sends one unit of flow along each path in \( \text{OptPaths}(W) \), our bound of \( \tilde{z} \leq 2\text{OPT} / \min(t_c, t_m) \) follows immediately from Lemma 27.

We conclude that \( \tilde{f} \) demonstrates that our LP has value commensurate with \( \text{OPT} \).

\begin{lemma}
\( \min(t_c, t_m) \cdot z(2L^*) \leq 2\text{OPT} \).
\end{lemma}

\textbf{Proof.} Since \textit{Lemma 28} shows that \( (\tilde{f}, \tilde{z}) \) is a feasible solution for \( \text{PathsFlowLP}(2L^*) \) with cost at most \( 2\text{OPT} / \min(t_c, t_m) \), our claim immediately follows.
F.1.3 GetDirectedPaths Formally Defined

GetDirectedPaths solves our LP for different guesses of the longest path used by the optimal, samples paths based on the LP solution for our best guess, and then directs these paths. Formally, GetDirectedPaths is given in Algorithm 5, where $\xi := \lceil 2(n-1) \cdot (t_c + D \cdot t_m) / t_m \rceil$ is the range over which we search for $L^\ast$.

**Algorithm 5 GetDirectedPaths(G, W).**

**Input:** $W \subseteq V$ where $w \in W$ has a token

**Output:** Directed paths between nodes in $W$

$L \leftarrow \arg\min_{L \in [0]} \left[ t_m \cdot L + \min(t_c, t_m) \cdot t(L) \right]$

$f_w^\ast \leftarrow \text{PathsFlowLPP}(L)$

$P_W \leftarrow \text{SampleLPPaths}(f_w^\ast, L, W)$

$P_U \leftarrow \text{AssignPaths}(P_W, W)$

return $P_U$

F.1.4 Sampling Paths from LP

Having shown that our LP has value commensurate with $\text{OPT}$ and defined our algorithm based on this LP, we now provide the algorithm which we use to sample paths from our LP solution, SampleLPPaths. This algorithm produces a single sample by taking a random walk from each $w \in W$ where edges are taken with probability corresponding to their LP value. It repeats this $O(\log n)$ times to produce $O(\log n)$ samples. It then takes the sample with the most low congestion paths, discarding any high congestion paths in said sample. In particular, SampleLPPaths takes the sample $P_W^i$ that maximizes $|Q(P_W^i)|$ where $Q(P_W^i) = \{P_w : P_w \in P_W^i, \text{con}(P_w) \leq 10 \cdot z(\hat{L}) \log \hat{L}\}$ for an input $\hat{L}$.

**Algorithm 6 SampleLPPaths($f_w^\ast$).**

**Input:** $f_w^\ast$, solution to PathsFlowLPP($\hat{L}$); $\hat{L}$, guess of $L^\ast$; $W \subseteq V$

**Output:** Undirected paths between nodes in $W$

$C \leftarrow \emptyset$

for sample $i \in O(\log n)$ do

$P_W^i \leftarrow \emptyset$

for $w \in W$ do

$v \sim f_w^\ast(w_1, v_2)$

$P_w \leftarrow (w, v)$

while $v \notin W$ do

$v' \sim f_w^\ast(v_{|P_w|}, v'_{|P_w|+1})$

$v \leftarrow v'$

$P_w \leftarrow v$

$P_W^i \leftarrow P_W^i \cup \{P_w\}$

$C \leftarrow C \cup P_W^i$

$P_S \leftarrow Q(\arg\max_{P_w \in C} |Q(P_W^i)|)$

return $P_W^i$

The properties of SampleLPPaths are as follows.
Lemma 29. For any fixed $W \subseteq V$, $\hat{L}$ and an optimal solution $f^*_w$ to PathsFlowLP($\hat{L}$), \textsc{SampleLPPaths} is a polynomial-time randomized algorithm that outputs a set of undirected paths $P_W$ such that $P_w \in P_W$ is an undirected path with endpoints $w, w' \in S$ where $w \neq w'$. Also $|P_W| \geq \frac{1}{3}|W|$ w.h.p., $\text{con}(P_W) \leq z(\hat{L}) \cdot O(\log \hat{L})$, and $\text{dil}(P_W) \leq \hat{L}$.

Proof. Our proof consists of a series of union and Chernoff bounds over our samples. Consider an arbitrary $W \subseteq V$. Define $T_w$ for $w \in W$ as the (directed) subgraph of $G_L$ containing arc $(v, u) \in E_L$ if for some $r$ we have $f^*_w(x, y) > 0$. Notice that $T_w$ is a weakly connected DAG where $w$ has no edges into it: $T_w$ does not contain any cycles since flow only moves from $x_r$ to $y_{r+1}$ for $x, y \in V$; by our flow constraints $T_w$ must be weakly connected and $w_r$ must have no edges into it for any $r$. Moreover, notice that $P_w$ is generated by a random walk on $T_w$ starting at $w_1$, where if the last vertex added to $P_w$ was $v$, then we add $u$ to $P_w$ in step $r$ of the random walk with probability $f^*_w(v_r, u_{r+1})$.

We first argue that every $P_w \in P_W$ has endpoints $w, w' \in W$ for $w \neq w'$ and $\text{dil}(P_W) \leq \hat{L}$. By construction, one endpoint of $P_w$ is $w$. Moreover, the other endpoint of $P_w$ will necessarily be a $w' \in W$ such that $w' \neq w$: by Equation (2) flow is conserved and by Equation (4) all flow from $w$ must end at a point $w' \in W$ such that $w' \neq w$: thus our random walk will always eventually find such an $w'$. Moreover, notice that our random walk is of length at most $\hat{L}$ since $T_w$ is of depth at most $\hat{L}$. Thus, every $P_w$ is of length at most $\hat{L}$, meaning $\text{dil}(P_W) \leq \hat{L}$.

Next, notice that, by the definition of $Q$, $\text{con}(P_W) \leq z(\hat{L}) \cdot O(\log \hat{L})$ by construction since every element in $Q(\arg \max_{P \in C} |Q(P)|)$ has $O(z(\hat{L}) \cdot O(\log \hat{L}))$ congestion.

Thus, it remains only to prove that $|P_W| \geq \frac{1}{3}|W|$. We begin by arguing that for a fixed path $P_w$ in a fixed set of sampled paths, $P_W$ we have $\text{con}(P_w) \geq z(\hat{L}) \cdot O(\log \hat{L})$ with probability at most $\frac{1}{3}$. Consider a fixed path $P_w \in P_W$ and fix an arbitrary $v \in P_w$. Now let $X_{wv}$ stand for the random variable indicating the number of times that path $P_w$ visits vertex $w$. Without loss of generality we know that $P_w$ contains no cycles (since if it did we could just remove said cycles) and so $X_{wv}$ is either 0 or 1. By a union bound over rounds, then, we have $E[X_{wv}] \leq \sum_r \sum_{u \in \Gamma(v)} f^*_w(u_r, v_{r+1}) \cdot \text{Pr}(u \text{ taken in } (r-1)\text{th step}) \leq \sum_{u \in \Gamma(v)} \sum_r f^*_w(u_r, v_{r+1})$.

Now note that the congestion of a single vertex under our solution is just $\text{con}(v) = \sum_{w \in W} X_{wv}$. It follows that

$$E[\text{con}(v)] = \sum_{w \in W} E[X_{wv}] \leq \max_v \sum_u \sum_{w \in \Gamma(v)} \sum_r f^*_w(u_r, v_{r+1}) \leq z(\hat{L}).$$

Also notice that for a fixed $v$ every $X_{wv}$ is independent. Thus, we have by a Chernoff bound that that

$$\Pr(\text{con}(v) \geq z(\hat{L}) \cdot O(\log \hat{L})) \leq \Pr \left( \sum_{w \in W} X_{wv} \geq \mathbb{E} \left[ \sum_{w \in W} X_{wv} \right] \cdot O(\log \hat{L}) \right) \leq \frac{1}{(\hat{L})^c}$$

for $c$ given by constants of our choosing. $P_w$ is of length at most $\hat{L}$ by construction. Thus, by a union over $v \in P_w$ and Equation (7) we have that
Thus, for a fixed path $P_w \in \mathcal{P}_W$ we know that this path has congestion at least $z(\hat{L} \cdot O(\log \hat{L}))$ with probability at most $\frac{1}{3}$.

We now argue at least one of our $O(\log n)$ samples is such that at least $\frac{1}{3}$ of the paths in the sample have congestion at most $z(\hat{L} \cdot O(\log \hat{L}))$. Let $Y_{iw}$ be the random variable that is 1 if $P_w \in \mathcal{P}_W$ is such that $\text{con}(P_w) \geq z(\hat{L} \cdot O(\log \hat{L}))$ and 0 otherwise. Notice that $\mathbb{E}[Y_{iw}] \leq \frac{1}{3}$ by the fact that a path has congestion at least $z(\hat{L} \cdot O(\log \hat{L}))$ with probability at most $\frac{1}{3}$. Now let $Z_i = \sum_{w \in W} Y_{iw}$ stand for the number of paths in sample $i$ with high congestion. By linearity of expectation we have $\mathbb{E}[Z_i] \leq |W| \frac{1}{3}$. By Markov’s inequality we have for a fixed $i$ that $\Pr(Z_i \geq \frac{2}{3}|W|) \leq \Pr(Z_i \geq 2 \mathbb{E}[Z_i]|W|) \leq \frac{1}{4}$. Now consider the probability that every sample $i$ is such that more than $\frac{2}{3}$ of the paths have congestion more than $z(\hat{L} \cdot O(\log \hat{L}))$, i.e. consider the probability that for all $i$ we have $Z_i \geq |W| \frac{2}{3}$. We have

$$\Pr\left(Z_i \geq |W| \frac{2}{3}, \forall i\right) \leq \left(\frac{1}{2}\right)^{O(\log n)}$$

$$= \frac{1}{\text{poly}(n)}.$$

Thus, with high probability there will be some sample, $i$, such that $Z_i \leq |W| \frac{1}{3}$. It follows that with high probability $\max_{P'_w \in \mathcal{C}} |Q(P'_w)| \geq \frac{1}{3}|W|$ and since $\mathcal{P}_W = Q(\arg\max_{P'_w \in \mathcal{C}} |Q(P'_w)|)$, we conclude that with high probability $P_W \geq \frac{1}{3}|W|$.

### F.1.5 Directing Paths

Given the undirected paths that we sample from our LP, $\mathcal{P}_W$, we produce a set of directed paths $\mathcal{P}_U$ using AssignPaths, which works as follows. Define $G'$ as the directed supergraph consisting of nodes $W$ and directed edges $E' = \{(w, w') : w'$ is an endpoint of $P_w \in \mathcal{P}_W\}$. Let $\Gamma_{G'}(v) = \{v' : (v', v) \in E' \vee (v, v') \in E'\}$ give the neighbors of $v$ in $G'$. For each node $w \in G'$ with in-degree of at least two we do the following: if $v$ has odd degree delete an arbitrary neighbor of $w$ from $G'$; arbitrarily pair off the neighbors of $w$; for each such pair $(w_1, w_2)$ add the directed path $P_{w_1} \circ \text{rev}(P_{w_2})$ to $\mathcal{P}_U$ where $\text{rev}(P_{w_2})$ gives the result of removing the last element of $P_{w_2}$ (namely, $w$) and reversing the direction of the path; remove $(w, w_1, w_2)$ from $G'$. Since we remove all vertices with in-degree of two or more and every vertex has out-degree 1, the remaining graph trivially consists only of nodes with in-degree at most 1 and out-degree at most 1. The remaining graph, therefore, is all cycles and paths. For each cycle or path $w_2, w_3, w_4 \ldots$ add the path corresponding to the edge from $w_i$ to $w_{i+1}$ for odd $i$ to $\mathcal{P}_U$. We let $U$ be all sources of paths in $\mathcal{P}_U$ and we let $P_u$ be the path in $\mathcal{P}_U$ with source $u$.

The properties of AssignPaths are as follows.

- **Lemma 30.** Given $W \subseteq V$ and $\mathcal{P}_W = \{P_w : w \in W\}$ where the endpoints of $P_w$ are $w, w' \in W$ for $w \neq w'$, AssignPaths in polynomial-time returns directed paths $\mathcal{P}_U$ where at least $1/4$ of the nodes in $W$ are the source of a directed path in $\mathcal{P}_U$, each path in $\mathcal{P}_U$ is of length at most $2 \cdot \text{dil}(\mathcal{P}_W)$ with congestion at most $\text{con}(\mathcal{P}_W)$ and each path in $\mathcal{P}_U$ ends in a unique sink in $W$. 
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Proof. When we add paths to \( \tilde{P}_U \) that go through vertices of in-degree at least two, for every 4 vertices we remove we add at least one directed path to \( \tilde{P}_U \) that is at most double the length of the longest path in \( P_G \): in the worst case \( v \) has odd in-degree of 3 and we add only a single path. When we do the same for our cycles and paths for every 3 vertices we remove we add at least one directed path to \( \tilde{P}_U \). Notice that by construction we clearly never reuse sinks in our directed paths. The bound on congestion and a polynomial runtime are trivial.

F.1.6 Proof of Lemma 11

Finally, we conclude with the proof of Lemma 11.

Lemma 11. Given \( W \subseteq V \), GETDIRECTEDPATHS is a randomized polynomial-time algorithm that returns a set of directed paths, \( \tilde{P}_U = \{P_u : u \in U\} \) for \( U \subseteq W \), such that with high probability at least \( 1/12 \) of nodes in \( W \) are sources of paths in \( \tilde{P}_U \) each with a unique sink in \( W \). Moreover,

\[
\text{con}(\tilde{P}_U) \leq O \left( \frac{\text{OPT}}{\min(t_c, t_m)} \log \frac{\text{OPT}}{t_m} \right) \quad \text{and} \quad \text{dil}(\tilde{P}_U) \leq \frac{8\text{OPT}}{t_m}.
\]

Proof. The fact that GETDIRECTEDPATHS returns a set of directed paths, \( \tilde{P}_U \), such that at least \( 1/12 \) of nodes in \( W \) are sources in a path with a sink in \( W \) follows directly from Lemma 29 and Lemma 30.

We now give the stated bounds on congestion and dilation. First notice that \( 2L^* \in [\xi] \). Moreover, \( 2\text{OPT} \leq 2(n-1)(t_c + D \cdot t_m) \): the schedule that picks a pair of nodes, routes one to the other then aggregates and repeats \( n-1 \) times is always feasible and takes \( (n-1)(t_c + D \cdot t_m) \) rounds. Thus, \( 2L^* \leq 2\text{OPT} \leq \frac{\text{OPT}}{t_m} \leq \xi \).

Thus, by definition of \( L \) we know that

\[
\begin{align*}
t_m \cdot L + \min(t_c, t_m) \cdot t(L) &\leq 2t_m \cdot L^* + \min(t_c, t_m) \cdot z(2L^*) \\
&\leq 2L^* + 2\text{OPT} \quad \text{(By Lemma 24)} \\
&\leq 4\text{OPT} \quad \text{(By dfn. of } L^*)
\end{align*}
\]

It follows, then, that \( t_m \cdot L \leq 4\text{OPT} \) and so \( L \leq \frac{4\text{OPT}}{t_m} \). Similarly, we know that \( \min(t_c, t_m) \cdot z(L) \leq 4\text{OPT} \) and so \( z(L) \leq \frac{4\text{OPT}}{\min(t_c, t_m)} \).

Lastly, by Lemma 29 we know that \( \text{dil}(P_W) \leq L \leq \frac{4\text{OPT}}{t_m} \) and \( \text{con}(P_W) \leq t(L) \cdot O(\log L) \leq O \left( \frac{\text{OPT}}{\min(t_c, t_m)} \cdot \log \frac{\text{OPT}}{t_m} \right) \). By Lemma 30 we get that the same congestion bound holds for \( \tilde{P}_U \) and \( \text{dil}(\tilde{P}_U) \leq \frac{8\text{OPT}}{\min(t_c, t_m)} \).

A polynomial runtime comes from the fact that we solve at most \( (n-1)(t_c + D \cdot t_m) = \text{poly}(n) \) LPs and then sample at most \( (n-1)(t_c + D \cdot t_m) \) edges \( O(\log n) \) times to round the chosen LP.

F.2 Deferred Proofs of Section 4.2.2

Lemma 12. Given a set of directed paths \( \tilde{P}_U \) with some subset of endpoints of paths in \( P_G \) designated sources and the rest of the endpoints designated sinks, OPTRoute is a randomized polynomial-time algorithm that w.h.p. produces a Token Network schedule that sends from all sources to sinks in \( O(\text{con}(\tilde{P}_U) + \text{dil}(\tilde{P}_U)) \).
Proof. Given a set of paths $\vec{P}_U$, Rothvoß [31] provides a polynomial-time algorithm that produces a schedule that routes along all paths in $O(\text{con}_E(\vec{P}_U) + \text{dil}(\vec{P}_U))$ where $\text{con}_E(P) = \max_e \sum_{e' \in P} 1(e' \in P)$ is the edge congestion. However, the algorithm of Rothvoß [31] assumes that in each round a vertex can send a token along each of its incident edges whereas we assume that in each round a vertex can only forward a single token.

However, it is easy to use the algorithm of Rothvoß [31] to produce an algorithm that produces a Token Network routing schedule using $O(\text{con}(\vec{P}_U) + \text{dil}(\vec{P}_U))$ rounds which assumes that vertices only send one token per round as we assume in the Token Network model as follows. Let $G$ be our input network with paths $\vec{P}_U$ along which we would like to route where we assume that vertices can only send one token per round. We will produce another graph $G'$ on which to run the algorithm of Rothvoß [31]. For each node $v \in G$ add nodes $v_i$ and $v_o$ to $G'$. Project each path $P \in \vec{P}_U$ into $G'$ to get $P' \in \vec{P}_U'$ as follows: if edge $(u,v)$ is in path $P \in \vec{P}_G$ then add edge $(u_o,v_i)$ and edge $(v_i,v_o)$ to path $P'$ in $G'$. Notice that $\text{con}(\vec{P}_U') = \text{con}_E(\vec{P}_U)$ and $\text{dil}(\vec{P}_U') = 2\text{dil}(\vec{P}_U)$. Now run the algorithm of Rothvoß [31] on $G'$ with paths $\vec{P}_U'$ to get back some routing schedule $S'$.

Without loss of generality we can assume that $S'$ only has nodes in $G'$ send along a single edge in each round: every $v_i$ is incident to a single outbound edge across all paths (namely $(v_i,v_o)$) and so cannot send more than one token per round; every $v_o$ has a single incoming edge and so receives at most one token per round which, without loss of generality, we can assume $v_o$ sends as soon as it receives (it might be the case that $v_o$ collects some number of tokens over several rounds and then sends them all out at once but we can always just have $v_o$ forward these tokens as soon as they are received and have the recipients “pretend” that they do not receive them until $v_o$ would have sent out many tokens at once).

Now generate a routing schedule for $G$ as follows: if $v_o$ sends token $a$ in round $r$ of $S'$ then $v$ will send token $a$ in round $r$ of $S$. Since $S$ only ever has vertices send one token per round, it is easy to see by induction over rounds that $S$ will successfully route along all paths. Moreover, $S$ takes as many rounds as $S'$ which by [31] we know takes $O(\text{con}(\vec{P}_U) + \text{dil}(\vec{P}_U)) = O(\text{con}(\vec{P}_U) + 2\text{dil}(\vec{P}_U)) = O(\text{con}(\vec{P}_U) + \text{dil}(\vec{P}_U))$. Thus, we let OPTROUTE be the algorithm that returns $S$.

\begin{lemma}
Le13. RoutePaths$_m$ is a polynomial-time algorithm that, given $\vec{P}_U$, solves the Route and Compute Problem w.h.p. using $O(t_m(\text{con}(\vec{P}_U) + \text{dil}(\vec{P}_U)) + t_e)$ rounds.
\end{lemma}

Proof. By Lemma 12, OPTROUTE takes $t_m(\text{con}(\vec{P}_U) + \text{dil}(\vec{P}_U))$ rounds to route all sources to sinks. All sources are combined with sinks in the following computation and so RoutePaths$_m$ successfully solves the Route and Compute Problem since every source has its token combined with another token. The polynomial runtime of the algorithm is trivial.

\begin{lemma}
Le14. RoutePaths$_c$ is a polynomial-time algorithm that, given $\vec{P}_U$, solves the Route and Compute Problem w.h.p. using $O(t_e \cdot \text{con}(\vec{P}_U) + t_m \cdot \text{dil}(\vec{P}_U))$ rounds.
\end{lemma}

Proof. We argue that every source’s token ends at an asleep node with at least two tokens and no more than $\text{con}(\vec{P}_U)$ tokens. It follows that our computation at the end at least halves the number of tokens.

First notice that if a vertex falls asleep then it will receive at most $\text{con}(\vec{P}_S)$ tokens by the end of our algorithm since it is incident to at most this many paths. Moreover, notice that every token will either end at a sink or a sleeping vertex and every sleeping vertex is asleep because it has two or more tokens. It follows that every token is combined with at least one other token and so our schedule at least halves the total number of tokens.
The length of our schedule simply comes from noting that we have $O(\dil(\vec{P}_U) \cdot t_m)$ forwarding rounds followed by $\con(\vec{P}_U) \cdot \tau_c$ rounds of computation. Thus, we get a schedule of total length $O(t_c \cdot \con(\vec{P}_S) + t_m \cdot \dil(\vec{P}_S))$. A polynomial runtime is trivial.

F.3 Proof of Theorem 9

**Theorem 9.** SolveTC is a polynomial-time algorithm that gives an $O(\log n \cdot \log \frac{\OPT}{t_m})$-approximation for Token Computation with high probability.

**Proof.** By Lemma 11 we know that the paths returned by GetDirectedPaths, $\vec{P}_U$ are such that $\con(\vec{P}_U) \leq O\left(\frac{\OPT}{\min(t_c, t_m)} \cdot \log \frac{\OPT}{t_m}\right)$ and $\dil(\vec{P}_U) \leq \frac{8\OPT}{t_m}$ and the paths returned have unique sinks and sources in $W$ and there are at least $|W|/12$ paths w.h.p.

If $t_c > t_m$ then RoutePaths$_m$ is run which by Lemma 13 solves the Route and Compute Problem in $O(t_m \cdot \con(\vec{P}_U) + t_m \cdot \dil(\vec{P}_U) + t_c)$ rounds which is

$$\leq O\left(t_m \cdot \frac{\OPT}{\min(t_c, t_m)} \cdot \log \frac{\OPT}{t_m} + t_m \cdot \frac{8\OPT}{t_m} + t_c\right)$$

$$= O\left(\OPT \cdot \log \frac{\OPT}{t_m} + t_c\right)$$

If $t_c \leq t_m$ then RoutePaths$_c$ is run to solve the Route and Compute Problem which by Lemma 14 takes $O(t_c \cdot \con(\vec{P}_U) + t_m \cdot \dil(\vec{P}_U))$ rounds which is

$$\leq O\left(t_c \cdot \frac{4\OPT}{\min(t_c, t_m)} \cdot \log \frac{\OPT}{t_m} + t_m \cdot \frac{8\OPT}{t_m}\right)$$

$$= O\left(\OPT \cdot \log \frac{\OPT}{t_m}\right)$$

Thus, in either case, the produced schedule takes at most $O\left(\OPT \cdot \log \frac{\OPT}{t_m} + t_c\right)$ rounds to solve the Route and Compute Problem on at least $|W|/12$ paths in each iteration. Since solving the Route and Compute Problem reduces the total number of tokens by a constant fraction on the paths over which it is solved, and we have at least $|W|/12$ paths in each iteration w.h.p., by a union bound, every iteration reduces the total number of tokens by a constant fraction w.h.p. Thus, the concatenation of the $O(\log n)$ schedules produced, each of length $O(\OPT \cdot \log \frac{\OPT}{t_m} + t_c)$, is sufficient to reduce the total number of tokens to 1.

Thus, SolveTC produces a schedule that solves the problem of Token Computation in $O(\OPT \cdot \log n \log \frac{\OPT}{t_m} + t_c \cdot \log n)$ rounds. However, notice that $t_c \cdot \log n \leq \OPT$ (since the optimal schedule must perform at least $\log n$ serialized computations) and so the produced schedule is of length $O(\OPT \cdot \log n \log \frac{\OPT}{t_m} + t_c \log n) \leq O(\OPT \cdot \log n \log \frac{\OPT}{t_m})$. Lastly, a polynomial runtime is trivial given the polynomial runtime of our subroutines.
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Abstract
Erasure codes are typically used in large-scale distributed storage systems to provide durability of data in the face of failures. In this setting, a set of \( k \) blocks to be stored is encoded using an \([n, k]\) code to generate \( n \) blocks that are then stored on different storage nodes. A recent work by Kadekodi et al. [32] shows that the failure rate of storage devices vary significantly over time, and that changing the rate of the code (via a change in the parameters \( n \) and \( k \)) in response to such variations provides significant reduction in storage space requirement. However, the resource overhead of realizing such a change in the code rate on already encoded data in traditional codes is prohibitively high.

Motivated by this application, in this work we first present a new framework to formalize the notion of code conversion – the process of converting data encoded with an \([n^I, k^I]\) code into data encoded with an \([n^F, k^F]\) code while maintaining desired decodability properties, such as the maximum-distance-separable (MDS) property. We then introduce convertible codes, a new class of code pairs that allow for code conversions in a resource-efficient manner. For an important parameter regime (which we call the merge regime) along with the widely used linearity and MDS decodability constraint, we prove tight bounds on the number of nodes accessed during code conversion. In particular, our achievability result is an explicit construction of MDS convertible codes that are optimal for all parameter values in the merge regime albeit with a high field size. We then present explicit low-field-size constructions of optimal MDS convertible codes for a broad range of parameters in the merge regime. Our results thus show that it is indeed possible to achieve code conversions with significantly lesser resources as compared to the default approach of re-encoding.
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1 Introduction
Erasure codes have become an essential tool for protecting against failures in distributed storage systems [18, 9, 30, 4]. Under erasure coding, a set of \( k \) data symbols to be stored is encoded using an \([n, k]\) code to generate \( n \) coded symbols, called a codeword (or stripe).
Each of the $n$ symbols in a codeword is stored on a different storage node, and the system as a whole will contain several independent codewords distributed across different sets of storage nodes in the cluster.

A key factor that determines the choice of parameters $n$ and $k$ is the failure rate of the storage devices. It has been shown that failure rates of storage devices in large-scale storage systems can vary significantly over time and that changing the code rate, by changing $n$ and $k$, in response to these variations yields substantial savings in storage space and hence the operating costs [32]. For example, in [32], the authors show that an 11% to 44% reduction in storage space can be achieved by tailoring $n$ and $k$ to changes in observed device failure rates. Such a reduction in storage space requirement translates to significant savings in the cost of resources and energy consumed in large-scale storage systems. It is natural to think of potentially achieving such a change in code rate by changing only $n$ while keeping $k$ fixed. However, due to several practical system constraints, changing code rate in storage systems often necessitates change in both the parameters $n$ and $k$ [32]. We refer the reader to [32] for a more detailed discussion on the practical benefits and constraints of adapting the erasure-code parameters with the variations in failure rates in a storage system.

Changing $n$ and $k$ for stripes in a storage system would involve converting already encoded data from one code to another. Such conversions, however, can generate a large amount of load (as explained below) which adversely affects the operation of the cluster. Furthermore, in some cases these conversions might need to be performed in an expedited manner, for example, to avoid the risk of data loss when facing an unexpected rise in failure rate. Hence it is critical to minimize the resource consumption of code conversion operations. Clearly, it is always possible to re-encode the data in a codeword (or a stripe) according to a new code by accessing (or decoding if needed) all the (original) message symbols. However, such an approach, which we call the default approach, requires accessing a large number of nodes (for example, for MDS codes, the initial value of $k$ number of nodes need to be accessed) reading out all the data, transferring over the network, and re-encoding, which consumes large amounts of resources.

To the best of our knowledge, the existing literature [44, 59, 29] on formally studying the problem of changing parameters $n$ and $k$ for already encoded data model the code conversion problem within the framework of repair-efficient codes. Repair-efficient codes (e.g., [16, 47, 71, 49, 21]), which are a class of codes that can reconstruct a small subset of codeword symbols more efficiently than reconstructing the entire (original) message, has been an active area of research in the recent past. While the existing approach of exploiting repair efficiency for conversion efficiency provides reduction in the network bandwidth consumed as compared to the default approach for several parameter regimes, it has several drawbacks. For example, under this approach conversion requires accessing every symbol in the codeword and redistributing (“subsymbols”) around. A more detailed discussion on repair-efficient codes and existing works which exploit repair efficiency for conversion efficiency is provided in Section 6.

In this paper, we propose a fundamentally new framework to model the code conversion problem, which is independent of repair efficiency. Our approach is based on the observation that the problem of changing code parameters in a storage system can be viewed as converting multiple codewords of an $[n^I, k^I]$ code (denoted by $C^I$) into (potentially multiple) codewords of an $[n^F, k^F]$ code (denoted by $C^F$), with desired constraints on decodability such as both

---

1 The superscripts $I$ and $F$ stand for initial and final respectively, representing the initial and final state of the conversion.
Initial codeword 1

Initial codeword 2

Final codeword

Figure 1 Example of code conversion: two codewords of a \([k^I + 1, k^I]\) single-parity-check code become one codeword of a \([2k^I + 1, 2k^I]\) single-parity-check code. The parity symbols are shown shaded. The data symbols from each codeword are preserved, and the parity symbol from the final codeword is the sum of the parities from each initial codeword.

codes satisfying the maximum-distance-separability (MDS) property. The code constructions that we present in this paper, under this new framework, require accessing significantly fewer symbols during conversion than existing works. Furthermore, even though the constructions presented in this paper optimize for reducing the number of symbols accessed for conversion, the bandwidth consumed for conversion is also lower in several parameter regimes of practical interest, compared to existing works (based on repair efficiency) that optimize for network bandwidth.

We now present a toy example to elucidate the concept of code conversion in our framework.

**Example 1.** Consider conversion from an \([n^I = k^I + 1, k^I]\) code \(C^I\) to an \([n^F = k^F + 1, k^F]\) code \(C^F\). In our framework, this conversion is achieved by “merging” two codewords of the initial code for each codeword of the final code. Let us focus on the number of symbols accessed during conversion. The default approach requires accessing \(k^I\) symbols from each codeword belonging to \(C^I\) (initial codewords), and accessing at least one symbol for each codeword belonging to \(C^F\) (final codewords) to write out the result, totalling \(2k^I + 1\) symbols accessed per final codeword. Alternatively, as depicted in Figure 1, one can choose \(C^I\) and \(C^F\) to be single-parity-check codes with the parity symbol holding the sum of the data symbols in each codeword (shown with a shaded box in the figure). To convert from \(C^I\) to \(C^F\), one sums the parity symbol from each initial codeword and stores the result as the parity symbol of the final codeword \(C^F\). This alternative approach requires accessing only three symbols for each final codeword, which is significantly more efficient.

Next, we give an overview of the main results and key ideas presented in this paper.

**1.1 Overview of results**

In this paper, we propose a new framework to model the problem of code conversion, that is, the process of converting data encoded with an \([n^I, k^I]\) code into data encoded with an \([n^F, k^F]\) code while maintaining desired decodability properties, such as maximum-distance-separability (MDS) property (Section 2). We then introduce a new class of code pairs, which we call convertible codes, that allow for resource-efficient conversions. We begin the study of this new class of code pairs, by focusing on an important regime where \(k^F = \lambda k^I\) for any integer \(\lambda \geq 2\) with arbitrary values of \(n^I\) and \(n^F\), which we call the merge regime. Furthermore, we focus on the access cost of code conversion, which corresponds to the total number of symbols accessed during conversion. Keeping the number of symbols accessed small makes conversion less disruptive, allows the unaffected nodes to remain available for normal operations, and also reduces the amount of computation and communication needed.
Using our framework, we prove a tight lower bound on the access cost of conversions for linear MDS codes in the merge regime (Section 3). Let \( r^I = n^I - k^I \) and \( r^F = n^F - k^F \). This lower bound identifies two regions: (1) \( r^F \leq r^I \), where significant savings in access cost can be achieved when \( r^F < k^I \), and (2) the complement \( r^F > r^I \), where linear MDS codes cannot achieve lower access cost than the default approach. Specifically, we prove:

**Theorem 15.** For all linear MDS \((n^I, k^I; n^F, k^F = \lambda k^I)\) convertible codes, the access cost of conversion is at least \( r^F + \lambda \min\{k^I, r^F\} \). Furthermore, if \( r^I < r^F \), the access cost of conversion is at least \( r^F + \lambda k^I \).

We prove this lower bound first on a class of linear MDS convertible codes that we call stable convertible codes. We then extend this lower bound to all linear MDS convertible codes by showing that non-stable convertible codes cannot achieve this lower bound, and thus all optimal linear MDS convertible codes in the merge regime are stable.

Then, we describe a construction of linear MDS Convertible Codes in the merge regime that meet the bound of Theorem 15, thereby providing convertible codes that are access-optimal (Section 4). Specifically:

**Theorem 22.** The explicit construction provided in Section 4.1 yields access-optimal linear MDS convertible codes for all parameter values in the merge regime.

The construction is deterministic and yields codes over a finite extension field. To prove that those codes are access-optimal, we show that the resulting generator matrices have a particular structure, and that none of their minors are zero when the degree of the field extension is large enough. This implies that the field size required is very large (exponential in \( n^F \) for fixed constant final code rate and typical parameters). Field size is an important aspect of code design that has been widely studied in the context of other code families [12, 62, 2, 24]. To address this issue, we introduce a sequence of constructions of convertible codes that have significantly lower field size requirements (Section 5). This sequence of constructions, which we denote Hankel_s \((s \in \{\lambda, \ldots, r^I\})\), presents a tradeoff between field size and the parameter range that they support. Specifically, we show:

**Theorem 25.** Given parameters \( k^I, r^I, \lambda, \) and a field \( \mathbb{F}_q \), Hankel_s \((s \in \{\lambda, \ldots, r^I\})\) constructs an access-optimal \((n^I, k^I; n^F, k^F = \lambda k^I)\) convertible code if:

\[
r^F \leq (s - \lambda + 1) \left\lfloor \frac{r^I}{s} \right\rfloor + \max\{(r^I \mod s) - \lambda + 1, 0\} \quad \text{and} \quad q \geq sk^I + \left\lfloor \frac{r^I}{s} \right\rfloor - 1.
\]

Of particular interest are the two extreme points of this tradeoff which we call Hankel-I and Hankel-II respectively: Hankel-I supports \( r^F \leq \lfloor r^I / \lambda \rfloor \) requiring field size \( q \geq \max\{n^I - 1, n^F - 1\} \); and Hankel-II supports a wider range \( r^F \leq r^I - \lambda + 1 \) requiring field size \( q \geq k^I r^I \).

The key idea behind our construction is to construct the parity generator matrices of the initial and final codes as cleverly-chosen submatrices of a specially constructed upper-left triangular array. This array has two important properties: (1) every square submatrix of this array is non-singular, and (2) it has Hankel form, that is, each ascending diagonal from left to right is constant. By exploiting the repetitive structure of the array, our constructions yield convertible codes that achieve optimal access cost during conversion. Given the way in which these codes are constructed, they also have the additional property of being (punctured) generalized doubly-extended Reed-Solomon codes.

Our results thus show that there is a broad regime where code conversions can be achieved with significantly less access cost than the default approach, and another regime where achieving less access cost than the default approach is not possible. We provide a
general explicit construction of access-optimal convertible codes in the former regime, and low-field-size constructions for a wide parameter range within this regime. The framework of convertible codes presented in this work opens several new opportunities which pose interesting theoretical questions that have a potential for impact on real-world systems.

1.2 Background

In this subsection we introduce some notation and basic definitions related to linear codes. Let \( \mathbb{F}_q \) be a finite field of size \( q \). An \([n, k] \) linear code \( \mathcal{C} \) over \( \mathbb{F}_q \) is a \( k \)-dimensional subspace \( \mathcal{C} \subseteq \mathbb{F}_q^n \). Here, \( n \) is called the length of the code, and \( k \) is called the dimension of the code. A generator matrix of an \([n, k] \) linear code \( \mathcal{C} \) over \( \mathbb{F}_q \) is a \( k \times n \) matrix \( G \) over \( \mathbb{F}_q \) such that the rows of \( G \) form a basis of the subspace \( \mathcal{C} \). A \( k \times n \) generator matrix \( G \) is said to be systematic if it has the form \( G = [I \mid P] \), where \( I \) is the \( k \times k \) identity matrix and \( P \) is a \( k \times (n-k) \) matrix. Even though the generator matrix of a code \( \mathcal{C} \) is not unique, we will sometimes associate code \( \mathcal{C} \) to a specific generator matrix \( G \), which will be clear from the context. The encoding of a message \( \mathbf{m} \in \mathbb{F}_q^k \) under an \([n, k] \) code \( \mathcal{C} \) with generator matrix \( G \) is denoted \( \mathcal{C}(\mathbf{m}) = \mathbf{m}^T G \).

Let \([i]\) denote the set \( \{1, 2, \ldots, i\} \). A linear code \( \mathcal{C} \) is maximum distance separable (MDS) if the minimum distance of the code is the maximum possible:

\[
\text{min-dist}(\mathcal{C}) = \min_{c \neq c' \in \mathcal{C}} |\{i \in [n] : c_i \neq c'_i\}| = n - k + 1
\]

where \( c_i \in \mathbb{F}_q \) denotes the \( i \)-th coordinate of \( c \). Equivalently, a linear code \( \mathcal{C} \) is MDS if and only if every \( k \times k \) submatrix of its generator matrix \( G \) is non-singular [34].

2 A framework for studying code conversions

In this section, we formally define our new framework for studying code conversions and introduce convertible codes. While we use the notation of linear codes introduced in Section 1.2, the framework introduced in this section can be applied to arbitrary (not necessarily linear) codes. Suppose one wants to convert data that is already encoded using an \([n^I, k^I]\) initial code \( \mathcal{C}^I \) into data encoded using an \([n^F, k^F]\) final code \( \mathcal{C}^F \) where both codes are over the same field \( \mathbb{F}_q \). In the initial and final configurations, the system must store the same information, but encoded differently. In order to capture the changes in the dimension of the code during conversion, we consider \( M = \text{lcm}(k^I, k^F) \) number of “message” symbols (i.e., the data to be stored) over a finite field \( \mathbb{F}_q \), denoted by \( \mathbf{m} \in \mathbb{F}_q^M \). This corresponds to multiple codewords in the initial and final configurations. We note that this need for considering multiple codewords in order to capture the smallest instance of the problem deviates from existing literature on the code repair problem (e.g., [16, 26, 47, 49]) and code locality (e.g., [21, 41, 27]), where a single codeword is sufficient to capture the problem.

Since there are multiple codewords, we first specify an initial partition \( \mathcal{P}_I \) and a final partition \( \mathcal{P}_F \) of the set \([M]\), which map the message symbols of \( \mathbf{m} \) to their corresponding initial and final codewords. The initial partition \( \mathcal{P}_I \subseteq 2^{[M]} \) is composed of \( M/k^I \) disjoint subsets of size \( k^I \), and the final partition \( \mathcal{P}_F \subseteq 2^{[M]} \) is composed of \( M/k^F \) disjoint subsets of size \( k^F \). In the initial (respectively, final) configuration, the data indexed by each subset \( S \in \mathcal{P}_I \) (respectively, \( \mathcal{P}_F \)) is encoded using the code \( \mathcal{C}^I \) (respectively, \( \mathcal{C}^F \)). The codewords \( \{\mathcal{C}^I(\mathbf{m}_S), S \in \mathcal{P}_I\} \) are referred to as initial codewords, and the codewords \( \{\mathcal{C}^F(\mathbf{m}_S), S \in \mathcal{P}_F\} \) are referred to as final codewords, where \( \mathbf{m}_S \) corresponds to the projection of \( \mathbf{m} \) onto the coordinates in \( S \). The descriptions of the initial and final partitions and codes, along with the conversion procedure, define a convertible code. We now proceed to define conversions and convertible codes formally.
Definition 2 (Code conversion). A conversion from an initial code \( C^I \) to a final code \( C^F \) with initial partition \( P_I \) and final partition \( P_F \) is a procedure, denoted by \( T_{C^I \rightarrow C^F} \), that for any \( m \), takes the set of initial codewords \( \{ C^I(m_S) \mid S \in P_I \} \) as input, and outputs the corresponding set of final codewords \( \{ C^F(m_S) \mid S \in P_F \} \).

Definition 3 (Convertible code). A \((n^I, k^I; n^F, k^F)\) convertible code over \( \mathbb{F}_q \) is defined by: (1) a pair of codes \((C^I, C^F)\) where \( C^I \) is an \([n^I, k^I]\) code over \( \mathbb{F}_q \) and \( C^F \) is an \([n^F, k^F]\) code over \( \mathbb{F}_q \); (2) a pair of partitions \( P_I, P_F \) of \([M = \text{lcm}(k^I, k^F)]\) such that each subset in \( P_I \) is of size \( k^I \) and each subset in \( P_F \) is of size \( k^F \); and (3) a conversion procedure \( T_{C^I \rightarrow C^F} \) that on input \( \{ C^I(m_S) \mid S \in P_I \} \) outputs \( \{ C^F(m_S) \mid S \in P_F \} \) for all \( m \in \mathbb{F}_q^M \).

Typically, additional constraints would be imposed on \( C^I \) and \( C^F \), such as requiring both codes to be MDS.

Remark 4. Note that the definition of convertible codes (Definition 3) assumes that \((n^I, k^I; n^F, k^F)\) are known at the time of code construction. This will be helpful in understanding the fundamental limits of the conversion process. In practice, this assumption might not hold. For example, \( k^F, k^E \) might depend on the node failure rates that are yet to be observed. Interestingly, it is possible for a \((n^I, k^I; n^F, k^F)\) convertible code to facilitate conversion to multiple values of \( n^F, k^F \) simultaneously, as is the case for the code constructions presented in this paper.

The cost of conversion is determined by the cost of the conversion procedure \( T_{C^I \rightarrow C^F} \), as a function of the parameters \((n^I, k^I; n^F, k^F)\). Towards minimizing the overhead of the conversion, our general objective is to design codes \((C^I, C^F)\), partitions \((P_I, P_F)\) and conversion procedure \( T_{C^I \rightarrow C^F} \) that satisfy Definition 3 and minimize the conversion cost for given parameters \((n^I, k^I; n^F, k^F)\), subject to desired decodability constraints on \( C^I \) and \( C^F \).

Depending on the relative importance of various resources in the cluster, one might be interested in optimizing the conversion with respect to various types of costs such as symbol access, computation (CPU), communication (network bandwidth), read/writes (disk IO), etc., or a combination of these costs. The general formulation of code conversions above provides a powerful framework to theoretically reason about convertible codes. In what follows, we will focus on a specific regime and a specific cost model.

### 3 Lower bounds on access cost of code conversion

The focus of this section is on deriving lower bounds on the access cost of code conversion in the merge regime (as defined below). We focus on a fundamental regime given by \( k^F = \lambda k^I \), where integer \( \lambda \geq 2 \) is the number of initial codewords merged, with arbitrary values of \( n^I \) and \( n^F \). We call this regime as merge regime. We additionally require that both the initial and final code are linear and MDS. Since linear MDS codes are widely used in storage systems and are well understood in the Coding Theory literature, they constitute a good starting point. In terms of cost of conversion, we focus on the access cost of code conversion, that is, the number of symbols that are affected by the conversion. Each symbol read from the initial codewords requires one symbol access and each symbol written to the final codeword requires one symbol access. Therefore, minimizing access cost amounts to minimizing the sum of the number of symbols written to the final codeword and the number of symbols read from the initial codewords.

2 Readers who are familiar with the literature on regenerating codes might observe that convertible codes optimizing for the access cost are “scalar” codes as opposed to being “vector” codes.
and allows the unaffected symbols to remain available for normal operation. Furthermore, reducing the number of accesses also reduces the amount of computation and communication required in contrast to the default approach.

\begin{remark}
Note that, when defining the access cost above, we implicitly assume that conversion is performed by downloading all the required data to a central location, where the new symbols are computed and then distributed to their final locations. This assumption does not affect the access cost, but it could affect other forms of cost, such as network bandwidth, which could be reduced by transferring data in a different way.
\end{remark}

We now introduce some notation. We use the term \textit{unchanged symbols} to refer to symbols from the initial codewords that remain \textit{as is} in the final codeword, and we use the term \textit{new symbols} to refer to symbols from the final codeword that are not present in the initial codewords (i.e. they are not unchanged). For example, in Figure 1, all the data symbols are unchanged symbols (unshaded boxes), and the parity symbol of the final codeword is a new symbol (striped box). We define the read access set of an \((n^I,k^I:n^F,k^F = \lambda k^I)\) convertible code as a set of tuples \(D \in [\lambda] \times [n^I]\), where \((i,j) \in D\) corresponds to the \(j\)-th symbol of initial codeword \(i\). The set \(D\) must be such that all new symbols are linear combinations of symbols indexed by the tuples in \(D\). Furthermore, we use \(D_i = \{j \mid (i,j) \in D\}, \forall i \in [\lambda]\) to denote the symbols read from a particular initial codeword.

In Section 4, we show that the lower bounds on the access cost derived in this section are in fact achievable. Therefore, we refer to MDS convertible codes in the merge regime achieving these lower bounds as \textit{access-optimal}.

\begin{definition}[Access-optimal] A linear MDS \((n^I,k^I:n^F,k^F = \lambda k^I)\) convertible code is said to be access-optimal if and only if it attains the minimum access cost over all linear MDS \((n^I,k^I:n^F,k^F = \lambda k^I)\) convertible codes.
\end{definition}

Now we present the access cost lower bounds of convertible codes in the merge regime.

\subsection{Lower bounds on the access cost of code conversion}

In this subsection, we present lower bounds on the access cost of linear MDS convertible codes in the merge regime. This is done in four steps:

1. We show that in the merge regime, all possible pairs of partitions \(P^I\) and \(P^F\) partitions are equivalent up to relabeling, and hence do not need to be specified.

2. An upper bound on the maximum number of unchanged symbols is proved. We call convertible codes that meet this bound as \textit{stable}.

3. Lower bounds on the access cost of linear MDS convertible codes are proved, under the added restriction that the convertible codes are stable.

4. The stability restriction is removed, by showing that non-stable linear MDS convertible codes necessarily incur higher access cost, and hence it suffices to consider only stable MDS convertible codes.

In the general regime, partitions need to be specified since they indicate how message symbols from the initial codewords are mapped into the final codewords. In the merge regime, however, the choice of the partitions does not matter.

\begin{proposition}
For every \((n^I,k^I:n^F,k^F = \lambda k^I)\) convertible code, all possible pairs of initial and final partitions \((P_I,P_F)\) are equivalent up to relabeling.
\end{proposition}

\begin{proof}
It holds that \(M = \lambda k^I\), and there is only one possible final partition \(P_F = \{[\lambda k^I]\}\). Thus, all data is mapped to the same final codeword, regardless of \(P_I\).
\end{proof}
Since one of the terms in access cost is the number of new symbols, a natural way to reduce access cost is to maximize the number of unchanged symbols. However, there is a limit on the number of symbols that can remain unchanged.

**Proposition 8.** In an MDS \((n^I, k^F; n^F, k^F = \lambda k^I)\) convertible code, there can be at most \(k^I\) unchanged symbols from each initial codeword.

**Proof.** By the MDS property of \(\mathcal{C}^I\) every subset of \(k^I + 1\) symbols is linearly dependent. Hence, there can be at most \(k^I\) unchanged symbols from each initial codeword for \(\mathcal{C}^F\) to be MDS. □

This implies that there are at most \(\lambda k^I\) unchanged symbols and at least \(r^F\) new symbols in total.

Intuitively, having more new symbols means that more symbols have to be read in order to construct them, resulting in higher access cost. With this intuition in mind, we first focus on convertible codes that minimize the number of new symbols, which we call stable.

**Definition 9 (Stability).** An MDS \((n^I, k^I; n^F, k^F = \lambda k^I)\) convertible code is stable if and only if it has exactly \(\lambda k^I\) unchanged symbols, or in other words, exactly \(r^F\) new blocks.

We first prove lower bounds on the access cost of stable linear MDS convertible codes, and then show that the minimum access cost of conversion in MDS codes without this stability property can only be higher. Minimizing the access cost of a stable convertible code reduces to minimizing the size of its read access set \(\mathcal{D}\). The first lower bound on the size of \(\mathcal{D}\) is given by the interaction between new symbols and the MDS property.

**Lemma 10.** For all linear stable MDS \((n^I, k^I; n^F, k^F = \lambda k^I)\) convertible codes, the read access set \(\mathcal{D}_i\) from each initial codeword \(i \in [\lambda]\) satisfies \(|\mathcal{D}_i| \geq \min\{k^I, r^F\}\).

**Proof sketch.** For the MDS property to hold in the final code, the encoding vectors of the new symbols must fulfill certain independence requirements. This requires reading at least as many symbol from each initial codeword as there are new symbols, up to \(k^I\) symbols. Please refer to Appendix A.2 for full proof. □

We next show that when the number of new symbols \(r^F\) is greater than \(r^I\) in a MDS stable convertible code in the merge regime, then the default approach is optimal in terms of access cost.

**Lemma 11.** For all linear stable MDS \((n^I, k^I; n^F, k^F = \lambda k^I)\) convertible codes, if \(r^I < r^F\) then the read access set \(\mathcal{D}_i\) from each initial codeword \(i \in [\lambda]\) satisfies \(|\mathcal{D}_i| \geq k^I\).

**Proof sketch.** By Lemma 10, one is forced to read at least \(r^I + 1\) symbols. Hence there exist symbols that are both unchanged and are read during conversion. Since unchanged blocks are also part of the final codeword, the information read from these symbols is not useful in creating a new symbol that retains the MDS property of the final code, unless \(k^I\) symbols (that is, full data) are read. Please refer to Appendix A.3 for full proof. □

Combining the above results leads to the following theorem on the lower bound of read access set size of linear stable MDS convertible codes.

**Theorem 12.** Let \(d^*(n^I, k^I; n^F, k^F)\) denote the minimum integer \(d\) such that there exists a linear stable MDS \((n^I, k^I; n^F, k^F = \lambda k^I)\) convertible code with read access set \(\mathcal{D}\) of size \(|\mathcal{D}| = d\). For all valid parameters, \(d^*(n^I, k^I; n^F, k^F) \geq \lambda \min\{k^I, r^F\}\). Furthermore, if \(r^I < r^F\), then \(d^*(n^I, k^I; n^F, k^F) \geq \lambda k^I\).

**Proof.** Follows directly from Lemma 10 and Lemma 11. □
We next show that this lower bound generally applies even for non-stable convertible codes by proving that increasing the number of new symbols from the minimum possible does not decrease the lower bound on the size of the read access set $D$.

▶ **Lemma 13.** The lower bounds on the size of the read access set from Theorem 12 hold for all linear MDS $(n^I, k^I; n^F, k^F = \lambda k^I)$ convertible codes.

**Proof.** In Appendix A.4.

The above result, along with the fact that the lower bound in Theorem 12 is achievable (as will be shown in Section 4), implies that all access-optimal linear MDS convertible codes in the merge regime are stable.

▶ **Lemma 14.** All access-optimal linear MDS $(n^I, k^I; n^F, k^F = \lambda k^I)$ convertible codes are stable.

**Proof.** In Appendix A.5.

Thus, for MDS convertible codes in the merge regime, it suffices to focus only on stable codes. Combining all the results above, leads to the following key result.

▶ **Theorem 15.** For all linear MDS $(n^I, k^I; n^F, k^F = \lambda k^I)$ convertible codes, the access cost of conversion is at least $r^F + \lambda \min\{k^I, r^F\}$. Furthermore, if $r^I < r^F$, the access cost of conversion is at least $r^F + \lambda k^I$.

**Proof.** Follows from Theorem 12, Lemma 13, Lemma 14, and the definition of access cost.

Next, in Section 4 we show that the lower bound of Theorem 15 is achievable for all parameters. Thus, Theorem 15 implies that it is possible to perform conversion of MDS convertible codes in the merge regime with significantly less access cost than the default approach if and only if $r^F \leq r^I$ and $r^F < k^I$.

▶ **Remark 16.** As discussed in Section 1, existing works [44, 59, 29] on code conversion model the problem within the framework of repair-efficient codes and optimize for network bandwidth consumed during conversion. These works require accessing every symbol, i.e. $n^F$ symbols in total, during conversion. Our approach, thus, provides a significant reduction in terms of access cost in comparison to existing solutions for code conversion. To compare in terms of network bandwidth, consider each symbol to be a vector of size $\alpha$ as in these existing works. Then, our constructions (Section 4) can be easily implemented in a way that only requires a network bandwidth of $(\lambda - 1)r^F \alpha$ in the merge regime, by independently constructing each new symbol at the same location as one of the retired symbols it depends on. On the other hand, existing solutions [44, 59, 29] require network bandwidth of at least $[(\lambda - 1)k^I + r^F - r^I] \alpha$. Thus, although our constructions are optimized for access cost and not network bandwidth, they outperform existing solutions for several parameter regimes of practical interest, such as the merge regime with $r^I = r^F < k^I$ which corresponds to increasing the code rate for a code with rate greater than 0.5 (most storage systems use codes with rate greater than 0.5 and a conversion that increases the rate has been shown to be beneficial when a reduction in failure rate of storage devices is observed [32]).
4 Achievability: Explicit access-optimal convertible codes in the merge regime

In this section, we present an explicit construction of access-optimal MDS convertible codes for all parameters in the merge regime. In Section 4.1, we describe the construction of the generator matrices for the initial and final code. Then, in Section 4.2, we describe sufficient conditions for optimality and show that this construction yields access-optimal convertible codes.

4.1 Explicit construction

Recall that, in the merge regime, $k^F = \lambda k^I$, for an integer $\lambda \geq 2$ and arbitrary $n^I$ and $n^F$. Also, recall that $r^I = n^I - k^I$ and $r^F = n^F - k^F$. Notice that when $r^I < r^F$, or $k^I \leq r^F$, constructing an access-optimal convertible code is trivial, since one can simply use the default approach. Thus, assume $r^F \leq \min\{r^I, k^I\}$.

Let $\mathbb{F}_q$ be a finite field of size $q = p^D$, where $p$ is any prime and the degree $D$ is a function of the convertible code parameters, which grows as $\Theta((n^F)^3)$ when $n^F > n^I$ and the rate of the final code is constant. Let $\theta$ be a primitive element of $\mathbb{F}_q$. Let $\mathbf{G}^I = [I|\mathbf{P}^I]$ and $\mathbf{G}^F = [I|\mathbf{P}^F]$ be systematic generator matrices of $C^I$ and $C^F$ over $\mathbb{F}_q$, where $\mathbf{P}^I$ is a $k^I \times r^I$ matrix and $\mathbf{P}^F$ is a $k^F \times r^F$ matrix. Define entry $(i,j)$ of $\mathbf{P}^I \in \mathbb{F}_q^{k^I \times r^I}$ as $\theta^{(j-1)(i-1)}$, where $(i,j)$ ranges over $[k^I] \times [r^I]$. Entry $(i,j)$ of $\mathbf{P}^F \in \mathbb{F}_q^{k^F \times r^F}$ is defined identically as $\theta^{(j-1)(i-1)}$, where $(i,j)$ ranges over $[k^F] \times [r^F]$. Notice that this construction is stable, because it is access-optimal (recall Lemma 14). The unchanged symbols of the initial code are exactly the systematic symbols.

4.2 Proof of optimality

Throughout this section, we use the following notation for submatrices: let $M$ be a $n \times m$ matrix, the submatrix of $M$ defined by row indices $\{i_1, \ldots, i_a\}$ and column indices $\{j_1, \ldots, j_b\}$ is denoted by $M[i_1, \ldots, i_a; j_1, \ldots, j_b]$. For conciseness, we use $*$ to denote all row or column indices, e.g., $M[*; j_1, \ldots, j_b]$ denotes the submatrix composed by columns $\{j_1, \ldots, j_b\}$, and $M[i_1, \ldots, i_a; *]$ denotes the submatrix composed by rows $\{i_1, \ldots, i_a\}$.

We first recall an important fact about systematic generator matrices of MDS codes.

\textbf{Proposition 17 ([34])}. Let $C$ be an $[n,k]$ code with generator matrix $G = [I|P]$. Then $C$ is MDS if and only if $P$ is superregular, that is, every square submatrix of $P$ is nonsingular$^3$.

Thus, to be MDS, both $\mathbf{P}^I$ and $\mathbf{P}^F$ need to be superregular.

To be access-optimal during conversion in the non-trivial case, the new symbols (corresponding to the columns of $\mathbf{P}^F$) have to be such that they can be generated by accessing $r^F$ symbols from the initial codewords (corresponding to columns of $\mathbf{G}^I$).

During conversion, the encoding vectors of symbols from the initial codewords are represented as $\lambda k^I$-dimensional vectors, where each initial codeword occupies a disjoint subset of $k^I$ coordinates. To capture this property, we introduce the following definition.

\textsuperscript{3} This definition of superregularity is stronger than the definition introduced in [19] in the context of convolutional codes.
Definition 18 (t-column block-constructible). We will say that an $n \times m_1$ matrix $M_1$ is $t$-column constructible from an $n \times m_2$ matrix $M_2$ if and only if there exists a subset $S \subseteq \text{cols}(M_2)$ of size $t$, such that the $m_1$ columns of $M_1$ are in the span of $S$. We say that an $\lambda n \times m_1$ matrix $M_1$ is $t$-column block-constructible from an $n \times m_2$ matrix $M_2$ if and only if for every $i \in [\lambda]$, the submatrix $M_1[(i-1)n + 1, \ldots, in; \ast]$ is $t$-column constructible from $M_2$.

Theorem 19. A systematic $(n^I, k^I; n^F, k^F = \lambda k^I)$ convertible code with $k^I \times r^I$ initial parity generator matrix $P^I$ and $k^F \times r^F$ final parity generator matrix $P^F$ is MDS and access-optimal, if the following two conditions hold: (1) if $r^I \geq r^F$ then $P^F$ is $r^F$-column block-constructible from $P^I$, and (2) $P^I, P^F$ are superregular.

Proof. Follows from Proposition 17 and the fact that $P^F$ must be generated by accessing just $r^F$ symbols from each initial codeword (Lemma 10).

Thus, we can reduce the problem of proving the optimality of a systematic MDS convertible code in the merge regime to that of showing that matrices $P^I$ and $P^F$ satisfy the two properties mentioned in Theorem 19.

We first show that the construction specified in Section 4.1 satisfies condition (1) of Theorem 19.

Lemma 20. Let $P^I, P^F$ be as defined in Section 4.1. Then $P^F$ is $r^F$-column block-constructible from $P^I$.

Proof sketch. Given the structure of $P^I$ and $P^F$, it is easy to see that $P^F$ can be obtained by “vertically stacking” copies of $P^I$, with their columns appropriately scaled by powers of $\theta$. Please refer to Appendix B.1 for full proof.

It only remains to show that the construction in Section 4.1 satisfies condition (2) of Theorem 19, that is, that $P^I$ and $P^F$ are superregular.

Lemma 21. Let $P^I, P^F$ be as defined in Section 4.1. Then $P^I$ and $P^F$ are superregular, for sufficiently large field size.

Proof sketch. Consider the minors of $P^I$ and $P^F$ as polynomials on $\theta$. Due to the structure of the the matrices $P^I$ and $P^F$ as specified in Section 4.1, all of these are non-zero polynomials which cannot have $\theta$ as a root as long as the degree of the extension field is large enough. Therefore none of the minors can be zero. Please refer to Appendix B.2 for the full proof.

Combining the above results leads to the following key result on the achievability of the lower bounds on access cost derived in Section 3.

Theorem 22. The explicit construction provided in Section 4.1 yields access-optimal linear MDS convertible codes for all parameter values in the merge regime.


The construction presented in this section is practical only for very small values of these parameters since the required field size grows exponentially with the lengths of the initial and final codes. In Section 5 we present practical low-field-size constructions.
5 Low field-size convertible codes based on superregular Hankel arrays

In this section we present alternative constructions for \((n^I, k^I; n^F, k^F = \lambda k^I)\) convertible codes that require a significantly lower (polynomial) field size than the construction presented in Section 4. The key idea behind our constructions is to take the matrices \(P^I\) and \(P^F\) as cleverly-chosen submatrices from a specially constructed triangular array of the following form:

\[
T_m : \begin{array}{cccc}
  b_1 & b_2 & b_3 & \cdots & b_{m-1} & b_m \\
  b_2 & b_3 & \cdots & \cdots & b_m \\
  \vdots & \vdots & \ddots & \ddots & \ddots \\
  b_{m-1} & b_m & & & & \\
  b_m & & & & & 
\end{array}
\]

(1)

with the property that every submatrix of \(T_m\) is superregular (the submatrix must lie completely within the triangular array). Here, (1) \(b_1, \ldots, b_m\) are (not necessarily distinct) elements from \(F_q\), and (2) \(m\) is at most the field size \(q\). The array \(T_m\) has Hankel form, that is, \(T_m[i, j] = T_m[i - 1, j + 1]\), for all \(i \in [2, m], j \in [m - 1]\). We denote \(T_m\) a superregular Hankel array. Such an array can be constructed by employing the algorithm proposed in [52] (where the algorithm was employed to generate generalized Cauchy matrices to construct generalized Reed-Solomon codes). This algorithm is described in Appendix D for reference, although it is not necessary for understanding the constructions in this section.

We construct the initial and final codes by taking submatrices \(P^I\) and \(P^F\) in a specific manner from superregular Hankel arrays (the submatrices have to be contained in the triangle where the array is defined). This guarantees that \(P^I\) and \(P^F\) are superregular. In addition, we exploit the Hankel form of the array by carefully choosing the submatrices that form \(P^I\) and \(P^F\) to ensure that \(P^F\) is \(r^F\)-column block-constructible from \(P^I\). Given the way we construct these matrices and the properties of \(T_m\), all the initial and final codes presented in this subsection are (punctured) generalized doubly-extended Reed-Solomon codes [52].

The above idea yields a sequence of constructions with a tradeoff between the field size and the range of \(r^F\) supported. We first present two examples that correspond to the extreme ends of this tradeoff, which we call Hankel-I and Hankel-II. Construction Hankel-I, shown in Example 23, can be applied whenever \(r^F \leq \lceil r^I / \lambda \rceil\), and requires a field size of \(q \geq \max\{n^I, n^F\} - 1\). Construction Hankel-II, shown in Example 24, can be applied whenever \(r^F \leq r^I - \lambda + 1\), and requires a field size of \(q \geq k^I r^I\).

We then describe in detail the sequence of constructions that define a tradeoff between field size and coverage of \(r^F\) values in Section 5.1. In Section 5.2, we finalize with a discussion on the ability of these constructions to be optimal even when parameters of the final code are a priori unknown. Throughout this section we will assume that \(\lambda \leq r^I \leq k^I\). The ideas presented here are still applicable when \(r^I > k^I\), but the constructions and analysis change in minor ways.

▶ Example 23 (Hankel-I). Consider the parameters \((n^I = 9, k^I = 5; n^F = 12, k^F = 10)\) and the field \(F_{11}\). Notice that these parameters satisfy:

\[
r^F = 2 \leq \left\lfloor \frac{r^I}{\lambda} \right\rfloor = 2 \quad \text{and} \quad q = 11 \geq \max\{n^I, n^F\} - 1 = 11.
\]
Figure 2 Examples of constructions based on Hankel arrays: (a) Hankel-I construction parity generator matrices for systematic \((n^I = 9, k^I = 5; n^F = 12, k^F = 10)\) convertible code. Notice how matrix \(P^I\) corresponds to the vertical concatenation of the first two columns and the last two columns of matrix \(P^I\). (b) Hankel-II construction parity generator matrices for systematic \((n^I = 7, k^I = 4; n^F = 10, k^F = 8)\) convertible code. Notice how matrix \(P^F\) corresponds to the vertical concatenation of the first and second column of \(P^I\), and the second and third column of \(P^I\).

First, construct a superregular Hankel array of size \(n^F - 1 = 11\), \(T_{11}\), employing the algorithm in [52]. Then, divide the \(r^I = 4\) initial parities into \(\lambda = 2\) groups: encoding vectors of parities in the same group will correspond to contiguous columns of \(T_{11}\). The submatrix \(P^I \in \mathbb{F}_{11}^{4 \times 4}\) is formed from the top \(k^I = 5\) rows and columns 1, 2, \(k^I + 1 = 6\) and \(k^I + 2 = 7\) of \(T_{11}\), as shown in Figure 2a. The submatrix \(P^F \in \mathbb{F}_{11}^{10 \times 2}\) is formed from the top \(k^F = 10\) rows and columns 1, 2 of \(T_{11}\), as shown in Figure 2a. Checking that these matrices are superregular follows from the superregularity of \(T_{11}\). It is to check that both these matrices are superregular, which follows from the the superregularity of \(T_{11}\). Furthermore, notice that the chosen parity matrices have the following structure:

\[
P^I = \begin{bmatrix}
p_1 & p_2 & p_3 & p_4 \\
p_2 & p_3 & p_4 & p_5 \\
p_3 & p_4 & p_5 & p_6 \\
p_4 & p_5 & p_6 & p_7 \\
p_5 & p_6 & p_7 & p_8 \\
p_6 & p_7 & p_8 & p_9 \\
P^F = \begin{bmatrix}
p_1 & p_2 \\
p_3 & p_4 \\
\end{bmatrix}.
\]

From this structure, it is clear that \(P^F\) is 2-column block-constructible from \(P^I\). Therefore, \(P^I\) and \(P^F\) satisfy the sufficient conditions of Theorem 19, and define an access-optimal convertible code.

Example 24 (Hankel-II). Consider parameters \((n^I = 7, k^I = 4; n^F = 10, k^F = 8)\) and field \(\mathbb{F}_{13}\). Notice that these parameters satisfy:

\[r^F = 2 \leq r^I - \lambda + 1 = 2 \quad \text{and} \quad q = 13 \geq k^F r^I = 12\]

First, construct a superregular Hankel array of size \(k^I r^I = 12\), \(T_{12}\), by choosing \(q = 13\) as the field size, and employing the algorithm in [52]. The submatrix \(P^I \in \mathbb{F}_{13}^{4 \times 3}\) is formed by the top \(k^I = 4\) rows and columns 1, \(k^I + 1 = 5\) and \(2k^I + 1 = 9\) of \(T_{12}\), as shown in Figure 2b. The submatrix \(P^F \in \mathbb{F}_{13}^{8 \times 2}\) is formed by the top \(k^F = 8\) rows and columns 1 and \(k^I + 1 = 5\) of \(T_{12}\), as shown in Figure 2b. It is easy to check that \(P^I\) and \(P^F\) are superregular, which follows from the superregularity of \(T_{12}\). Furthermore, notice that the chosen parity matrices have the following structure:

\[
P^I = \begin{bmatrix}
p_1 & p_2 & p_3 \\
p_2 & p_3 & p_4 \\
\end{bmatrix}, \quad P^F = \begin{bmatrix}
p_1 & p_2 \\
p_3 & p_4 \\
\end{bmatrix}.
\]

It is easy to see that \(P^F\) is 2-column block-constructible from \(P^I\). Therefore, \(P^I\) and \(P^F\) satisfy the sufficient conditions of Theorem 19, and define an access-optimal convertible code.
5.1 General Hankel-array-based construction of convertible codes

In this subsection, we present a sequence of Hankel-array-based constructions of access-optimal MDS convertible codes. This sequence of constructions presents a tradeoff between field size and the range of $r^F$ supported. To index the sequence we use a $s \in \{\lambda, \lambda + 1, \ldots, r^f\}$ which corresponds to the number of groups into which the initial parity encoding vectors are divided. Given parameters $k^f, r^f, \lambda$ and a field $\mathbb{F}_q$, construction Hankel$_s (s \in \{\lambda, \lambda + 1, \ldots, r^f\})$ supports:

$$r^F \leq (s - \lambda + 1) \left\lceil \frac{r^f}{s} \right\rceil + \max\{(r^f \mod s) - \lambda + 1, 0\}, \text{ requiring } q \geq \max\{sk^f + \left\lceil \frac{r^f}{s} \right\rceil - 1, n^f - 1\}.$$ 

Therefore, Hankel-I, from Example 23 corresponds to Hankel$_\lambda$ and Hankel-II from Example 24 corresponds to Hankel$_{r^f}$.

Construction of Hankel$_s$. Assume, for the sake of simplicity, that $s \mid r^f$ and let $t = r^f / s$. Now we describe how to construct $P^I$ and $P^F$ over a field $\mathbb{F}_q$ whenever:

$$r^F \leq (s - \lambda + 1)t \quad \text{and} \quad q \geq sk^f + t - 1.$$ 

Without loss of generality, we consider $r^F = (s - \lambda + 1)t$ (lesser values of $r^F$ can be obtained by puncturing the final code, i.e., eliminating some of the final parities). Let $T_m$ be as in Equation (1), with $m = sk^f + t - 1$. Divide the $r^f$ initial parity encoding vectors into $s$ disjoint sets $S_1, S_2, \ldots, S_s$ of size $t$ each. We associate each set $S_i (i \in [s])$ with a set of column indices $\text{col}(S_i) = \{(i - 1)k^f + 1, (i - 1)k^f + 2, \ldots, (i - 1)k^f + t\}$ of $T_m$. Matrix $P^I$ is the submatrix formed by the top $k^f$ rows and the columns indexed by the set $\text{col}(S_1) \cup \cdots \cup \text{col}(S_s)$ of $T_m$. Matrix $P^F$ is the submatrix formed by the top $\lambda k^f$ rows and the columns indexed by the set $\text{col}(S_1) \cup \cdots \cup \text{col}(S_{s - \lambda + 1})$ of $T_m$. This results in the following matrices $P^I$ and $P^F$:

$$P^I = \begin{bmatrix}
  b_1 & \cdots & b_t \\
  b_2 & \cdots & b_{t+1} \\
  \vdots & \ddots & \vdots \\
  b_{k^f} & \cdots & b_{k^f+t-1}
\end{bmatrix} \quad \text{and} \quad P^F = \begin{bmatrix}
  b_1 & \cdots & b_t \\
  b_2 & \cdots & b_{t+1} \\
  \vdots & \ddots & \vdots \\
  b_{\lambda k^f} & \cdots & b_{\lambda k^f+t-1}
\end{bmatrix}.$$ 

$\blacktriangleright$ Theorem 25. Given parameters $k^f, r^f, \lambda$, and a field $\mathbb{F}_q$ Hankel$_s (s \in \{\lambda, \ldots, r^f\})$ constructs an access-optimal $(n^f, k^f; n^F, k^F = \lambda k^f)$ convertible code if:

$$r^F \leq (s - \lambda + 1) \left\lceil \frac{r^f}{s} \right\rceil + \max\{(r^f \mod s) - \lambda + 1, 0\} \quad \text{and} \quad q \geq sk^f + \left\lceil \frac{r^f}{s} \right\rceil - 1.$$ 

Proof. In Appendix C.1. $\blacktriangle$

(Access-optimal) conversion process. During conversion, the $k^f$ data symbols from each of the $\lambda$ initial codewords remain unchanged, and become the $k^F = \lambda k^f$ data symbols from the final codeword. The $r^F$ new (parity) blocks from the final codeword are constructed by accessing symbols from the initial codewords as detailed below. To construct the $t$-th new
symbol (corresponding to the $l$-th column of $P^F$, $l \in [r^F]$), read parity symbol $l + (i - 1)t$ from each initial codeword $i \in [\lambda]$, and then sum the $\lambda$ symbols read. The encoding vector of the new symbol will be equal to the sum of the encoding vectors of the symbols read. This is done for every new encoding vector $l \in [r^F]$.

5.2 Handling a priori unknown parameters

So far, we had assumed that the parameters of the final code, $n^F, k^F$, are known a priori and are fixed. As discussed in Section 2, this is useful in developing an understanding of the fundamental limits of code conversion. When realizing code conversion in practice, however, the parameters $n^F, k^F$ might not be known at code construction time (as it depends on the empirically observed failure rates). Thus, it is of interest to be able to convert a code optimally to multiple different parameters. The Hankel-array based constructions presented above indeed provide such a flexibility. Our constructions continue to enable access-optimal conversion for any $k'^F = \lambda'k^I$ and $n'^F = r'^F + k'^F$ with $0 \leq r'^F \leq r^F$ and $2 \leq \lambda' \leq \lambda$.

6 Related work

MDS erasure codes, such as Reed-Solomon codes, are widely used in storage systems because they achieve the optimal tradeoff between failure tolerance and storage overhead [43, 42]. However, the use of erasure codes in storage systems raises a host of other challenges. Several works in the literature have studied these aspects.

The encoding and decoding of data, and the finite field arithmetic that they require, can be compute intensive. Motivated by this, array codes [7, 70, 31, 28] are designed to use XOR operations exclusively, which are typically faster to execute, and aim to decrease the complexity of encoding and decoding.

The repair of failed nodes can require a large amount of network bandwidth. Several approaches have been proposed to alleviate this problem. Dimakis et al. [16] proposed a new class of codes called regenerating codes that minimize the amount of network bandwidth consumed during repair operations. Under the regenerating codes model [16], each symbol (i.e., node) is represented as an $\alpha$-dimensional vector over a finite field. During repair of a failed node, download of elements of the finite field (i.e., “sub-symbols”) is allowed as opposed to the whole vector (i.e., one “entire” symbol). This line of research has led to several constructions [10, 47, 55, 60, 68, 69, 64, 11, 40, 53, 28, 71, 73, 50, 54, 22, 13, 35, 36], generalizations [56, 58, 1], and more efficient repair algorithms for Reed-Solomon codes [57, 26, 72, 15, 66, 37, 14, 67]. It has been shown that meeting the lower bound on the repair-bandwidth requirement when MDS property and high rate are desired necessitates large sub-packetization [65, 23, 5, 3], which negatively affects certain key performance metrics in storage systems [45]. To overcome this issue, several works [49, 25] have proposed code constructions that relax the requirement of meeting lower bounds on IO and bandwidth requirements for repair operations. For example, the Piggybacking framework [49] provides a general framework to construct repair-efficient codes by transforming any existing codes, while allowing a small sub-packetization (even as small as 2).

Several works [46, 39] study the problem of two stage encoding: first generating a certain number of parities during the encoding process and then adding additional parities. As discussed in [46], adding additional parities can be conceptually viewed as a repair process by considering the new parity nodes to be generated as failed nodes. Furthermore, as shown in [55], for MDS codes, the bandwidth requirement for repair of even a single node is lower bounded by the same amount as in regenerating codes that require repair of all nodes. Thus one can always employ a regenerating code to add additional parities with minimum
bandwidth overhead. However, when MDS property and high rate are desired, as discussed above, using regenerating codes requires a large sub-packetization. The paper [39] employs the Piggybacking framework [48, 49] to construct codes that reduce the sub-packetization factor for two-stage encoding. The scenario of adding a fixed number of additional parities, when viewed under the setting of conversions, corresponds to having $k^I = k^F$ and $n^I < n^F$.

Existing works that consider changing the parameters $n$ and $k$ of already encoded data [44, 59, 29] consider a model similar to the regenerating codes model, wherein symbols are represented as vectors and communication is modeled via an information flow graph. In order to accommodate the changes in parameter $k$, the dimension $\alpha$ of each vector is changed, and constructions exploit repair efficiency to achieve conversion efficiency. However, this approach has the disadvantage that during conversion every symbol must be accessed. Our approach circumvents this problem by considering multiple codewords at a time, which allows convertible codes to achieve significantly smaller access cost during conversion. For a more detailed comparison between convertible codes and existing works on code conversion, see Remark 16 in Section 3.

Another class of codes, called locally repairable codes (LRCs) [21, 51, 8, 20, 41, 61, 33, 12, 63, 62, 6, 17, 2, 38, 27], focuses on the locality of codeword symbols during repair, that is, the number of nodes that need to be accessed when repairing a single failure. LRCs improve repair and degraded read performance, since missing information can be recovered by accessing a small subset of symbols. The objective of LRCs and convertible codes optimized for access cost is similar, as both aim to minimize the number of symbols that need to be accessed for different operations in storage systems.

7 Conclusions and future directions

In this paper, we propose a new framework to model the code conversion problem, that of converting data encoded with an $[n^I, k^I]$ code into data encoded with an $[n^F, k^F]$ code in a resource-efficient manner. The code conversion problem is motivated by the practical necessity of reducing the overhead of redundancy adaptation in erasure-coded storage systems [32]. We present the framework of convertible codes for studying code conversions, and fully characterize the fundamental limits on the access cost of conversions for an important regime of convertible codes. Furthermore, we present practical low-field-size constructions for access-optimal convertible codes for a wide range of parameters.

This work leads to a number of challenging and potentially impactful open problems. An important future direction is to go beyond the merge regime considered in this paper. While the construction techniques presented in this paper can be easily extended to upper bound the access cost of some parameter values outside the merge regime, identifying the fundamental limits on the access cost in general and constructing access-optimal convertible codes for all parameters remains open. Another important future direction is to analyze the fundamental limits of convertible codes on the overhead of other resources, such as disk IO (i.e., device bandwidth), communication (network bandwidth), computation (CPU), and construct convertible codes optimizing these resources. Note that while the access-optimal convertible codes considered in this paper also reduce the total disk IO, communication and computation during conversion as compared to the default approach, the overhead on these other resources may not be optimal. A final important direction is to explore additional applications of convertible codes beyond our initial motivation, to other problems within theoretical computer science where codes are used.
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A Proofs of Section 3

A.1 Notation used in proofs

Let \( C^I \) be an \([n^I, k^I]\) MDS code over field \( \mathbb{F}_q \), specified by generator matrix \( G^I \), with columns (that is, encoding vectors) \( \{g^I_1, \ldots, g^I_{n^I}\} \subseteq \mathbb{F}_q^{k^I} \). Let \( \lambda \geq 2 \) be an integer, and let \( C^F \) be an \([n^F, k^F = \lambda k^I]\) MDS code over field \( \mathbb{F}_q \), specified by generator matrix \( G^F \), with columns (that is, encoding vectors) \( \{g^F_1, \ldots, g^F_{n^F}\} \subseteq \mathbb{F}_q^{k^F} \). Let \( r^I = n^I - k^I \) and \( r^F = n^F - k^F \). When \( C^I \) and \( C^F \) are systematic, \( r^I \) and \( r^F \) correspond to the initial number of parities and final number of parities, respectively. All vectors are assumed to be column vectors. We will use the notation \( v[l] \) to denote the \( l \)-th coordinate of a vector \( v \).

We will represent all the code symbols in the initial codewords as being generated by a single \( \lambda k^I \times \lambda n^I \) matrix \( G^I \), with encoding vectors \( \{g^I_1, g^I_2, \ldots, g^I_{n^I}\} \subseteq \mathbb{F}_q^{k^I} \). This representation can be viewed as embedding the column vectors of the generator matrix \( G^I \) in an \( \lambda k^I \)-dimensional space, where the index set \( \mathcal{I}_i = \{(i-1)k^I+1, \ldots, ik^I\}, i \in [\lambda] \) corresponds to the encoding vectors for initial codeword \( i \). Let \( g^I_{i,j} \) denote the \( j \)-th encoding vector in the initial codeword \( i \) in this (embedded) representation. Thus, \( g^I_{i,j}[l] = g^I_i[l-(i-1)k^I] \) for \( l \in \mathcal{I}_i \), and \( g^I_{i,j}[l] = 0 \) otherwise. As an example, Figure 3 shows the values of the defined terms for the single parity-check code from Figure 1 with \( n^I = 3, k^I = 2, n^F = 5, k^F = 4 \).

At times, focus will be only on the coordinates of an encoding vector of a certain initial codeword \( i \). For this purpose, define \( \text{proj}_{\mathcal{I}_i}(v) \in \mathbb{F}_q^{k^I} \) to be the projection of \( v \in \mathbb{F}_q^{k^I} \) to the coordinates in an index set \( \mathcal{I}_i \), and for a set \( \mathcal{V} \) of vectors, \( \text{proj}_{\mathcal{I}_i}(\mathcal{V}) = \{\text{proj}_{\mathcal{I}_i}(v) \mid v \in \mathcal{V}\} \). For example, \( \text{proj}_{\mathcal{I}_1}(g^I_{1,1}) = g^I_1 \) for all \( i \in [\lambda] \) and \( j \in [n^I] \).

The following sets of vectors are defined: the encoding vectors from initial codeword \( i \), \( S^I_i = \{g^I_{i,j} \mid j \in [n^I]\} \), all the encoding vectors from all the initial codewords, \( S^I = \cup_{i \in [\lambda]} S^I_i \), and all the encoding vectors from the final codeword \( S^F = \{g^F_j \mid j \in [n^F]\} \).

We use the term unchanged symbols to refer to symbols from the initial codewords that remain as is (that is, unchanged) in the final codeword. The symbols in the final codeword that were not present in the initial codewords are called new, and the symbols from the initial codewords that do not carry over to the final codeword are called retired. For example, in Figure 1, all the data symbols are unchanged symbols (unshaded boxes), the single parity symbol of the final codeword is a new symbol, and the two parity blocks from the initial codewords are retired symbols. Each unchanged symbol corresponds to a pair of identical initial and final encoding vectors, that is, a tuple of indices \((i,j,l)\) such that \( g^I_{i,j} = g^F_l \). For instance, the example in Figure 1 has four unchanged symbols, corresponding to the identical encoding vectors \( g^I_{1,2} = g^F_{2(i-1)+j} \) for \( i, j \in [2] \). The final encoding vectors \( S^F \) can thus be partitioned into the following sets: unchanged encoding vectors from initial codeword \( i \), \( \mathcal{U}_i = \mathcal{S}^F \cap S^I_i \) for all \( i \in [\lambda] \), and new encoding vectors \( \mathcal{N} = \mathcal{S}^F \setminus S^I \).

From the point of view of conversion cost, unchanged symbols are ideal, because they require no extra work. On the other hand, constructing new symbols require accessing symbols from the initial codewords. When a symbol from the initial codewords is accessed, all of its contents are downloaded to a central location, where they are available for the construction of all new symbols. For example, in Figure 1, one symbol from each initial codeword is accessed during conversion.

During conversion, new symbols are constructed by reading symbols from the initial codewords. That is, every new encoding vector is simply a linear combination of a specific subset of \( S^I \). Define the read access set for an MDS \((n^I, k^I; n^F, k^F = \lambda k^I)\) convertible code as the set of tuples \( D \in [\lambda] \times [n^I] \) such that the set of new encoding vectors \( \mathcal{N} \) is contained in the span of the set \( \{g^I_{i,j} \mid (i,j) \in D\} \). Furthermore, define the index sets \( \mathcal{D}_i = \{j \mid (i,j) \in D\} \), \( \forall i \in [\lambda] \) which denote the encoding vectors accessed from each initial codeword.
A.2 Proof of Lemma 10

The notation used in this proof is introduced in Appendix A.1. By the MDS property, every initial codeword \( i \in [\lambda] \), consider the set of all unchanged encoding vectors from other codewords, \( \cup_{i \neq i} \mathcal{U}_i \), and pick any subset of new encoding vectors \( \mathcal{W} \subseteq \mathcal{N} \) of size \( |\mathcal{W}| = \min\{k^f, r^f\} \). Consider the subset \( \mathcal{V} = (\cup_{i \neq i} \mathcal{U}_i \cup \mathcal{W}) \): it is true that \( \mathcal{V} \subseteq \mathcal{S}^F \) and \( |\mathcal{V}| = (\lambda - 1)k^f + \min\{k^f, r^f\} \leq k^F \). Therefore, all the encoding vectors in \( \mathcal{V} \) are linearly independent.

Notice that the encoding vectors in \( \mathcal{V} \setminus \mathcal{W} \) contain no information about initial codeword \( i \) and complete information about every other initial codeword \( i \neq i \). Therefore, the information about initial codeword \( i \) in each encoding vector in \( \mathcal{W} \) has to be linearly independent since, otherwise, \( \mathcal{V} \) could not be linearly independent. Formally, it must be the case that \( \mathcal{W}_i = \text{proj}_K(\mathcal{W}) \) has rank equal to \( \min\{k^f, r^f\} \) (recall from Appendix A.1 that \( K_i \) is the set of coordinates belonging to initial codeword \( i \)). However, by definition, the subset \( \mathcal{W}_i \) must be contained in the span of \( \{g^I_j \mid j \in D_i\} \). Therefore, the rank of \( \{g^I_j \mid j \in D_i\} \) is at least that of \( \mathcal{W}_i \), which implies that \( |D_i| \geq \min\{k^f, r^f\} \).

A.3 Proof of Lemma 11

The notation used in this proof is introduced in Appendix A.1. When \( r^F \geq k^f \), this lemma is equivalent to Lemma 10, so assume \( r^f < r^F < k^f \). From the proof of Lemma 10, for every initial codeword \( i \in [\lambda] \) it holds that \( |D_i| \geq r^F \). Since \( r^F > r^f \), this implies that \( D_i \) must contain at least one index of an unchanged encoding vector.

Choose a subset of at most \( k^f = \lambda k^f \) encoding vectors from \( \mathcal{S}^F \), which must be linearly independent by the MDS property. In this subset, include all the unchanged encoding vectors from the other initial codewords, \( \cup_{i \neq i} \mathcal{U}_i \). Then, choose all the unchanged encoding vectors from initial codeword \( i \) that are accessed during conversion, \( \mathcal{W}_1 = \{g^I_j \mid j \in D_i \} \cap \mathcal{U}_i \). For the remaining vectors (if any), choose an arbitrary subset of new encoding vectors, \( \mathcal{W}_2 \subseteq \mathcal{N} \), such that:

\[
|\mathcal{W}_2| = \min\{k^f - |\mathcal{W}_1|, r^F\}.
\]

(2)

It is easy to check that the subset \( \mathcal{V} = \cup_{i \neq i} \mathcal{U}_i \cup \mathcal{W}_1 \cup \mathcal{W}_2 \) is of size at most \( k^f = \lambda k^f \), and therefore it is linearly independent. This choice of \( \mathcal{V} \) follows from the idea that the information contributed by \( \mathcal{W}_1 \) to the new encoding vectors is already present in the unchanged encoding vectors, which will be at odds with the linear independence of \( \mathcal{V} \).

Since the elements of \( \mathcal{W}_1 \) and \( \mathcal{W}_2 \) are the only encoding vectors in \( \mathcal{V} \) that contain information from initial codeword \( i \), it must be the case that \( \mathcal{V} = \text{proj}_{K_i}(\mathcal{W}_1) \cup \text{proj}_{K_i}(\mathcal{W}_2) \) has rank \( |\mathcal{W}_1| + |\mathcal{W}_2| \). Moreover, \( \tilde{\mathcal{V}} \) is contained in the span of \( \{g^I_j \mid j \in D_i\} \) by definition, so it holds that:

\[
|D_i| \geq |\mathcal{W}_1| + |\mathcal{W}_2|.
\]

(3)
From Equation (2), there are two cases:

**Case 1:** \( k^I - |W_1| \leq r^F \). Then \( |W_2| = k^I - |W_1| \) and by Equation (3) it holds that \( |D_i| \geq |W_1| + |W_2| = k^I \).

**Case 2:** \( k^I - |W_1| > r^F \). Then \( |W_2| = r^F \) and by Equation (3) it holds that:

\[
|D_i| \geq |W_1| + r^F.
\]

(4)

Notice that there are only \( r^I \) retired (i.e. not unchanged) encoding vectors in codeword \( i \).

Since every accessed encoding vector is either in \( W_1 \) or is a retired encoding vector, it holds that:

\[
|D_i| \leq |W_1| + r^I.
\]

(5)

By combining Equation (4) and Equation (5), we arrive at the contradiction \( r^F \leq r^I \), which occurs because there are not enough retired symbols in the initial codeword \( i \) to ensure that the final code has the MDS property. Therefore, case 1 always holds, and \( |D_i| \geq k \).

\[\blacktriangle\]

### A.4 Proof of Lemma 13

The notation used in this proof is introduced in Appendix A.1. We show that, even for non-stable convertible codes, that is, when there are more than \( r^F \) new symbols, the bounds on the read access set \( D \) from Theorem 12 still hold.

**Case 1:** \( r^I \geq r^F \). Let \( i \in [\lambda] \) be an arbitrary initial codeword. We lower bound the size of \( D_i \) by invoking the MDS property on a subset \( V \subseteq S^F \) of size \( |V| = \lambda k^I \) that minimizes the size of the intersection \( |V \cap U_i| \). There are exactly \( r^F \) encoding vectors in \( S^F \setminus V \), so the minimum size of the intersection \( |V \cap U_i| \) is \( \max\{|U_i| - r^F, 0\} \). Clearly, the subset \( \text{proj}_{K_i}(V) \) has rank \( k^I \) due to the MDS property. Therefore, it holds that

\[
|D_i| + \max\{|U_i| - r^F, 0\} \geq k^I.
\]

By reordering, the following is obtained:

\[
|D_i| \geq k^I - \max\{|U_i| - r^F, 0\} \geq \min\{r^F, k^I\},
\]

which means that the bound on \( D_i \) established in Lemma 10 continues to hold for non-stable codes.

**Case 2:** \( r^I < r^F \). Let \( i \in [\lambda] \) be an arbitrary initial codeword, let \( W_1 = \{\tilde{g}_{i,j}^I \mid j \in D_i\} \cap U_i \) be the unchanged encoding vectors that are accessed during conversion, and let \( W_2 = U_i \setminus W_1 \) be the unchanged encoding vectors that are not accessed during conversion. Consider the subset \( V \subseteq S^F \) of \( k^F = \lambda k^I \) encoding vectors from the final codeword such that \( W_1 \subseteq V \) and the size of the intersection \( W_3 = (S \setminus W_2) \) is minimized. Since \( V \) may exclude at most \( r^F \) encoding vectors from the final codeword, it holds that:

\[
|W_3| = \max\{0, |W_2| - r^F\}.
\]

(6)

By the MDS property, \( V \) is a linearly independent set of encoding vectors of size \( k^F \), and thus, must contain all the information to recover the contents of every initial codeword, and in particular, initial codeword \( i \). Since all the information in \( V \) about codeword \( i \) is in either \( W_3 \) or the accessed encoding vectors, it must hold that:

\[
|D_i| + |W_3| \geq k^I.
\]

(7)

From Equation (6), there are two cases:

**Subcase 2.1:** \( |W_2| - r^F \leq 0 \). Then \( |W_3| = 0 \), and by Equation (7) it holds that \( |D_i| \geq k^I \), which matches the bound of Lemma 11.
Subcase 2.2: $|W_2| - r^F > 0$. Then $|W_3| = |W_2| - r^F$, and by Equation (7) it holds that:

$$|D_i| + |W_2| - r^F \geq k^I. \quad (8)$$

The initial codeword $i$ has $k^I + r^I$ symbols. By the principle of inclusion-exclusion we have that:

$$|D_i| + |U_i| - |W_1| \leq k^I + r^I. \quad (9)$$

By using Equation (8), Equation (9) and the fact that $|W_2| = |U_i| - |W_1|$, we conclude that $r^I \geq r^F$, which is a contradiction and means that subcase 2.1 always holds in this case.

A.5 Proof of Lemma 14

Lemma 13 shows that the lower bound on the read access set $D$ for stable linear MDS convertible codes continues to hold in the non-stable case. Furthermore, this bound is achievable by stable linear MDS convertible codes in the merge regime (as will be shown in Section 4). The number of new blocks written during conversion under stable MDS convertible codes is $r^F$. On the other hand, the number of new symbols under a non-stable convertible code is strictly greater than $r^F$. Thus, the overall access cost of a non-stable MDS $(n^I, k^I; n^F, k^F = \lambda k^I)$ convertible code is strictly greater than the access cost of an access-optimal $(n^I, k^I; n^F, k^F = \lambda k^I)$ convertible code.

B Proofs of Section 4

B.1 Proof of Lemma 20

Consider the first $r^F$ columns of $P^I$, which we denote as $P^I_{r^F} = P^I[1; \ldots, r^F]$. Notice that $P^F$ can be written as the following block matrix:

$$P^F = \begin{bmatrix}
P^I_{r^F} & \text{diag}(1, \theta^k, \theta^2k, \ldots, \theta^{k(r^F-1)}) \\
P^I_{r^F} & \text{diag}(1, \theta^{2k}, \theta^{2k}, \ldots, \theta^{2k(r^F-1)}) \\
\vdots & \ddots \\
P^I_{r^F} & \text{diag}(1, \theta^{(\lambda-1)k}, \theta^{2(\lambda-1)k}, \ldots, \theta^{(\lambda-1)k(r^F-1)})
\end{bmatrix},$$

where $\text{diag}(a_1, a_2, \ldots, a_n)$ is the $n \times n$ diagonal matrix with $a_1, \ldots, a_n$ as the diagonal elements. From this representation, it is clear that $P^F$ can be constructed from the first $r^F$ columns of $P^I$.

B.2 Proof of Lemma 21

Let $R$ be a $t \times t$ submatrix of $P^I$ or $P^F$, determined by the row indices $i_1 < i_2 < \cdots < i_t$ and the column indices $j_1 < j_2 < \cdots < j_t$, and denote entry $(i, j)$ of $R$ as $R[i, j]$. The determinant of $R$ is defined by the Leibniz formula:

$$\det(R) = \sum_{\sigma \in \text{Perm}(t)} \text{sgn}(\sigma) \prod_{l=1}^{t} R[i_l, \sigma(l)] = \sum_{\sigma \in \text{Perm}(t)} \text{sgn}(\sigma) \theta^{E_\sigma} \quad (10)$$

where $E_\sigma = \sum_{l=1}^{t} (i_l - 1)(j_\sigma(l) - 1). \quad (11)$
Perm(\(t\)) is the set of all permutations on \(t\) elements, and \(\text{sgn}(\sigma) \in \{-1,1\}\) is the sign of permutation \(\sigma\). Clearly, \(\det(R)\) defines a univariate polynomial \(f_R \in \mathbb{F}_p[\theta]\). We will now show that \(\deg(f_R) = \sum_{j=1}^{l} (i_j - 1)(j_r - 1)\) by showing that there is a unique permutation \(\sigma^* \in \text{Perm}(t)\) for which \(E_{\sigma^*}\) achieves this value, and that this is the maximum over all permutations in \(\text{Perm}(t)\). This means that \(f_R\) has a leading term of degree \(E_{\sigma^*}\).

To prove this, we show that any permutation \(\sigma \in \text{Perm}(t)\) can be modified into a permutation \(\sigma'\) such that \(E_{\sigma'} > E_{\sigma}\). Specifically, we show that \(\sigma^* = \sigma_{\text{id}}\), the identity permutation. Consider \(\sigma \in \text{Perm}(t)\): let \(a\) be the smallest index such that \(\sigma(a) \neq a\), let \(b = \sigma^{-1}(a)\), and let \(c = \sigma(a)\). Let \(\sigma'\) be such that \(\sigma'(a) = a\), \(\sigma'(b) = c\), and \(\sigma'(d) = \sigma(d)\) for \(d \in [t]\setminus\{a,b\}\). In other words, \(\sigma'\) is the result of “swapping” the images of \(a\) and \(b\) in \(\sigma\). Notice that \(a < b\) and \(a < c\). Then, we have that:

\[
E_{\sigma'} - E_{\sigma} = (i_a - 1)(j_a - 1) + (i_b - 1)(j_c - 1) - (i_a - 1)(j_c - 1) - (i_b - 1)(j_a - 1) \quad (12)
\]

\[
= (i_b - i_a)(j_c - j_a) > 0 \quad (13)
\]

The last inequality comes from the fact that \(a < b\) implies \(i_a < i_b\) and \(a < c\) implies \(j_a < j_c\). Therefore, \(\deg(f_R) = \max_{\sigma \in \text{Perm}(t)} E_{\sigma} = E_{\sigma_{\text{id}}}\).

Let \(E^*(\lambda,k^I,r^I,r^F)\) be the maximum degree of \(f_R\) over all submatrices \(R\) of \(P^I\) or \(P^F\). Then, \(E^*(\lambda,k^I,r^I,r^F)\) corresponds to the diagonal with the largest elements in \(P^I\) or \(P^F\). In \(P^F\) this is the diagonal of the square submatrix formed by the bottom \(r^F\) rows. In \(P^I\) it can be either the diagonal of the square submatrix formed by the bottom \(r^I\) rows, or by the right \(k^I\) columns. Thus, we have that:

\[
E^*(\lambda,k^I,r^I,r^F) = \max \left\{ \sum_{i=0}^{r^F-1} i(\lambda k^I - r^F + i), \sum_{i=0}^{r^I-1} i(k^I - r^I + i), \sum_{i=0}^{k^I-1} i(r^I - k^I + i) \right\}
\]

\[
= (1/6) \cdot \max \left\{ r^F(r^F - 1)(3\lambda k^I - r^F - 1), r^I(r^I - 1)(3k^I - r^I - 1), k^I(k^I - 1)(3r^I - k^I - 1) \right\}.
\]

Let \(D = E^*(\lambda,k^I,r^I,r^F) + 1\). Then, if \(\det(R) = 0\) for some submatrix \(R\), \(\theta\) is a root of \(f_R\), which is a contradiction since \(\theta\) is a primitive element and the minimal polynomial of \(\theta\) over \(\mathbb{F}_p\) has degree \(D > \deg(f_R)\) [34].

\section{Proofs of Section 5}

\subsection{Proof of Theorem 25}

Consider the construction Hankel\(_s\) described in this section, for some \(s \in \{\lambda, \ldots, r^I\}\). The Hankel form of \(T_m\) and the manner in which \(P^I\) and \(P^F\) are constructed guarantees that the \(t\)-th column of \(P^F\) corresponds to the vertical concatenation of columns \(l, l+t, \ldots, l+(\lambda-1)t\) of \(P^I\). Thus, \(P^F\) is \(r^F\)-column block-constructible from \(P^I\). Furthermore, since \(P^I\) and \(P^F\) are submatrices of \(T_m\), they are superregular. Thus \(P^I\) and \(P^F\) satisfy both of the properties laid out in Theorem 19 and hence the convertible code constructed by Hankel\(_s\) is access-optimal.
Algorithm for constructing superregular Hankel triangular arrays

In this appendix we describe the algorithm from [52] for constructing a superregular Hankel triangular array over any finite field. This is supplied as reference and is not necessary for understanding the constructions described in this paper. We note that the algorithm outlined in [52] takes the field size $q$ as input, and generates $T_q$ as the output. It is easy to see that $T_q$ thus generated can be truncated to generate the triangular array $T_m$ for any $m \leq q$.

Let $F_q$ be a given base field, and let $m \leq q$ be the size of the output triangular array $T_m$. The triangular array $T_m$ has Hankel form, as shown in Equation (1). Therefore, it suffices to specify the entries $b_1, b_2, \ldots, b_m$ in the first column of $T_m$. On input $m \leq q$, the algorithm proceeds as follows:

1. Consider the extension field $F_{q^2}$ and choose an element $\beta \in F_{q^2}$ such that $\beta^i \notin F_q$ for $i \in [q]$ and $\beta^{q+1} \in F_q$. Let $p(x) = x^2 + \mu x + \eta$ be the minimal polynomial of $\beta$ over $F_{q^2}$.
2. Let $\sigma_{-1}, \sigma_0, \ldots, \sigma_m \in F_q$ be such that $\sigma_{-1} = -\eta^{-1}$, $\sigma_0 = 0$, and $\sigma_i = -\mu \sigma_{i-1} - \eta \sigma_{i-2}$, for $i \in [m]$.
3. Set $b_i = \sigma_i^{-1}$, for all $i \in [m]$.

The resulting triangular array is superregular, that is, every square submatrix taken from $T_m$ is superregular. Please refer to [52] for a proof of this fact.
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1 Introduction
We study active learning under incentive compatibility constraints. Consider a learner: Alice, who seeks to elicit the parameters governing the behavior of a human subject: Bob. The chief application of our paper is to the design of laboratory experiments in economics. In such applications, Alice is an experimenter observing choices made by Bob in her laboratory. The active learning paradigm seeks to save on the number of questions posed by Alice by making the formulation of each question dependent on Bob’s answers to previous questions [8, 21]. Now, Bob may misrepresent his answers to some of Alice’s questions so as to guide Alice’s line of questioning in a direction that he can benefit from.

Our setting differs from standard applications of active learning in computer science, in that data are labeled by a self-interested human agent (in our story, Bob). Computer scientists have thought of active learning as applied to, for example, combinatorial chemistry, or image detection. A learner then makes queries that are always truthfully answered. In economic settings, in contrast, one must recognize the role of incentives.
The existing literature on applications of passive learning to preference elicitation (see for example [12, 30, 11, 17]) does not have to deal with agents’ incentives to manipulate the learning mechanism, but active learning does, because an agent who understands the learner’s algorithm may answer strategically early on in the experiment so as to influence the questions he faces later in the experiment.

We should emphasize that experimental orthodoxy in economics requires that subjects (such as Bob) know as much as possible about the experimental design. No deception is allowed in economic experiments. In addition, subjects’ participation is almost universally incentivized: Bob gets a payoff that depends on his answers to Alice’s questions. Our model relates to a long-standing interest among economists for adaptive experimental design, see [23, 32, 16, 29].

Consider a concrete example. Bob has a utility function $x^\sigma$ over money, so that if he faces a random amount of money $X$, his expected utility is $E[X^\sigma]$. In other words, Bob has a utility of the “constant relative risk aversion” (CRRA) form, and Alice wants to learn the value of the parameter $\sigma$ –Bob’s relative risk aversion coefficient. A standard procedure for estimating $\sigma$ is a multiple price list.\(^2\)

In a multiple-price list (MPL), Alice successively asks Bob to choose between a sure payoff of $x$ dollars and a fixed lottery $L$, for example a lottery that flips a fair coin and pays 0 dollars if the coin turns up Heads, and 1 dollar if it turns up Tails. Alice would first ask Bob to choose between a very small amount $x$ (almost zero) and $L$. Then Alice would raise $x$ a little and ask Bob to choose again. The procedure is repeated, each time increasing the amount $x$, until reaching a number equal to, or close to 1. At some value $x$, Bob would switch from preferring the lottery to preferring the fixed amount of money. Then Alice would solve the equation

$$x^\sigma = (1/2)0^\sigma + (1/2)1^\sigma = (1/2)$$  \hspace{1cm} (1)

to find the value of $\sigma$. Now, it is important to explain how the experiment is incentivized: When the experiment is over, Alice will actually implement one of the choices made by Bob. Conventional experimental methodology dictates [7] that she chooses one of the questions at random and implements it.

A proponent of active learning will immediately remark that the MPL design asks too many questions. Alice only needs to know the value of $x$ at which Bob is indifferent between $x$ and the lottery $L$. We can thus imagine an adaptive design, where Alice raises $x$ until Bob switches from $L$ to $x$, and stops the experiment when that happens. This design will result in strictly fewer questions than the passive (supervised) learning design.

Bob, however, understands that Alice stops raising $x$ when he declares indifference to $L$. So he will manipulate Alice into offering him values of $x$ beyond what he truly views as indifferent to $L$. Specifically, suppose that Alice raises $x$ continuously (this is a simplifying assumption; see Section 3 for a realistic version of this design), and that if Bob declares indifference at $x$ then the last question is implemented with probability $p(x) \in (0, 1)$. The function $p$ is strictly decreasing since reporting a larger value of $x$ increases the probability that a question for which Bob preferred $L$ will be implemented.

---

\(^1\) The coefficient $\sigma$ captures Bob’s willingness to assume risk. It is a parameter that economic experiments very often seek to measure, even when the experiment is ostensibly about a totally different question. Economic experimentalists want to understand the relation between risk and their general experimental findings, so they include risk elicitation as part of the design.

\(^2\) Multiple price lists are a very common experimental design, first used by [13], and popularized by [28] as a method to estimate $\sigma$, as described here.
Bob’s payoff from stopping at $x$ is $\pi(x; \sigma) = p(x)x^{\sigma} + (1 - p(x))(1/2)$ because with probability $p(x)$ the last question gets implemented, so he gets the sure amount $x$, and with the complementary probability one of the other questions is implemented and Bob gets his preference for those questions, namely the lottery $L$. The expected utility of $L$ is $1/2$.

Then it is clear that Bob would like to stop at an $x$ that is strictly greater than the value at which he would truly be indifferent to $L$, the value that solves (1). If he stops at the true value of $x$, he gets for sure something that he values as much as $L$ (either $L$ or the amount $x$ that he values exactly as $L$). By stopping at a strictly greater $x$, he has a shot at getting a value of $x$ that he prefers over $L$.

The situation is, however, far from hopeless. Bob’s optimal value of $x$ is strictly increasing in $\sigma$. Alice can then undo Bob’s strategic choice of $x$ and back out the true value of $\sigma$.

(Alice’s approach is common in applied econometrics, often called the “structural” method.)

In this paper, we prove general possibility results, to illustrate that there are many situations where active learning is consistent with incentive compatibility. In Section 3 we shall present a formal model of multiple price lists, and show that it is possible to learn while satisfying incentive compatibility. In Section 4 we discuss incentive issues in active learning in a more general sense. We present a formal notion of incentive compatible active learning in a general preference elicitation environment, and provide characterizations of the complexity of incentive compatible learning in certain “nice” environments.

A recent and growing body of work studies the problem of inferring models of economic choice from a learning theoretic perspective [30, 12, 35, 9, 11, 17, 10]. The learnability of preference relations has also received very recent attention [11, 17]. Our investigation takes a different angle: in attempting to model an experimental situation where subjects are asked to make choices in an interactive manner, via, e.g., a computer program, or in person, we allow the analyst complete control over the learning data. In the active learning literature, this framework is known as the membership queries model. There is also an ongoing line of work that considers learning problems when the data provider is strategic [22, 1, 31, 18]. Finally, the recent work of [27] studies a model where an agent may (at a cost) manipulate the input to a classification algorithm.

The membership query model closely captures an adaptive economic experiment, while in this context the more traditional learning/active learning models (e.g. PAC learning, stream-based active learning) seem to place unnecessary restrictions on how the analyst learns. This notion is briefly discussed in [17], where classical learning theoretic approaches appear to give much weaker complexity guarantees than the membership queries model in learning time-dependent discounted utility preferences. For the remainder of this paper, whenever we use the phrase “active learning”, we refer to the membership query setting – all other forms of learning can be viewed as a special case of membership queries.

The other important component in modelling an economic experiment is a payment to the agent after the experiment has concluded. Experiments in economics are always incentivized, meaning that there are actual material consequences to subjects’ decisions in the lab. Subjects are paid for their decisions in the experiment. We incorporate this incentive payment into the execution of the algorithm by which the analyst chooses questions – the analyst implements the outcome chosen by the agent in the final round of the interaction. Thus, rather than treating the payment scheme as a separate problem, we use it to demand a certain level of

---

3 If $\pi(x; \sigma) = p(x)x^{\sigma} + (1 - p(x))(1/2)$ and we assume that $p$ is smooth, then $\frac{\partial^2 \pi(x; \sigma)}{\partial \sigma \partial x} = p'(x)x^{\sigma} \ln(x) + (\sigma + 1)p(x)x^{\sigma - 1} > 0$ as $x \in (0, 1]$ and $p$ is decreasing. So $\pi$ is strictly supermodular. Hence the optimal $x$ is increasing in $\sigma$. 
robustness from our learning algorithms. As we demonstrate, this precludes the analyst from running naive learning algorithms that, despite achieving good query complexities, allow the agent to strategically and dishonestly answer questions to get offered higher payoff outcomes.

Finally, the framework we introduce engenders the following natural question: is there a combinatorial measure of complexity, akin to VC dimension for PAC learning concept classes, that precisely captures the complexity of incentive compatible learning in preference environments? Our results examine certain sufficient conditions for incentive compatible learning, a potential first step towards better understanding this new and interesting learning model.

Summary of results

We begin by discussing incentive issues in a very common experimental paradigm, that of convex budgets. We present an example to the effect that incentive problem are present and can be critical. Then we turn to the Multiple Price Lists (MPL), another very common experimental design used to infer agents’ attitudes towards risk. In MPL experiments, an agent is asked to choose between receiving various deterministic monetary amounts and participating in a lottery. The goal of the analyst is to elicit the agent’s certainty equivalent, i.e. the deterministic quantity at which the agent values the lottery (in our previous discussion, the certainty equivalent is the quantity that solves Equation (1)). We analyze a simple sequential search mechanism that is used in practice – start from the lowest possible deterministic amount and keep increasing the offer until the agent prefers it to the lottery. The analyst pays the agent by implementing the agent’s decision on a randomly selected question that was asked. We show that while this mechanism is not incentive compatible, under relatively benign assumptions it satisfies a one-to-one condition where the analyst can accurately infer the agent’s true certainty equivalent after learning the agent’s reported certainty equivalent. We then show how a modified payment scheme that only depends on the final decision of the agent allows the analyst to do a binary search and retain incentive compatibility, giving a mechanism for learning the certainty equivalent of a strategic agent to within an error of $\varepsilon$ using $O(\log 1/\varepsilon)$ questions.

We then turn to an abstract model of learning preference parameters/types. The idea is, as in the MPL, to induce incentive compatibility by incentivizing the payment from the last question asked of the agent. To this end, we coin a formal notion of incentive compatible (IC) learnability. A learning algorithm is simply an adaptive procedure that at each step asks the agent to choose between two outcomes. Informally, the IC learning complexity of an algorithm is the number of rounds required to both

1. Accurately learn (with high probability) the agent’s type with respect to some specified metric on the type space.
2. Ensure that (with high probability) the payment mechanism of implementing the agent’s choice on the final question cannot be strategically manipulated to yield a significant payoff gain over answering questions truthfully.

A simple structural condition allows a strong notion of incentive compatibility to be achieved via a deterministic exhaustive search (truthful reporting is the agent’s unique best response), and we give examples of commonly studied economic preference models that fit our condition. We demonstrate that a large class of preference relations over Euclidean space – those exhibiting strict convexity under a condition which we call hyperplane uniqueness (detailed in Section 4) – can be learned in an incentive compatible manner.
Theorem 1 (informal). Let Θ be a type space such that the preferences induced by each θ ∈ Θ are continuous, strictly convex, and satisfy hyperplane uniqueness. Then, Θ is IC learnable, under a suitably chosen metric.

However, this strong notion of incentive compatibility comes at a cost – the associated IC learning complexity can be massive (exponential in the preference parameters). In the abstract setting of preferences over outcomes, it is unclear how to obtain a tangible improvement in this complexity (even with randomization), and specifically it would appear that the problem parameters (e.g. the outcome space, the set of possible agent types) require much more structure for any sort of improvement.

We then analyze the specific setting of learning the beliefs of an expected utility agent, where we have the required structure. Here, an agent holds a belief represented by a distribution α ∈ Δⁿ (there are n uncertain states of the world, and αᵢ is the probability with which the agent believes state i will occur), and is asked to make choices between vectors of rewards x ∈ ℜⁿ, where the utility an agent of type α enjoys from x is simply α.x.

We first observe that naive learning algorithms can vastly beat the learning complexity of the general preference framework, but fail to be incentive compatible. Our main result is an incentive compatible learning algorithm for eliciting an agent’s beliefs that significantly improves upon the complexity in the general framework, and only differs from the fast naive learning algorithms by subpolynomial factors.

Theorem 2. There is an algorithm for learning the belief of an expected utility agent that when run for

\[ O \left( n^{3/2} \log n \max \left( \log \frac{n}{\varepsilon}, \log \frac{1}{\tau} \right) \right) \]

rounds (with high probability) cannot be manipulated to yield more than a τ increase in payoff, and learns a truthful agent’s belief to within total variation distance of ε.

Our algorithm is built upon disagreement based active learning methods that provide learning guarantees, and employs the spherical scoring rule to ensure incentive compatibility properties.

Example: Convex budgets

We present a simple example to illustrate how incentive issues can prevent a very popular experimental design from being implementable in an active learning setting.

Consider an experiment on choice under uncertainty, with an adaptive “convex budgets” design. Such designs are ubiquitous in experimental economics: see [5, 19, 2, 25, 4, 6] among (many) others. Convex budgets is very popular as a design because it parallels the most basic model in economic theory, the model of consumer choice.

Bob, a subject in the lab, has expected utility preferences. Specifically, suppose that the experiment involves two possible states of the world, and that Bob chooses among vectors \( x = (x_1, x_2) \in \mathbb{R}^2_+ \). If Bob chooses the vector \( x = (x_1, x_2) \) and the state of the world turns out to be
be \( i \), then he is paid \( x_i \). Bob believes that the state of the world \( i \) occurs with probability \( \alpha_i \), so his expected utility from choosing \( x \) is \( \alpha_1 x_1 + \alpha_2 x_2 \) (we assume for simplicity that Bob is risk-neutral).

The experiment seeks to learn the subjects’ beliefs \( \alpha \) with a design that has Bob choosing

\[ x \in B(p, I) = \{ y \in \mathbb{R}_+^2 : p \cdot y \leq I \}, \]

at prices \( p \in \mathbb{R}_+^2 \) and income \( I > 0 \). The problem is equivalent to learning the ratio \( \alpha_1/\alpha_2 \).

It is obviously optimal for Bob to choose \( x = (1/p_1, 0) \) if \( \alpha_1/p_1 > \alpha/p_2 \) and \( x = (0, 1/p_2) \) if \( \alpha_1/p_1 < \alpha/p_2 \).

The experimental design presents the subject with a sequence of prices \( p \) and incomes \( I \), and asks him to choose from \( B(p, I) \). Usually only one of the choice problems in the sequence will actually be paid off. It is standard practice in experimental economics to pay out only one of the questions posed to a subject. For the purpose of this example, imagine that the sequence has a length of 2: \((p^1, I^1)\) and \((p^2, I^2)\). Moreover, suppose (again for simplicity) that incomes and prices are such that \( I^t = p^t \cdot (1/2, 1/2) = 1 \), for \( t = 1, 2 \).

Fix the first price at \( p^1 = (1, 1) \). If Alice, the experimenter, observes a choice of \((1/p_1, 0)\) she should conclude that \( \alpha_1/\alpha_2 > p_1^1/p_2^1 \). And given such an inference, it would not make sense to set the second set of prices so that \( p_2^1/p_2^1 < p_1^1/p_2^1 \). Alice, following an active learning paradigm of adaptive experimental design, should adjust \( p_1^2/p_2^2 \) upwards. So let us assume that she decides to adjust the ratio \( p_1^1/p_2^1 \) by a factor of 2 in the direction in which there is something to learn: If the choice from \( B(p^1, I^1) \) is \((1/p_1^1, 0)\), Alice will set \( p_2^2/p_2^2 = 2(p_1^1/p_2^1) \).

If the choice is \((0, 1/p_2^1)\), she will set \( p_2^2/p_2^1 = (1/2)(p_1^1/p_2^1) \).

Now consider the problem facing our subject, Bob. Suppose that Bob’s beliefs are such that \( \alpha_1 < \alpha_2 \), and, to make our calculations simpler, that \( \alpha_1/\alpha_2 \leq 1/2 \). If he chooses “truthfully” according to his beliefs, he would choose \( x = (0, 1/p_1^1) = (0, 1) \) from \( B(p^1, I^1) \) and thus face prices \( p^2 = (2/3, 4/3) \). This means that the relative price of payoffs in state 2 increase, the state that Bob values the most because he thinks it is the most likely to occur. If instead Bob “manipulates” the experiment by choosing \( x = (1/p_1^1, 0) \), he will face prices \( p^2 = (4/3, 2/3) \). It is obvious that Bob is better off in the second choice problem from facing the second budget because he will be able to afford a much larger payoff in state 2. If Alice only incentivizes (pays out) the choice from \( B(p_2^1, I_2) \), then Bob is always better off by misrepresenting his choice from the first budget.

If, instead, Alice incentivizes the experiment by implementing one of the choices made by Bob at random (a common practice in economic experiments, see [7] for a formal justification), then the utility from truth-telling is \((1/2)\alpha_2(1+3/4) = \alpha_2(7/8) \). The utility from manipulation is \((1/2)(\alpha_1 + \alpha_2(3/2)) \). As long as \( \alpha_1/\alpha_2 \in (1/4, 1/2) \), the manipulation yields a higher utility than truth-telling.

The convex budgets example illustrates the perils of active learning as a guide to adaptive experimental design, when human subjects understand how the experiment unfolds conditional on how they make choices. The main result of our paper (see Section 4.2) considers belief elicitation, but proposes an active learning algorithm that is based on pairwise comparisons, not choices from convex budgets.

### 3 Multiple Price Lists

We begin by formally considering the application in the introduction: the use of Multiple Price Lists (MPL) to elicit an agent’s preferences over risk. MPL was first proposed by [13], and popularized by [28], who used it to estimate risk attitudes along the lines of the discussion in the sequel.
We shall consider a version of MPL where a lottery with monetary outcomes is fixed, and an agent chooses between a sure (deterministic) monetary payment $x$ or the lottery. More specifically, consider a lottery where a coin is flipped and if the outcome is heads, the payoff is $\pi$ dollars, while if the outcome is tails, the payoff is $\xi$ dollars. An analyst wants to assess an agent’s willingness to participate in the lottery when presented with various deterministic alternatives. Denote this lottery by $L$.

At every round of the experiment, the analyst asks the agent to choose between a deterministic payoff of $x$ or participation in the lottery, and aims to learn the agent’s certainty equivalent: the deterministic amount that yields indifference. Conventionally (for example, see [28, 3]), the experiment is run by presenting the agent with a list of $n$ pairs $(x_i, L)$. The agent makes a choice from each pair, either the sure amount $x_i$ or the lottery $L$. Then the experimenter draws one of the $n$ questions at random and pays the agent according to the decision he made for that question. (i.e. if he preferred the deterministic amount $x_i$, he is paid $x_i$, and otherwise gets to participate in the lottery). We now present a formal model of the MPL experimental design and analyze issues of incentive compatibility.

### 3.1 The model

We consider a lottery $L$ with a low outcome $\xi$ and a high outcome $\pi$, $\xi < \pi$. The lottery can operate in any number of ways, for example, by a coin flip. The analyst chooses a discretization $\xi = x_0 < x_1, \ldots < x_{n-1} < x_n = \pi$ of the interval $I = [\xi, \pi]$ such that the intervals $I_k = (x_k, x_{k+1}]$ all have equal length $\ell = \frac{\pi - \xi}{n}$. This discretization of $I$ represents the deterministic amounts that the analyst will offer to the agent.

An agent’s certainty equivalent is the point $x \in (\xi, \pi)$ such that he is indifferent between receiving $x$ versus participating in the lottery. Certainty equivalents will be uniquely determined by an agent’s utility over money, as long as his utility function is strictly increasing.

For example, if an agent values money according to $u : \mathbb{R} \to \mathbb{R}$, his certainty equivalent (assuming that $L$ is a coin-flip) would be the point $x \in (\xi, \pi)$ such that $u(x) = \frac{1}{2}u(\xi) + \frac{1}{2}u(\pi)$. In our model, we consider agents whose utility functions belong to a given family $\mathcal{U}$ of functions such that a given certainty equivalent uniquely determines the utility function of the agent, and vice-versa. For example, if $\mathcal{U} = \{x \mapsto x^\sigma : 0 < \sigma < 1\}$, so utilities take the CRRA form we discussed in the introduction, then $\sigma$ uniquely determines the point $x$ such that $x^\sigma = \frac{1}{2}x + \frac{1}{2}\pi^\sigma$.

### 3.2 Sequential Search

We first consider a simple mechanism that aims to find the agent’s certainty equivalent by performing a sequential search on $x_1, \ldots, x_n$. On round $t$ of the experiment, the agent chooses between the lottery and a deterministic payoff of $x_t$. If he chooses the lottery, the experiment continues, and if he chooses $x_t$ or claims indifference, the experiment terminates. If the experiment terminates at round $T$, the analyst can conclude that the agent reported a certainty equivalent lying in the interval $(x_{T-1}, x_T]$.

The goal of the analyst is to make a payment to the agent at the end of the experiment such that the agent is incentivized to answer questions according to his true certainty equivalent. We analyze a common scheme used in experiments: if the experiment terminates after $T$ rounds, choose $t$ randomly from $\{1, \ldots, T\}$, and pay the agent based on his preference on the $t$th question: so if $t = T$, the agent receives $x_T$, otherwise the agent receives a payment that is the outcome of the lottery. However, as discussed in the introduction, this scheme
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is not incentive compatible. Indeed, if \( x_T \) is the agent’s true certainty equivalent, he has a profitable deviation to push the experiment to terminate at \( x_{T+1} \). The agent is indifferent between receiving \( x_T \) and participating in the lottery, so by declaring a certainty equivalent that is higher than \( x_T \) he may possibly win an amount larger than \( x_T \), and which he values strictly more than the lottery.

We now show that under some simplifying assumptions, this kind of payment scheme can at least be implemented in a manner such that the agent’s true certainty equivalent can be accurately inferred based on his report. Let \( \mathcal{U} \) be a family of utility functions such that each \( u \in \mathcal{U} \) satisfies an inverse Lipschitz condition with constant \( K_u \) for all \( x,x^* \), \( |u(x) - u(x^*)| \leq K_u |x - x^*| \). Let \( K = \sup_{u \in \mathcal{U}} K_u \). Finally, let \( M = \sup_{u \in \mathcal{U}} \left( u(\tau) - u(\xi) \right) \).

For \( t \in \{1, \ldots, n\} \) let \( p_t \) denote the probability that the agent is paid the deterministic amount \( x_t \) if the experiment stops on round \( t \) (so the agent participates in the lottery with probability \( 1 - p_t \)). An agent with true certainty equivalent \( x \) and corresponding utility function \( u \) has an expected payoff of

\[
\text{Payoff}(x, x_t) = p_t u(x_t) + (1 - p_t) u(x)
\]

for reporting a certainty equivalent in \( x_{t-1}, x_t \).

Let \( r : (\xi, \tau) \rightarrow \{x_1, \ldots, x_n\} \) be the best response of an agent with certainty equivalent \( x \):

\[
r(x) = \arg\max_{x_t} \text{Payoff}(x, x_t).
\]

We refer to \( r \) as the report function.

We now show that when \( p_1, \ldots, p_n \) satisfy \( p_{t+1} < p_t \) and \( p_{t+1} < \frac{K\ell}{\ell + 1} p_t \), the analyst can recover the agent’s true certainty equivalent up to some low error via the sequential search mechanism.

We should emphasize that the agent will not be truthful, in the sense of reporting their true certainty equivalent. However, we are still able to back out the true certainty equivalent from understanding the agents strategic incentives.

We proceed in steps. First, we characterize the best responses for agents with certainty equivalents belonging to \( \{x_1, \ldots, x_{n-1}\} \). We show that the report function is one to one. This implies that \( r(x_t) = x_{t+1} \), since \( r(x_t) > x_t \), for each \( t = 1, \ldots, n - 1 \).

\textbf{Proposition 3.} For \( x_t \in \{x_1, \ldots, x_{n-1}\} \), \( r(x_t) = x_{t+1} \).

\textbf{Proof.} Note that since \( r(x_{n-1}) = x_n \), it suffices to show that \( r \) is injective on \( \{x_1, \ldots, x_{n-1}\} \).

Suppose \( r(x_{t_1}) = r(x_{t_2}) \), and without loss of generality let \( t_1 > t_2 \). Let \( r(x_{t_1}) = r(x_{t_2}) = x_3 \). Since any agent is incentivized to report higher than their true certainty equivalent, \( t > t_1, t_2 \), so in particular \( t \geq t_1 + 1 \). Let \( u_1 \) denote the utility function of the agent with true type \( x_{t_1}, u_2 \) that of the agent with true type \( x_{t_2} \).

For any \( s \neq t \) we have (since \( r \) gives the best response):

\[
p_t u_1(x_t) - p_t u_1(x_{t_1}) > p_s u_1(x_s) - p_s u_1(x_{t_1}),
\]

\[
p_t u_2(x_t) - p_t u_2(x_{t_2}) > p_s u_2(x_s) - p_s u_2(x_{t_2}).
\]

Adding the two inequalities and rearranging gives

\[
\frac{p_t}{p_s} > \frac{u_1(x_s) - u_1(x_{t_1}) + u_2(x_s) - u_2(x_{t_2})}{u_1(x_t) - u_1(x_{t_1}) + u_2(x_t) - u_2(x_{t_2})}. \tag{2}
\]

This is true for the standard uniform randomization scheme, as \( p_t = 1/t \). More generally, without this condition the agent will have incentives to report high certainty equivalents as this is not penalized by lower probabilities of winning the certain amount.
At \( s = t_1 \) (we know \( t_1 \neq t \), since \( r(x_{t_1}) > x_{t_1} \)), Equation 2 simplifies to

\[
\frac{p_t}{p_{t_1}} > \frac{u_2(x_{t_1}) - u_2(x_{t_2})}{u_1(x_t) - u_1(x_{t_1}) + u_2(x_t) - u_2(x_{t_2})} \geq \frac{u_2(x_{t_1}) - u_2(x_{t_2})}{2M},
\]

so

\[
u_2(x_{t_1}) - u_2(x_{t_2}) < 2M \frac{p_t}{p_{t_1}} \leq 2M \frac{p_{t+1}}{p_t} < K\ell.
\]

The inverse Lipschitz condition on \( u_2 \) then implies that \( |x_{t_1} - x_{t_2}| < \ell \), which cannot happen unless \( t_1 = t_2 \).

Thus, if an agent’s true certainty equivalent happens to coincide with one of the points of the discretization, the agent will answer questions as if his certainty equivalent is the next point in the discretization.

For the next step, we need an additional Lipschitz type condition on utility functions. Suppose there are constants \( C_1 \) and \( C_2 \) such that for any \( x, x' \in (x, \xi) \), with \( u, u' \) the corresponding utility functions, and for any \( x, x'' \in (x, \xi) \),

\[
|u(x') - u(x'')| \leq C_1|x - x'| + C_2|x' - x''|.
\]

Moreover, let

\[
\lambda = \inf_{x \in (x, \xi)} \min_{s,t} |\text{Payoff}(x, x_s) - \text{Payoff}(x, x_t)|,
\]

be the smallest possible deviation in payoff obtained by changing one’s report.

We also require the assumption that if \( x^* \geq x \), then \( u^*(x') \geq u(x') \) for any \( x' \), where \( u^* \) and \( u \) are the utility functions corresponding to certainty equivalents \( x^* \) and \( x \), respectively. This is an intuitive condition stating that agents with a higher certainty equivalent value money more than agents with a lower certainty equivalent (note that the CRRA utilities discussed previously satisfy this property). This in particular implies that \( u^*(x^*) \geq u^*(x) \geq u(x) \), so \( \text{Payoff}(x^*, x_k) \geq \text{Payoff}(x, x_k) \) for any \( x_k \) in the discretization. We will use this in the proof of the following proposition, which establishes that \( r \) satisfies a certain weak monotonicity property.

\[\blacktriangleleft\] **Proposition 4.** Let \( x_{t-1} < x < x^* \leq x_t \) with \( x^* - x < \frac{\lambda}{2(C_1 + C_2)} \), and suppose \( r(x^*) \leq x_{t+1} \). Then, \( r(x) \leq x_{t+1} \).

**Proof.** Let \( u, u^* \) be the utility functions corresponding to certainty equivalents \( x \) and \( x^* \), respectively. We first bound the increase in payoff an agent of type \( x^* \) experiences over an agent of type \( x \) for making the same report. For any \( x_k \), we have

\[
\text{Payoff}(x^*, x_k) - \text{Payoff}(x, x_k) = p_k(u^*(x_k) - u(x_k)) - p_k(u^*(x^*) - u(x)) + (u^*(x^*) - u(x))
\]

\[
< p_k(u^*(x_k) - u(x_k)) + (u^*(x^*) - u(x))
\]

\[
< (u^*(x_k) - u(x_k)) + (u^*(x^*) - u(x))
\]

\[
\leq C_1\ell + (C_1 + C_2)\ell
\]

\[
\leq \frac{\lambda}{2}
\]

As \( r(x^*) \leq x_{t+1} \), either \( r(x^*) = x_{t+1} \) or \( r(x^*) = x_t \). Suppose \( r(x^*) = x_{t+1} \). We show that an agent of type \( x \) cannot increase his payoff by reporting above \( x_{t+1} \). Let \( s > t + 1 \).
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Plugging \( x_{t+1} \) into the above bound gives

\[
\text{Payoff}(x^*, x_{t+1}) \leq \frac{\lambda}{2} + \text{Payoff}(x, x_{t+1}),
\]

and the definition of \( \lambda \) gives that

\[
\text{Payoff}(x^*, x_{t+1}) \geq \text{Payoff}(x^*, x_s) + \lambda.
\]

Combining the two inequalities yields

\[
\text{Payoff}(x, x_{t+1}) \geq \text{Payoff}(x^*, x_{t+1}) - \frac{\lambda}{2} > \text{Payoff}(x^*, x_s) + \frac{\lambda}{2} > \text{Payoff}(x, x_s),
\]

so \( r(x) \leq x_{t+1} \).

In the case that \( r(x^*) = x_t \), we similarly get \( r(x) \leq x_t \) \( \Box \).

We can then repeatedly apply this proposition starting with \( r(x_t) = x_{t+1} \) to conclude that for any \( x_{t-1} < x \leq x_t \), we have \( r(x) \leq x_{t+1} \).

Putting things together, we get:

\[\textbf{Theorem 5.} \text{ If } r(x) = x_{t+1}, \text{ then } x_{t-1} < x < x_{t+1}.\]

Thus, to learn the agent’s true certainty equivalent to within \( \varepsilon \)-error, the analyst chooses a discretization with \( \sum_n^\infty x_i \leq \frac{\varepsilon}{2} \), and runs a sequential search over the discretization. The number of questions the analyst asks is \( O(\frac{1}{\varepsilon}) \).

Of course, to lower the number of questions asked, the analyst could instead perform a binary search. It is easy to see that, like in the sequential search mechanism, simply implementing a uniformly random question is not incentive compatible. For example, consider a discretization with deterministic amounts \( x_1, \ldots, x_7 \), and consider an agent with true certainty equivalent at \( x_3 \). For simplicity, we assume that if when presented with \( (x_i, L) \) the agent is indifferent between \( x_i \) and \( L \), he chooses \( x_i \). If the agent answers truthfully, the pairs offered by a binary search would be \( (x_4, L), (x_2, L), \) and \( (x_3, L) \), and his choices would have been \( x_4, L, \) and \( x_3 \), respectively. The agent’s expected payoff is \((1/3)u(x_4) + (1/3)u(L) + (1/3)u(x_3) = (1/3)u(x_4) + (2/3)u(L)\). Suppose instead the agent answers as if his true certainty equivalent is \( x_5 \). Then, the pairs he gets offered would be \( (x_4, L), (x_6, L), \) and \( (x_5, L) \), and his choices would have been \( L, x_6, \) and \( x_5 \), respectively. His expected payoff is then \((1/3)u(L) + (1/3)u(x_6) + (1/3)u(x_5)\), which is clearly a profitable deviation.

It is unclear if this scheme can be directly modified to satisfy incentive compatibility properties, but since the payments in the sequential search mechanism only depended on the last question asked, we can use the same payment scheme here so that Theorem 5 holds. So now the analyst can learn the agent’s certainty equivalent to within an error of \( \varepsilon \) with \( O(\log 1/\varepsilon) \) questions.

4 General Preference Elicitation

Our discussion so far has focused on a specific, albeit ubiquitous, preference elicitation environment. In the rest of the paper we introduce a general model of incentive compatible active learning. We introduce the idea of incentive compatible query complexity: the sample size that guarantees some learning objective while maintaining incentive compatibility.
The main application of our tools will be to expected utility theory. We shall introduce a learning algorithm that is incentive compatible for learning the beliefs of an agent that has expected utility preferences.

We focus on learning an agent’s preferences. The agent will be modeled as having a utility function parameterized by some type, which generates the agent’s choices, that the learner wishes to infer. To this end, $\Theta$ is a type space equipped with a metric $d : \Theta \times \Theta \to \mathbb{R}_{\geq 0}$ that is bounded with respect to $d$. $\mathcal{O}$ is the space of possible outcomes. An agent of type $\theta \in \Theta$ has utility $u(\theta, o)$ if the outcome is $o \in \mathcal{O}$. $\theta$ induces a preference relation $\succsim$ over $\mathcal{O}$ defined by $o \succsim o' \iff u(\theta, o) \geq u(\theta, o')$.

An analyst aims to learn the agent’s type by asking him to make a sequence of choices between pairs of outcomes. The agent makes choices among the pairs presented to him.

For any strategy $\sigma$, let $\hat{\sigma}$ denote an oracle with memory that responds to queries of the form “is $o$ preferred to $o'$?” according to $\sigma$ given the history of previous queries made so far. Let $\hat{\Sigma} = \{\hat{\sigma} : \sigma \in \Sigma\}$ denote the collection of oracles corresponding to all possible strategies. For a type $\theta \in \Theta$, let $\hat{\theta} \in \hat{\Sigma}$ denote the oracle that responds truthfully according to $\theta$ (i.e. on query $(o,o')$ it returns $1_{u(\theta, o) \geq u(\theta, o')}$. We imagine the oracle playing the role of the agent: in an interaction with the analyst, an agent of true type $\theta$ chooses to act as an oracle for some strategy $\sigma$ (departing from standard terminology, we allow the oracle to have randomized responses).

The analyst implements a learning mechanism, which consists of the following steps:

1. Run a (potentially randomized) learning algorithm $A : \hat{\Sigma} \to \Theta$ that has access to oracle $\hat{\sigma}$ and can make queries to $\hat{\sigma}$ of the form $(o,o')$ for $o,o' \in \mathcal{O}$.
2. Arrive at a hypothesis $\theta^h \sim A(\hat{\sigma})$ for the agent’s type.
3. Implement the agent’s response on the last query.$^8$

We now establish the notion of learnability that we work with. This definition is not concerned with issues of incentive compatibility: it is simply a refinement of the standard notion of a learning algorithm that stipulates that we learn a truthfully reported hypothesis accurately. Since in our setting the analyst has full control over the data he learns from, our requirements on the error of the algorithm are with respect to the metric $d$ on the space of types $\Theta$.

---

$^7$ One can imagine many other protocols for learning. We constrain ourselves to protocols that are based on a sequence of pairwise comparisons. Such protocols are common in practice, and are the obvious empirical counterpart to the decision theory literature in economics and statistics. This stands in contrast with the literature on scoring rules, which allows for richer message spaces.

$^8$ Within adaptive experimental design, the idea of making a last choice on behalf of the agent is due to Ian Krajbich.
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\textbf{Definition 6.} $A : \hat{\Sigma} \rightarrow \Theta$ is an $(\varepsilon, \delta)$-learning algorithm if for all $\theta \in \Theta$,
\[
\Pr_{\theta \sim A(\hat{\theta})}[d(\theta, \theta^h) \leq \varepsilon] \geq 1 - \delta.
\]
The number of queries made by $A$ to the oracle $\hat{\theta}$ is the query complexity of $A$, denoted by $q(\varepsilon, \delta)$.

Next, we define what it means for a learning algorithm to be incentive compatible. Intuitively, we require that if the learning algorithm is terminated on round $T$, and the analyst implements the agent’s preferred outcome on the $T$th query, then the agent (with high probability) cannot gain a non-negligible advantage over truthfully reporting by answering questions strategically. Let $A_T(\hat{\theta}) = (o_T, o'_T) \in \Delta(O \times O)$ denote the $T$th query $\hat{\theta}$ made by an execution of $A(\hat{\theta})$.

\textbf{Definition 7.} $A : \hat{\Sigma} \rightarrow \Theta$ is $(\tau, \nu)$-incentive compatible if there exists a $T(\tau, \nu) \in \mathbb{N}$ such that for all $T \geq T(\tau, \nu)$, the following holds for any type $\theta$ and strategy $\sigma$:
\[
\Pr_{(o_T, q_T) \sim A_T(\theta), (o'_T, q'_T) \sim A_T(\hat{\theta})}[u(\theta, q_T) \geq u(\theta, q'_T) - \tau] \geq 1 - \nu,
\]
where $q_T (q'_T)$ is the preferred outcome between $o_T$ and $p_T$ ($o'_T$ and $p'_T$) according to oracle $\hat{\theta}$ ($\hat{\theta}$). The quantity $T(\tau, \nu)$ is the IC complexity of $A$.

Our goal is to design mechanisms that learn the agent’s true type in an incentive compatible manner.

\textbf{Definition 8.} $A : \hat{\Sigma} \rightarrow \Theta$ is an $(\varepsilon, \delta, \tau, \nu)$-IC learning algorithm if it is an $(\varepsilon, \delta)$-learning algorithm that is $(\tau, \nu)$-IC. We refer to the quantity $\max(q(\varepsilon, \delta), T(\tau, \nu))$ as the IC learning complexity of $A$.

4.1 An incentive compatible exhaustive search

We first give a very simple method of achieving incentive compatible learning in the general framework introduced in Section 4. The method proceeds by exhaustively searching over the type space, and requires a simple structural assumption. The assumption connects agents’ payoffs to the distance metric used by the learner to assess learning accuracy. In a sense, this lines up the agent’s incentives with the learner’s objective, and makes it easy to obtain a satisfactory algorithm.

Suppose there exists a one-to-one assignment of outcomes to types $s : \Theta \rightarrow O$ such that
\[
u(\theta, s(\theta')) > u(\theta, s(\theta'')) \iff d(\theta, \theta') < d(\theta, \theta''),
\]
so in particular $\theta = \arg\max_{\theta'} u(\theta, s(\theta'))$. In the literature on scoring rules, $s$ is called effective with respect to $d$ [24].

The following is an incentive compatible learning algorithm. Recall that an $\varepsilon$-cover of a subset $K$ of a metric space $(M, d)$ is a set of points $C$ such that for every $x \in K$, there is an $x^* \in C$ such that $d(x, x^*) \leq \varepsilon$.

1. Initialize an $\varepsilon$-cover \{$\theta_1, \ldots$\} of $\Theta$ with respect to $d$.
2. Initialize $\theta^h \leftarrow \theta_1$.

\footnote{In this definition, $(o_T, p_T)$ and $(o'_T, p'_T)$ are drawn from independent executions of $A$.}
3. For \( t = 1 \) to \( T \):
   a. Query \( (s(\theta_{t+1}), s(\theta^h)) \).
   b. If \( s(\theta_{t+1}) \) is preferred, \( \theta^h \leftarrow \theta_{t+1} \).
4. Output \( \theta^h \).
5. Pay the agent \( s(\theta^h) \).

By definition of the function \( s \), allowing the algorithm to exhaustively search over all points of the cover will yield a \( \theta^h \) that is the most preferred point in the cover and is also the closest point in the cover to the report. So reporting \( \theta \) yields \( d(\theta, \theta^h) \leq \varepsilon \). Moreover, this (deterministic) algorithm satisfies (0, 0)-incentive compatibility for any runtime \( T \), since lying at any round would simply reduce the payoff of stopping at any round. The learning complexity is the covering number \( N_\varepsilon(\Theta) \) of the type space (which is finite as \( \Theta \) is bounded).

We now present some natural preference environments in which such an assignment function can be constructed. In the following discussion, the outcome space is \( \mathcal{O} = \mathbb{R}^n \), and \( \Theta \) is assumed to be bounded so that the search above terminates.

- **Euclidean preferences.** Each agent has an “ideal point” \( \theta \in \mathbb{R}^n \), and \( u(\theta, x) \geq u(\theta, y) \) iff \( ||x - \theta|| \leq ||y - \theta|| \). Let \( s : \mathbb{R}^n \to \mathbb{R}^n \) be the identity.
- **Linear preferences.** The type of an agent is a vector \( \theta \in \mathbb{R}^n \) and \( u(\theta, x) \geq u(\theta, y) \) iff \( \theta \cdot x \geq \theta \cdot y \) (in order for preferences to be distinguishable we assume that no two \( \theta, \theta' \in \Theta \) are scalar multiples of one another, and so for simplicity we normalize so that all types have the same length). The indifference sets of an agent of type \( \theta \) are the hyperplanes \( \{ x : \theta \cdot x = k \} \), for \( k \in \mathbb{R} \). For each \( \theta \), there is a unique indifference set that is tangent to the unit \((n-1)\)-sphere \( S^{n-1} \). Let \( s(\theta) \) be that tangent point.

Euclidean and linear preferences are characterized by natural axioms for preference relations [14].

More generally, suppose the preferences of each agent are continuous and strictly convex, which we define as the upper contour sets \( C(x) = \{ y : y \succsim x \} \) being closed, convex, and any supporting hyperplane of \( C(x) \) being unique, for all \( x \). For a type \( \theta \), real number \( k \), and outcome \( x \in \mathbb{R}^n \) such that \( u(\theta, x) = k \), let \( H^u_\theta(x) \) denote the supporting hyperplane of the upper contour set \( \{ y : u(\theta, y) \geq k \} \) at \( x \).

Suppose that the following uniqueness requirement holds: for every pair of types \( \theta \neq \theta' \), real number \( k \), and outcome \( x \in \mathbb{R}^n \) such that \( u(\theta, x) = k \), if \( k' \) is such that \( u(\theta', x) = k' \), it holds that \( H^u_\theta(x) \neq H^u_{\theta'}(x) \). We call this property **hyperplane uniqueness**. Then, the argument for IC learnability in the case of linear preferences can be adapted to this setting as well. Though the assignment function \( s \) we construct may not necessarily be effective, we show that exhaustively searching over a sufficiently fine cover is nevertheless incentive compatible.

**Theorem 1.** Let \( \Theta \) be a type space such that the preferences induced by each \( \theta \in \Theta \) are continuous, strictly convex, and satisfy hyperplane uniqueness. Then, there exists a metric on \( \Theta \) with respect to which \( \Theta \) is \((\varepsilon, 0, 0, 0)\)-IC learnable.

**Proof.** For each \( \theta \), let \( s(\theta) \) be the unique maximizer of \( u(\theta, x) \) over the unit \((n-1)\)-sphere \( S^{n-1} \); uniqueness follows from the strict convexity of preferences. Note that \( S^{n-1} \) and \( C = \{ y : u(\theta, y) \geq k \} \), with \( k = u(\theta, s(\theta)) \), are on differing sides of the supporting hyperplane of \( C \) at \( s(\theta) \). Hyperplane uniqueness ensures that \( s \) is one-to-one. Let \( d \) be the metric where \( d(\theta, \theta') \) is the Euclidean distance between \( s(\theta) \) and \( s(\theta') \).

---

\(^{10}\) Hyperplane uniqueness is reminiscent of the single-crossing property in mechanism design.
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Let $C^\theta_k = \{ y : u(\theta, y) > k' \}$ with $k' < k$ and let $N^\theta_k = C^\theta_k \cap S^{n-1}$. Clearly the diameter of $N^\theta_k$ converges to 0 as $k' \uparrow k$. Therefore, for each $\theta$ and $\varepsilon > 0$, there is an open neighborhood $N^\theta_\varepsilon \subset B_\varepsilon(s(\theta))$ of $s(\theta)$ such that $u(\theta, x) > u(\theta, y)$ for all $x \in N^\theta_\varepsilon$ and all $y \in S^{n-1} \setminus N^\theta_\varepsilon$ (where $N^\theta_\varepsilon$ is of the form $N^\theta_\varepsilon$, for $k'$ sufficiently close to $k$). \footnote{The neighborhoods and balls are with respect to the subspace topology on $S^{n-1}$.}

Now, fix the learning parameter $\varepsilon$, and let $\eta > 0$ be sufficiently small such that if $K$ is an $\eta$-cover of $S^{n-1}$, $K \cap N^\theta_\varepsilon \neq \emptyset$ for all $\theta$. Then, any $x \in K \cap N^\theta_\varepsilon$ satisfies $u(\theta, x) > u(\theta, y)$, for all $y \in S^{n-1} \setminus B_\varepsilon(s(\theta))$, and so exhaustively searching over this $\eta$-cover is an $\varepsilon$-learning algorithm with respect to $d$ that is incentive compatible.

It is an interesting question to see what structural conditions one can impose on the type space, the outcome space, etc. to write down better learning mechanisms. For example, one might hope to achieve a learning complexity that is logarithmic in the size of the cover $N_2(\Theta)$. As we will see in the case of expected utility, naïve learning algorithms achieve this sample complexity, but fail to be incentive compatible. More generally one can ask if there is a combinatorial complexity measure (such as VC dimension in the case of PAC learning) that characterizes the complexity of incentive compatible learning.

4.2 The expected utility model of choice under uncertainty

We now turn to the case of belief elicitation for an expected utility agent. Belief elicitation has a long history in experimental economics, and in the theoretical literature on scoring rules (e.g. [15]; see [20] for a survey). A major difference with the theory of scoring rules is that we shall take as given a protocol that is based on pairwise comparisons among uncertain rules (e.g. [15]; see [20] for a survey). A major difference with the theory of scoring rules is that characterizes the complexity of incentive compatible learning.

This follows experimental practice, as well as the standard model of choice under uncertainty; starting from von-Neumann and Morgenstern [34] and Savage [33]. In the scoring rule model, subjects are asked to report beliefs rather than carrying out a sequence of binary choices. In any case we shall use scoring rules in our solution, just not by asking subjects to report their beliefs.
4.2.1 Naive algorithms are not incentive compatible

First, to illustrate the restrictions of our definitions, we write down a naive algorithm for eliciting $\alpha$ that achieves a good query complexity, but is not incentive compatible.

Consider a mechanism that tries to elicit each $\alpha_i$ by performing a search (sequential or binary) on each state. That is, for each state $i$, the algorithm makes queries $(c_i, c_i \bar{1})$, varying $c_i$ over a $\frac{2}{n}$-cover of $[0,1]$ to find the indifference points, which reveal $\alpha_i$ to within an error of $\frac{2}{n}$. So, for example, a binary search uses $O(n \log \frac{2}{\varepsilon})$ questions to arrive at a hypothesis within total variation distance $\varepsilon$ from $\alpha$. Note that a $\frac{2}{n}$-cover of the simplex $\Delta_n$ with respect to total variation distance contains $O((n/\varepsilon)^n)$ elements, so performing a state-wise binary search exponentially improves upon a search over the entire cover.

However, incentive compatibility is broken rather easily, since the agent has a great deal of control over what questions the agent asks (in a similar manner to the situation in MPL). Consider the following simple example: suppose the analyst fixes a discretization of $[0,1]$ with sure amounts $x_1, \ldots, x_T$, as in the binary search MPL example from Section 3, and suppose an agent has a true belief $\alpha$, with $\alpha_n \leq x_e$. If, instead of $\alpha$, the agent reports an $\alpha'$ with $\alpha'_n \in (x_b, x_T)$, the final question he would get asked would be $(e_n, x_T \bar{1})$. The agent would prefer $x_T \bar{1}$, and thus would get paid off a sure amount of $x_T$. It is clear that truthfully reporting yields a strictly lower payoff than the misrepresentation. Notice that this situation is even worse than that of MPL, since if the binary search ends on state $n$, then regardless of the probabilities an agent assigns to states $1, \ldots, n - 1$, he will want to answer questions as if he assigns most weight to state $n$—so there is no hope of backing-out an agent’s true belief using this kind of scheme.

A strategic agent can easily outwit minor modifications to this scheme: for example if the analyst does the binary searches in a random order over the states, the agent can adaptively report a belief that assigns most weight to the last state over which the analyst performs a binary search.

4.2.2 A mechanism based on scoring rules.

In this section we present an IC learning algorithm with IC learning complexity

$$O\left(n^{3/2} \log n \max \left(\log \frac{n}{\varepsilon}, \log \frac{1}{\tau}\right)\right).$$

The algorithm is based on ideas from active learning, and specifically leverages convergence bounds on so-called disagreement based methods. Let $|| \cdot ||$ denote the $L^2$ norm, let $S^{n-1}$ denote the unit $(n-1)$-sphere, and let $\rho : \mathbb{R}^n \to S^{n-1}$ denote the projection map onto the unit sphere defined by $\rho(\alpha) = \frac{\alpha}{|\alpha|}$.

We now present an incentive compatible learning algorithm that we henceforth refer to as $A$.

1. Initialize $H^0 \leftarrow \Delta_n$.
2. For $t = 1$ to $T$:
   a. Choose $v$ uniformly at random from $S^{n-1}$. If the hyperplane $\{x : v \cdot x = 0\}$ does not intersect $H^{t-1}$, resample.
   b. Let $\beta^1, \beta^2$ be any elements of $H^{t-1}$ such that $\rho(\beta^1) - \rho(\beta^2)$ is a scalar multiple of $v$.
   c. Query oracle on pair $(x_t = \rho(\beta^1), y_t = \rho(\beta^2))$.
   d. $H^t \leftarrow H^{t-1} \cap \{\beta \in \Delta_n : \beta$ is consistent with label on $(x_t, y_t)\}$
3. Output any $\beta^* \in H^T$.
4. Pay the agent off based on preference from $(x_T, y_T)$. If $z_T$ is the preferred vector, simulate states of the world, and pay $(z_T)$, if state $i$ occurs.
Before analyzing the algorithm, let us briefly remark that the analyst can always find $\beta^1$, $\beta^2$ satisfying the required conditions to query the agent. Let normal vector $v \in S^{n-1}$ define a hyperplane $v.x = 0$ that cuts through the projection $\rho(\mathcal{H}) \subset S^{n-1}$ of the current hypothesis set onto the unit sphere. Let $w$ be a point in the interior of $\rho(\mathcal{H})$ such that $v.w = 0$.\textsuperscript{13} We can find an open ball $B(w, r)$ (with respect to the subspace topology on $S^{n-1}$ induced by $\mathbb{R}^n$) of radius $r$ centered at $w$ such that $B(w, r) \subset \rho(\mathcal{H})$. Then, take a point $x \in B(w, r)$ in the positive $v$ direction from $w$ and $y \in B(w, r)$ in the negative $v$ direction from $w$ such that $||x-w|| = ||y-w||$. Then, $x-y = v||x-y||$.

Choosing $\beta^1$ and $\beta^2$ in this manner has no effect on the analysis of the learning rate, but is the main ingredient in achieving incentive compatibility. The learning guarantees we obtain are due to standard bounds on the label complexity of disagreement based active learning.

\textbf{Theorem 9.} $\mathcal{A}$ is a learning algorithm of query complexity $O(n^{3/2} \log n \log \frac{1}{\varepsilon})$ with respect to total variation distance.

\textbf{Proof.} Suppose $\mathcal{A}$ receives as input an oracle $\hat{\alpha}$. If on a given round we sample a normal vector $v$ and correspondingly query points $(x_i, y_i)$, the truthful agent’s/oracle’s preference from $(x_i, y_i)$ precisely reveals $\text{sgn}(v.\alpha)$ – this is simply because $x_i - y_i$ and $v$ determine the same hyperplane.

The VC dimension of the expected utility model is linear (Theorem 2 of [11]), and the disagreement coefficient of the class of homogeneous linear separators with respect to the uniform distribution over normal vectors is bounded above by $\pi \sqrt{n}$ (Theorem 1 of [26]). Standard convergence results in active learning (see, e.g., [21]) then imply that with $O(n^{3/2} \log n \log \frac{1}{\varepsilon})$ queries, it holds with high probability that $\text{err}_{\alpha}(\alpha^h) \leq \eta$ for all $\alpha^h$ in the final hypothesis set, where

$$\text{err}_{\alpha}(\beta) = \Pr_{v \sim S^{n-1}}[\text{sgn}(v.\alpha) \neq \text{sgn}(v.\beta)] = \frac{\arccos(\rho(\alpha) \cdot \rho(\beta))}{\pi}.$$

For $\varepsilon > 0$, let $\eta = \frac{2\varepsilon}{\sqrt{n}} < \frac{1}{\pi} \arccos \left( 1 - \frac{2\varepsilon^2}{\pi^2} \right)$, so $\cos(\pi \eta) > 1 - \frac{2\varepsilon^2}{\pi^2}$.

Running $\mathcal{A}$ for $O(n^{3/2} \log n \log \frac{1}{\varepsilon})$ rounds yields that for any hypothesis $\alpha^h \in \mathcal{H}^T$,

$$||\rho(\alpha) - \rho(\alpha^h)|| = \sqrt{(\rho(\alpha) - \rho(\alpha^h)).(\rho(\alpha) - \rho(\alpha^h))}$$

$$= \sqrt{2 - 2 \rho(\alpha) \cdot \rho(\alpha^h)}$$

$$\leq \sqrt{2 - 2 \cos(\pi \eta)},$$

which is at most $2\varepsilon/n$ (where the final inequality is with high probability over the execution of $\mathcal{A}$). Thus $||\alpha - \alpha^h|| \leq \frac{2\varepsilon}{n}$, and so $||\alpha - \alpha^h||_{TV} \leq \varepsilon$.\textsuperscript{14} \hfill $\blacksquare$

We now analyze incentive compatibility properties of the algorithm. The main ingredient is in using the mapping $(\alpha, i) \mapsto \rho(\alpha)_i = \frac{\alpha_i}{\|\alpha\|_2}$ to choose what questions to ask. This mapping is known as the spherical scoring rule, and incentivizes truthful forecasts, in the sense that $\alpha = \arg \max_\beta E_{\rho(\beta)}[\rho(\beta)_i]$. The spherical scoring rule satisfies the geometric property that

\textsuperscript{13}The interior of $\rho(\mathcal{H})$ can be written as $\rho(\{\beta \in \Delta_n : v_1.\beta > 0, \ldots, v_T.\beta > 0\})$ for some $v_1, \ldots, v_T$, which is a non-empty intersection of open half-spaces as the agent’s responses are required to be consistent.

\textsuperscript{14}If $||\alpha - \alpha^h|| \leq \frac{2\varepsilon}{n} \implies \sum_{i=1}^n (\alpha_i - \alpha^h_i)^2 \leq \frac{4\varepsilon^2}{n}$, so $(\alpha_i - \alpha^h_i) \leq \frac{2\varepsilon}{n}$ for each $i$, which implies that $||\alpha - \alpha^h||_{TV} \leq \varepsilon$. 

E_{i\sim \alpha}[\rho(\beta)_i] = ||\alpha|| \cos(\alpha, \beta), \text{ where } \cos(\alpha, \beta) \text{ is the cosine of the angle formed by vectors } \alpha, \beta. \text{ Moreover, the spherical scoring rule is effective with respect to the renormalized } L^2 \text{ metric, i.e. } E_{i\sim \alpha}[\rho(\beta)_i] > E_{i\sim \alpha}[\rho(\beta')_i] \text{ if and only if } ||\rho(\alpha) - \rho(\beta)|| < ||\rho(\alpha) - \rho(\beta')||. \text{ Note that the spherical scoring rule plays the role of the assignment function } s \text{ in the more general preference framework.}

We use the following straightforward observation bounding the deviation from the maximum possible payoff in terms of the renormalized } L^2 \text{ distance from the true type.}

**Lemma 10.** Let \( ||\rho(\alpha) - \rho(\alpha')|| \leq \lambda \). Then
\[
E_{i\sim \alpha}[\rho(\alpha')_i] \geq E_{i\sim \alpha}[\rho(\alpha)_i] - \frac{1}{2} \lambda^2.
\]

**Proof.** We can write \( ||\rho(\alpha) - \rho(\alpha')||^2 = 2(1 - \cos(\alpha, \alpha')) \), so
\[
E_{i\sim \alpha}[\rho(\alpha')_i] = ||\alpha|| \cos(\alpha, \alpha') = ||\alpha|| \left(1 - \frac{1}{2}||\rho(\alpha) - \rho(\alpha')||^2\right) \geq E_{i\sim \alpha}[\rho(\alpha)_i] - \frac{1}{2} \lambda^2. \]

**Theorem 2.** The IC learning complexity of } A \text{ is } O\left(n^{3/2} \log n \max\left(\log \frac{n}{\epsilon}, \log \frac{1}{\delta}\right)\right).

**Proof.** Suppose we run } A \text{ for } T \text{ rounds to achieve } (\epsilon, \delta)-learning. By Theorem 9, it holds with high probability that the hypothesis set obtained will be contained inside a small ball with respect to renormalized } L^2 \text{ distance. More precisely, if } A \text{ is given access to oracle } \hat{a}, \text{ and } \lambda = 2\epsilon/n, \text{ then}
\[
\Pr[H^T(\alpha) \subseteq B(\alpha, \lambda)] \geq 1 - \delta,
\]
where } H^T(\alpha) \text{ is shorthand to denote a hypothesis set drawn from an execution of } A_T(\hat{a}) \text{ and } B(\alpha, \lambda) = \{\alpha' : ||\rho(\alpha) - \rho(\alpha')|| \leq \lambda\}.

By Lemma 10,
\[
\Pr\left[\forall \alpha^b \in H^T(\alpha), E_{i\sim \alpha}[\rho(\alpha^b)_i] \geq E_{i\sim \alpha}[\rho(\alpha)_i] - \frac{1}{2} \lambda^2 \right] \geq \Pr[H^T(\alpha) \subseteq B(\alpha, \lambda)] \geq 1 - \delta,
\]
so any strategy can yield an advantage of at most \( \frac{1}{2} \lambda^2 = \frac{\epsilon^2}{m} \) over truthful reporting. For \( \epsilon < \sqrt{n} \) and } \delta = \nu \text{ we get } (\tau, \nu)-\text{incentive compatibility. The IC complexity is the query complexity of } (n\sqrt{\tau}, \nu)-\text{learning, which is } O(n^{3/2} \log n \log \frac{1}{\tau}).

Thus, the number of queries required to simultaneously achieve } (\epsilon, \delta)-learning and } (\tau, \nu)-\text{incentive compatibility is } O\left(n^{3/2} \log n \max\left(\log \frac{n}{\epsilon}, \log \frac{1}{\delta}\right)\right).

Our notion of incentive compatibility is approximate, and allows for small gains to the agent from misrepresenting their beliefs. We now demonstrate that, even though Theorem 2 allows for the possibility of gaining some advantage by playing strategically, we can ensure that with high probability any type learned by the analyst as a result of a strategic interaction will be sufficiently close to the true type that the analyst accurately learns the true type nonetheless.

Suppose the analyst wants to achieve } \epsilon \text{ learning accuracy, and additionally wants to guarantee that with probability at least } 1 - \delta, \text{ any best-responding agent will report a belief, or type, that is within } \epsilon \text{ total variation distance to the true type (note that this is a slightly different notion of incentive compatibility than the previous one). As usual, let } \alpha \text{ denote the agent’s true type. Let } \epsilon_0 < \frac{\epsilon}{2}, \lambda = \frac{\epsilon_0}{\sqrt{m}}, \delta_0 < 1 - \sqrt{1 - \delta}, \text{ and run the algorithm to achieve } (\epsilon_0, \delta_0)-learning.
We first show that any misreport that is sufficiently far from the true type yields, with high probability, a strictly worse payoff than truthful reporting. Recall that $B(\alpha, \lambda)$ denotes the closed ball of radius $\lambda$ centered at $\alpha$ with respect to the renormalized $L^2$ distance.

Suppose that $||\rho(\alpha) - \rho(\beta)|| > 2\lambda$, so that $B(\alpha, \lambda) \cap B(\beta, \lambda) = \emptyset$. Then, as the spherical scoring rule is effective with respect to renormalized $L^2$-distance,

$$\Pr[\forall \alpha^h \in \mathcal{H}^T(\alpha), \forall \beta^h \in \mathcal{H}^T(\beta), E_{i \sim \alpha}[\rho(\alpha^h)_i] > E_{i \sim \alpha}[\rho(\beta^h)_i]]$$

$$\geq \Pr[\mathcal{H}^T(\alpha) \subseteq B(\alpha, \lambda) \land \mathcal{H}^T(\beta) \subseteq B(\beta, \lambda)]$$

$$\geq (1 - \delta_0)^2$$

$$\geq 1 - \delta,$$

so it holds with high probability that any such misreport yields a strictly worse payoff.

The remaining misreports are sufficiently close to the true type such that the analyst does not care if these allow the agent to increase his payoff. Indeed, if $||\rho(\alpha) - \rho(\beta)|| \leq 2\lambda$, since $\mathcal{H}^T(\alpha) \subseteq B(\alpha, \lambda)$ and $\mathcal{H}^T(\beta) \subseteq B(\beta, \lambda)$ with high probability, the triangle inequality yields

$$||\alpha - \beta^h||_{TV} \leq 3\epsilon_0 < \epsilon.$$ 

Thus with probability at least $1 - \delta$, the analyst will learn a $\beta^h$ such that $||\alpha - \beta^h||_{TV} \leq \epsilon$ for any such misreport.

To summarize, the algorithm can be run for $O(n^{3/2} \log n \log \frac{1}{\epsilon})$ rounds (the exact number of rounds would just be a small constant factor more than that required by the vanilla learning requirement) such that regardless of what strategy an agent may use to best respond during the interaction, with high probability the analyst will end up accurately learning the agents true type.

5 Concluding remarks

We have analyzed the incentive compatibility of active learning using data labeled by human subjects. Our results are directly applicable to the adaptive design of economic experiments that seek to estimate subjects’ preference parameters. Our paper has discussed some of the leading areas of economic experimentation: estimation of risk aversion from multiple price lists, and belief elicitation using convex budgets and scoring rules. We highlight some challenges in making active learning compatible with incentives, but for the most part we offer satisfactory algorithmic solutions to the specific areas of experimentation we have focused on.

There are, of course, many other areas of application of active learning, and incentive issues will be important as long as the required training data is labeled by human subjects under incentivized conditions. To this end, we have introduced a general model of active learning under incentives: we believe that we are the first to do so, and we expect our findings to motivate additional investigations of the problems at the intersection of learning and incentives.

References


Incentive Compatible Active Learning

Pseudorandomness and the Minimum Circuit Size Problem

Rahul Santhanam
Department of Computer Science, University of Oxford, United Kingdom
rahal.santhanam@cs.ox.ac.uk

Abstract
We explore the possibility of basing one-way functions on the average-case hardness of the fundamental Minimum Circuit Size Problem (MCSP[\(s\)]), which asks whether a Boolean function on \(n\) bits specified by its truth table has circuits of size \(s(n)\).

1. (Pseudorandomness from Zero-Error Average-Case Hardness) We show that for a given size function \(s\), the following are equivalent: Pseudorandom distributions supported on strings describable by \(s(O(n))\)-size circuits exist; Hitting sets supported on strings describable by \(s(O(n))\)-size circuits exist; MCSP[\(s(O(n))\)] is zero-error average-case hard. Using similar techniques, we show that Feige's hypothesis for random \(k\)-CNFs implies that there is a pseudorandom distribution (with constant error) supported entirely on satisfiable formulas. Underlying our results is a general notion of semantic sampling, which might be of independent interest.

2. (A New Conjecture) In analogy to a known universal construction of succinct hitting sets against arbitrary polynomial-size adversaries, we propose the Universality Conjecture: there is a universal construction of succinct pseudorandom distributions against arbitrary polynomial-size adversaries. We show that under the Universality Conjecture, the following are equivalent: One-way functions exist; Natural proofs useful against sub-exponential size circuits do not exist; Learning polynomial-size circuits with membership queries over the uniform distribution is hard; MCSP[\(2^{\epsilon n}\)] is zero-error hard on average for some \(\epsilon > 0\); Cryptographic succinct hitting set generators exist.

3. (Non-Black-Box Results) We show that for weak circuit classes \(\mathcal{C}\) against which there are natural proofs [44], pseudorandom functions secure against poly-size circuits in \(\mathcal{C}\) imply superpolynomial lower bounds in \(P\) against poly-size circuits in \(\mathcal{C}\). We also show that for a certain natural variant of MCSP, there is a polynomial-time reduction from approximating the problem well in the worst case to solving it on average. These results are shown using non-black-box techniques, and in the first case we show that there is no black-box proof of the result under standard crypto assumptions.
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1 Introduction

We investigate the relationship between the complexity of the Minimum Circuit Size Problem (MCSP) \cite{2} and the existence of various kinds of pseudorandom objects, such as hitting sets and pseudorandom sets, succinctly describable or not, in the cryptographic regime. There are two broad regimes of pseudorandom constructions: the complexity-theoretic regime, where the generator has more resources than the adversary, and the cryptographic regime, where the adversary can have more resources than the generator. In the complexity-theoretic regime, there is a beautiful theory \cite{40, 31} giving equivalences between the existence of hard problems in $E$ (linear exponential time), and explicit constructions of hitting set generators and pseudorandom generators.

In the cryptographic regime, the celebrated result of \cite{22} gives an equivalence between pseudorandom generators and one-way functions, which are in many ways the fundamental cryptographic primitive. However, as we point out, there are several gaps in our understanding of the relationships between hardness and pseudorandomness in the cryptographic regime. To some extent, these gaps reflect an imperfect knowledge of average-case hardness for $NP$ in general. In this paper, we make the argument that the average-case complexity of $MCSP$ in particular is deeply relevant to pseudorandomness in the cryptographic regime.

We first discuss the questions that motivate us.

1.1 Our Questions

1.1.1 One-way Functions

From a cryptographer’s point of view, one-way functions are an extremely robust and useful primitive, forming the basis for a range of important crypo constructions \cite{34}. However, one-way functions do not fit very neatly into the complexity landscape. The hardness assumptions required to do cryptography seem stronger than the assumptions traditionally studied in complexity theory, and bridging this gap is an important open problem.

▶ Question 1. Is there a natural well-studied problem in $NP$ whose average-case hardness with respect to some natural distribution is equivalent to the existence of one-way functions?

An attempt to base one-way functions on a standard complexity assumption was made by Ostrovsky and Wigderson \cite{42}, who showed that a weak variant of one-way functions called auxiliary-input one-way functions follow from the assumption that $ZK$ (computational zero-knowledge) is not contained in $BPP$. It is unknown whether the existence of one-way functions is equivalent to the existence of auxiliary-input one-way functions. An equivalence result would imply that one-way functions could be based on worst-case hardness of $ZK$, which “would have a major impact on cryptography” \cite{10}.

▶ Question 2. Are one-way functions equivalent to auxiliary-input one-way functions?

One-way functions are also relevant to proof complexity. The main result of \cite{44} is that if one-way functions exist, “natural proofs” of lower bounds against superpolynomial-size circuits do not. Here a “natural proof” is a property of Boolean functions that is satisfied with significant probability by a random Boolean function, and is moreover easy to check. Most standard algebraic and combinatorial lower bound techniques yield properties of this form.

Thus one-way functions rule out natural proofs of lower bounds, but could it be the case that neither one-way functions exist nor natural proofs? Both objects are useful, the first for cryptographic applications and the second for proof theory, so it would be nice to have at least one of them available, even if it is impossible to have both.

▶ Question 3. Can we base one-way functions on the non-existence of natural proofs?
1.1.2 Pseudorandomness

In many contexts where pseudorandomness is relevant, there is a distinction between a one-sided “hitting” notion where the goal is to find an explicit set of points that hits every “easy” dense set and a two-sided “pseudorandom” notion, where the question is to find an explicit distribution on points that approximates every easy set. The support of a pseudorandom distribution is a hitting set, but it is not clear in general how to get pseudorandom distributions from hitting sets. Sometimes the two notions coincide, and this makes for a cleaner theory. This is the case for example with the complexity-theoretic regime, where the results of [40, 31] imply that hitting set generators (HSGs) and pseudorandom generators (PRGs) are equivalent.

How about the cryptographic regime? What is the power of HSGs in this setting? Surprisingly, this question doesn’t seem to have received much attention, though it seems a very natural one.

Part of the reason might be that, in contrast to PRGs, HSGs are not obviously robust. For instance, while we can increase the “stretch” of a PRG simply by iterating it, this does not seem to work with HSGs.

▶ Question 4. Can HSGs be stretched in the cryptographic regime? For example, does a HSG with seed length $N^{0.5}$ (where $N$ is the output length) imply one with seed length $N^{0.25}$?

Question 4 might seem purely curiosity-driven, but in fact it has relevance to proof complexity and cryptography against non-deterministic adversaries, as suggested by Rudich [45]. The notion of cryptographic pseudorandomness does not make sense against non-deterministic adversaries, as a non-deterministic adversary could break the PRG by simply guessing the seed and checking that it maps to his/her input. However, a crucial observation is that the notion of HSG still does make sense against non-deterministic adversaries. Rudich defined the notion of a “demi-bit” to capture hitting sets in this setting, and asked questions about whether they can be stretched. Indeed, Question 4 is a version of his question for deterministic adversaries.

Cryptographic PRGs are equivalent to the existence of one-way functions, as shown by [22]. Is there a comparable connection for HSGs?

▶ Question 5. In the cryptographic regime, is the existence of HSGs equivalent to some notion of average-case hardness for a decision or search problem?

Finally, an ideal situation in terms of the cleanness of the resulting theory would be if HSGs are simply equivalent to PRGs.

▶ Question 6. Are HSGs equivalent to PRGs in the cryptographic regime?

1.1.3 The Minimum Circuit Size Problem and Learning

The Minimum Circuit Size Problem (MCSP), which asks if a given string is the truth table of a function with small circuits, is both fundamental and elusive. It asks a very natural question about the complexity of a string, and the naturalness and importance of the problem have been clear since work by Soviet researchers in the 50s and 60s [46]. However, the problem has also been elusive in terms of classifying its complexity. It is said that Levin delayed publication of his seminal paper on NP-completness because he was hoping to show MCSP is NP-complete [8]. Nearly 50 years later, we still lack even a clear belief about whether MCSP is NP-complete or not.
Natural proofs are essentially zero-error algorithms for MCSP on average over the uniform distribution \cite{44,24}, so it is no surprise that the “natural proofs” paper revived work on MCSP and its place in the complexity of landscape. There has been a long line of recent works on the problem \cite{33,5,3,4,7,39,53,6,25,26,24,41}. In fact, the work by Williams \cite{53} implicitly studies connections between MCSP and derandomization, but he is interested in connections to complexity-theoretic derandomization, while we are interested in the cryptographic regime, which raises some very different issues.

Despite recent work, major questions still remain about how the problem relates to other problems. Indeed, a number of the cited works deal with the difficulties of constructing reductions to MCSP.

\textbf{Question 7. Is MCSP or one of its variants equivalent in complexity to some other complexity class or notion of independent interest?}

MCSP comes supplied with a parameter - the size $s$ for which we wish to know whether the input truth table has circuits of that size. Often complexity results about MCSP are fairly robust to this parameter, but there is no formal justification known for this. It was suggested in \cite{24} that the problem might be easier to show robust to its parameter in terms of average-case complexity.

\textbf{Question 8. Does the average-case easiness of MCSP with parameter $2^{n/4}$ imply the average-case easiness of MCSP with parameter $2^{n/2}$?}

The MCSP problem is closely connected to Valiant’s PAC learning model \cite{52}. Learning algorithms can be thought of as methods to solve the search version of MCSP - they are given access to the truth table of a Boolean function with small circuits, and need to efficiently find a small circuit that approximates the truth table well. Valiant observed in his original paper that polynomial-size circuits are not learnable in his model under cryptographic assumptions, and it was observed in \cite{43} that non-learnability follows from the assumption that one-way functions exist. However the precise complexity of learning in various models is still not known despite more than three decades of work \cite{52,35,11,10,15,50}. In particular, one can ask if there is a converse to the hardness result of \cite{52,43} for some natural learning model.

\textbf{Question 9. For some natural learning model, does non-learnability of polynomial-size circuits imply the existence of one-way functions?}

MCSP has stubbornly resisted attempts to show that it is NP-complete. It is natural to wonder if it has structural features that distinguish it from other NP-complete problems, such as for example random self-reducibility or a worst-case to average-case reduction. This might give some evidence that MCSP is not NP-complete - it is known under standard complexity assumptions that NP-complete problems do not have black-box worst-case to average-case reductions \cite{17,12}.

\textbf{Question 10. Is there a worst-case to average-case reduction for MCSP? Or to ask a more relaxed question, does average-case easiness of MCSP imply non-trivial approximations for the problem?}
1.2 Results

1.2.1 Pseudorandomness from Zero-Error Average-Case Hardness

We begin by showing connections between zero-error average-case hardness of MCSP, and the existence of succinct hitting sets and pseudorandom distributions. As mentioned before, we are inspired by the connections between these notions in the complexity-theoretic setting [40, 31], and are looking for analogous results in the cryptographic setting.

Let us first explain what we mean by zero-error average-case hardness of MCSP. Given any size function $s : \mathbb{N} \rightarrow \mathbb{N}$, MCSP$_s$ has a very natural distribution on inputs associated with it, namely the uniform distribution. MCSP$_s$ is heavily biased over the uniform distribution since the overwhelming majority of truth tables correspond to hard Boolean functions. So it does not make sense to study bounded-error notions of average-case hardness over the uniform distribution - the trivial algorithm that always says “no” will do very well. Instead, we consider zero-error algorithms, i.e., algorithms that always output the correct answer or “?”, and output the correct answer with noticeable probability over the uniform distribution.

It turns out that this notion of average-case hardness is fairly robust. It was shown in [24] that average-case hardness is essentially equivalent to the non-existence of Razborov-Rudich natural proofs. Thus the main result of Razborov and Rudich [44] showing that natural proofs don’t exist if one-way functions exist can also be interpreted as showing zero-error average-case hardness of MCSP$_s$ for any $s = 2^{Ω(n)}$ under the assumption that one-way functions exist. A major motivation for this paper is the question of whether the converse holds, i.e., whether one-way functions can be based on zero-error average-case hardness of MCSP$_s$ for reasonable size functions $s$. Indeed, by the connection we just mentioned with natural proofs, this is equivalent to Question 3.

It is known in the cryptographic setting that the existence of pseudorandom functions of circuit complexity $2^{\epsilon n}$ for any $\epsilon > 0$ is equivalent to the existence of one-way functions [22, 20]. In order to make progress toward basing one-way functions on zero-error average-case hardness of MCSP, we first show how to derive weaker versions of pseudorandom functions. Succinct hitting sets and succinct pseudorandom distributions are examples of such weaker objects, as we explain below.

A succinct set (resp. distribution) is a set of (resp. distribution over) strings, each of which, when interpreted as the truth table of a Boolean function, has circuits that are not too large. Succinct hitting sets are simply succinct sets that are hitting sets against arbitrary poly-size adversaries. A succinct pseudorandom distribution is a succinct distribution that is pseudorandom against arbitrary poly-size adversaries.

To compare these notions with pseudorandom functions, we note that pseudorandom functions are essentially equivalent to succinct PRGs, i.e., succinct pseudorandom distributions that are efficiently samplable. Similarly, a succinct HSG is an efficiently computable function whose range is a collection of succinct hitting sets.

It is fairly straightforward to show that zero-error average-case hardness of MCSP$_{\tilde{O}(s)}$, $\tilde{O}(s(n))$-succinct hitting sets and $\tilde{O}(s(n))$-succinct HSGs are all equivalent. We give this argument in Subsection 3.1 of Section 3. The equivalence between the second and third notions follows from the existence of universal succinct HSGs, i.e., a fixed polynomial-time construction that is guaranteed to be a succinct HSG if succinct hitting sets exist. This is essentially folklore - the idea is to use the mapping from circuits to the truth tables of functions they compute. Indeed, this has been a very fruitful technique in complexity theory - the “easy witness” method of [32, 29].

What seems less straightforward is to get a connection between succinct hitting sets and succinct pseudorandom sets. This is what we manage to show.
Theorem 1 (Informal Statement). The following are equivalent:

1. For all \( \epsilon > 0 \), there are succinct hitting sets supported on truth tables of circuit complexity \( 2^{\epsilon n} \).
2. For all \( \epsilon > 0 \), MCSP with parameter \( 2^{\epsilon n} \) is zero-error hard on average.
3. For all \( \epsilon > 0 \), there are succinct pseudorandom distributions supported on truth tables of circuit complexity \( 2^{\epsilon n} \).

It is perhaps surprising that based on a zero-error average-case notion of hardness for MCSP, we are able to get pseudorandom distributions that are indistinguishable from random with respect to bounded two-sided error.

The proof of Theorem 1 proceeds via a certain Sampler-Distinguisher game we define here, inspired by the PRF-Distinguisher game in [41]. The analysis of the game uses the approximate Min-Max theorem of [9, 38] and is fairly general. We note that the approximate Min-Max theorem has been used in many different contexts in complexity theory and pseudorandomness (see [51]), but as far as we are aware, our use of it here to derive pseudorandomness from zero-error average-case hardness is novel.

Indeed our techniques can be used to establish an analogous result for Satisfiability based on Feige’s hypothesis [16] that random \( k \)-CNFs of linear density are hard to refute. Feige’s hypothesis is essentially a hypothesis about zero-error average-case hardness of \( k \)-SAT under a natural distribution on \( k \)-CNFs, just as the non-existence of natural proofs is a hypothesis about zero-error average-case hardness of MCSP. One way of stating the hypothesis is that errorless polynomial-time algorithms, which always output the correct answer or “?” and output the correct answer with high probability over randomly chosen \( k \)-CNFs of linear density, do not exist.

In this case again, we get a consequence for pseudorandom distributions. Just as the pseudorandom distributions obtained in Theorem 1 are succinct, i.e., supported on YES instances of MCSP[s], here the pseudorandom distributions obtained are supported on satisfiable instances.

Theorem 2 (Informal Statement). For any fixed integer \( k \), if random \( k \)-CNFs with any linear number of clauses are hard to refute for non-uniform poly-time algorithms, then for each \( \epsilon > 0 \) there is a pseudorandom distribution over satisfiable formulas with error \( \epsilon \).

We abstract out the main idea behind the proofs of Theorems 1 and 2 to show a more general connection between zero-error average-case hardness for a language \( Q \subseteq \{0,1\}^* \) and the existence of pseudorandom distributions supported on a language \( Q' \subseteq \{0,1\}^* \). We show that such a connection exists whenever there are samplers satisfying a certain semantic condition. Recall that a sampler \( f \) from \( n \) bits to \( m \) bits with seed length \( \ell \) is a polynomial-time computable function such that for any bounded function \( g \) on \( m \) bits, for most inputs \( x \) of length \( n \), the expectation of \( g(f(x,U_{\ell})) \) is close to the expectation of \( g(U_m) \). Samplers are closely related to randomness extractors [49]. We consider samplers with an additional condition: whenever \( x \in Q \), for every \( y \) of length \( \ell \), \( f(x,y) \in Q' \). We call such samplers \((Q,Q')\)-semantic samplers, and show that the existence of semantic samplers with good parameters implies a strong connection between zero-error average-case hardness and pseudorandomness.

We note that this connection between samplers and pseudorandomness is different to the well-known connection of Trevisan [47] between hardness-based pseudorandom generators and extractors. Indeed, Trevisan’s connection does not involve any semantic property of the extractor.
1.2.2 A New Conjecture and Its Consequences

Theorem 1 partly addresses Questions 5 and 6 in Subsection 1.1, but it is not clear what it says about the others. Motivated by a belief that the questions in Subsection 1.1 are all connected and part of a unified picture, we propose a natural conjecture about universal succinct PRGs that results in such a picture.

A universal succinct PRG is a fixed polynomial-time computable function $f$ such that if succinct pseudorandom distributions exist, then $f$ induces such distributions on uniformly chosen seeds.

► Universality Conjecture (Informal Statement). There exist universal succinct PRGs.

We briefly discuss the context for the Conjecture. Universality is a phenomenon that is widely observed in complexity theory and the foundations of cryptography. For example, there are universal one-way functions [36], and via the equivalence between one-way functions and PRGs [22], there are universal PRGs in the cryptographic setting. In the complexity-theoretic setting, universal HSGs and PRGs follow from the equivalence of HSGs, PRGs and circuit lower bounds for $E \overset{\text{def}}{=} \text{DTIME}(2^{O(n)})$, together with the existence of complete problems for $E$. Given the variety of such universal examples, and the variety of ways for establishing that they exist, it is perhaps not unreasonable to expect them in the context of succinct PRGs.

An even closer analogy is to the case of succinct HSGs, which are the one-sided error version of succinct PRGs. As described in the previous subsection, universal succinct HSGs can be shown to exist by interpreting circuits succinctly describing hitting sets as seeds to a hitting set generator. This is a folklore argument that we formalize in Section 3 as Proposition 9. The Universality Conjecture is simply the analogue of Proposition 9 for pseudorandom distributions.

Next we turn to the consequences of our Conjecture for the questions raised in the introduction. We make a few clarifications about notation in the informal statement of our main result below. $N$ always refer to the output size of some generator and is a power of 2, and $n \overset{\text{def}}{=} \log(N)$. By default, we take the succinctness parameter (i.e., the size of circuits representing each element of the range) to be the same as the seed length. To clarify any further notational issues, please refer to Section 2.

► Theorem 3 (Informal Statement). If the Universality Conjecture is true, then the following hold:

1. One-way functions exist iff there is an $\epsilon < 1$ such that MCSP with parameter $2^n$ is zero-error hard on average.
2. One-way functions exist iff auxiliary one-way functions exist.
3. One-way functions exist iff natural proofs against $\text{SIZE}(\text{poly})$ do not exist.
4. For any $0 < \epsilon < \delta < 1$, a succinct HSG with seed length $N^\delta$ implies a succinct HSG with seed length $N^\epsilon$.
5. For any $\epsilon < 1$, a succinct HSG with seed length $N^\epsilon$ exists iff MCSP with parameter $2^n$ is zero-error hard on average.
6. For any $\epsilon < 1$, a succinct HSG with seed length $N^\epsilon$ exists iff a PRG with seed length $N^\epsilon$ exists.
7. For any $0 < \epsilon < \delta$, MCSP with parameter $2^n$ is zero-error hard on average iff MCSP with parameter $2^\delta n$ is zero-error hard on average.
8. One-way functions exist iff polynomial-size circuits cannot be learned with membership queries under the uniform distribution in polynomial time.
Items 1 to 3 of Theorem 3 answer Questions 1 to 3. Items 4 to 6 answer Questions 4 to 6, but for succinct HSGs rather than HSGs. Question 7 is also answered by Item 1. Questions 8 and 9 are answered by Items 7 and 8.

Of the items in Theorem 3, it is perhaps Item 1 which is of most interest. Most candidate one-way functions are based on problems in $\text{NP} \cap \text{coNP}$. MCSP, however, is believed by many to be $\text{NP}$-complete, and therefore unlikely to be in $\text{coNP}$. Indeed, a conjecture of Rudich [45] even asserts that MCSP is hard on average for $\text{coNP}$.

Item 1 also has implications for Impagliazzo’s “Five Worlds” [28]. In particular, if the Conjecture were true and we could base one-way functions on average-case hardness of MCSP, we would get evidence against the existence of Pessiland: a world where there are problems that are hard on average, but one-way functions do not exist.

We briefly explain how the Conjecture helps to show these results. For every item in Theorem 3, one of the two directions of the equivalence was known before, and it is the Conjecture, together with Theorem 1, that enables us to show the reverse direction. The crucial aspect of the Conjecture is that it allows us to derive succinct PRGs from succinct pseudorandom distributions. Once we have a PRG, we are able to stretch the PRG using standard techniques, and this enables us to close the chain of implications between average-case hardness of MCSP, succinct HSGs and succinct PRGs.

We discuss some reasons why it might be useful to consider the Universality Conjecture. First note that common beliefs in the crypto and complexity communities support the Conjecture. Indeed, most complexity theorists and cryptographers believe that one-way functions exist. If one-way functions exist, by [22] and [20], pseudorandom function generators exist, and any pseudorandom function generator is trivially a universal succinct PRG.

Of course, the issue is not simply truth but also provability. Is it likely the Universality Conjecture will be proved in the near future? We do not have a strong belief about this, but there is at least some reason to hope that more sophisticated versions of the proof technique of Theorem 1 might help. More precisely, understanding uniformity and succinctness of approximate strategies for Min-Max games [9, 38] is a possible direction.

Regardless of whether the Conjecture will be settled in the near future, it could function as an organizing principle connecting various fundamental phenomena that we still don’t understand well, including the complexity of MCSP, the hardness of learning, the relationship between uniform and non-uniform versions of one-way functions, the structure of zero knowledge, reducibilities between average-case problems over the uniform distribution, and the role of pseudorandomness in proof complexity, among others.

### 1.2.3 Non-Black-Box Results

Finally, we show a couple of non-black-box results about MCSP. As a meta-complexity problem, i.e., a problem whose instances themselves encode computations, MCSP seems particularly amenable to non-black-box techniques. Hopefully this amenability will come in useful in establishing strong unconditional connections between the hardness of MCSP and the existence of one-way functions. Basing one-way functions on $\text{NP}$-hardness in a black-box fashion has unlikely consequences [1], so if MCSP did turn out to be $\text{NP}$-complete and we wished to base one-way functions on its worst-case hardness, we would need to use non-black-box techniques.

Our first result is about circuit classes that are weak in the sense that there are natural proofs useful against them. For such circuit classes (which include $\text{AC}^0$, $\text{AC}^0[p]$ for prime $p$, etc.), we establish a surprising implication from lower bounds for MCSP to lower bounds for $\text{P}$. 
Theorem 4 (Informal Statement). Let $\mathcal{D}$ be any circuit class closed under projections for which there are natural proofs against $\mathcal{D}$. If there is a constant $k$ such that MCSP with parameter $n^k$ is zero-error hard on average against $\mathcal{D}$, then $P$ is not contained in $\mathcal{D}$.

The proof of Theorem 4 is non black-box, i.e., it does not work when the circuit class $\mathcal{D}$ against which we are arguing is given access to an oracle. Indeed, we can prove that under standard crypto assumptions, there is no black-box implication of the sort we show.

The reason we find the implication in Theorem 4 somewhat surprising is that the hypothesis is about the hardness of a problem in $\text{NP}$ and unlikely to be in $\text{P}$, indeed even believed by many to be $\text{NP}$-complete. Yet the conclusion is about super-polynomial lower bounds within $\text{P}$!

Our next result addresses the relaxed version of Question 10. We observe that a recent search-to-decision reduction of [14] for a slight variant of MCSP called AveMCSP (where the question is whether there is a small circuit that computes the input truth table correctly on a 0.9 fraction of inputs) actually gives an approximation to average-case reduction. We note that Shuichi Hirahara [23] independently observed an analogous approximation to average-case reduction for the standard version of MCSP, based on [13], however the approximation factor there is much larger.

Theorem 5 (Informal Statement). There is an approximation to average-case reduction for AveMCSP.

Theorem 5 has implications for the $\text{NP}$-hardness of problems such as MCSP and AveMCSP. For several $\text{NP}$-hard problems, the theory of probabilistically checkable proofs establishes strong inapproximability results under the $\text{NP} \neq \text{P}$ assumption. Thus an approximation to average-case reduction can be considered morally similar to a worst-case to average-case reduction. It is known under standard complexity assumptions that $\text{NP}$-complete problems do not have black-box worst-case to average-case reductions [17, 12].

Does this suggest that AveMCSP is unlikely to be $\text{NP}$-complete? Not quite! The proof of Theorem 5 is also non black-box, even though the ideas are quite different from the proof of Theorem 4.

1.3 Related Work

The first paper to connect the complexity of MCSP with the existence of one-way functions was the “natural proofs” paper of Razborov and Rudich [44]. Razborov and Rudich do not explicitly consider MCSP - indeed, this problem was only defined in subsequent work of Kabanets and Cai [33]. The main result of [44] states that exponentially-hard one-way functions imply the non-existence of natural proofs with poly-size constructibility that are useful against polynomial-size circuits. This can be re-interpreted [24] as saying that if exponentially-hard one-way functions exist, then $\text{MCSP}[\text{poly}(n)]$ is zero-error hard on average. Thus an average-case algorithm for MCSP can be used to break any one-way function. The main question we consider in this paper is whether the converse holds.

Various works have attempted to connect the existence of one-way functions and their variants with other complexity notions. Ostrovsky and Wigderson [42] showed that if $\text{ZK} \neq \text{BPP}$, then auxiliary-input one-way functions exist. They also showed that if $\text{ZK}$ is hard for $\text{BPP}$ on average (in the bounded-error sense), then one-way functions exist. [30] and [11] (see also [10]) show equivalences between the existence of one-way functions and certain average-case hardness assumptions for learning.
More recently, interest in the complexity of MCSP and its connections with learning and pseudorandomness has been re-awakened by the result of [13] which shows that natural proofs useful against a circuit class \( \mathcal{C} \) imply efficient learning algorithms for \( \mathcal{C} \), under certain reasonable conditions on \( \mathcal{C} \). Building on this, [41] show equivalences between various forms of learning, as well as a dichotomy between learning and pseudorandomness in a certain parameter regime.

A very recent work of Hirahara [23] (who obtained his results independently from ours) builds on [13] to show that solving MCSP on average in the zero-error sense implies efficient non-trivial approximability of the minimum circuit size. Thus, if MCSP were NP-hard even to approximate non-trivially, the existence of hard-on-average problems in NP would follow. This suggests the possibility of excluding Impagliazzo’s Heuristica world [28] where NP is hard in the worst case but not hard on average by studying MCSP and showing that it is NP-hard to approximate.

In contrast to [23], our focus in this paper is on finding evidence against the existence of Pessiland: another world of Impagliazzo’s [28] where there are hard-on-average problems but one-way functions do not exist.

2 Preliminaries

2.1 Notation

For convenience, we use \( f: K \to N \) to denote a function mapping \( K \) bits to \( N \) bits, i.e., \( f: \{0,1\}^K \to \{0,1\}^N \). We let \( \mathcal{F}_{K \to N} \) denote the family of all functions \( f: K \to N \). We sometimes view a boolean function \( f: N \to 1 \) as a subset of \( \{0,1\}^N \).

Throughout this paper, we use capital letters to denote the input length and output length of a function when we are interested in interpreting the output as the truth table of a Boolean function. In such a case, we will use a lowercase letter to denote the logarithm of the number represented by the corresponding uppercase letter.

We let \( \mathcal{U}_L \) denote the uniform distribution over \( \{0,1\}^L \). We occasionally abuse notation and identify a set \( S \) with the uniform distribution over the set. We say that a function \( f: K \to N \) \( \varepsilon \)-fools a family of functions \( \mathcal{D} \subseteq \mathcal{F}_{N \to 1} \) if \( \Pr[g(f(U_K)) = 1] - \Pr[g(U_N) = 1] \leq \varepsilon \) for every \( g \in \mathcal{D} \).

A function \( g: N \to 1 \) is \( \gamma \)-dense if \( \Pr[g(U_N) = 1] \geq \gamma \). We say that \( f \in \mathcal{F}_{K \to N} \) hits \( g \) is \( f(\{0,1\}^K) \cap g^{-1}(1) \neq \emptyset \).

Given a Boolean function \( f \in \mathcal{F}_{n \to 1} \), \( \ttt(f) \) is the \( 2^n \)-bit string which represents the truth table of \( f \) in the standard way, and conversely, given a string \( y \in \{0,1\}^{2^n} \), \( \ttt(y) \) is the Boolean function in \( \mathcal{F}_{n \to 1} \) whose truth table is represented by \( y \).

Given a circuit class \( \mathcal{C} \), we use \( \mathcal{C}[s(n)] \) to refer to the class of functions computed by \( \mathcal{C} \)-circuits of size \( s(n) \). Given a language \( L \subseteq \{0,1\}^* \), \( \co-L \) denotes the complement of \( L \).

We say a circuit class \( \mathcal{C} \) is standard if there is a quasi-linear time Turing machine which, given a representation \( C \) of a circuit \( C \) from the class and an input \( x \), computes \( C(x) \). All commonly studied circuit classes contained in the class of general Boolean circuits are standard.

For a size bound \( s: \mathbb{N} \to \mathbb{N} \), we use \( \text{quasi}-s(n) \) to denote a function of growth rate \( s(n) \cdot \text{poly}(\log s(n)) \).

The density of a set \( A \subseteq \{0,1\}^N \) is \( |A|/2^N \). Given a language \( L \) and an integer \( n \), \( L_n = L \cap \{0,1\}^n \) denotes the slice of \( L \) at length \( n \).
2.2 Pseudorandomness and Average-Case Hardness

Let $K : \mathbb{N} \to \mathbb{N}$ be a function such that $K(N) < N$ for all $N$, and $\epsilon : \mathbb{N} \to [0, 1]$ be a function. Moreover, let $\mathcal{C}$ be a complexity class and $\mathcal{D}$ be a class of functions. A $\mathcal{C}$-PRG against $\mathcal{D}$ with seed length $K$ and error $\epsilon$ is a sequence $f = \{f_N\}_{N \in \mathbb{N}}$ of functions such that (i) $f \in \mathcal{F}_{K(N) \to N}$; (ii) $f \in \mathcal{C}$; and (iii) the output of $f_N \epsilon(N)$-fools every function in $\mathcal{F}_{N \to 1 \cap \mathcal{D}}$, whenever $N$ is sufficiently large. If $\epsilon$ is left unspecified, it will be taken to be $1/N^{\omega(1)}$ by default. Similarly $\mathcal{C}$ will be taken to be $\text{DTIME}(\text{poly}(N))$ by default, and $\mathcal{D}$ will be taken to be $\text{SIZE}(\text{poly}(N))$ by default. Note that in this default situation, the generator is computable in a fixed polynomial time in its output length, but must be secure against arbitrary poly-size distinguishers.

We say $f = \{f_N\}_{N \in \mathbb{N}}$ is a $\mathcal{C}$-HSG against $\mathcal{D}$ if instead of condition (iii) above the output of $f_N$ hits every set $A_N \subseteq \{0, 1\}^N$ of density $\epsilon(N)$ in $\mathcal{D}$. Again the error parameter is taken to be $1/N^{\omega(1)}$ by default.

It is instructive to consider the following examples: standard cryptographic PRGs are default PRGs with seed length $K(N) = N^{O(1)}$, while complexity-theoretic (Nisan-Wigderson) PRGs are $\mathcal{C}$-PRGs against $\text{SIZE}(N)$ with error $1/N$, where the seed length can be anything between $\log N$ and $N - 1$.

We say the seed length $K$ is non-trivial if $K(N) < N$.

We will be interested in succinct pseudorandom distributions and hitting sets. Let $\mathcal{C}$ be a circuit class and $\epsilon : \mathbb{N} \to [0, 1]$ be an error bound. We say that there are $\mathcal{C}$-succinct pseudorandom distributions against $\mathcal{D}$ with error $\epsilon$ if there is a set $S \subseteq \{0, 1\}^*$ and a probability distribution $\mu_S$ supported on $S$ such that for each $N$ a power of 2, (i) For each $y \in S_N$, $\mu_N(y) \in \mathcal{C}$; and (ii) $|\Pr_{y \sim \mu_S}[g(y) = 1] - \Pr_{y \sim \text{Unif}}[g(y) = 1]| \leq \epsilon(N)$ for every $g \in \mathcal{D}$. By default, we will take $\epsilon(N)$ to be $1/N^{\omega(1)}$ as usual.

Similarly, we say that there are $\mathcal{C}$-succinct hitting sets against $\mathcal{D}$ with error $\epsilon$ if there is a set $S \subseteq \{0, 1\}^*$ such that for each $N$ a power of 2, (i) For each $y \in S_N$, $\mu_N(y) \in \mathcal{C}$; and (ii) For each set $A_N \subseteq \{0, 1\}^N$ of density $\epsilon(N)$, $S_N$ has non-empty intersection with $A_N$.

A $\mathcal{C}$-succinct PRG is simply a PRG that induces a pseudorandom distribution when a seed of any given length is chosen uniformly at random, and a $\mathcal{C}$-succinct HSG is a HSG whose range is a collection of $\mathcal{C}$-succinct hitting sets.

**Definition 6 (Universal Succinct Generators).** Let $\mathcal{C}$ be a circuit class and $K : \mathbb{N} \to \mathbb{N}$ be a function. A universal $\mathcal{C}$-succinct HSG with seed length $K$ is a poly-time computable sequence $f = \{f_N\}_{N \in \mathbb{N}}$ of functions from $K(N)$ bits to $N$ bits such that if there are $\mathcal{C}$-succinct hitting sets against $\text{SIZE}(\text{poly})$ with error $\epsilon(N)$, then $f$ is a $\mathcal{C}$-succinct HSG with error $\epsilon(N)$.

A universal $\mathcal{C}$-succinct PRG with seed length $K$ is a poly-time computable family $f$ of functions from $K(N)$ bits to $N$ bits such that if there are $\mathcal{C}$-succinct pseudorandom distributions against $\text{SIZE}(\text{poly})$ with error $\epsilon(N)$, then $f$ is a $\mathcal{C}$-succinct PRG with error $\epsilon(N)$. A non-uniform universal $\mathcal{C}$-succinct PRG with seed length $K$ is a poly-size computable family $f$ of functions from $K(N)$ bits to $N$ bits such that if there are $\mathcal{C}$-succinct pseudorandom distributions against $\text{SIZE}(\text{poly})$ with error $\epsilon(N)$, then $f$ is a $\mathcal{C}$-succinct $\text{SIZE}(\text{poly})$-PRG with error $\epsilon(N)$.

Given $\epsilon : \mathbb{N} \to \mathbb{R}$, a one-way function with security $\epsilon(N)$ is a polynomial-time computable sequence of functions $f = \{f_N : K(N) \to \mathbb{N}\}$ for some $K(N) = N^{\Omega(1)}$, such that for any sequence $\{C_N\}$ of polynomial-size circuits, for large enough $N$, $\Pr_{x \sim \text{Unif}}[C_N(f_N(1^N, f(x))) = f_N(x)] \leq \epsilon(N)$. A one-way function is called weak if it has security $1 - 1/\text{poly}(N)$, and strong if it has security $1/N^{\omega(1)}$. One-way functions are often defined against uniform adversaries; in this work, we only consider security against non-uniform adversaries.
Informally, an auxiliary-input one-way function is a poly-time computable sequence of functions \( f \) with an “auxiliary” input \( z \) such that for any poly-size adversary, there is an infinite set of auxiliary inputs \( z \) for which \( f \) is hard to invert. For a formal definition and a good discussion of the significance of auxiliary-input one-way functions, see [48].

We require a notion of zero-error average-case hardness for languages. Given a parameter \( \epsilon : \mathbb{N} \to [0,1] \), a language \( Q \subseteq \{0,1\}^* \), and a circuit class \( \mathcal{D} \), we say that \( Q \) is zero-error average-case feasible for \( \mathcal{D} \) with success probability \( \epsilon \) if there is a sequence of circuits \( D_N \in \mathcal{D} \) such that for each \( N \), \( D_N \) always outputs 0,1 or “?” never outputs the wrong answer for any input to \( Q \), and outputs “?” with probability at most \( 1 - \epsilon(N) \). We say \( Q \) is zero-error average-case easy if it is average-case feasible for \( \text{SIZE}[\text{poly}] \) with success probability \( 1/N^{O(1)} \).

We say that \( Q \) is zero-error average-case infeasible for \( \mathcal{D} \) with success probability \( \epsilon \) if for every sequence of circuits \( D_N \in \mathcal{D} \) such that \( D_N \) always outputs 0,1 or “?”, for large enough \( N \), \( D_N \) either outputs the wrong answer for some input to \( Q \) or outputs “?” with probability greater than \( 1 - \epsilon(N) \). We say \( Q \) is zero-error average-case hard if it is average-case infeasible for \( \text{SIZE}[\text{poly}] \) with success probability \( 1/N^{O(1)} \).

Note that hardness is not just defined as the complement of easiness - hardness and easiness are both required to hold on almost all input lengths.

2.3 MCSP, Natural Proofs and Learning

\( \text{MCSP}[s(n)] \) denotes the Minimum Circuit Size Problem for a size parameter \( s(n) \), where the truth table given as input to the problem has size \( 2^n \). In other words, an input truth table is a positive instance if and only if it is computed by a circuit of size at most \( s(n) \). This notation is adopted for convenience. Thus the most interesting functions \( s(n) \) would satisfy \( n \leq s(n) \leq 2^n \). Given a class \( \mathcal{C} \), \( \mathcal{C}\text{-MCSP}[s(n)] \) denotes MCSP for \( \mathcal{C} \)-circuits. In case the input size \( N \) is not a power of two, we consider the input truth table to be the first \( 2^{\lceil \log(N) \rceil} \) bits of the input.

We also require some variants of MCSP. Given an approximation parameter \( \delta : \mathbb{N} \to [0,1] \), and size functions \( c, s : \mathbb{N} \to \mathbb{N} \) with \( n \leq c(n) \leq s(n) \leq 2^n \) for all \( n \), \( \delta \text{-\text{AveMCSP}}[c,s] \) is the following promise problem: YES instances are truth tables of Boolean functions that can be \( \delta(n) \)-approximated by circuits of size at most \( c(n) \), and NO instances are truth tables of Boolean functions that cannot be \( \delta \)-approximated by circuits of size at most \( s(n) \). When \( \delta \) is left unspecified, we take it to be 0.9 for convenience.

We say that \( \mathcal{R} = \{ \mathcal{R}_n \}_{n \in \mathbb{N}} \) is a combinatorial property (of boolean functions) if \( \mathcal{R}_n \subseteq \mathcal{F}_n \) for all \( n \). We use \( L_\mathcal{R} \) to denote the language of truth-tables of functions in \( \mathcal{R} \). Formally, \( L_\mathcal{R} = \{ y \mid y = \text{tt}(f) \text{ for some } f \in \mathcal{R}_n \text{ and } n \in \mathbb{N} \} \).

**Definition 7** (Natural Properties [44]). Let \( \mathcal{R} = \{ \mathcal{R}_n \} \) be a combinatorial property, \( \mathcal{C} \) a circuit class, and \( \mathcal{D} \) a (uniform or non-uniform) complexity class. We say that \( \mathcal{R} \) is a \( \mathcal{D} \)-natural property useful against \( \mathcal{C}[s(n)] \) if there is \( n_0 \in \mathbb{N} \) such that the following holds:

(i) **Constructivity.** \( L_\mathcal{R} \in \mathcal{D} \).

(ii) **Density.** For every \( n \geq n_0 \), \( \Pr_{f \sim \mathcal{F}_n}[f \in \mathcal{R}_n] \geq 1/2 \).

(iii) **Usefulness.** For every \( n \geq n_0 \), we have \( \mathcal{R}_n \cap \mathcal{C}_n[s(n)] = \emptyset \).

By default, \( \mathcal{D} \) is taken to be \( \text{SIZE}[\text{poly}] \).

It has been observed that the density parameter in the definition above can be amplified using a straightforward reduction (cf. [13]).

**Proposition 8** ([24]). Let \( s : \mathbb{N} \to \mathbb{N} \) be a size function. \( \text{MCSP}[s(n)] \) is zero-error easy on average iff there are \( \text{SIZE}[\text{poly}]-\text{-natural properties useful against } \text{SIZE}[s(n)] \).
We give only a brief description of learning in Valiant’s PAC model. We will be concerned here only with learning using membership queries under the uniform distribution. A learning algorithm in this context is a probabilistic oracle algorithm making queries to an oracle for some function \( f \). Given a circuit class \( C \) and a function \( T : \mathbb{N} \to \mathbb{N} \), a time \( T \) learner for \( C \) is an oracle algorithm which given input \( 1^n \) and oracle access to a function \( f \) from \( C \) halts in time \( T(n) \) and outputs with high probability a circuit computing \( f \) correctly on a 0.9 fraction of inputs of length \( n \).

### 3 Hitting Sets, Pseudorandom Distributions and the Hardness of MCSP

#### 3.1 Succinct HSGs and MCSP

We first observe that there is a universal succinct HSG.

- **Proposition 9.** Let \( C \) be any standard circuit class, and \( s : \mathbb{N} \to \mathbb{N} \) be any function such that \( n \leq s(n) \leq 2^n \) for all \( n \). There is a universal \( C[s(n)] \)-succinct HSG \( U \) with seed length quasi-\( s(n) \).

**Proof.** The idea of the proof is simple. We define a HSG \( U \) with seed length quasi-\( s(n) \) that interprets its seed as the representation of a \( C \)-circuit of size \( s(n) \), and outputs the truth table of the function computed by this circuit. \( U \) can be computed in time \( 2^n \) quasi-\( s(n) \), which is quasi-quadratic in \( N = 2^n \).

We need to show that \( U \) is a universal \( C[s(n)] \)-succinct HSG. The \( C[s(n)] \)-succinctness is immediate from the definition of the HSG - every output of the HSG is the truth table of a Boolean function in \( C[s(n)] \). For the universality, suppose that there is some collection \( H \) of \( C[s(n)] \)-succinct hitting sets. Every string in this collection is the truth table of a Boolean function in \( C[s(n)] \). Hence \( H \) is contained in the range of \( U \), from which it follows that the range of \( U \) is a collection of hitting sets.

Next we observe that the existence of succinct hitting set generators is equivalent to hardness for MCSP. This observation is closely related to similar observations in the theory of Boolean or arithmetic circuit complexity and meta-mathematics of lower bounds [53, 21, 18].

- **Proposition 10.** Let \( C \) be a standard circuit class and \( D \) be a family of functions. Moreover, let \( s(n) \geq n \). For every large \( n \), the following are equivalent:
  1. There are \( C[\text{quasi-}s(n)] \)-succinct hitting sets against \( D \)
  2. There is a \( C[\text{quasi-}s(n)] \)-succinct HSG with seed length quasi-\( s(n) \) against \( D \)
  3. \( C\text{-MCSP}[\text{quasi-}s(n)] \) is zero-error average-case hard against \( D \).

**Proof.** The second item follows from the first by Proposition 9.

Next we show that the third item follows from the second. Let \( H \) be a \( C[\text{quasi-}s(n)] \)-succinct HSG against \( D \). Assume for the sake of contradiction that \( C\text{-MCSP}[\text{quasi-}s(n)] \) is zero-error average-case solvable with success probability \( 1/N^{O(1)} \) in \( D \), where \( N = 2^n \). This implies that there is a subset \( A \) of \( \text{co-C-MCSP}[\text{quasi-}s(n)] \) with density \( 1/N^{O(1)} \). For each large \( N \), \( A_N \) has no strings of \( C \)-circuit complexity \( \leq \text{quasi-}s(n) \), hence \( A_N \) does not intersect the range of \( H_N \) for such \( N \). Yet the density of \( A_n \) is at least \( 1/N^{O(1)} \), which contradicts the assumption that \( H \) is a HSG against \( D \).

Finally we show that the first item follows from the third. Suppose \( C\text{-MCSP}[\text{quasi-}s(n)] \) is zero-error average-case hard against \( D \). Consider the set of truth tables of functions with \( C \)-complexity at most quasi-\( s(n) \). We show that this is a collection of \( C[\text{quasi-}s(n)] \)-succinct
hitting sets against $\mathcal{D}$. The succinctness condition follows from the definition of the set. To show that this is a collection of hitting sets, suppose to the contrary that there is a set $A \in \mathcal{D}$ such that $A_N$ has density $1/N^{O(1)}$ for each $N$ a power of 2, and $A$ does not intersect the collection. Then we can define a zero-error average-case algorithm which outputs 0 for $x \in A$ and “?” otherwise. This algorithm only outputs 0 on truth tables that do not have quasi-$s(n)$ size $\mathcal{C}$-circuits, hence it always outputs the correct answer when it does not output “?” By the density condition on $A$, the algorithm has success probability $1/N^{O(1)}$.

3.2 From Zero-Error Average-Case Hardness to Succinct Pseudorandomness

In this section, we show that zero-error average-case hardness for MCSP in fact yields succinct pseudorandom distributions, where the complexity parameter of the succinctness is slightly worse than that of the MCSP problem we assume to be hard.

In fact, we show something more general for languages $Q, Q' \subseteq \{0, 1\}^*$: assuming the existence of certain “semantic” samplers, zero-error average-case hardness over the uniform distribution for a problem $Q$ implies the existence of pseudorandom distributions supported on YES instances of $Q'$. The main idea for showing the implication to pseudorandomness is to analyze a family of Sampler-Distinguisher zero-sum games, which we introduce in this work. This is inspired by, but different from, the PRF-Distinguisher game analyzed in [41]. The strategies of the row player in the Sampler-Distinguisher game are YES instances of a given length for the problem $Q$ we wish to solve. The strategies of the column player are circuits from some circuit class $\mathcal{D}$, corresponding to the class against which we are analyzing average-case hardness.

The payoff corresponding to a row (instance) $x$ and column (circuit) $D$ is defined as the average of $D(x_j), j = 1 \ldots k$ minus the expectation of $D$ on inputs of length $|x|$. Here the strings $x_j$ are generated from $x$ to have the following properties. First, when $x$ is a YES instance of $Q$, the $x_j$’s are YES instances of $Q'$. Second, when $y$ is random, the set $\{y_i\}$ is a good sampler with high probability, meaning that it can be used to estimate the expectation of any bounded function to within reasonable error.

We are able to argue that when the Row player wins the game, there are succinct pseudorandom distributions against $\mathcal{D}$, and when the column player wins the game, there is a zero-error average case algorithm for $Q$. The argument in the second case relies on the approximately optimal succinct strategies for zero-sum games given by [9, 38].

Lemma 11 ([9, 38]). Let $M$ be a $r \times c$ matrix with entries in $[-1, 1]$ representing the payoffs of a zero-sum game. Let $v(M)$ denote the value of the game. Let $\delta < 1$ be a parameter. Then there is a strategy for the row (Min) player supported uniformly on at most $10 \log(c)/\delta^2$ pure strategies that guarantees her a payoff at most $v(M) + \delta$ and a strategy for the column (Max) player supported uniformly on at most $10 \log(r)/\delta^2$ pure strategies that guarantees here a payoff at least $v(M) - \delta$.

We will need a special case of the standard Hoeffding inequalities.

Proposition 12 ([27]). Let $X_1 \ldots X_n$ be independent random variables taking values in $[-1, 1]$. Let $\bar{X} \overset{d}{=} \sum_i X_i/n$ denote the empirical mean of these variables. Then, for any $t > 0$, $\Pr(|\bar{X} - E(\bar{X})| \geq t) \leq 2e^{-t^2n/2}$.

We now define the notion of semantic sampler we require.
Definition 13. Let \( Q, Q' \subseteq \{0,1\}^* \) be languages, \( \ell, m : \mathbb{N} \rightarrow \mathbb{N} \) and \( \epsilon, \delta : \mathbb{N} \rightarrow [0,1] \) be functions. A poly-time computable sequence of functions \( f = \{f_N : \{0,1\}^N \times \{0,1\}^{\ell(N)} \rightarrow \{0,1\}^{m(N)}\} \) is a \((Q,Q')\)-semantic sampler \( f \) with seed length \( \ell \), output length \( m \), accuracy \( \epsilon \) and error \( \delta \) if:

1. (Semantic condition) For large enough \( N \in \mathbb{N} \), for all \( x \in \{0,1\}^N \) and \( y \in \{0,1\}^{\ell(N)} \), \( x \in Q \) implies \( f_N(x, y) \in Q' \).

2. (Sampling condition) For large enough \( N \in \mathbb{N} \), for every function \( g : \{0,1\}^{m(N)} \rightarrow [-1,1] \), for all but a \( \delta(N) \) fraction of \( N \)-bit strings \( x \), \( |E_{z \in U_{m(N)}} g(z) - E_{y \in U_2(N)} g(f_N(x, y))| \leq \epsilon(N) \).

We are ready to prove our general connection between zero-error average-case hardness and pseudorandomness.

Theorem 14. Let \( Q, Q' \subseteq \{0,1\}^* \) be languages, \( m : \mathbb{N} \rightarrow \mathbb{N} \) be a surjective function such that \( m(N) \leq N \) for all \( N \in \mathbb{N} \), and \( \epsilon, \delta : \mathbb{N} \rightarrow [0,1] \) be functions. Suppose there is a \((Q,Q')\)-semantic sampler \( f \) with output length \( m \), accuracy \( \epsilon \) and error \( \delta \). If \( Q \) is zero-error average-case infeasible for \( \text{SIZE} \{\text{poly}\} \) with success probability \( 1 - \delta(N) \), then there are pseudorandom distributions with error \( 30\epsilon(N) \) against \( \text{SIZE} \{\text{poly}\} \) that are supported on \( Q' \).

Proof. Let \( t : \mathbb{N} \rightarrow \mathbb{N} \) be a size function, and \( f \) be the \((Q,Q')\)-semantic sampler in the statement of the theorem. We define the \((f,t)\) Sampler-Distinguisher family of zero-sum games at level \( N \) by their payoff functions as follows. For each positive integer \( N \), the set \( A_N \) corresponding to strategies of the Row (Min) player is defined to be the set of \( N \)-bit strings \( x \) such that \( x \in Q \). The set \( B_N \) corresponding to strategies of the Column (Max) player is defined to be the set of Boolean circuits with input length \( m(N) \) and size at most \( t(N) \).

Now we define the Column player’s payoff function \( P_N : A_N \times B_N \rightarrow [-1,1] \) as follows. Given a string \( x \in A_N \) and a circuit \( D \in B_N \), \( P_N(x,D) = E_{y \in U_{2(N)}} D(f_N(x, y)) - E_{z \in U_{m(N)}} D(z) \). Since the class of Boolean circuits is closed under complement, we can assume wlog that the value of the game is non-negative for each \( N \).

Let \( \gamma : [0,1] \rightarrow \mathbb{N} \) be a monotonically decreasing error parameter to be specified later. There are two cases: either for every polynomially bounded \( t \), for almost all \( N \), the value of the \((f,t)\) Sampler-Distinguisher game at level \( N \) is at most \( \gamma(N) \), or there exists some polynomially bounded \( t \) such that for infinitely many \( N \), the value of the game at level \( N \) is greater than \( \gamma(N) \).

In the first case, using Lemma 11, for each \( t(N) \), for \( N \) large enough, there is a \( \gamma(N)/2 \)-approximately optimal strategy of the Row player for the game at level \( N \) that is a uniform distribution on a multiset \( R \) of strings \( x \) of length \( N \) in \( Q \).

Now the induced distribution on strings \( z = f_N(x, y) \) obtained by picking \( x \) uniformly from \( R \) and \( y \) uniformly from strings of length \( t(N) \) is a pseudorandom distribution with error at most \( 3\gamma(N)/2 \) against circuits with input length \( m(N) \) and size at most \( t(N) \), just by linearity of expectation. Then we have that there are pseudorandom distributions with error at most \( 3\gamma(N)/2 \) against \( \text{SIZE} \{\text{poly}\} \) that are supported on \( Q' \), using the fact that \( R \subseteq Q \) and that \( f(x, y) \in Q' \) whenever \( x \in Q \) and \( y \in \{0,1\}^{\ell(N)} \). We will eventually choose \( \gamma(N) = 20\epsilon(N) \), which yields pseudorandom distributions with error at most \( 30\epsilon(N) \).

In the second case, let \( t \) be polynomially bounded in \( N \) and \( \ell' \) be an infinite set of input lengths such that the value of the \((f,t)\) Sampler-Distinguisher game is at least \( \gamma(N') \) on each \( N' \in I' \). Define the set \( I \) of input lengths as follows: \( N \in I \) iff \( m(N) \in I' \). Since \( I' \) is infinite and \( m \) is surjective, \( \ell' \) is also infinite. We show that there is a sequence of circuits \( \{C_N\} \) of polynomial size such that for each input length \( N \in I \), \( C_N \) solves \( Q \) well on average, contradicting the assumption that \( Q \) is average-case hard against \( \text{SIZE} \{\text{poly}\} \).
Since the value of the game is at least $\gamma(N')$ on each $N' \in I'$, we have that for each $N' \in I'$, there is an approximately optimal strategy for the Column player supported uniformly on at most $O(N'/\gamma(N')^2)$ pure strategies that guarantees her a payoff at least $\gamma(N')/2$. Note that each pure strategy is simply a circuit of size $O(t)$. For each $N' \in I'$, define the probabilistic circuit $C'_N$, on input $z$ of length $N'$ as follows. $C'_N$ samples uniformly a circuit $D$ from the set of circuits $S_N$, in the support of the approximate strategy for the Column player, and outputs $D(z)$. $C'_N$ can be implemented straightforwardly to have size at most $O(tN'/\gamma(N')^2)$. Let $v$ denote the value $E_{z \in U_{N'}, D \in S_N} D(z)$.

Next we define the circuit $C_N$. We first construct a probabilistic circuit and then show how to fix the randomness. On input $x$ of length $N$, the circuit samples $y$ uniformly at random from $\{0,1\}^{|N|}$ and computes $f_N(x,y)$. $C_N$ runs the probabilistic circuit $C'$ independently $100N/(\gamma(N))^2$ times on $f_N(x,y)$ for uniformly and independently chosen $y \in \{0,1\}^{|N|}$. It computes the average $v'$ of the outputs obtained by $C'$ over all these runs, and checks if $v' - v \geq \epsilon/4$. In order to implement this check, the value $v$ (which does not depend on $x$) is hardcoded into $C$. If the majority of checks succeed, $C_N$ outputs $"?"$, else it outputs 0.

Let $N \in I$ and $N' = m(N)$. We show that if $x$ of length $N$ is a YES instance of $Q$, $C_N$ always outputs $"?"$ with probability $> 1 - 2^{-N}$, and for a $1 - o(1)$ fraction of inputs of length $N$, $C_N$ outputs 0 with probability $> 1 - 2^{-N}$. By fixing the randomness of $C_N$ using Adleman’s trick, we get deterministic circuits which always output $"?"$ on YES inputs, and output 0 on almost all NO instances. Moreover, they output either $0$ or $"?"$ on every NO instance. This implies that for each $N \in I$, $C_N$ is a circuit that solves $Q$ well on average.

We first establish our claim for YES instances. Suppose $x$ of length $N$ is in $Q$. This implies that for all $y \in \{0,1\}^{|N|}$, $f_N(x,y) \in Q'$ by the semantic condition on the $(Q,Q')$-semantic sampler $f$. Hence, for each $y \in \{0,1\}^{|N|}$, $f_N(x,y)$ is a pure strategy for the Row player in the $(s'',t')$ Sampler-Distinguisher game at level $N'$. Since $N' \in I'$, the game at level $N'$ has value greater than $\gamma(N')$. In particular, this means that the Row player’s strategy of playing $f(x,U_{\ell N})$ yields payoff at least $\gamma(N')/2$ in expectation to the Column player when the Column player plays the approximately optimal strategy corresponding to the probabilistic circuit $C'$. Thus, over the randomness of $C'$ and random choice of $y \in \{0,1\}^{|N|}$, $E[C'(f_N(x,y))] > v + \gamma(N')/2$. Since $\gamma$ is a monotonically decreasing function, and $N' \leq N$, we have that $E[C'(f_N(x,y))] > v + \gamma(N)/2$. Applying Proposition 12, when $C'$ is simulated 100N/(\gamma(N))^2 times independently on uniformly chosen $y \in \{0,1\}^{|N|}$ to compute the empirical average $v'$, $v' > v + \gamma(N)/4$ with probability $> 1 - 2^{-N}$. Hence $C_N$ outputs $"?"$ with at least this probability, as claimed.

Next we argue that when $\gamma(N)$ is chosen to be $20\epsilon(N)$, for all but approximately $\delta(N)$ fraction of inputs of length $N$, $C_N$ outputs 0 with probability $> 1 - 2^{-N}$. Intuitively, this follows from the fact that a large enough randomly chosen set of strings is a good sampler for a function with range $[-1,1]$.

More formally, consider the quantity $v$ defined above as the expectation of $C'(z)$ over uniformly chosen $N'$-bit $z$ and randomness of the circuit $C'$. We upper bound the probability, for a uniformly chosen $x$ of length $N$, that the empirical average $v'$ of the outputs obtained by 100N/(\gamma(N))^2 independent runs of $C'(f_N(x,y))$ for uniformly chosen $y$, is greater than $v + \gamma(N)/4$.

By the sampling condition for the $(Q,Q')$-semantic sampler $f$, with probability at least $1 - \delta(N)$ over uniformly chosen $x$ of length $N$, $|E_{y \in U_{\ell N}} C'(f_N(x,y)) - v| \leq \epsilon(N)$. Call a string $x$ “good” if this inequality is satisfied. Applying Proposition 12 again for any $x$, with probability $> 1 - 2^{-N}$ over the internal randomness of $C$, $|v' - E_{y \in U_{\ell N}} C'(f_N(x,y))| \leq \gamma(N)/5$. In particular, for good $x$, by the triangle inequality, we have that with probability $> 1 - 2^{-N}$, $|v' - v| < \gamma/5 + \epsilon(N) \leq \gamma(N)/5 + \gamma(N)/20 = \gamma(N)/4$. Thus, for all but a $\delta(N)$ fraction of strings $x$ of length $N$, $C_N$ outputs 0 with probability $> 1 - 2^{-N}$, as claimed. □
We now show how to use Theorem 14 to derive pseudorandom distributions from zero-error average hardness for MCSP and SAT, by showing the existence of appropriate semantic samplers. Indeed, in both cases, we will use the simple sampler defined below.

Definition 15. Given a function \( q : \mathbb{N} \to \mathbb{N} \) such that \( q(N) \leq N \) is a power of two for all \( N \), we define the \( q(N) \)-projection sampler to be the function sequence \( \text{Proj} = \{ \text{Proj}_N : \{0,1\}^N \to \{0,1\}^{\lfloor N/q(N) \rfloor} \} \), where for any string \( x = x_1,x_2,\ldots,x_N \) of length \( N \) and a string \( y \) of length \( \log(q(N)) \) interpreted in the standard way as an integer in \( [q(N)] \), \( \text{Proj}_N(x,y) = x_{y(N/q(N))} \times x_{y+1(N/q(N))} \times \cdots x_{y+(N/q(N))-1} \). In other words, \( \text{Proj}_N(x,y) \) is the contiguous substring of \( x \) of length \( \lfloor N/q(N) \rfloor \) beginning at index \( y(N/q(N)) \).

We first show how to apply Theorem 14 in the case of MCSP.

Theorem 16. Let \( \mathcal{C} \) be any circuit class closed under projections. Let \( s : \mathbb{N} \to \mathbb{N} \) be a super-constant poly-time computable function such that \( q(N) \leq N \) is a power of two for all \( N \). Let \( \epsilon : \mathbb{N} \to \mathbb{R} \) be any poly-time computable monotonically decreasing error function such that \( \epsilon(N) = \omega(1/\sqrt{\log(N)}) \). If \( \mathcal{C}-\text{MCSP}[s(n)] \) is zero-error average-case infeasible for \( \text{SIZE}[\text{poly}] \) with success probability \( 1 - o(1) \), then there are \( \mathcal{C}\text{'s}-\text{succinct pseudorandom distributions with error } O(\epsilon(N)) \) against \( \text{SIZE}[\text{poly}] \), where \( s' : \mathbb{N} \to \mathbb{N} \) is any size function such that \( s'(n - \log(q(2^n))) \geq s(n) \).

Proof. Let \( Q \) be \( \mathcal{C}-\text{MCSP}[s(n)] \), and \( Q' \) be \( \mathcal{C}-\text{MCSP}[s'(n)] \), where \( s' \) is any size function such that \( s'(n - 2\log(q(2^n))) \geq s(n) \), as in the statement of the theorem. We show that the \( q(N) \)-projection sampler \( \text{Proj} \) is in fact a \((Q,Q')\)-semantic sampler with error \( o(1) \) and accuracy \( \epsilon \), and then apply Theorem 14.

First we show the semantic condition. Let \( x \) of length \( N \) be the truth table of a Boolean function with \( \mathcal{C}\)-circuits of size at most \( s(n) \), where \( n = \log(N) \). We show that for any \( y \in \{0,1\}^{\lfloor \log(q(n)) \rfloor} \), \( \text{Proj}_N(x,y) \) is the truth table of a Boolean function with \( \mathcal{C}\)-circuits of size at most \( s'(n) \). Indeed, \( \text{Proj}_N(x,y) \) is the truth table of a function on \( n - \log(q(N)) \) bits, obtained from \( x \) by fixing the first \( \log(q(n)) \) input bits. Let \( C_N \) be a \( \mathcal{C}\)-circuit of size \( s(n) \) computing \( \text{fn}(x) \). By fixing \( \log(q(n)) \) input bits of \( C_N \) to constants, and using the fact that \( \mathcal{C} \) is closed under projections, we obtain a \( \mathcal{C}\)-circuit of size at most \( s(n) \) computing \( \text{fn}(\text{Proj}(x,y)) \), which is a function with \( n - \log(q(N)) \) input bits. Since \( s'(n - \log(q(N))) \geq s(n) \), we have that \( \text{fn}(\text{Proj}(x,y)) \) is in \( \mathcal{C}-\text{MCSP}[s'(n)] \).

Next we establish the sampling condition. Note that for \( x \) uniformly chosen in \( \{0,1\}^N \), the \( q(N) \) strings \( \text{Proj}_N(x,y), y \in [q(N)] \) are uniformly and independently distributed in \( \{0,1\}^{\lfloor N/q(N) \rfloor} \). Applying Proposition 12, we have that with for any function \( g : \{0,1\}^{\lfloor N/q(N) \rfloor} \to [-1,1] \), for at least a \( 1 - o(1) \) fraction of \( x \), \( |E_{z \in U_{\{0,1\}^{\lfloor N/q(N) \rfloor}}} g(z) - E_{y \in U_{\{0,1\}^{\lfloor N/q(N) \rfloor}}} g(\text{Proj}_N(x,y))| \leq \epsilon(N) \), where \( \epsilon(N) \) is as in the statement of the theorem.

Now applying Theorem 14, the statement of the theorem follows immediately.

Theorem 16 gives a connection from zero-error average hardness of MCSP to succinct pseudorandom distributions. It is perhaps surprising that zero-error average-case hardness in this context implies the existence of pseudorandom distributions that approximate any poly-size circuit well with respect to two-sided error. This is reminiscent of the situation with complexity-theoretic pseudo-random generators, where the generator is allowed to run in time exponential in the seed length. Known equivalences between worst-case hardness of exponential time and existence of complexity-theoretic PRGs [40, 31] also imply an equivalence between complexity-theoretic PRGs and complexity-theoretic hitting set generators. Such an equivalence is unknown in the cryptographic setting, and is a major motivation for our work. Theorem 16 provides partial unconditional evidence for such an equivalence extending to the
cryptographic setting. Indeed, combining Theorem 16 with Proposition 10 for appropriately chosen parameters, we get the following equivalence between succinct hitting sets and succinct pseudorandom distributions in the medium-error regime.

**Corollary 17.** Let $\mathcal{C}$ be a standard circuit class closed under projections. Moreover, let $s(n) \geq n$. For every large $n$, the following are equivalent:

1. For every $\delta < 1/2$, there are $\mathcal{C}[s(O(n))]$-succinct hitting sets with error $N^{-\delta}$ against $\text{SIZE}[\text{poly}]$.
2. For every $\delta < 1/2$, $\mathcal{C} \cdot \text{MCSP}[s(O(n))]$ is zero-error average-case infeasible for $\text{SIZE}[\text{poly}]$ with success probability $N^{-\delta}$.
3. For every $\delta < 1/2$, there are $\mathcal{C}[s(O(n))]$-succinct pseudorandom distributions with error $N^{-\delta}$ against $\text{SIZE}[\text{poly}]$.

**Proof.** The second item follows from the first using the proof idea of Proposition 10. By using a direct implication from the first item to the third item of Proposition 10, we avoid the quasi-linear blow-up in the parameter, and preserve the error to within a negligible additive term.

The third item follows from the second by using Theorem 16 with $\epsilon(N) = N^{2\delta + \gamma}$ and $k(N) = N^{2\delta + \gamma}$ for some $\gamma$ such that $2\delta + \gamma < 1$. Note that for this parameter choice of $k$, $s'(N) = s(O(N))$, as desired.

The first item follows trivially from the third, since pseudorandom sets are also hitting sets.

**Remark.** For MCSP, the equivalence above can be extended to the setting of negligible error by using samplers more sophisticated than the projection sampler used in the proof of Theorem 16, such as samplers corresponding to the Nisan-Wigderson generator. However, this extension comes at the cost of generality - it does not work for $\mathcal{C} \cdot \text{MCSP}$ for arbitrary $\mathcal{C}$ closed under projections.

Corollary 17 implies Theorem 1 by choosing $s$ appropriately.

We next show how to apply Theorem 14 to SAT, by showing an analogous construction of pseudorandom satisfiable formulas based on Feige’s hypothesis [16] that random $k$-CNF formulas with a linear number of clauses are hard to refute. In our terminology, Feige’s hypothesis states that random $k$-SAT is zero-error average-case hard. Here, as elsewhere in this paper, we consider non-uniform algorithms rather than uniform ones.

We would like to construct a pseudorandom distribution supported on satisfiable formulae based on Feige’s hypothesis, similar to the construction of succinct pseudorandom distribution in Theorem 16 based on the zero-error average-case hardness of MCSP. However, we need to be careful in how we encode our formulas. With an arbitrary encoding, it might be the case that satisfiable formulas are easily distinguishable from random strings. This would the case, for example, if any valid encoding of any formula began with a 1. To solve this issue, we specify a natural information-theoretically efficient encoding of formulas as follows.

We consider $k$-CNF formulas on $N$ variables, where $k$ is a constant and $N$ is a power of 2. We encode a formula $\phi$ with $cN$ clauses by using $(n + 1)kcN$ bits of information. Each clause is encoded by $(n + 1)k$ bits, $n$ bits to encode each variable, and 1 bit to encode whether the variable is positive or negative. These blocks of bits are simply concatenated together. Thus every string of $(n + 1)kcN$ represents a unique $k$-CNF in a valid way.

Assuming the encoding of inputs to SAT above, we can show the following result.

**Theorem 18.** Fix a positive integer $k$. If for every $c > 0$, $k$-SAT on $cN$ clauses is zero-error infeasible for $\text{SIZE}[\text{poly}]$ with success probability $\Omega(1)$, then for every $\epsilon > 0$ there are pseudorandom distributions with error $O(\epsilon)$ supported entirely on satisfiable formulas.
Proof. We provide a sketch, since the proof is quite similar to that of Theorem 16.

Let \( \epsilon > 0 \) be any constant, and \( q \) be a power of two to be chosen large enough as a function of \( \epsilon \). Let \( Q \) be \( k \)-SAT with \( cN \) clauses for some \( c \) a large enough power of two, encoded as described above, and \( Q' \) be \( k \)-SAT with \( cN/q \) clauses. We show that that the \( q \)-projection sampler is a \((Q, Q')\)-semantic sampler with error \( \epsilon \) and accuracy \( \epsilon \).

For the semantic condition, we simply note that any sub-formula of a satisfiable formula is itself satisfiable, and therefore the \( q \)-projection sampler maps satisfiable formulas to satisfiable formulas in our encoding, whenever \( q \) is a power of two. The sampling condition is easy to check by again using Proposition 12.

Now the theorem follows by applying Theorem 14.

Theorem 18 is a formal statement of Theorem 2.

We use the simple projection sampler in the proof of Theorem 18. We might be able to reduce the error for the pseudorandom sets by using more sophisticated samplers, however it is tricky to ensure that satisfiable formulas remain satisfiable when the sampler is applied.

4 On Universal Succinct PRGs

We first state our main conjecture formally.

\[ \text{Conjecture 19 (Universality Conjecture). For every } \epsilon < 1, \text{ there is a universal SIZE}(2^{\epsilon n})\text{-succinct PRG with non-trivial seed length.} \]

We need the standard fact that a PRG can be stretched by iteration.

\[ \text{Lemma 20. For each } 0 < \epsilon < 1, \text{ if there is a PRG with non-trivial seed length, there is a PRG with seed length } N^\epsilon. \]

We also need the construction of succinct PRGs from PRGs due to [20].

\[ \text{Lemma 21 ([20]). For each } \epsilon > \delta < 1, \text{ if there is a PRG with seed length } N^\delta, \text{ there is a SIZE}[2^{\epsilon n}]\text{-succinct PRG} \]

\[ \text{Theorem 22. Under Conjecture 19, the following are equivalent:} \]

1. There is a one-way function secure against SIZE(poly).
2. There is an non-uniform one-way function secure against SIZE(poly).
3. There are a SIZE[2^{\epsilon n}]-succinct HSGs secure against SIZE[poly(N)], for some \( 0 < \epsilon < 1 \).
4. There are a SIZE[2^{\epsilon n}]-succinct HSGs secure against SIZE[poly(N)], for any \( 0 < \epsilon < 1 \).
5. There is a PRG secure against SIZE[poly(N)] with non-trivial seed length.
6. MCSP[2^{6n}] is hard on average against SIZE[poly(N)] for some \( 0 < \delta < 1 \).
7. MCSP[2^{5n}] is hard on average against SIZE[poly(N)] for every \( 0 < \epsilon < 1 \).
8. There are no SIZE(poly)-natural proofs against SIZE(2^{n}) for any \( \epsilon > 0 \).
9. Polynomial-size circuits cannot be PAC-learned with membership queries over the uniform distribution in polynomial time.

Proof. We establish the equivalence through a series of implications.

(3) implies (6): Follows from Proposition 10.

(6) implies (5): By setting \( k(N) \) to be a sufficiently small power of \( N \) in Theorem 16, we get that there are SIZE[2^{\gamma n}]-succinct pseudorandom distributions with error \( 1/N^\gamma \) for some \( \gamma > 0 \). Using Conjecture 19 we get that there is a PRG \( G \) with non-trivial seed length and error \( 1/N^\gamma \). The PRG \( G \) yields a weak one-way function, and by using the standard conversion from weak to strong one-way functions [54, 19], and then applying the HILL construction [22], we get a PRG with non-trivial seed length and negligible error.
68:20 Pseudorandomness and the Minimum Circuit Size Problem

(5) implies (4): By using Lemma 20 and Lemma 21, we get $\text{SIZE}[2^n]$-succinct PRGs for any $\epsilon > 0$. This trivially implies $\text{SIZE}[2^n]$-succinct HSGs for any $\epsilon > 0$.

(4) implies (7): Again follows from Proposition 10.

(7) equivalent to (8): Shown in [24].

(1) equivalent to (5): Shown in [22].

(1) implies (2): Trivial.

(2) implies (8): Given any infinite set $I$ of auxiliary inputs, by applying the constructions of [22] and [20] to auxiliary-input one-way functions, for any $\epsilon > 0$, we get a $\text{SIZE}[2^n]$-succinct distribution which can be distinguished from uniform by $\text{SIZE}(\text{poly})$-natural proofs against $\text{SIZE}(2^n)$. This implies that the auxiliary-input one-way function can be inverted on $I$, in contradiction to the assumption that for each poly-size adversary, there is some infinite set of inputs on which the function is hard to invert.

(6) equivalent to (8): Shown in [13].

Theorem 22 can easily be seen to imply all the items in Theorem 3.

The equivalences above give a fairly clean picture of connections between various fundamental notions, modulo Conjecture 19. We now discuss some of the more interesting individual connections in more detail.

The connection between auxiliary-input one-way functions and one-way functions has been an important question in cryptography since the former notion was introduced in [42]. The notion of auxiliary-input one-way functions has played an important role in the study of zero-knowledge [42, 48] and learning [10]. In particular, it follows from the main result of [42] that under Conjecture 19, if there is a language with zero-knowledge proofs that is not in polynomial size, then one-way functions exist.

The notion of HSGs has not been much studied in cryptography, and this is perhaps because it is not obvious how to use HSGs in crypto applications. One of the issues is that it is not clear how to stretch a HSG, i.e., increase the gap between seed length and output length. As a consequence of the Conjecture, succinct HSGs are stretchable. It remains unclear whether the same is true for standard HSGs under plausible assumptions.

One of the main questions about MCSP is how robust its complexity is with respect to the size parameter $s$. Known results about the complexity of the problem are not very sensitive to the size parameter, but there are no known equivalences between the complexity of MCSP[$s$] and the complexity of MCSP[$s'$] for $s$ and $s'$ that are different. As a consequence of the Conjecture, we get such an equivalence in the average-case setting. It would be interesting to try to establish this equivalence unconditionally.

The equivalence we get between hardness of learning and one-way functions (modulo the Conjecture) is the first such equivalence of which we are aware for a natural worst-case notion of learning. It is shown in [11] that hardness of PAC-learning on average implies the existence of one-way functions. The question of whether the hardness of PAC-learning (over any distribution, and without membership queries) implies the existence of one-way functions is posed in [10]. It would be nice if we could use the Conjecture to resolve this question.

Perhaps the most interesting connection is the equivalence between the average-case hardness of MCSP over the uniform distribution and the existence of one-way functions. This has potential applications for the construction of a natural universal one-way function [37]. One also wonders if under the Conjecture, there are other natural problems and distributions

\footnote{Note that we are using security against non-uniform adversaries throughout our work.}
such that the average-case hardness of the problem under the distribution is equivalent to the existence of one-way functions. One would like a richer theory of reducibility between average-case problems, and equivalences of this sort might help.

5 MCSP and Circuit Lower Bounds against Weak Classes

Pseudorandomness is intimately connected to circuit lower bounds. Complexity-theoretic PRGs are equivalent to circuit lower bounds for $E$, and cryptographic PRGs are equivalent to one-way functions and hence imply circuit lower bounds for $NP$. In this section, we consider “weak” circuit classes, i.e., circuit classes $C$ for which there are natural proofs useful against $C[\text{poly}]$. We show that for weak circuit classes $C$, succinct hitting sets imply lower bounds for $P$ against $C[\text{poly}]$. Using the connection between succinct hitting sets and average-case hardness for MCSP, we show that zero-error average-case lower bounds for MCSP[\text{poly}] against $C[\text{poly}]$ imply lower bounds for $P$ against $C[\text{poly}]$. This is surprising in that we establish a hardness consequence for $P$ based on a hardness assumption about a problem not believed to be in $P$. Indeed, we show that our result is inherently non-black box if one-way functions exist.

Lemma 23. Let $C$ be a weak circuit class closed under projections. If there is a constant $k$ such that there are $\text{SIZE}(n^k)$-succinct hitting sets against $C[\text{poly}]$, then $P \not\subseteq C[\text{poly}]$

Proof. Let $C$ be a weak circuit class closed under projections. Suppose there is a constant $k$ such that there are $\text{SIZE}(n^k)$-succinct hitting sets against $C[\text{poly}]$. Using Proposition 9, we have that there is a $\text{SIZE}(n^k)$-succinct HSG $U$ with seed length quasi-$n^k$ against $C[\text{poly}]$. Now consider the following function $f(x, i)$, where $i$ is of length $n$ and $x$ is of length quasi-$n^k$. $f(x, i)$ is defined to be 1 iff the $i$th bit of $G(x) = 1$. Now, since Boolean circuits are a standard class, given seed $x$ to $G$ and index $i$ of $G(x)$, the $i$th bit of $G(x)$ is computable in time quasi-$s(n)$, which is quasi-$n^k$. Thus $f \in P$.

Now we use a win-win analysis. If $P \not\subseteq C[\text{poly}]$, we are done. Hence we can assume that $P \subseteq C[\text{poly}]$. This implies that $f \in C[n^{k'}]$ for some constant $k'$. Since $C$ is closed under projections, it follows that every string in the range of $U$ is the truth table of a function with $C$-circuits of size at most $n^{k'}$.

Since $C$ is weak, there are natural proofs useful against $C[\text{poly}]$. This implies that there is a set $A \subseteq \text{SIZE}(\text{poly})$ of density 1/2 such that no string $y$ for which $f(x, i)$ is in $C[n^{k'}]$ belongs to $A$.

Now again using the assumption that $P \subseteq C[\text{poly}]$, we have that $\text{SIZE}(\text{poly}) \subseteq C[\text{poly}]$, and hence $A \in C[\text{poly}]$. But now $A$ is a set in $C[\text{poly}]$ of density 1/2 which does not intersect the range of $U$ non-trivially, contradicting the assumption that $U$ is a hitting set generator against $C[\text{poly}]$.

The smallest complexity class within which weakness of $C$ is known to imply a super-polynomial lower bound against $C$ is ZPEXP [41]. Lemma 23 shows that if additionally there are succinct hitting sets against $C[\text{poly}]$, the function for which we get a lower bound is much more explicit - it is in $P$.

Next we combine Lemma 23 with Proposition 10 to get a surprising implication.

Theorem 24. Let $C$ be a weak circuit class closed under projections. If there is a constant $k$ such that MCSP[$n^k$] is zero-error average-case hard against $C[\text{poly}]$, then $P$ is not contained in $C[\text{poly}]$. 
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Proof. if there is a constant $k$ such that $\text{MCSP}[n^k]$ is zero-error average-case hard against $\mathcal{C}[\text{poly}]$, then by Proposition 10, we get that there are $\text{SIZE}(n^k)$-succinct hitting sets against $\mathcal{C}[\text{poly}]$. Now applying Lemma 23, we get the desired consequence.

Theorem 24 is essentially a restatement of Theorem 4.

Theorem 24 is a partial converse to the following corollary to Theorem 2 from [41].

Theorem 25. Let $\mathcal{C}[\text{poly}]$ be any circuit class closed under composition with poly-size $\text{AC}^0$. If there is a language in $\text{P}$ that cannot be approximated on $1/2 + 1/\text{poly}(n)$ fraction of inputs by $\mathcal{C}$-circuits of polynomial size, then $\text{MCSP}[2^{n/2}]$ is zero-error average-case hard against $\mathcal{C}[\text{poly}]$.

Note that there are examples of weak circuit classes such as $\text{AC}^0$ and $\text{AC}^0[p]$ which satisfy the condition in Theorem 25.

Theorem 24 is a rare example of a non-black-box reduction between two problems - the reduction does not work when the circuit class against which we are arguing is given access to an oracle. Indeed, under standard crypto assumptions, there is no black-box reduction from $\text{MCSP}[n^k]$ to $\text{P}$, for $k$ chosen large enough.

Theorem 26. Let $\mathcal{C}$ be any Boolean circuit class which contains the projection functions. If there are one-way functions of exponential hardness, there is a constant $k$ for which there is no black-box reduction from zero-error average-case hardness of $\text{MCSP}[n^k]$ against $\mathcal{C}[\text{poly}]$ to $\text{P} \not\subseteq \mathcal{C}[\text{poly}]$.

Proof. If there were such a black-box reduction, then for each oracle $A$, $\text{P} \subseteq \mathcal{C}[A][\text{poly}]$ would imply $\text{MCSP}[n^k]$ is zero-error easy on average for $\mathcal{C}[A][\text{poly}]$. But now consider an oracle $A$ that is complete for $\text{P}$ under projections. The antecedent trivially holds for such an oracle, but if the consequent held, we would have $\text{MCSP}[n^k]$ is zero-error easy on average for $\text{SIZE}[\text{poly}]$ for any $k$, which by the “natural proofs” argument of Razborov and Rudich [44] would invert any one-way function in sub-exponential time.

An approximation to average-case reduction for $\text{AveMCSP}$

Finally, we observe that a certain search-to-decision reduction for a variant of $\text{MCSP}$ given in recent work [14] actually yields a non black-box approximation to average-case reduction. We will use the following variant of the Nisan-Wigderson generator [14], for which the output of the generator has small average-case circuit complexity for most seeds when the function on which the generator is based has small average-case circuit complexity.

Theorem 27 ([40, 14]). There is a fixed constant $d > 1$ such that for any constant $c > d$ there is a sequence of functions $\{G_m : \{0,1\}^m \times \{0,1\}^{O(\log(m))} \rightarrow \{0,1\}^m\}$ computable in polynomial time such that

1. Given $y \in \{0,1\}^{m^c}$ and for any $t = \log(m)^{c-1}$, if $\text{fn}(y)$ can be computed correctly on 0.9 fraction of inputs by circuits of size $t$, then with probability $1 - o(1)$ over choice of the seed $z \in \{0,1\}^{O(\log(m))}$, $\text{fn}(G_m(y,z))$ can be computed correctly on 0.9 fraction of inputs by circuits of size $t^2$.
2. Given $y \in \{0,1\}^{m^c}$, if $\text{fn}(y)$ cannot be computed correctly on 0.9 fraction of inputs by circuits of size $m^d$, then $G_m(y, \cdot)$ is a PRG with error $1/m$ against $\text{SIZE}(m)$.

Theorem 28. For any $\delta > 0$ and $k > 0$, there is $\epsilon > 0$ such that if $\text{AveMCSP}[2^{n/2}]$ is zero-error easy on average for circuits of size $N^k$, then $\text{AveMCSP}[2^{cn}, 2^{dn}]$ has polynomial-size circuits.
The Universality Conjecture opens up several directions for future work. The first is to derive consequences follow from the failure of the Conjecture, lending further support to it? But perhaps even stronger consequences follow from the failure of the Conjecture, lending further support to it?

Theorem 27. It then computes with circuits of size $2^n$. We argue that when $k > 0$ such that $\text{AveMCSP}[2^n/2]$ is zero-error easy on average for circuits of size $N^k$. Without loss of generality, this means that there exists a set $A \subseteq \{0,1\}^*$ with circuits of size $N^k$ such that $A$ has density at least 0.01 and $A$ does not contain any strings $y$ for which $\text{fn}(y)$ has circuits of size at most $2^n/2$.

We show how to solve $\text{AveMCSP}[2^n,2^{5n}]$ in polynomial size, for some $\epsilon$ fixed during the argument which depends on $\delta$ and $k$. Given an input $z$ of length $N$, our non-uniform polynomial time algorithm runs as follows. First it finds $m$ such that $m^\epsilon = N$, where $d$ is the fixed constant given by Theorem 27, and $c$ is chosen to be $2kd/\delta$ in the construction of Theorem 27. It then computes $G_{m^k}(z,x)$ for each $x \in \{0,1\}^{O(\log(m))}$ in polynomial time, truncating each output string to its first $m$ bits. It calculates the fraction $\eta$ of these strings that belong to $A$. If $\eta \geq 0.005$, it rejects, else it accepts. This algorithm can clearly be implemented by circuits of polynomial size.

In the following argument, we use “average-case circuit complexity” to mean the size of the smallest circuit computing the function correctly on a 0.9 fraction of inputs.

We argue that when $\text{fn}(z)$ has average-case circuit complexity at least $N^k$, the algorithm rejects, and that when $\text{fn}(z)$ has average-case circuit complexity at most $N^\epsilon$ for appropriately chosen $\epsilon$, the algorithm accepts. For the first item, note that when $\text{fn}(z)$ has average-case circuit complexity at least $N^k$, by the second part of Theorem 27, $G_{m^k}(z,\cdot)$ is a $1/m^k$-error PRG against circuits of size $m^k$. Since $A$ has circuits of size $m^k$ and also has density at least 0.01, this means that $G_{m^k}(z,\cdot)$ fools $A$, and hence the fraction $\eta$ calculated by the algorithm in this case is at least $0.01 - o(1)$, which is at least 0.005 for large enough $N$.

Now if $\text{fn}(z)$ has average-case circuit complexity at most $N^\epsilon$, where we are yet to fix $\epsilon$, we have from the first part of Theorem of Theorem 27, for at least a $1-o(1)$ fraction of seeds $x$, $G_{m^k}(z,x)$ has average-case circuit complexity at most $N^{2\epsilon}$. Note that we are truncating the output of the PRG to the first $m$ bits, hence the function represented by the output has length $m = N^\delta/2kd$. If $\epsilon$ is chosen so that $\epsilon < \delta/8kd$, we have that with probability $1-o(1)$ over choice of seed $x$, the truncated output of the PRG has average-case circuit complexity at most $2^n/2$. Since $A$ does not contain any strings $y$ for which $\text{fn}(y)$ has circuits of size at most $2^n/2$, we have that the fraction $\eta$ is calculated to be $o(1) < 0.005$ for large enough $N$.

Theorem 28 is a formal version of Theorem 5.

Note that the approximation to average-case reduction in Theorem 28 has a very unusual feature - the gap in the approximation version depends on the complexity of the average-case algorithm. In particular, this reduction is not black-box, meaning that the reduction does not extend to the case where the average-case algorithm uses an oracle.

## Future Work

The Universality Conjecture opens up several directions for future work. The first is to derive further interesting implications from the Conjecture. For example, is the Learning is Hard assumption of [10] equivalent to the non-existence of natural proofs under the Conjecture?

The second is to establish the connections and equivalences we seek unconditionally, or under weaker forms of the Conjecture. Our unconditional results such as Theorem 1 are a step in this direction.

The third is to develop approaches to proving the Conjecture. A useful step here would be to come up with an explicit candidate for universal succinct PRGs.

A fourth direction is to explore consequences of the Conjecture being false. As mentioned before, the Conjecture holds if one-way functions exist, and therefore the failure of the Conjecture would imply the non-existence of one-way functions. But perhaps even stronger consequences follow from the failure of the Conjecture, lending further support to it?
More generally, there are other pathways to connecting average-case hardness of MCSP to the existence of one-way functions. In this work, we have explored average-case hardness in the zero-error sense. But perhaps it would be easier to use average-case hardness of MCSP in the bounded-error sense to construct one-way functions. One question here is to come up with a natural distribution under which MCSP is hard on average in the bounded-error sense – clearly the uniform distribution is not a valid candidate.
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1 Introduction

Statistical tests are a crucial tool in scientific endeavors to analyze data: We routinely model data to be a set of samples from an unknown distribution, and use statistical tests to infer or verify the properties of the underlying distribution. While these tests typically operate under the assumption that data points are drawn from a single underlying distribution, in applications, usually the data is gathered from multiple sources. Furthermore, in many situations, it is the case that the dataset contains only a few data points from each source. For example, an online shop may have the purchase history of thousands of customers while each customer may shop at the store a small number of times. Alternatively, a medical dataset might record the lifestyle behaviors of patients of a particular disease while only having few data points from any specific demographic (such as age).
On the other hand, data that comes from multiple sources may result in a dataset consisting of a collection of unconnected and unrelated data points. For example, it might not be possible to derive any meaningful conclusions from a dataset that contains the blood pressure of patients with heart diseases, Alzheimer patients, and healthy individuals. However, if there is some consensus among the sources, we may be able to make reasonable inferences based on the data. Therefore, an important question to ask is: how can we mathematically model agreement among the sources such that it is possible to design testers with theoretical guarantees?

In this work, we propose a framework for hypothesis testing, one of the most fundamental problems in statistics, while allowing for the underlying data to be drawn from multiple distributions (sources) and only receiving “few” samples from each distribution. More specifically, we study the following problem: suppose we have $s$ source distributions, $p_1, \ldots, p_s$. We have a distribution $q$ (hypothesis), and we aim to distinguish between the case where all the source distributions are equal to $q$ and the case where all the source distributions are far from $q$. We propose a structural condition in order to model the agreement among the sources to enable us to draw meaningful conclusions.

Our structural condition requires all the sources to have the same preference for every element, meaning that for each domain element $x$, either all the sources assign higher probability than the “speculated” probability, $q(x)$, or all of them assign lower probabilities. However, the sources can go arbitrarily higher or lower than $q(x)$ as long as they stay on the same side of the $q(x)$. For example, suppose one has tried several prize wheels (lottery machines) in a casino. The player spins the wheel and expects to receive one of the prizes uniformly. Given the results of each spin, our goal is to test whether all the machines were fair (i.e., selecting the prize uniformly), or they are far from being fair. In this case, we can naturally assume that if the machines are unfair, the house will assign a lower probability to the expensive prizes, and higher probability to cheap ones. Another example is political affiliation at a local vs. national level. Suppose a political party polls its constituents in a district about their opinion on the most crucial policy and compares it with national polls. It is natural to assume that the policies of national interest will receive the same responses in different districts. On the other hand, if a policy affects the district positively (or negatively), members of the district are more (less) likely to pick them. It is worth noting that if no structural condition is assumed, the problem becomes vacuous even in the simplest cases. The main issue is that two completely different sets of distributions may result in identical set of samples. For example, suppose each $p_i$ is a singleton distribution on a random element $x \in [n]$. If we draw one sample from each distribution, the samples we obtain will be indistinguishable from the samples that are i.i.d. from a uniform distribution over $[n]$. See Section 2.2 for more elaboration.

Given our agreement condition, we consider three different cases for our hypothesis $q$: (i) Uniformity testing: $q$ is uniform. (ii) Identity testing (goodness of fit): $q$ is explicitly known. (iii) Closeness testing (equivalence test): $q$ is accessible through samples. We require each source distribution to provide exactly one sample for uniformity and one sample in expectation for identity and closeness testing. We develop sample optimal testers for all these three problems. In fact, the sample complexity of our testers is exactly equal to the standard versions of these problems when samples are drawn from a single source. These results lead to the belief that our agreement condition provides the same power as the standard setting for designing the testers while operating under a weaker assumption.
Our sample complexity upper bounds are achieved by using variants of testers previously used for distribution testing in the case where samples are drawn from a fixed distribution. The challenge however, lies in analyzing these testers in our more general setting with multiple sources. The sample complexity lower bounds follow directly from the single distribution setting. For a full description of our contributions and approaches, see Section 2.3.

1.1 Necessity of modeling multiple sources

We might hypothesize that data points drawn from different distributions can be thought of as coming from some “average” or “aggregated” distribution. Indeed, we know by de Finetti’s theorem that an infinite sequence of exchangeable random variables is actually drawn from a mixture of product distributions. In other words, there is some latent variable such that conditioning on this variable, all the samples are independently drawn from one probability distribution. However in the case that we have finitely many samples (or equivalently finitely many sources), de Finetti type theorems only hold up to some approximation error and in the case where the number of samples is sublinear in the domain size, we give a family of distributions where the sequence of random variables with each sample drawn from a different distribution cannot be seen as a mixture of product distributions. This result implies that modeling data as samples from a single distribution is not sufficient when multiple sources are involved. See Section 2.3.4 for more information.

1.2 Comparison with other models

Studying properties of a collection of distributions has been studied prior to our work in [26, 2, 16]. These papers consider two primary models for sampling a collection of distributions. In the first model, which is called the query model, the user can query each distribution and receive a sample from it. In the second model, which is called the sampling model, the user does not get to choose the source distribution, but the user receives a pair \((i, j)\) which can be interpreted as a sample from the collection: the first element \(i\) indicates that distribution \(i\) was selected with a probability proportional to some (known or unknown) weight, and then \(j\) is a sample drawn from the \(i\)-th distribution.

There are few differences between our model and two models listed above. In these models, there is no limit on the number of samples that can come from a distribution. This is in contrast to our setting where every distribution contributes only one sample in expectation. On the other hand, in these two models, there is no agreement condition imposed between the different distributions, and their goal is to distinguish if all the distributions are equal or their average distance from a single distribution is at least \(\epsilon\). Considering the average distance essentially turns this problem into testing closeness of a distribution over the domain \([n] \times [s]\) which requires more samples.

While our problems are inherently different, none of the results in the papers cited above solve the problems we consider using a sublinear number of queries. In fact in some regime of the parameters, their algorithms draw \(\omega(1)\) samples (even in expectation). In some special case, where the number of samples per distribution is \(\Theta(1)\) in expectation, the sample complexity of their algorithm is greatly larger than ours. In particular, suppose we have \(s\) distributions over a domain of size \(n\) and we draw \(m\) samples from them in total. In the query model, the provided algorithms pick a few distributions and draw \(O(n^{2/3})\) samples from them which is in contrast to our requirement of one sample per distribution. Moreover for the sampling model, the optimal algorithm needs \(m = O(\sqrt{ns}/\epsilon^2 + n^{2/3}s^{1/3}/\epsilon^{2/3})\) samples in total. Roughly speaking, if the number of distributions is asymptotically smaller than \(n\),
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... n \cdot \Theta(\frac{\sqrt{n}}{\epsilon^2} + n^{2/3}/\epsilon^{4/3}).

In [31, 36], the authors consider a similar setting as our paper. In their setting, they have N distributions over the domain of size two. Each distribution is determined by a parameter which indicates the probability of the first domain element, and the algorithm receives t samples from each distribution. However, these papers consider a very different problem compared to ours as their goal is to optimally learn the histogram of the parameters with approximation error as a function of t.

1.3 Other related work

Distribution property testing is a framework for investigating properties of a distribution(s) upon receiving samples. This framework was first introduced in [21, 6], and it is part of the broader topic of hypothesis testing in statistics [27, 25]. In this framework, we wish to determine if one or more unknown distributions satisfy a certain property or are “far” from satisfying the property. The goal is to obtain an algorithm, or tester, for this task that has the optimal sample complexity. Since its introduction, several properties have been considered. See [30, 9, 20] for a survey of results.

The problems of testing uniformity, identity, and closeness of distributions have first been considered in [22, 6, 5] where it is assumed that samples are always drawn from a fixed distribution. Many subsequent work improved on their results, and eventually testers with optimal sample complexities of \( \Theta(\sqrt{n}/\epsilon^2) \) for identity and uniformity testing, and \( \Theta(n^{2/3}/\epsilon^{4/3} + \sqrt{n}/\epsilon^2) \) for closeness testing were obtained. See [34, 28, 33, 10, 17, 1, 16, 18, 14, 15, 8, 4]. For a survey of techniques used for these problems, see [9].

1.4 Organization

We start with definitions and preliminaries in Section 2. In Section 3, we study uniformity testing with samples from multiple sources.

In Section 4, we study identity testing with non-identically drawn samples. In Section 5 we study closeness testing with non-identically drawn samples. Finally, we prove Theorem 2 in Appendix 6.

2 Preliminaries

2.1 Notation and Definitions

We use \([n]\) to denote the set \(\{1, \ldots, n\}\). We consider discrete distributions over \([n]\), which are non-negative functions \(p : [n] \rightarrow [0, 1]\) such that \(\sum_{i \in [n]} p(i) = 1\). We let \(p(i)\) denote the probability assigned to element \(i \in [n]\) by a distribution \(p\) and for a set \(A \subseteq [n]\), we define \(p(A) = \sum_{i \in A} p(i)\). For \(q \geq 1\), the \(\ell_q\)-norm of distribution \(q\) is defined as \(\|p\|_q = \left(\sum_{i \in [n]} p(i)^q\right)^{1/q}\). Given two distributions \(p\) and \(p'\), the \(\ell_q\)-distance between them is defined as the \(\ell_q\)-norm of the vector of their differences: \(\|p - p'\|_q = \left(\sum_{i \in [n]} |p(i) - q(i)|^q\right)^{1/q}\). The total variation distance of two distributions \(p\) and \(p'\) is defined as \(\|p - p'\|_{TV} = \sup_A |p(A) - p'(A)|\) which is known to be equal to \(\|p - p'\|_1/2\). We say that two distributions \(p\) and \(p'\) are \(\epsilon\)-far in \(\ell_q\)-distance if \(\|p - p'\|_q \geq \epsilon\). Otherwise, we say that \(p\) and \(p'\) are \(\epsilon\)-close in \(\ell_q\)-distance. In this paper, we primarily focus on \(\ell_1\)-distance. We denote the uniform distribution over \([n]\) by \(\mathcal{U}_n\). Also, we refer to a Poisson random variable with parameter \(\lambda\) as \(\text{Poi}(\lambda)\).
2.2 The Structural Condition

We introduce the structural condition used in our multiple source distribution testing setting. This condition models the assumption that the different sources have an agreement of the preferences which we explain earlier.

Definition 1 (Structural Condition). Given a sequence of distributions \( p_1, p_2, \ldots \) over [\( n \)] and another distribution \( q \) over [\( n \)], we say that \( \{ p_i \}_{i \geq 1} \) satisfy the structural condition if there exist sets \( A \subset [n], B = [n] \setminus A \), such that for all the \( p_i \)'s,

\[
\begin{align*}
p_i(j) &\geq q(j) \quad \forall j \in A, \\
p_i(j) &\leq q(j) \quad \forall j \in B.
\end{align*}
\]

Note that we do not assume knowledge of what the sets \( A \) and \( B \) are, just that they exist.

2.2.1 Alternative agreement conditions

To motivate Definition 1, our structural condition, we focus on the problem of uniformity testing. In the usual setting of uniformity testing, we are given sample access to a single unknown probability distribution \( p \) over [\( n \)], and we wish to determine if \( p \) is equal to \( U_n \) or if \( \| p - U_n \|_1 \geq \epsilon \).

The most general relaxation of the single source assumption is to allow each sample to be drawn from a possibly different distribution. In particular, we wish to distinguish the completeness case, where each sample is i.i.d. from \( U_n \), from the soundness case, where sample \( i \) is drawn independently from \( p_i \), and \( p_i \) and \( p_j \) are not necessarily the same for \( i \neq j \), and \( \| p_i - U_n \|_1 \geq \epsilon \) for all \( i \). By using the relation between the \( \ell_1 \)-norm and the total variation distance, this general setting can be written in the following way in the soundness case which we require the total variation distance between every \( p_i \) and the uniform distribution to be at least \( \epsilon/2 \):

\[
\min_{A \subseteq [n]} \max_{i} | p_i(A) - U_n(A) | \geq \epsilon/2.
\]

However, we cannot hope to drive meaningful conclusions in this setting. Consider the case where each \( p_i \) is a singleton distribution on a random element \( x \in [n] \). If we draw one sample from each distribution, the samples we obtain will be indistinguishable from the samples that are i.i.d. from a uniform distribution over [\( n \)]. A natural strengthening of (1) is to assume that in the soundness case, not only each distribution is different from \( U_n \) on some set \( A \), as we had above, but all the \( p_i \)'s are far from \( U_n \) on the same set \( A \). This can be written as:

\[
\max_{A \subseteq [n]} \min_{i} | p_i(A) - U_n(A) | \geq \epsilon/2.
\]

(Note that the min and max are switched from Equation (1)). In other words, there is some fixed set \( A \) such that \( p_i \) and \( U_n \) are assigning very different probability mass to the set \( A \).

However, this assumption is still too weak to support uniformity testing in sublinear time. The main reason is that we can come up with \( s \) distribution satisfying Equation (2), but the samples drawn from them look the same as uniform distribution. In general, for testing a symmetric property (i.e., a property that does not depend on the labeling of the elements), e.g., uniformity, we only consider the number of repetition in the sample set. The main sources of information is how many elements repeated \( t \) many times in the sample set. In the single distribution setting, these information is related to the moments of the underlying distribution, and it is known that distributions with the similar moments requires a lot of samples to tell them apart [29, 35, 37].
Consider the following example where we have \( s \) distributions, and each distribution \( p_i \) is supported on \([1, i] \subset [n]\). For \( i \in [s] \) the distribution \( p_i \) assigns the following probability to the domain element \( x \in [n] \):

\[
p_i(x) = \begin{cases} 
\frac{1}{n} & \text{if } x < i \\
1 - \frac{i-1}{n} & \text{if } x = i \\
0 & \text{if } x > i 
\end{cases}
\]

Let \( A \) be the set of elements that all the \( p_i \)'s assign zero probability to them: \( \{s+1, s+2, \ldots, n\} \). Clearly in our example Equation (2) holds for a parameter \( \epsilon < 1 \). As long as \( s \leq (1 - \epsilon)n \) since \( \|p_i - U_n\|_1/2 \geq |p_i(A) - U_n(A)| \geq (n - s)/n \geq \epsilon \) for all \( i \). Now, the probability that samples \( i \) and \( j \), where \( i < j \), are equal is

\[
\frac{i-1}{n^2} + \left(1 - \frac{i-1}{n}\right) \frac{1}{n} = \frac{1}{n}
\]

which is exactly the probability of a collision between two different samples in the completeness case. Furthermore, for any \( k \leq s \leq (1 - \epsilon)n \), we can compute the probability that any \( k \) samples \( i_1 < \cdots < i_k \) match. Due to the support of \( p_{i_1} \), we know that this quantity is precisely

\[
\frac{i_1-1}{n^k} + \left(1 - \frac{i_1-1}{n}\right) \frac{1}{n^{k-1}} = \frac{1}{n^{k-1}}
\]

which is exactly the probability that any \( k \) samples all match if all samples are drawn from the uniform distribution. Therefore with some generalized notion of the moments, the set of distributions in the above example match the first \( O(n) \) moments of the uniform distribution. Due to the matching of these moments, we cannot hope to test uniformity (or any other symmetric property). Hence, a stronger structural condition than (2) is needed to allow testing in our setting. In this work, we proposed a natural strengthening of the assumption (2), given in Definition 1, which is enough to perform uniformity testing, along with other hypothesis testing problems. This is elaborated in Section 2.3.

### 2.3 Our Contributions

#### 2.3.1 Uniformity testing with multiple sources

In our multiple source distributions setting for uniformity testing, we have \( s \) distributions, \( p_1, \ldots, p_s \), and each distribution provides exactly one sample. Our goal is to distinguish the following cases with probability at least \( 2/3^2 \):

- **Completeness case:** \( p_1, p_2, \ldots \) are all uniform on \([n]\).
- **Soundness case:** \( p_1, p_2, \ldots \) are all \( \epsilon \)-far from uniform on \([n]\) in \( \ell_1 \)-distance.

Furthermore, we impose that in the soundness case, the distributions \( \{p_i\}_{i=1} \) satisfy the structural condition given in Definition 1 with \( q \) being \( U_n \), the uniform distribution. That is in the soundness case, all the distributions have mass at least \( 1/n \) on the elements in \( A \) and at most \( 1/n \) on the elements in \( B \) for some sets \( A \) and \( B \) that are unknown to us. Note that the structural condition trivially holds in the completeness case when all the \( p_i \)'s are the same distribution. Therefore, we can think of our setting as a generalization of uniformity testing.

\[2\] Note that the constant \( 2/3 \) is arbitrary here. One can boost the accuracy to \( 1 - \delta \) for an arbitrary small \( \delta \) by increasing the number of samples (distributions) by a \( O(\log \delta^{-1}) \) factor.
We now describe identity testing in the multiple source distributions setting. We first assume that each sample can come from a possibly distinct distribution. Finally, we show how to reduce the main technical issue is to analyze the variance of our statistic which is challenging since generalized identity testing depends on that the sample complexity of distinguishing the soundness and completeness cases for our note that one can think of this quantity as a generalization of the \( \ell_p \)-norm in our setting. In addition, we argue that our statistic is sufficiently concentrated by calculating its variance. We generalize the tight variance analysis of [14], which shows that the collision based tester is optimal in the single source setting. Again if all the \( p_i \)'s are equal to some distribution \( p \), as is the case in the single source uniformity testing setting, the variance is related to the \( \ell_3 \)-norm of \( p \). In our case where the \( p_i \)'s are not necessarily the same, we introduce a generalized notion of \( \ell_3 \)-norm and relate it to our notion of \( \ell_2 \)-norm. This argument relies on Maclaurin’s inequality. Altogether, our analysis shows that we can perform uniformity testing in our setting using \( O(\sqrt{n}/\epsilon^2) \) samples, which is optimal since the standard single source uniformity testing is a special case of our setting, has a known sample complexity lower bound of \( \Omega(\sqrt{n}/\epsilon^2) \) [28]. This result is presented in Section 3.

### 2.3.2 Identity testing with multiple sources

We now describe identity testing in the multiple source distributions setting. We first assume that we explicitly know some fixed distribution \( q \) over \([n]\). We suppose we have \( s \) distributions, \( p_1, \ldots, p_s \). Our goal then is to distinguish the following cases with probability at least \( \frac{2}{3} \): 

- **Completeness case:** \( p_1, p_2, \ldots, p_s \) are identical to \( q \)
- **Soundness case:** \( p_1, p_2, \ldots, p_s \) are all \( \epsilon \)-far from \( q \) in \( \ell_1 \)-distance.

Furthermore, we impose that the distributions \( \{p_i\}_{i=1}^s \) and \( q \) satisfy the structural condition given in Definition 1. For identity testing with multiple sources, we use a generalization of the poissonization method used in many distribution testing problem (see [9]): we assume that we receive \( \text{Poi}(1) \) samples, as opposed to one sample from each distribution \( p_i \) that we had in the uniformity case. Clearly, each distribution provides one sample in expectation, and with high constant probability, no distribution provides more than \( O(\log s) \) samples.

In standard single distribution identity testing, a modified version of Pearson’s \( \chi^2 \)-test statistic is picked to calculate the expected value of \( \|q - p\|_2^2 \), where \( q \) is the known distribution and all samples are from \( p \) [32, 10, 1, 16]. In our case, we generalize this approach and give a new statistic, again a modified version of Pearson’s \( \chi^2 \)-test, which calculates a variant of the \( \ell_2 \)-distance between our known distribution \( q \) and the distributions that our samples come from.

In particular, if we take \( s \) samples, we show that the expected value of our statistic is 

\[
\left\| \sum_{j=1}^s \mathbf{e}_j \right\|_2^2,
\]

where \( \mathbf{e}_j \) is a vector in \( \mathbb{R}^n \) where the \( x \)-th entry is \( |p_j(x) - q(x)| \) for \( x \in [n] \).

Note that one can think of this quantity as a generalization of \( \|q - p\|_2^2 \). We then show that the sample complexity of distinguishing the soundness and completeness cases for our generalized identity testing depends on \( \|q\|_2 \), the \( \ell_2 \)-norm of the known distribution. The main technical issue is to analyze the variance of our statistic which is challenging since each sample can come from a possibly distinct distribution. Finally, we show how to reduce \( \|q\|_2 \) using a “flattening” scheme adapted from [16] that only enlarges the domain size by a
constant factor which results in the sample complexity of $O(\sqrt{n}/\epsilon^2)$ which is optimal since the standard single distribution uniformity testing is a special case of our generalized identity testing, and it requires $\Omega(\sqrt{n}/\epsilon^2)$ samples [28].

**Remark on Goldreich's reduction from identity to uniformity testing.** There is a reduction from identity testing to uniformity testing given in [19] in which Goldreich gives mappings $F_1$ and $F_2$ such that if $p$ is $\epsilon$-far from $q$, then $F_2(F_1(p))$ is a distribution that is $O(\epsilon)$-far from the uniform distribution over a larger domain of size $m = n/\gamma$ where $\gamma$ is a parameter of the reduction. This reduction works partially in our case. Denote $F = F_2 \circ F_1$. Then we can check that $F(p_i)$ is $O(\epsilon)$-far from $q$ for every $p_i$ in the soundness case. Furthermore, if $x \in [n]$ is also in $A$, then the domain elements corresponding to $x$ in $[m]$ are all at least $1/m$ and similarly, if $x \in [n]$ is in the set $B$, the domain elements corresponding to $x$ in $[m]$ are all at most $1/m$. In particular, $F$ maps the set $A \subseteq [n]$ to a set $A' \subseteq [m]$ that has the same properties as $A$ and similarly, $F$ maps the set $B \subseteq [n]$ to another subset $B' \subseteq [m]$.

The issue in applying this reduction to our setting is with $F_1$. In particular, $F_1(p_i)$ increases the domain size from $[n]$ to possibly $[n+1]$, and there is no guarantee if the domain elements in $m$ corresponding to $n+1$ will be in $A'$ or $B'$. In particular, it could be that for some $p_i$'s, these domain elements will be in $A'$ and for other $p_i$'s, these domain elements can possibly be in $B'$. This could create potential “cancellations” that hide collisions when observing samples from $F(p_i)$. To fix this, we would have to make sure these domain elements don’t have much probability mass, which leads to letting $\gamma = O(\epsilon)$. This ultimately leads to a sub optimal query complexity in terms of $\epsilon$ for identity testing. Therefore, we do not pursue this approach.

### 2.3.3 Closeness testing with multiple sources

We now describe our generalized version of closeness testing. We assume that we have access to two streams of samples. In the first stream, all samples are i.i.d. from some fixed distribution $q$ over $[n]$ that is unknown to us. In the second stream, samples are drawn independently from distributions $p_1, \ldots, p_s$ where $p_1$ and $p_j$ are not necessarily the same distribution for $i \neq j$. Our goal then is to distinguish the following cases with probability at least $2/3$:

- **Completeness case:** $p_1, p_2, \ldots, p_s$ are identical to $q$
- **Soundness case:** $p_1, p_2, \ldots, p_s$ are all $\epsilon$-far from $q$ in $\ell_1$-distance.

We also impose that the distributions $\{p_i\}_{i=1}^s$ and $q$ satisfy the *structural condition* given in Definition 1. Note that the structural condition trivially holds in the completeness case.

Our approach to closeness testing with multiple sources is very similar to our approach for identity testing above. We make use of the poissonization method. In particular, we draw Poi$(s)$ samples from distribution $q$. Also, we take Poi$(1)$ samples from each of the distributions $p_i$, so in total we have Poi$(s)$ samples from the distributions $\{p_i\}_{i=1}^s$. Furthermore, we use a (different) modified version of Pearson’s $\chi^2$-test proposed in [10, 16] and show that the expected value of our statistic is $\left\|\sum_{j=1}^s \bar{e}_j \right\|_2^2$ where the vector $\bar{e}_j$ is the same as in the identity testing case above. With a careful analysis of the statistic, in contrast with [16], we show that the sample complexity only depends on the $\ell_2^2$-norm of the $q$. Finally, we use a (randomized) “flattening” scheme from [16] which results in the sample complexity of $O(n^{2/3}/\epsilon^{4/3} + \sqrt{n}/\epsilon^2)$.

---

3 Similar analysis has appeared in [3] before this work.
which is optimal since there is a known lower bound of $\Omega(\max(n^{2/3}/\epsilon^{4/3}, \sqrt{n}/\epsilon^{2}))$ for the single distribution setting of closeness testing [16]. Using the same techniques, we also obtain a tester which uses asymptotically different number of samples from $q$ compared to the number of sources (known as testing with unequal-sized samples). See Remark 18 for more details.

2.3.4 Failure of de Finetti’s Theorem with sublinear number of samples

An infinite sequence $X_1, X_2, \ldots$ of random variables is called exchangeable if for all $m \geq 1$, the distribution of the sequence $X_1, \ldots, X_m$ is identical to the distribution of $X_{\sigma(1)}, \ldots, X_{\sigma(m)}$ for any permutation $\sigma$ on $m$ elements. de Finetti’s theorem states that any infinite exchangeable sequence is a mixture of product distributions. In other words, there exists a probability measure $\mu$ such that conditioned on $\mu$, $X_1, X_2, \ldots$ can be seen as i.i.d. samples from a distribution.

Similarly, a finite sequence $X_1, \ldots, X_m$ is called exchangeable if all the permutations of the sequence have the same distribution. If an exact version of de Finetti’s theorem were to hold for finite sequences, our new setting where each sample can come from a different distribution reduces to the known setting where all the samples are i.i.d. (since an algorithm can turn the samples it sees into an exchangeable sequence by randomly permuting the samples). However, all the known finite versions of de Finetti’s type theorems have an error term which roughly states that finite exchangeable sequences are only approximately close to mixtures of product distributions (see [13, 12, 24]).

In Section 6, we give an example of a finite sequence of random variables that falls in the soundness case of our setting of uniformity testing with multiple sources that is $\Omega(1)$-far from any mixture of product distributions. More precisely, our theorem, Theorem 2, tells us that it is not always possible to approximate a finite exchangeable sequence $X_1, \ldots, X_s$ arbitrarily well by a mixture of product distributions. This suggests that it is not possible to use de Finetti’s theorem in our setting and therefore, more refined tools are needed rather than a hammer like de Finetti’s theorem. More formally, our theorem is the following.

\textbf{Theorem 2.} Let $s = O(\sqrt{n})$ be the number of samples required by Algorithm 1 for $\epsilon = 1/3$. There exists an exchangeable sequence $X_1, \ldots, X_s$ such that $X_i$ is drawn from distribution $q_i$, which are all supported in $[n]$ and satisfy $\|q_i - U_n\|_1 \geq 1/3$ for all $i$. Furthermore, $\{q_i\}_{i=1}^s$ all satisfy the structural condition given in Definition 1 with $q = U_n$. Let $P$ denote the distribution of the sequence $X_1, \ldots, X_s$. Then $P$ is $\Omega(1)$-far in $\ell_1$-distance from any mixture of product distributions.

The proof of Theorem 2 uses ideas from Diaconis and Freedman in [13]. For other variants and finite extension of de Finetti’s theorem, see [24].

3 Uniformity Testing with Multiple Sources

We now present our algorithm, Uniformity-Tester, for uniformity testing with multiple sources. We show the standard collision based statistic, introduced in [22, 7], is a sufficient statistic to distinguish whether all sources are uniform or all sources are $\epsilon$-far from uniform in our multiple sources setting. The collision statistic is selected based on a simple observation: if we draw two samples from a distribution, the probability that these two samples are equal (also known as a collision) is lowest when the distribution is uniform. Thus, the number of pairwise collisions tends to be “small” if the samples are drawn from a uniform distribution. We show that this observation still holds in our setting. Our algorithm takes $s$ samples (for
Algorithm 1 Uniformity-Tester.

Input: \( n, \epsilon \), one sample from each of \( p_1, p_2, \ldots, p_s \)

Output: accept or reject

1. \( s \leftarrow \frac{c_1 \sqrt{n}}{\epsilon^2} \)
2. Take \( s \) samples \( X_1, \ldots, X_s \).
3. For each \( 1 \leq i < j \leq s \), let \( \sigma_{ij} \) be the indicator variable for the event \( X_i = X_j \).
4. \( \tau \leftarrow 1 + \frac{c_1^2/16}{n} \)
5. \( Z \leftarrow \sum_{i<j} \sigma_{ij} / \binom{s}{2} \)
6. if \( Z \geq \tau \) then
   7. Output reject and abort.
8. Output accept.

a parameter \( s \) which we determine later) and calculates the number of pairwise collisions in the samples. Then, it compares the number collisions to a threshold, \( \tau \), which we specify later. If the number of collisions is less than \( \tau \), we infer the sources are uniform and output accept; otherwise, we infer the sources are far from uniform, and output reject. We present our approach in Algorithm 1 along with the main theorem, Theorem 3, which proves the correctness of our algorithm.

Theorem 3 (Correctness of Uniformity-Tester). There exists a constants \( c_1 \) independent of \( n \) such that the following statements hold with probability \( 2/3 \):

- Completeness case: Uniformity-Tester outputs accept if each of the \( s \) distributions \( p_1, \ldots, p_s \) are uniform.
- Soundness Case: Uniformity-Tester outputs reject if the \( p_i \)'s are \( \epsilon \)-far from the uniform distribution (i.e., \( \| p_i - U_n \|_1 \geq \epsilon \)) and \( \{ p_i \}_{i=1}^s \) satisfy the structural condition of Definition 1 with \( q = U_n \).

Remark 4. The sample complexity of Algorithm 1 is optimal due to the lower bound of \( \Omega(\sqrt{n}/\epsilon^2) \) for testing uniformity in the standard single source setting presented in [28].

Overview of the proof. To prove the correctness of Uniformity-Tester, we analyze the statistic \( Z \) which is the number of collisions in the sample set:

\[
Z = \frac{1}{\binom{s}{2}} \sum_{1 \leq i < j \leq s} \sigma_{ij}
\]

where \( \sigma_{ij} \), for \( i < j \), is the indicator that sample \( i \) is equal to sample \( j \). The algorithm outputs accept or reject by comparing the statistic \( Z \) to a threshold \( \tau \). Our goal is to show \( Z \) is below the threshold in the completeness case and above the threshold in the soundness case. To do so, we first compute the expectation of \( Z \) and then show a sufficiently strong concentration around its expectation by bounding the variance of \( Z \). By a careful selection of the number of samples and the threshold \( \tau \), we can prove with high probability that \( Z \) is on the desired side of the threshold, and consequently the correctness of the algorithm.

Proof of Theorem 3. We start by setting the parameters: Let the threshold \( \tau \) be \( 1 + \epsilon^2/16)/n \). Define \( \alpha \) to be the solution to \( E[Z] = (1 + \alpha)/n \). Let the number of samples, \( s \), to be \( c_1 \sqrt{n}/\epsilon^2 \) for a sufficiently large constant \( c_1 \).
Note that in the completeness case, all samples are coming from the uniform distribution. In this case, $Z$ is analyzed in [22, 6, 14], so we know the expected value of the statistic is as follows:

$$E[Z] = \|U_n\|_2^2 = \frac{1}{n}.$$ 

Furthermore, the variance of $Z$ is bounded from above as below (see Lemma 2.3 in [14]):

$$\text{Var}[Z] \leq \Theta \left( s^2 \cdot \|U_n\|_2^2 + m^3 \left( \frac{\|U_n\|_3^3 - \|U_n\|_2^3}{\binom{n}{2}} \right)^2 \right) \leq \Theta \left( \frac{1}{ns^2} \right).$$

Now, by Chebyshev’s inequality, we can bound the probability that $Z$ becomes larger than the threshold as follows

$$\Pr[Z \geq \tau] \leq \frac{\Pr[Z - E[Z] \geq \epsilon^2]}{16n} \leq \Theta \left( \frac{n}{\epsilon^4s^2} \right) \leq \frac{1}{3}$$

where the last inequality holds for a sufficiently large constant $c_1$ and having $s = c_1\sqrt{n}/\epsilon^2$ which proves the correctness of the completeness case.

The main challenge of this proof is to analyze the soundness case when the $p_i$’s are potentially different. We first give a lower bound for the expected value of $Z$. We begin by providing an intuitive overview of our approach. In the soundness case, we can compute that the expected value of the indicator random variable for a collision between the $i$-th and the $j$-th sample is given by

$$E[\sigma_{ij}] = \sum_{x \in [n]} p_i(x)p_j(x) \tag{3}$$

where $p_i$ and $p_j$ are the distributions that sample $i$ and $j$ are respectively drawn from. One can think of Equation (3) as a generalization of $\|p\|_2^2$ when two distributions are involved. To bound Equation (3) from below, we make use of the structural condition. Namely, we can define the error terms

$$e_i(x) = p_i(x) - \frac{1}{n} \quad \forall x \in A \quad e_i(x) = \frac{1}{n} - p_i(x) \quad \forall x \in B. \tag{4}$$

We know that

$$\sum_{x \in A} e_i(x) = \sum_{x \in B} e_i(x).$$

In fact, the above quantities are half the $\ell_1$-distance between $p_i$ and the uniform distribution. We define $e_j(x)$ similarly for $p_j$, and the above identity similarly holds for the $e_j$’s as well. Using these equations, we show in Lemma 5 that

$$\sum_{x \in [n]} p_i(x)p_j(x) = \frac{1}{n} + \sum_{x \in [n]} e_i(x)e_j(x).$$

Recall that our goal is to show that the expected number of collisions in the soundness case is substantially larger than $\binom{n}{2}/n$. Thus, we desired to bound find a lower bound for the second term in the right hand side above. However, since $p_i$ and $p_j$ are not necessarily the same distribution, it could be the case that for a fixed pair $i, j$ we have $\sum_{x \in [n]} e_i(x)e_j(x) = 0$ which is what we would expect if $p_i$ and $p_j$ were both uniform. Thus, instead of bounding $\sum_{x \in [n]} e_i(x)e_j(x)$ for each pair $i$ and $j$, we show that the sum of these terms over all the pairs $i < j$ is $\Theta(\epsilon^2)$. More formally, we have the following lemma.
Lemma 5. Let \( \{p_i\}_{i=1}^s \) be distributions over \([n]\) that are all \( \epsilon \)-far from \( U_n \) in \( \ell_1 \)-distance, and satisfy the structural condition given in Definition 1 with \( q = U_n \). Let \( X_i \) be drawn independently from \( p_i \) for all \( 1 \leq i \leq s \). Let \( \sigma_{ij} \) be the indicator variable for the event \( X_i = X_j \) and define \( Z = \sum_{i<j} \sigma_{ij} / \binom{s}{2} \). Then the following estimate holds

\[
E[Z] \geq \frac{1 + \epsilon^2}{8n}.
\]

Proof. Recall the error terms which we defined in Equation (4):

\[
e_i(x) = p_i(x) - \frac{1}{n} \quad \forall x \in A,
\]

\[
e_i(x) = \frac{1}{n} - p_i(x) \quad \forall x \in B.
\]

We start by giving a convenient representation of \( E[\sigma_{ij}] \) in terms of the error terms:

\[
E[\sigma_{ij}] = \frac{1}{n} + \sum_{x \in [n]} e_i(x)e_j(x).
\]

(5)

To prove the above equation, observe that since the sum of the probabilities in any discrete distribution is one, we have:

\[
\sum_{x \in A} e_i(x) = \sum_{x \in B} e_i(x)
\]

(6)

and similar for the \( e_j \)'s. All of the \( e_i(x) \)'s and the \( e_j(x) \)'s are non-negative for any domain element \( x \) by definition and the structural condition. Thus, we can obtain:

\[
E[\sigma_{ij}] = \sum_{x \in [n]} p_i(x)p_j(x)
\]

\[
= \sum_{x \in A} \left( e_i(x) + \frac{1}{n} \right) \left( e_j(x) + \frac{1}{n} \right) + \sum_{x \in B} \left( \frac{1}{n} - e_i(x) \right) \left( \frac{1}{n} - e_j(x) \right)
\]

\[
= \frac{|A|}{n^2} + \frac{1}{n} \sum_{x \in A} e_i(x) + \frac{1}{n} \sum_{x \in A} e_j(x) + \sum_{x \in A} e_i(x)e_j(x)
\]

\[
+ \frac{|B|}{n^2} + \frac{1}{n} \sum_{x \in B} e_i(x) - \frac{1}{n} \sum_{x \in B} e_j(x) + \sum_{x \in B} e_i(x)e_j(x).
\]

Using Equation (6), it is clear that the sum of two middle terms above are zero:

\[
\frac{1}{n} \sum_{x \in A} e_i(x) - \frac{1}{n} \sum_{x \in B} e_i(x) = 0, \quad \text{and} \quad \frac{1}{n} \sum_{x \in A} e_j(x) - \frac{1}{n} \sum_{x \in B} e_j(x) = 0,
\]

which implies the desired identity we claimed in Equation (5):

\[
E[\sigma_{ij}] = \frac{|A| + |B|}{n^2} + \sum_{x \in [n]} e_i(x)e_j(x) = \frac{1}{n} + \sum_{x \in [n]} e_i(x)e_j(x).
\]

Using this identity for all \( \binom{s}{2} \) pair of samples, yields to the following:

\[
E \left[ \binom{s}{2} Z \right] = E \left[ \sum_{j<i} \sigma_{ij} \right] = \sum_{j<i} \sum_{x \in [n]} p_i(x)p_j(x) = \binom{s}{2} \frac{1}{n} + \sum_{j<i} \sum_{x \in [n]} e_i(x)e_j(x).
\]

(7)
Now, we focus on the second term on the right hand side of the equation above. We can compute that
\[
\sum_{j<i} \sum_{x \in B} e_i(x)e_j(x) = \frac{1}{2} \left( \sum_{x \in B} \left( \sum_{i=1}^{s} e_i(x) \right)^2 - \sum_{i=1}^{s} \sum_{x \in B} e_i(x)^2 \right) .
\] (8)

To fine a lower bound \(E[Z]\), we find a lower bound for the first term and an upper bound for the second term in the right hand side above.

**Lower bound for the first term.** Note that if \(x \in B\), by definition, \(e_i(x)\) is at most \(1/n\). On the other hand, \(\sum_{x \in B} e_i(x)\) is half of the \(\ell_1\)-distance between \(p_i\) and the uniform distribution. Define \(\epsilon_i'\) to be \(\|p_i - U_n\|_1 = 2 \sum_{x \in B} e_i(x)\). Clearly, \(\epsilon_i'\) is at least \(\epsilon\). Then, we have the following lower bound for the size of \(B\):
\[
|B| \cdot \frac{1}{n} \geq \sum_{x \in B} e_i(x) = \frac{\epsilon'_i}{2} , \quad \Rightarrow \quad |B| \geq \frac{\epsilon' n}{2} \geq \frac{\epsilon n}{2} .
\]
Therefore, it follows that for any \(i\), we have
\[
\sum_{x \in B} e_i(x)^2 \leq \frac{1}{n^2} \epsilon'_i n / 2 = \frac{\epsilon'_i}{2n} .
\]

Now by the Cauchy-Schwarz inequality, and having \(|B| \leq n\), we have:
\[
\sum_{x \in B} \left( \sum_{i=1}^{s} e_i(x) \right)^2 \geq \frac{1}{|B|} \left( \sum_{i=1}^{s} \sum_{x \in B} e_i(x) \right)^2 \geq \frac{(\sum_{i=1}^{s} \epsilon'_i)^2}{4n} .
\]

**Upper bound for the second term.** On the other hand, for the second term in Equation (8), we obtain:
\[
\sum_{i=1}^{s} \sum_{x \in B} e_i(x)^2 \leq \sum_{i=1}^{s} \sum_{x \in B} \frac{e_i(x)}{n} \leq \frac{1}{2n} \sum_{i=1}^{s} \epsilon'_i
\]
where the first inequality holds since the \(e_i(x)\)'s are at most \(1/n\).

**Putting it all together.** Using the two bounds above, we achieve the following lower bound for Equation (8):
\[
\sum_{j<i} \sum_{x \in B} e_i(x)e_j(x) \geq \frac{1}{2} \left( \frac{(\sum_{i=1}^{s} \epsilon'_i)^2}{4n} - \sum_{i=1}^{s} \frac{\epsilon'_i}{2n} \right) .
\]

Observe that since \(s = c_1\sqrt{n}/\epsilon^2\), for a sufficiently large \(c_1\), \(s\) is at least \(\Theta(1/\epsilon)\). Therefore, we have:
\[
\sum_{i=1}^{s} \epsilon'_i \geq s \epsilon \geq 4 \quad \Rightarrow \quad \frac{1}{2} \left( \sum_{i=1}^{s} \epsilon'_i \right)^2 - \sum_{i=1}^{s} \epsilon'_i \geq \frac{(\sum_{i=1}^{s} \epsilon'_i)^2}{4} .
\]
Therefore, we obtain:
\[
\sum_{j<i} \sum_{x \in B} e_i(x)e_j(x) \geq \frac{1}{2} \left( \frac{(\sum_{i=1}^{s} \epsilon'_i)^2}{4n} - \sum_{i=1}^{s} \frac{\epsilon'_i}{2n} \right) \geq \frac{(\sum_{i=1}^{s} \epsilon'_i)^2}{16n} \geq \frac{\epsilon^2}{16n} .
\]
Going back to Equation (7), we achieve:
\[
\mathbb{E}
\left[
\frac{s}{2}Z
\right]
\geq
\frac{s}{2}
+ \frac{s^2 \epsilon^2}{16n}
\geq
\frac{(1 + \epsilon^2/8)}{n},
\]
which concludes the proof of the lemma.

We now proceed with the proof of Theorem 3. In the next step, we show a tight bound for the variance of the our statistic \( Z \). We generalize the tight variance analysis given in [14] for the standard collision based tester in the single source setting to our multiple source setting. We start by a useful identity for the variance: \( \text{Var}[Z] = \mathbb{E}[Z^2] - \mathbb{E}[Z]^2 \). Note that when we expand \( Z^2 = (\sum_{i<j} \sigma_{ij})^2 \), we get terms of the form \( \sigma_{ij} \sigma_{jk} \). In the single distribution case, this term can be related to the \( \ell_2 \)-norm of \( p \). In our setting, we introduce a generalization of the \( \ell_2 \)-norm which is the following:
\[
\mathbb{E}[\sigma_{ij} \sigma_{jk}] = \sum_{x\in [n]} p_i(x)p_j(x)p_k(x).
\]
To upper bound Equation (9), we again make use of the structural condition and relate it to our version of the \( \ell_2 \)-norm, Equation (3), by using Maclaurin’s inequality which roughly states that the \( \ell_3 \)-norm is at most the \( \ell_2 \)-norm. More formally, we have the following lemma and our proof is presented in Section 3.1.

\[ \text{Lemma 6.} \] Let \( \{p_i\}_{i=1}^s \) be distributions over \( [n] \) that are all \( \epsilon \)-far from \( U \) in \( \ell_1 \)-distance and satisfy the structural condition given in Definition 1 with \( q = \mathcal{U}_n \). Let \( X_i \) be drawn independently from \( p_i \) for all \( 1 \leq i \leq s \). Let \( \sigma_{ij} \) be the indicator variable for the event \( X_i = X_j \). Then the following estimate holds
\[
\text{Var}
\left[
\sum_{i<j} \sigma_{ij}
\right]
\leq
\frac{18\alpha s}{n^2} \left( \frac{s}{2} \right)
+ 3 \left( \frac{\alpha}{n} \right) \left( \frac{s}{2} \right)^{3/2}
+ \sum_{i<j} \mathbb{E}[\sigma_{ij}]
\]
where \( \alpha \) is defined to be the solution to \( \mathbb{E}[Z] = (1 + \alpha)/n \), and it is at least \( \epsilon^2/8 \).

We can now prove the correctness of the algorithm by bounding the probability that \( Z \) is below the threshold \( \tau \). Recall that \( \mathbb{E}[Z] = (1 + \alpha)/n \geq (1 + \epsilon^2/8)/n \) from Lemma 5. Therefore, \( \alpha \geq \epsilon^2/8 \). By Chebyshev’s inequality, we have
\[
\Pr[Z < \tau] = \Pr[|\mathbb{E}[Z] - Z| \geq \mathbb{E}[|Z - \tau|] \leq \mathbb{E}[|Z - \tau|] \\
\leq \Pr[|Z - \tau|] \leq \Pr[Z - \tau] \\
\leq \mathbb{E}[Z - \tau] \leq \text{Var}[Z] \cdot \left( \frac{n}{\alpha - \epsilon^2/16} \right)^2.
\]
Now, Lemma 6 gives us
\[
\text{Var}
\left[
\sum_{i<j} \sigma_{ij}
\right]
\leq
\frac{18\alpha s}{n^2} \left( \frac{s}{2} \right)
+ 3 \left( \frac{\alpha}{n} \right) \left( \frac{s}{2} \right)^{3/2}
+ \sum_{i<j} \mathbb{E}[\sigma_{ij}].
\]
We use \( T_1 \) and \( T_2 \) to indicate the two terms in the upper bound above. In either of the cases \( T_1 \leq T_2 \) or \( T_1 > T_2 \), we show the error probability is bounded by \( 1/3 \).
Case 1: $T_1 \leq T_2$. In this case, we bound the variance of the number of collisions by $2T_2$. We have:

$$\operatorname{Pr}[Z < \tau] \leq \operatorname{Var}\left[\sum_{i<j} \sigma_{ij}\right] \cdot \left(\frac{n}{\binom{n}{2}(\alpha - \epsilon^2/16)}\right)^2 \leq 2T_2 \cdot \left(\frac{n}{\binom{n}{2}(\alpha - \epsilon^2/16)}\right)^2$$

$$\leq 2 \sum_{i<j} \mathbb{E}[\sigma_{ij}] \cdot \left(\frac{n}{\binom{n}{2}(\alpha - \epsilon^2/16)}\right)^2 \leq \Theta\left(\frac{s^2(1 + \alpha)}{n} \cdot \frac{n^2}{s^4(\alpha - \epsilon^2/16)^2}\right)$$

$$\leq \Theta\left(\frac{n}{s^2} \cdot \frac{1 + \alpha}{f(\alpha)}\right).$$

Define $f(\alpha) := (1 + \alpha)/(\alpha - \epsilon^2/16)^2$. We can compute that $f$ is a decreasing function over the range $[\epsilon^2/8, \infty)$, so we can bound $f(\alpha)$ by $f(\epsilon^2/8) = \Theta(1/\epsilon^2)$ from above. Thus, we bound the probability of $Z < \tau$ as

$$\operatorname{Pr}[Z < \tau] \leq \Theta\left(\frac{n}{s^2\epsilon^2}\right) \leq \frac{1}{3},$$

where the last inequality holds for a sufficiently large constant $c_1$ and having $s = c_1\sqrt{n}/\epsilon^2$.

Case 2: $T_1 > T_2$. In this case, we bound the variance of $Z$ by $2A$. Note that we know $\alpha \geq \epsilon^2/8$, so we have:

$$\operatorname{Pr}[Z < \tau] \leq \operatorname{Var}\left[\sum_{i<j} \sigma_{ij}\right] \cdot \left(\frac{n}{\binom{n}{2}(\alpha - \epsilon^2/16)}\right)^2 \leq 2T_2 \cdot \left(\frac{n}{\binom{n}{2}(\alpha - \epsilon^2/16)}\right)^2$$

$$\leq 2 \left(\frac{18\alpha s}{n^2} \left(\frac{s}{2}\right) + 3 \left(\frac{\alpha}{n}\right) \left(\frac{s}{2}\right)^{3/2}\right) \cdot \left(\frac{n}{\binom{n}{2}(\alpha - \epsilon^2/16)}\right)^2$$

$$\leq \Theta\left(\frac{\alpha s^3}{n^2} + \frac{\alpha^{3/2} s^3}{n^{3/2}}\right) \cdot \frac{n^2}{s^4\alpha^2} \leq \Theta\left(\frac{1}{s\alpha} + \frac{\sqrt{n}}{s\sqrt{\alpha}}\right).$$

The number of samples, $s$ is chosen to be

$$s = c_1 \cdot \frac{\sqrt{n}}{\epsilon^2} \geq \Theta\left(\frac{1}{\epsilon^2} + \frac{\sqrt{n}}{\epsilon}\right) \geq \Theta\left(\frac{1}{\alpha} + \frac{\sqrt{n}}{\sqrt{\alpha}}\right),$$

and therefore, by picking a sufficiently large constant $c_1$, we can bound the probability of outputting the incorrect answer in the soundness case by $1/3$. ▷

### 3.1 Proof of Lemma 6

**Lemma 6.** Let $\{p_i\}_{i=1}^s$ be distributions over $[n]$ that are all $\epsilon$-far from $\mathcal{U}$ in $\ell_1$-distance and satisfy the structural condition given in Definition 1 with $q = \mathcal{U}_n$. Let $X_i$ be drawn independently from $p_i$ for all $1 \leq i \leq s$. Let $\sigma_{ij}$ be the indicator variable for the event $X_i = X_j$. Then the following estimate holds

$$\operatorname{Var}\left(\sum_{i<j} \sigma_{ij}\right) \leq 18\alpha s \cdot \frac{s}{n^2} \left(\frac{\alpha}{n}\right) \left(\frac{s}{2}\right)^{3/2} + \sum_{i<j} \mathbb{E}[\sigma_{ij}]$$

where $\alpha$ is defined to be the solution to $\mathbb{E}[Z] = (1 + \alpha)/n$, and it is at least $\epsilon^2/8$. 
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Proof. For simplicity, let \( W \) denote \( \sum_{i<j} \sigma_{ij} \). We bound the variance of \( W \) from above in the following steps.

\[
\text{Var}[W] = \mathbb{E}[W^2] - \mathbb{E}[W]^2 = \mathbb{E} \left[ \left( \sum_{i<j} \sigma_{ij} \right)^2 \right] - \left( \sum_{i<j} \mathbb{E}[\sigma_{ij}] \right)^2
\]

\[
= \mathbb{E} \left[ \sum_{i<j,k<\ell} \sigma_{ij} \sigma_{k\ell} + 2 \sum_{i<j} (\sigma_{ij} \sigma_{ik} + \sigma_{ij} \sigma_{jk} + \sigma_{ik} \sigma_{jk}) + \sum_{i<j} \sigma_{ij}^2 \right]
\]

\[
- \sum_{i<j, k<\ell} \mathbb{E}[\sigma_{ij}] \mathbb{E}[\sigma_{k\ell}] - 2 \sum_{i<j} \left( \mathbb{E}[\sigma_{ij}] \mathbb{E}[\sigma_{ik}] + \mathbb{E}[\sigma_{ij}] \mathbb{E}[\sigma_{jk}] + \mathbb{E}[\sigma_{ik}] \mathbb{E}[\sigma_{jk}] \right)
\]

\[
- \sum_{i<j} \mathbb{E}[\sigma_{ij}]^2.
\]

Note that if \( i, j, k, \) and \( \ell \) are all distinct, then \( \sigma_{ij} \) is independent from \( \sigma_{k\ell} \). Thus, we have:

\[
\mathbb{E}[\sigma_{ij} \sigma_{k\ell}] = \mathbb{E}[\sigma_{ij}] \mathbb{E}[\sigma_{k\ell}].
\]

Moreover, we know that \( \mathbb{E}[\sigma_{ij}] \geq 1/n \) for all \( i < j \) from Lemma 5. Having \( \sigma_{ij}^2 = \sigma_{ij} \), we continue bounding the variance as follows:

\[
\text{Var}[W] = 2 \sum_{i<j<\ell} \left( \mathbb{E}[\sigma_{ij} \sigma_{ik}] + \mathbb{E}[\sigma_{ij} \sigma_{jk}] + \mathbb{E}[\sigma_{ik} \sigma_{jk}] \right)
\]

\[
+ \mathbb{E} \left[ \sum_{i<j} \sigma_{ij} \right] - \left( \frac{8}{3} \right) \frac{6}{n^2} - \sum_{i<j} \mathbb{E}[\sigma_{ij}]^2.
\]

For now, we focus on the first sum in the right hand side above. We bound this term via the error terms we defined in Equation (4). We note that

\[
\mathbb{E}[\sigma_{ij} \sigma_{ik}] = \mathbb{E}[\sigma_{ij} \sigma_{jk}] = \mathbb{E}[\sigma_{ik} \sigma_{jk}] = \sum_{x \in [n]} p_i(x)p_j(x)p_k(x)
\]

\[
= \sum_{x \in A} \left( \frac{1}{n} + e_i(x) \right) \left( \frac{1}{n} + e_j(x) \right) \left( \frac{1}{n} + e_k(x) \right)
\]

\[
+ \sum_{x \in B} \left( \frac{1}{n} - e_i(x) \right) \left( \frac{1}{n} - e_j(x) \right) \left( \frac{1}{n} - e_k(x) \right)
\]

\[
\leq \frac{1}{n^2} \left( \sum_{x \in A} e_i(x) - \sum_{x \in B} e_i(x) + \sum_{x \in A} e_j(x) - \sum_{x \in B} e_j(x) + \sum_{x \in A} e_k(x) - \sum_{x \in B} e_k(x) \right)
\]

\[
+ \frac{1}{n} \left( \sum_{x \in [n]} e_i(x)e_j(x) + e_i(x)e_k(x) + e_j(x)e_k(x) \right) + \frac{1}{n} \sum_{x \in [n]} \frac{1}{n^3}
\]

where the last inequality holds since all the \( e_i(x) \)'s are non-negative. Therefore, we can
continue bounding the variance as follows:

\[ \text{Var}[W] \leq \left( \frac{s}{3} \right) \frac{6}{n^2} + \frac{18}{n} \sum_{i<j, x \in [n]} e_i(x)e_j(x) \]

\[ + 6 \sum_{i<j<k, x \in [n]} e_i(x)e_j(x)e_k(x) + E[W] - \left( \frac{s}{3} \right) \frac{6}{n^2}. \]

To bound the above terms, we use Maclaurin’s inequality proved in [11].

\[ \text{Lemma 7 (Maclaurin’s inequality).} \]

Let \( \{a_i \}_{i=1}^s \) be non-negative real numbers. Define

\[ S_k = \frac{1}{(\binom{s}{k})} \sum_{1 \leq i_1 < \cdots < i_k \leq s} a_{i_1}a_{i_2} \cdots a_{i_k}. \]

Then,

\[ S_1 \geq \sqrt{S_2} \geq \sqrt[3]{S_3} \geq \cdots \geq \sqrt[s]{S_s}. \]

For our purposes, we prove a strengthening of Maclaurin’s inequality which is given in the following lemma:

\[ \text{Lemma 8 (Strengthened Maclaurin’s Inequality).} \]

\[ \left( \frac{2}{\binom{s}{2}} \sum_{i<j<k, x \in [n]} e_i(x)e_j(x)e_k(x) \right)^2 \leq \left( \sum_{i<j, x \in [n]} e_i(x)e_j(x) \right)^3. \]

Proof. We prove this by induction on \( n \). Consider the case \( n = 1 \). By Lemma 7, we have:

\[ \left( \sum_{i<j} e_i(1)e_j(1) \right)^3 \geq \binom{2}{3} \binom{s}{3} \left( \sum_{i<j<k} e_i(1)e_j(1)e_k(1) \right)^2. \]

Now for \( s \geq 3 \), we have: \( \binom{2}{3} \binom{s}{3} > 4 \) which proves our claim. We now proceed by induction. Suppose that the induction hypothesis is true for \( n - 1 \). We know by the induction hypothesis that the following two inequalities hold:

\[ \left( \frac{2}{\binom{s}{2}} \sum_{i<j<k, x \in [n-1]} e_i(x)e_j(x)e_k(x) \right)^2 \leq \left( \sum_{i<j, x \in [n-1]} e_i(x)e_j(x) \right)^3 \]

\[ \left( \frac{2}{\binom{s}{2}'} \sum_{i<j<k, x \in [n-1]} e_i(n)e_j(n)e_k(n) \right)^2 \leq \left( \sum_{i<j, x \in [n-1]} e_i(n)e_j(n) \right)^3 \]

where the first inequality is the induction hypothesis and the second inequality is just the base case of the induction which was proved earlier. Let \( F, F', G, \) and \( G' \) denote the terms as indicated above. The above inequalities after substituting new variables become: \( F'^3 \geq F^2 \) and \( G'^3 \geq G^2 \). Since all of these terms are positive, we have:

\[ (F'^3G'^3)^{1/2} \geq FG \]
Then, by the arithmetic mean-geometric mean inequality, we have
\[ 3F'^2G' + 3F^2G'^2 \geq 6(F'G')^{3/2} \geq 6FG \geq 2FG. \]
Using the fact that \( F'^2 \geq F^2 \) and \( G'^2 \geq G^2 \) again, yields
\[ (F' + G')^3 \geq (F + G)^2, \]
which concludes the lemma.

We now proceed to bound the variance of \( W \). We know
\[ \text{Var}[W] \leq \frac{18s}{n} \sum_{i<j} \sum_{x \in [n]} e_i(x)e_j(x) + 6 \sum_{i<j<k} \sum_{x \in [n]} e_i(x)e_j(x)e_k(x) + E[W]. \]
In the next step, we bound the two middle term based on \( n \), \( s \), and \( \alpha \). Using Lemma 8, we have
\[ \sum_{i<j<k} \sum_{x \in [n]} e_i(x)e_j(x)e_k(x) \leq \frac{1}{2} \left( \sum_{i<j} \sum_{x \in [n]} e_i(x)e_j(x) \right)^{3/2}. \]
Recall that \( E[Z] = (1 + \alpha)/n \). Thus, using Equation (5), we know
\[ \left( \frac{s}{2} \right) \frac{1 + \alpha}{n} = E[W] = \sum_{i<j} \sum_{x \in [n]} p_i(x)p_j(x) = \sum_{i<j} \sum_{x \in [n]} \left( e_i(x)e_j(x) + \frac{1}{n} \right), \]
which immediately implies that
\[ \sum_{i<j} \sum_{x \in [n]} e_i(x)e_j(x) = \left( \frac{s}{2} \right) \frac{\alpha}{n}. \]
Putting all of it together, we obtain
\[ \text{Var}[W] \leq \frac{18 \alpha s}{n^2} \left( \frac{s}{2} \right) + 3 \left( \frac{s}{2} \right) \frac{\alpha}{n} + \sum_{i<j} E[\sigma_{ij}], \]
as desired.

### 4 Identity Testing with Multiple Sources

In this section, we present our algorithm for identity testing with multiple sources and its analysis. Recall that our goal is to distinguish the following two cases with probability at least \( 2/3 \) given knowledge of some fixed distribution \( q \) over \([n] \):

- **Completeness case:** \( p_1, p_2, \cdots, p_s \) are identical to \( q \)

- **Soundness case:** \( p_1, p_2, \cdots, p_s \) are all \( \epsilon \)-far from \( q \) in \( \ell_1 \)-distance

where we receive samples from \( \{p_i\}_{i=1}^s \). In the soundness case, we also assume that the \( p_i \)'s satisfy the **structural condition** given in Definition 1: we assume there are disjoint sets \( A \) and \( B \) that partition \([n] \) such that all \( p_i \)'s are larger than \( q \) on the indices in \( A \), and all the \( p_i \)'s are smaller than \( q \) on the indices in \( B \). Note that **structural condition** trivially holds in the completeness case.
4.1 Algorithm for Identity Testing

We now present our algorithm, \textsc{Identity-Tester}, for identity testing with multiple sources. Suppose we receive \( \text{Poi}(1) \) samples from each of the distributions \( p_i \). This is a generalization of the standard technique in distribution testing which significantly simplifies the analysis of our algorithm by making certain random variables independent, as we explain later. Furthermore, as \( \text{Poi}(s) \) is tightly concentrated around \( s \), we can carry out this poissonization method at the expense of only constant factor increases in the sample complexity. Moreover, while we draw one sample in expectation per source, with probability 0.9, we will not receive more than \( O(\log s) \) samples per distribution.

Our algorithm calculates a new \( \chi^2 \)-square type statistics inspired by the previous \( \chi^2 \)-type statistics \([32, 1, 10, 16]\)). The statistic is designed so that its expected value is related to the “\( \ell_2 \)-norm” of the difference of the distributions, as explained in Section 2.3. Similarly to uniformity testing, our algorithm in this section also proceeds by taking samples and calculating our statistic. Then, it compares the value of this statistic to a threshold \( \tau \). If the value of the statistic is “large”, the algorithm outputs \text{reject} and aborts, and outputs \text{accept} otherwise. Ultimately, we prove that the sample complexity of our generalized identity tester depends on the \( \ell_2 \)-norm of \( q \), the known distribution. We give a flattening procedure in Section 4.2 which allows us to assume that the \( \ell_2 \)-norm of the known distribution is \( O(1/\sqrt{n}) \), resulting in the optimal sample complexity. We present our algorithm below along with the main theorem, Theorem 9, which proves the correctness of our algorithm.

\begin{algorithm}
\caption{\textsc{Identity-Tester}}
\begin{algorithmic}[1]
\Input\; \( n, \epsilon, q \), \( \text{Poi}(1) \) samples from each of \( p_1, p_2, \cdots, p_s \) \;\Output\; accept or reject \;\State \( s \leftarrow \frac{c_1 n \|q\|_2}{\epsilon^2} \)
\State Draw \( \text{Poi}(1) \) samples from each of the \( s \) distributions \( \{p_j\}_{j=1}^s \). \;
\State \( T_x \leftarrow \# \text{times we see element } x \in [n] \text{ among the samples} \).
\State \( \tau \leftarrow \frac{5s^2 \epsilon^2}{8n} \)
\State \( Z \leftarrow \sum_{x \in [n]} (T_x - sq(x))^2 - T_x \)
\If{\( Z \geq \tau \) then}
\State Output \text{reject} and abort. \;
\Else \State Output \text{accept} \;
\EndIf
\end{algorithmic}
\end{algorithm}

\begin{theorem}[Correctness of \textsc{Identity-Tester}]\label{thm:correctness}
There exist a constant \( c_1 \) independent of \( n \) such that the following statements hold with probability \( 2/3 \):
\begin{itemize}
\item \textsc{Identity-Tester} outputs \text{accept} if each of the \( s \) distributions \( p_1, \cdots, p_s \) are equal to \( q \).
\item \textsc{Identity-Tester} outputs \text{reject} if the \( p_i \)'s are \( \epsilon \)-far from \( q \) (\( \|p_i - q\|_1 \geq \epsilon \)) and \( \{p_i\}_{i=1}^s \) satisfy the structural condition given in Definition 1.
\end{itemize}
\end{theorem}

\begin{remark}
The sample complexity of Algorithm 2 is \( \Theta(n\|q\|_2/\epsilon^2) \). Using the flattening procedure of Section 4.2, the sample complexity of \textsc{Identity-Tester} reduces to \( \Theta(\sqrt{n}/\epsilon^2) \) which is optimal since the lower bound of \( \Omega(\sqrt{n}/\epsilon^2) \) holds for identity testing in the standard single distribution setting \([28]\).
\end{remark}

\begin{remark}
Note that identity testing is a generalization of uniformity testing in Section 3. However, we keep our approach for uniformity testing since we only use \textit{exactly one} sample per distribution, rather than one sample in expectation.
\end{remark}
Overview of the proof. To prove the correctness of Identity-Tester, we analyze the statistic
\[ Z = \sum_{x \in [n]} (T_x - s \cdot q(x))^2 - T_x, \]
where \( T_x \) denotes the number of times we observe element \( x \) among our \( s' \sim \text{Poi}(s) \) samples. Note that by employing the poissonization method, \( T_x \) is a Poisson random variable with parameter \( \lambda_x := \sum_{j=1}^s p_j(x) \) and \( T_x \) and \( T_y \) are independent for \( x \neq y \). The independence among \( T_x \)'s greatly simplifies our calculations.

Our goal is to show \( Z \) is below the threshold \( \tau \) in the completeness case, and above the threshold in the soundness case. To do so, we make use of the structural condition to first define a convenient representation of \( \mathbb{E}[Z] \) in Lemma 12. We then show a strong concentration around its expectation by bounding the variance of \( Z \) in Lemma 13. Finally, we show that \( Z \) is always on the desired side of the threshold proving the correctness of our algorithm.

Proof of Theorem 9. Note that we set the (expected) number of samples to be \( s = c_1 n \|q\|_2^2 / \epsilon^2 \) for some sufficiently large constant \( c_1 \), and the threshold \( \tau \) to be equal to \( 5s^2 \epsilon^2 / (8n) \). We begin by stating a convenient representation of \( \mathbb{E}[Z] \). To motivate our calculations, note that for a fixed \( x \),
\[
\mathbb{E}[(T_x - s \cdot q(x))^2 - T_x] = \mathbb{E}[T_x^2] - \mathbb{E}[T_x] - 2s q(x) \mathbb{E}[T_x] + s^2 q(x)^2
\]
which follows from the fact that \( T_x \) is a Poisson random variable with parameter \( \lambda_x = \sum_{j=1}^s p_j(x) \). Now using the structural condition, we can define error terms similar to our uniformity testing section. For each distribution \( p_j \), we define
\[
e_j(x) = p_j(x) - q(x) \quad \forall x \in A
\]
\[
e_j(x) = q(x) - p_j(x) \quad \forall x \in B.
\]
After plugging in \( e_j(x) \) for all \( x \) into our expression for \( \lambda_x \), we combine these terms into a more useful representation of \( \mathbb{E}[Z] \). We precisely show this representation in Lemma 12 where we prove that \( \mathbb{E}[Z] \) is given by \( \| \vec{e}_1 + \cdots + \vec{e}_s \|_2^2 \) where we interpret the vector \( \vec{e}_j \in \mathbb{R}^n \) as the vector with entries \( e_j(x) = |q(x) - p_j(x)| \). Note that this is a natural generalization of the quantity \( s^2 \|q - p\|_2^2 \) which is the quantity calculated by all \( \chi^2 \)-based testers in the single distribution setting of identity testing (where all the samples are i.i.d. from a fixed distribution \( p \)). More formally, we have the following lemma which we prove in Section 4.3.

\[\textbf{Lemma 12.}\] Let \( \{p_i\}_{i=1}^s \) be distributions over \([n]\) that satisfy the structural condition given in Definition 1. Suppose we draw \( \text{Poi}(1) \) samples from each \( p_i \) and let \( T_x \) be the number of times we see element \( x \in [n] \) among the samples. Let \( Z = \sum_{x \in [n]} (T_x - s \cdot q(x))^2 - T_x \). Then,
\[
\mathbb{E}[Z] = \| \vec{e}_1 + \cdots + \vec{e}_s \|_2^2
\]
where the \( x \)-th coordinate of \( \vec{e}_j \in \mathbb{R}^n \) is \( |q(x) - p_j(x)| \).

We now give a tight upper bound for the variance of our statistic \( Z \). Let \( Z_x \) denote the \( x \)-th term in \( Z \), \( (T_x - s \cdot q(x))^2 - T_x \). As we establish earlier, using the Poissonization method, \( T_x \)'s are independent from each other. Thus, the \( Z_x \)'s are independent as well. Therefore, one can expand the variance of \( Z \) as bellow:
\[
\text{Var}[Z] = \sum_{x \in [n]} \text{Var}[Z_x] = \sum_{x \in [n]} \mathbb{E}[Z_x^2] - \mathbb{E}[Z_x]^2.
\]
As we expand the term $Z_k^2$, to bound $\mathbf{E} \left[ Z_k^2 \right]$, higher norms of $T_x$, i.e., $\mathbf{E} \left[ T_x^k \right]$ for $k \in [4]$, appear in our calculation. We can compute the closed-form of these quantities via the known norms of the Poisson distribution. Combining these terms, we again get an upper bound of $\mathbf{Var}[Z]$ in terms of the vectors $\bar{e}_j$. Formally, we prove the following lemma in Section 4.4.

**Lemma 13.** Let $\{p_i\}_{i=1}^s$ be $s$ distributions over $[n]$ that satisfy the structural condition given in Definition 1. Suppose we draw Po(1) samples from each $p_i$, and let $T_x$ be the number of times we see element $x \in [n]$ among the samples. Let $Z = \sum_{x \in [n]} (T_x - s q(x))^2 - T_x$. Then, we have:

$$
\mathbf{Var}[Z] \leq 4s \|q\|_2 \left( \sum_{j=1}^s \|\bar{e}_j\|_4^2 + 2 \left\| \sum_{j=1}^s \bar{p}_j \right\|_2^2 + 4 \left\| \sum_{j=1}^s \bar{e}_j \right\|_3^3 \right),
$$

where $|q(x) - p_j(x)|$ is the $x$-th coordinates of $\bar{e}_j \in \mathbb{R}^n$, and $\bar{p}_j$ is the vector representation of the distribution $p_j$.

We can now proceed to the proof of the theorem in the completeness case.

**Proof of the completeness case.** In this case, Lemma 12 gives us $\mathbf{E}[Z] = 0$, and Lemma 13 gives us $\mathbf{Var}[Z] \leq 2s^2 \|q\|_2^2$. Therefore by Chebyshev’s inequality,

$$
\Pr\left[ Z \geq \tau \right] \leq \Pr\left[ |Z| = |Z - \mathbf{E}[Z]| \right] \leq \frac{32 s^2 \|q\|_2^2 n^2}{s^2 \epsilon^4} = \frac{32 \|q\|_2^2 n^2}{s^2 \epsilon^4}.
$$

Recall that we let $s = c_1 n \|q\|_2^2 / \epsilon^2$. The right hand side of the above inequality can be made arbitrarily small by picking a sufficiently large constant $c_1$, which proves the completeness case.

**Proof of the soundness case.** In this case, Lemma 12 gives us

$$
\mathbf{E}[Z] = \|\bar{e}_1 + \cdots + \bar{e}_s\|_2^2 = \sum_{x \in [n]} \left( \sum_{j=1}^s e_j(x) \right)^2 \geq \frac{1}{n} \left( \sum_{j=1}^s \sum_{x \in [n]} e_j(x) \right)^2 \geq \frac{s^2 \epsilon^2}{n}
$$

where the first inequality is Cauchy-Schwarz, and the second inequality follows from the fact that

$$
\sum_{x \in [n]} e_j(x) = \|q - p_j\|_1 \geq \epsilon
$$

for each $j \in [s]$. Then by Chebyshev’s inequality and Lemma 13,

$$
\Pr\left[ |Z - \mathbf{E}[Z]| \geq \frac{\mathbf{E}[Z]}{4} \right] \leq \frac{16 \mathbf{Var}[Z]}{\mathbf{E}[Z]^2}
\leq \frac{4s \|q\|_2 \left\| \sum_{j=1}^s \bar{e}_j \right\|_4^2 + 2 \left\| \sum_{j=1}^s \bar{p}_j \right\|_2^2 + 4 \left\| \sum_{j=1}^s \bar{e}_j \right\|_3^3}{\left\| \sum_{j=1}^s \bar{e}_j \right\|_2^4} \quad (10)
$$

Now, we bound each of the three terms above separately. We start off by introducing a new distribution denoted by $\tilde{p}$ to be $\tilde{p} := \frac{1}{s} \sum_{j=1}^s p_j$. In some of our calculation, this new representation simplifies our calculations.
First term: Now, we focus on the first term in Equation (10). We note that all the $e_j(x)$ are positive, so we have:

$$\left\| \sum_{j=1}^{s} \tilde{e}_j \right\|_2^2 = \left( \sum_{x \in [n]} \left( \sum_{j=1}^{s} e_j(x) \right)^4 \right) \leq \sum_{x \in [n]} \left( \sum_{j=1}^{s} e_j(x) \right)^2 \leq \left\| \sum_{j=1}^{s} \tilde{e}_j \right\|_2^2.$$  \hspace{1cm} (11)

We again use the same Cauchy-Schwarz calculation as in $E[Z]$ and get:

$$\left\| \sum_{j=1}^{s} \tilde{e}_j \right\|_2^2 = \sum_{x \in [n]} \left( \sum_{j=1}^{s} e_j(x) \right)^2 \geq \frac{1}{n} \left( \sum_{x \in [n]} \sum_{j=1}^{s} e_j(x) \right)^2 \geq \frac{s^2 \epsilon^2}{n}. \hspace{1cm} (12)$$

Therefore, we bound the first term from above:

$$\frac{4s \|q\|_2}{\left\| \sum_{j=1}^{s} \tilde{e}_j \right\|_2^4} \leq \frac{4n \|q\|_2}{s \epsilon^2}.$$

Second term: For the second term, we have:

$$2 \left\| \sum_{j=1}^{s} \tilde{q}_j \right\|_2^2 = \frac{2s^2 \|\tilde{p}\|_2^4}{\left\| \sum_{j=1}^{s} \tilde{e}_j \right\|_2^4}$$

where $\tilde{p} = \frac{1}{2} \sum_{j=1}^{s} p_j$. We now consider two cases. If it is the case that $\|\tilde{p}\|_2 \leq 3 \|q\|_2$, then we have:

$$\frac{2s^2 \|\tilde{p}\|_2^2}{\left\| \sum_{j=1}^{s} \tilde{e}_j \right\|_2^4} \leq \left( \frac{5n \|q\|_2}{s \epsilon^2} \right)^2.$$

On the other hand, suppose that $\|\tilde{p}\|_2 > 3 \|q\|_2$. Then, using our structural condition, we obtain:

$$\frac{2s^2 \|\tilde{p}\|_2^2}{\left\| \sum_{j=1}^{s} \tilde{e}_j \right\|_2^4} = \frac{2\|\tilde{p}\|_2^2}{s^2 \|\tilde{p} - q\|_2^2}$$

and note that

$$\|\tilde{p} - q\|_2^2 \geq \|\tilde{p}\|_2^2 + \|q\|_2^2 - 2\|q\|_2 \|\tilde{p}\|_2 \geq \|\tilde{p}\|_2^2/3.$$  

Hence,

$$\frac{2\|\tilde{p}\|_2^2}{s^2 \|\tilde{p} - q\|_2^2} \leq \frac{18}{s^2 \|\tilde{p}\|_2^4} \leq \left( \frac{5 \|q\|_2}{s \epsilon^2} \right)^2.$$

Third term: Again, we use the Cauchy-Schwarz inequality to obtain:

$$\left\| \sum_{j=1}^{s} \tilde{e}_j \right\|_3^3 = \sum_{x \in [n]} \left( \sum_{j=1}^{s} e_j(x) \right)^3 \leq \left( \sum_{x \in [n]} \left( \sum_{j=1}^{s} e_j(x) \right)^2 \right) \cdot \left( \sum_{x \in [n]} \left( \sum_{j=1}^{s} e_j(x) \right)^4 \right) \leq \left\| \sum_{j=1}^{s} \tilde{e}_j \right\|_2^2 \cdot \left\| \sum_{j=1}^{s} \tilde{e}_j \right\|_4^2.$$
Now, we use Equation (11) and Equation (12), which we show earlier, to bound the third term:

\[
4 \|\sum_{j=1}^{s} e_j\|_2^2 \leq 4 \left\| \sum_{j=1}^{s} e_j \right\|_2 \cdot \left\| \sum_{j=1}^{s} e_j \right\|_4^2 \leq 4 \left\| \sum_{j=1}^{s} e_j \right\|_2 \leq 4 \sqrt{n} .
\]

Thus in all cases, we have

\[
\Pr \left[ |Z - E[Z]| \geq \frac{E[Z]}{4} \right] \leq \frac{4n\|q\|_2}{s\epsilon^2} + \left( \frac{5n\|q\|_2}{s\epsilon^2} \right)^2 + \left( \frac{5}{s\epsilon} \right)^2 \leq \frac{4\sqrt{n}}{s\epsilon} .
\]

Note that \( s = c_1 n\|q\|_2/\epsilon^2 \) and \( \|q\|_2 \geq 1/\sqrt{n} \). Therefore, by letting \( c_1 \) be a sufficiently large constant, we get that the above probability is smaller than 1/3. Hence with probability at least 2/3, we know \( Z \geq 3s^2\epsilon^2/(4n) \) in the soundness case, so we reject with probability at least 2/3, as desired.

\section{4.2 Flattening Procedure}

In this section, we present the flattening procedure which allows us to assume that \( \|q\|_2^2 = O(1/n) \) in Remark 10 without loss of generality where \( q \) is our known distribution. While this procedure is similar to the one used in [16], we state it here for the sake of completeness.

For each \( x \in [n] \), define

\[
b_x := \lfloor nq(x) \rfloor + 1 .
\]

We note that \( b_x \geq 1 \) for each \( x \in [n] \). Given a sample \( x \) from a distribution \( p \) over \([n]\), we can get a sample from the “flattened” distribution \( p' \) over a new domain, \( D \), defined as

\[
D := \{ (x, y) | x \in [n], y \in [b_x] \},
\]

by drawing an element from \( y \in [b_x] \) uniformly at random and creating the tuple \((x, y)\). This is the flattening procedure that we use for our version of identity testing. Note that the probability mass over \([n]\) placed by \( p \) gets “flattened” to be a probability distribution over the domain \( D \).

Furthermore, this procedure has a few desired properties which we state here: First, the size of this new domain is \( O(n) \):

\[
|D| = \sum_{x \in [n]} b_x \leq 2n .
\]

Second, the procedure preserves the \( \ell_1 \)-distance between two distributions: let \( p' \) and \( q' \) denote the flattened versions of \( p \) and \( q \). Then, we have:

\[
\|q' - p'\|_1 = \sum_{x \in [n]} \sum_{y \in [b_x]} \frac{|q(x) - p(x)|}{b_x} = \sum_{x \in [n]} |q(x) - p(x)| = \|q - p\|_1 .
\]

Third, by definition of the \( b_x \)'s, we can show that \( q' \) has a low \( \ell_2 \)-norm:

\[
\|q'\|_2^2 = \sum_{x \in [n]} \sum_{y \in [b_x]} \frac{q(x)^2}{b_x^2} = \sum_{x \in [n]} \frac{q(x)^2}{b_x} \leq \sum_{x \in [n]} \frac{q(x)}{n} \leq \frac{1}{n} .
\]

The above inequality implies that the \( \ell_2 \)-norm of \( q' \) is within a constant factor of the smallest possible norm, which is \((|D|)^{-1/2}\).
Therefore whenever we get a sample over \([n]\) in \textsc{Identity-Tester}, we can use this flattening procedure to draw a sample over \(\mathcal{D}\). By using this flattening procedure to draw samples from a slightly larger domain, we can assume that the \(\ell_2\)-norm of the known distribution \(q\) is \(O(1/\sqrt{n})\). Note that since the size of the larger domain is still \(O(n)\), the flattening procedure only affects the sample complexity up to constant factors. Therefore, by combining with Theorem 9, we can perform our generalized version of identity testing by using \(s = O(\sqrt{n}/\epsilon^2)\) samples, which is optimal up to constant factors.

### 4.3 Proof of Lemma 12

▶ \textbf{Lemma 12.} Let \(\{p_i\}_{i=1}^s\) be distributions over \([n]\) that satisfy the structural condition given in Definition 1. Suppose we draw \(\text{Poi}(1)\) samples from each \(p_i\) and let \(T_x\) be the number of times we see element \(x \in [n]\) among the samples. Let \(Z = \sum_{x \in [n]}(T_x - sq(x))^2 - T_x\). Then,

\[
\mathbb{E}[Z] = \|\bar{e}_1 + \cdots + \bar{e}_s\|_2^2
\]

where the \(x\)-th coordinate of \(\bar{e}_j \in \mathbb{R}^n\) is \(|q(x) - p_j(x)|\).

\textbf{Proof.} Let

\[Z_x = (T_x - sq(x))^2 - T_x.\]

We have:

\[Z_x^2 = T_x^2 - 2sq(x)T_x + s^2q(x)^2 - T_x.\]

We can compute that:

\[
\mathbb{E}[Z_x] = \mathbb{E}[T_x^2] - \mathbb{E}[T_x] - 2sq(x)\mathbb{E}[T_x] + s^2q(x)^2
= \lambda_x^2 - 2sq(x)\lambda_x + s^2q(x)^2
\]

where we have used the fact that the variance of a Poisson random variable with parameter \(\lambda\) is also \(\lambda\). We introduce the following notation \((-1)^{x \in B}\) which is defined as

\[(-1)^{x \in B} = \begin{cases} -1 & \text{if } x \in B, \\ 1 & \text{if } x \not\in B. \end{cases}\]

Using the fact that \(\lambda_x = \sum_{j=1}^s p_j(x)\), we can compute that

\[
\sum_{x \in [n]} \lambda_x = \sum_{j=1}^s \sum_{x \in [n]} (q(x) + (-1)^{x \in B}\bar{e}_j(x)).
\]

In Appendix A, we calculate the \(\sum_{x \in [n]} \lambda_x^2\). There we show that

\[
\sum_{x \in [n]} \lambda_x^2 = s^2\|q\|_2^2 + 2s \sum_{j=1}^s \sum_{x \in [n]} (-1)^{x \in B}q(x)e_j(x)
= \sum_{j=1}^s \sum_{x \in [n]} e_j(x)^2 + \sum_{j \neq k} \sum_{x \in [n]} e_j(x)e_k(x).
\]
Using these two results, we have:

\[
\sum_{x \in [n]} E[Z_x] = \sum_{x \in [n]} \lambda^2 - 2s \sum_{x \in [n]} q(x)\lambda_x + s^2 \sum_{x \in [n]} q(x)^2
\]

\[
= 2s \sum_{j=1}^s \sum_{x \in [n]} (-1)^x \lambda^0 q(x)e_j(x) + \sum_{j=1}^s \sum_{x \in [n]} e_j(x)^2 + \sum_{j \neq k} e_j(x)e_k(x)
\]

\[
- 2s \sum_{j=1}^s \sum_{x \in [n]} (q(x)^2 - (-1)^x \lambda^0 q(x)e_j(x)) + 2s^2 \|q\|^2
\]

\[
= s \sum_{j=1}^s e_j(x)^2 + \sum_{j \neq k} e_j(x)e_k(x)
\]

\[
= \|\vec{e}_1 + \cdots + \vec{e}_s\|_2^2.
\]

Therefore, our final result is as follows:

\[
E[Z] = \|\vec{e}_1 + \cdots + \vec{e}_s\|_2^2,
\]

as desired. ▷

**Remark 14.** Note that the quantity \(\|\vec{e}_1 + \cdots + \vec{e}_s\|_2^2\) is a natural generalization of the quantity \(s^2\|q - \mu\|_2^2\), which is the expectation of the variable calculated by identity testers in the single distribution case where samples come from a fixed distribution \(p\).

### 4.4 Proof of Lemma 13

**Lemma 13.** Let \(\{p_i\}_{i=1}^s\) be \(s\) distributions over \([n]\) that satisfy the structural condition given in Definition 1. Suppose we draw \(\text{Poi}(1)\) samples from each \(p_i\), and let \(T_x\) be the number of times we see element \(x \in [n]\) among the samples. Let \(Z = \sum_{x \in [n]} (T_x - sq(x))^2 - T_x\). Then, we have:

\[
\text{Var}[Z] \leq 4s\|q\|_2 \left( \sum_{j=1}^s \|\vec{e}_j\|_2^2 + 2\sum_{j=1}^s \|\vec{p}_j\|_2^2 + 4\sum_{j=1}^s \|\vec{e}_j\|_3^3 \right),
\]

where \(|q(x) - p_j(x)|\) is the \(x\)-th coordinates of \(\vec{e}_j \in \mathbb{R}^n\), and \(\vec{p}_j\) is the vector representation of the distribution \(p_j\).

**Proof.** Let \(Z_x = (T_x - sq(x))^2 - T_x\).

Due to the independence of \(T_x\), we have

\[
\text{Var}[Z] = \sum_{x \in [n]} \text{Var}[Z_x] = \sum_{x \in [n]} E[Z_x^2] - E[Z_x]^2
\]

where

\[
Z_x = (T_x - sq(x))^2 - T_x.
\]

Noting that \(T_x\) is a Poisson with parameter \(\lambda_x\), we can compute that

\[
E[Z_x^2] = \lambda_x^2 + 4\lambda_x^0 (1 - sq(x)) + 2\lambda_x^0 (1 - 4sq(x) + 3s^2q(x)^2) + 4s^2q(x)^2 \lambda_x (1 - sq(x)) + s^4q(x)^4.
\]
We now simplify the above expression. First note that

\[
\sum_{j=1}^{s} \sum_{x \in [n]} q(x) e_j(x)^2 + 4s \sum_{j \neq k} \sum_{x \in [n]} q(x) e_j(x) e_k(x) + 2s^2 \|q\|_2^2
\]

\[
+ 4s \sum_{j=1}^{s} \sum_{x \in [n]} (-1)^{x \in B_j} q(x) e_j(x) + 2 \sum_{j=1}^{s} \sum_{x \in [n]} e_j(x)^2 + 2 \sum_{j \neq k} \sum_{x \in [n]} e_j(x) e_k(x)
\]

\[
+ 4 \sum_{j=1}^{s} \sum_{x \in [n]} (-1)^{x \in B_j} e_j(x)^3 + 12 \sum_{j \neq k} \sum_{x \in [n]} (-1)^{x \in B_j} e_j(x)^2 e_k(x)
\]

\[
+ 4 \sum_{j \neq k} \sum_{x \in [n]} (-1)^{x \in B_j} e_j(x) e_k(x) e_\ell(x) + \left( \sum_{j=1}^{s} \sum_{x \in [n]} e_j(x)^4 + 6 \sum_{j \neq k} \sum_{x \in [n]} e_j(x)^2 e_k(x) e_\ell(x) \right)
\]

\[
+ 4 \sum_{j \neq k} e_j(x)^3 e_k(x) + 3 \sum_{j \neq k} e_j(x)^2 e_k(x)^2 + \sum_{j \neq k \neq \ell} e_j(x) e_k(x) e_\ell(x) e_\ell(x)
\].

We now simplify the above expression. First note that

\[
4s \sum_{j=1}^{s} \sum_{x \in [n]} q(x) e_j(x)^2 + 4s \sum_{j \neq k} \sum_{x \in [n]} q(x) e_j(x) e_k(x)
\]

\[
= 4s \sum_{x \in [n]} q(x) \left( \sum_{j=1}^{s} e_j(x)^2 + \sum_{j \neq k} e_j(x) e_k(x) \right) = 4s \sum_{x \in [n]} q(x) \left( \sum_{j=1}^{s} e_j(x) \right)^2
\]

\[
\leq 4s \|q\|_2 \|\mathbf{\ell}_1 + \cdots + \mathbf{\ell}_s\|_4^2.
\]

Furthermore,

\[
2s^2 \|q\|_2^2 + 4s \sum_{j=1}^{s} \sum_{x \in [n]} (-1)^{x \in B_j} q(x) e_j(x) + 2 \sum_{j=1}^{s} \sum_{x \in [n]} e_j(x)^2 + 2 \sum_{j \neq k} \sum_{x \in [n]} e_j(x) e_k(x)
\]

\[
= 2 \sum_{j \neq k} \sum_{x \in [n]} (q(x) + (-1)^{x \in B_j} e_j(x))(q(x) + (-1)^{x \in B_k} e_k(x))
\]

\[
= 2 \|\mathbf{\tilde{p}}_1 + \cdots + \mathbf{\tilde{p}}_s\|_2^2
\]

and

\[
4 \sum_{j=1}^{s} \sum_{x \in [n]} (-1)^{x \in B_j} e_j(x)^3 + 12 \sum_{j \neq k} \sum_{x \in [n]} (-1)^{x \in B_j} e_j(x)^2 e_k(x)
\]

\[
+ 4 \sum_{j \neq k \neq \ell} \sum_{x \in [n]} (-1)^{x \in B_j} e_j(x) e_k(x) e_\ell(x)
\]

\[
\leq 4 \left( \sum_{j=1}^{s} \sum_{x \in [n]} e_j(x)^3 + 3 \sum_{j \neq k} \sum_{x \in [n]} e_j(x)^2 e_k(x) + \sum_{j \neq k} \sum_{x \in [n]} e_j(x) e_k(x) e_\ell(x) \right)
\]

\[
= 4 \|\mathbf{\ell}_1 + \cdots + \mathbf{\ell}_s\|_3^3.
\]
Finally, the last expression inside the parenthesis in the expression for $\sum_{x \in [n]} E[Z_x^2]$ which is:

$$
\sum_{j=1}^{n} \sum_{x \in [n]} e_j(x)^4 + 6 \sum_{j \neq k \neq \ell} e_j(x)^2 e_k(x) e_\ell(x) + 4 \sum_{j \neq k} e_j(x)^2 e_k(x) + 3 \sum_{j \neq k} e_j(x)^2 e_k(x)^2 \\
+ \sum_{j \neq k \neq \ell \neq t} e_j(x) e_k(x) e_\ell(x) e_t(x)
$$

is precisely $\sum_{x \in [n]} \left( \sum_{j=1}^{s} e_j(x) \right)^4$. Therefore, we obtain the following bound:

$$
\sum_{x \in [n]} E[Z_x^2] \leq 4s \|q\|_2 \left\| \sum_{j=1}^{s} \vec{e}_j \right\|_4^2 + 2 \left\| \sum_{j=1}^{s} \vec{p}_j \right\|_2^2 + 4 \left\| \sum_{j=1}^{s} \vec{e}_j \right\|_3^3 + \sum_{x \in [n]} \left( \sum_{j=1}^{s} e_j(x) \right)^4.
$$

Using the calculation for $E[Z_x]$ that we performed for Lemma 12, we see that:

$$
\sum_{x \in [n]} E[Z_x]^2 = \sum_{x \in [n]} \left( \sum_{j=1}^{s} e_j(x)^2 + \sum_{j \neq k} e_j(x) e_k(x) \right)^2 = \sum_{x \in [n]} \left( \sum_{j=1}^{s} e_j(x) \right)^4
$$

so altogether,

$$
\text{Var}[Z] \leq 4s \|q\|_2 \left\| \sum_{j=1}^{s} \vec{e}_j \right\|_4^2 + 2 \left\| \sum_{j=1}^{s} \vec{p}_j \right\|_2^2 + 4 \left\| \sum_{j=1}^{s} \vec{e}_j \right\|_3^3,
$$

as desired.  

\bigtriangledown \textbf{Remark 15.} As stated in Section 4.3, the quantity $\left\| \sum_{j=1}^{s} \vec{e}_j \right\|_4^2$ is a natural generalization of $s^2 \|q - p\|_2^2$ which appears in the variance calculations of the statistic used by identity testers in the single distribution setting where samples come from a fixed distribution $p$. Similarly, the quantity $\left\| \sum_{j=1}^{s} \vec{p}_j \right\|_2^2$ is a natural generalization of $s^2 \|p\|_2^2$ which also appears in these calculations.

## 5 Closeness Testing with Multiple Sources

In this section, we present our algorithm for closeness testing with multiple sources and its analysis. Recall that our goal is to distinguish the following two cases with probability at least $2/3$:

- \textbf{Completeness case:} $p_1, p_2, \cdots$ are identical to $q$
- \textbf{Soundness case:} $p_1, p_2, \cdots$ are all $\epsilon$-far from $q$ in $\ell_1$-distance

Where we have access to two streams. In the first stream, all samples are i.i.d. from some fixed distribution $q$ over $[n]$ that is unknown to us while in the second stream, we receive samples from $\{q_i\}_{i=1}^k$. In the soundness case, we also assume that the $p_i$’s satisfy the \textit{structural condition} given in Definition 1: we assume there are disjoint sets $A$ and $B$ that partition $[n]$ such that all $p_i$’s are larger than $q$ on the indices in $A$, and all the $p_i$’s are smaller than $q$ on the indices in $B$. Note that the \textit{structural condition} is trivially satisfied in the completeness case.
5.1 Algorithm for Closeness Testing

We now present our algorithm, Closeness-Tester, for closeness testing with multiple sources. Overall, our approach is very similar to our approach in Section 4. As in the identity testing section, we again make the assumption that we are able to receive $\text{Poi}(1)$ samples from each of the distributions $p_i$. This is a generalization of the standard assumption in the single source closeness testing [10, 16] and it significantly simplifies the analysis of our algorithm by making certain random variables independent, similar to the identity testing section. Furthermore, as $\text{Poi}(s)$ is tightly concentrated around $s$, we can carry out this poissonization method at the expense of only constant factor increases in the sample complexity.

As in the identity testing section, the statistic calculated by our algorithm is introduced in [10, 16]. We show that the expected value of our statistic is related to the \( \ell_2 \)-norm of the difference of the distributions, as explained in Section 2.3. If the value of the statistic is “large” compared to some threshold $\tau$, the algorithm outputs reject and outputs accept otherwise. As in uniformity testing, the challenge is to show that the value of this statistic concentrates which we do so by analyzing its variance. Ultimately, we prove that the sample complexity of our generalized identity tester depends on the \( \ell_2 \)-norm of $q$, the distribution that we have i.i.d. sample access from. We then present a randomized flattening procedure in Section 5.2 which shows how to reduce the $\ell_2$-norm of $q$ to $O(1/\sqrt{k})$ where $k$ is a parameter in our algorithm. This randomized flattening procedure is slightly different than the one used in Section 4.2 since we do not know $q$ in advance. Therefore, we must use some samples from $q$ to towards this procedure. We present our algorithm below along with the main theorem, Theorem 16, which proves the correctness of our algorithm.

\[\text{Algorithm 3} \quad \text{Closeness-Tester.}\]

\begin{itemize}
  \item **Input:** $n, \epsilon$, sample access to $q$, Poi(1) samples from each of $p_1, p_2, \ldots, p_s$.
  \item **Output:** Accept or Reject.
  \item $k \leftarrow \frac{n^{2/3}}{\epsilon^{4/3}}$.
  \item Draw Poi($k$) samples from $q$ to perform the randomized flattening procedure given in Section 5.2.
  \item $s \leftarrow \frac{c_1n}{\epsilon^2 / \sqrt{k}}$.
  \item Draw Poi($s$) samples from $q$.
  \item Draw Poi(1) samples from each of the $s$ distributions \( \{p_j\}_{j=1}^s \).
  \item $Y_x \leftarrow \#$ times we see element $x \in [n]$ among the Poi($s$) samples from $q$.
  \item $T_x \leftarrow \#$ times we see element $x \in [n]$ among the samples from \( \{p_j\}_{j=1}^s \).
  \item $\tau \leftarrow \frac{5s^2 \epsilon^2}{2n}.$
  \item $Z \leftarrow \sum_{x \in [n]} (T_x - Y_x)^2 - T_x - Y_x$.
  \item If $Z \geq \tau$ then
  \begin{itemize}
    \item Output reject and abort.
  \end{itemize}
  \item Output accept.
\end{itemize}

\[\text{Theorem 16 (Correctness of Closeness-Tester).}\] There exist a constant $c_1$ independent of $n$ such that the following statements hold with probability $2/3$:

- Closeness-Tester outputs accept if each of the $s$ distributions $p_1, \ldots, p_s$ are $q$.
- Closeness-Tester outputs reject if each of the $p_i$’s are $\epsilon$-far from $q$ ( \( \|p_i - q\|_1 \geq \epsilon \) and \( \{p_i\}_{i=1}^s \) satisfy the structural condition given in Definition 1.)
Remark 17. The sample complexity of \textsc{Closeness-Tester} is $\Theta(k + n/(e^2\sqrt{k}))$ using the flattening procedure of Section 5.2. Optimizing in $k$, the sample complexity of \textsc{Closeness-Tester} reduces to $\Theta(n^{2/3}/e^{1/3} + \sqrt{n}/e^2)$ which is optimal since the same lower bound holds for closeness testing in the standard single distribution setting [16].

Remark 18. Note that given the above result, we may need fewer sources as long as we have more samples from the distribution $q$. In particular, suppose we use $k_1 = \Theta(\min(n^{2/3}/e^{1/3} + \sqrt{n}/e^2, n))$ samples from $q$ for flattening, which implies that the $\ell_2$-norm of the “flattened” $q$ is $O(1/\sqrt{k_1})$ with high probability. Then, we can use $s = \Theta(n/(\sqrt{k_1}e^2) + \sqrt{n}/e^2)$ sources, and $\Theta(s)$ samples from the “flattened” $q$ and use \textsc{Closeness-Tester} to distinguish between the completeness and the soundness case. This is an sample-optimal trade off up to constant factors since the same lower bound holds in the standard single distribution setting [16].

Overview of the proof. To prove the correctness of \textsc{Closeness-Tester}, we analyze the statistic
\[ Z = \sum_{x \in [n]} (T_x - Y_x)^2 - T_x - Y_x \]
where $T_x$ denote the number of times we observe element $x$ among the samples from $\{p_i\}_{i=1}^s$ and $Y_x$ denotes the number of times we see element $x$ among the $\text{Poi}(s)$ samples from $q$. Note that by the poissonization method, $T_x$ is a Poisson random variable with parameter $\lambda_x = \sum_{j=1}^s p_j(x)$, similar to the identity testing section. Furthermore, $T_x$ and $T_y$ are independent for $x \neq y$ and furthermore, $Y_x$ is a Poisson random variable with parameter $sq(x)$. Our goal is to show $Z$ is below the threshold $\tau$ in the completeness case, and above the threshold in the soundness case. To do so, we make use of the \textit{structural condition} to first define a convenient representation of $E[Z]$ in Lemma 19. We then show a strong concentration around its expectation by bounding the variance of $Z$ in Lemma 20. These two lemmas are very similar to the ones proved in Section 4 due to the similarity of the statistic $Z$ used here and in Section 4. Finally, we show that $Z$ is always on the desired side of the threshold proving the correctness of our algorithm.

Proof of Theorem 16. Note that we set the number of samples to be $c_1n/(e^2\sqrt{k})$ for a sufficiently large constant $c_1$, and the threshold $\tau$ to be equal to $5s^2e^2/(8n)$. We begin by stating a convenient representation of $E[Z]$. To motivate our calculations, note that for a fixed $x$,
\[
E[(T_x - Y_x)^2 - T_x - Y_x] = E[T_x^2] - E[T_x] + E[Y_x^2] - E[Y_x] - 2E[Y_x]E[T_x] = \lambda_x^2 - 2sq(x)\lambda_x + s^2q(x)^2
\]
where we have used the fact that $T_x$ and $Y_x$ are Poisson random variables with parameters $\lambda_x = \sum_{j=1}^s p_j(x)$ and $sq(x)$ respectively. Now using the \textit{structural condition}, we can define error terms similar to Sections 3 and 4. For each distribution $p_j$, we define
\[
e_j(x) = p_j(x) - q(x) \quad \forall x \in A
\]
\[
e_j(x) = q(x) - p_j(x) \quad \forall x \in B.
\]
After plugging in $e_j(x)$ for for all $x$ into our expression for $\lambda_x$, we again get terms of the form $\sum_j e_j(x)^2$ and cross terms $\sum_{j \neq k} e_j(x)e_k(x)$, similar to the proof of Theorem 9. Our goal is to combine these terms into a more useful representation. We precisely show this in
Lemma 19 where we prove that $E[Z]$ is given by $\|\vec{e}_1 + \cdots + \vec{e}_s\|^2$ where we interpret the vector $\vec{e}_j \in \mathbb{R}^n$ as the vector with entries $e_j(x) = |q(x) - p_j(x)|$. Note that this is a natural generalization of the quantity $s^2\|q - p\|^2$. More formally, we have the following lemma which we prove in Section 5.3.

\begin{lemma}
Let \{p_i\}_{i=1}^s be distributions over \{n\} that satisfy the structural condition given in Definition 1. Suppose we draw \text{Poi}(1) samples from each $p_i$ and \text{Poi}(s) samples from $q$ and let $T_x$ be the number of times we see element $x \in [n]$ among the samples among the $p_i$, and let $Y_x$ be the number of times we see element $x \in [n]$ among the samples from $q$. Let $Z = \sum_{x \in [n]} (T_x - y_x)^2 - T_x - Y_x$. Then

$$E[Z] = \|\vec{e}_1 + \cdots + \vec{e}_s\|^2$$

where $\vec{e}_j \in \mathbb{R}^n$ has coordinates $|q(x) - p_j(x)|$.

We now give a tight upper bound for the variance of our statistic $Z$. Defining $Z_x = (T_x - y_x)^2 - T_x - Y_x$ and recalling the poissonization method, we see that

$$\text{Var}[Z] = \sum_{x \in [n]} \text{Var}[Z_x] = \sum_{x \in [n]} E[Z_x^2] - E[Z_x]^2.$$ 

Expanding $Z_x^2$, we get terms involving $\lambda_k^x$ for $k \in \{1, 2, 3, 4\}$. Combining these terms, we again get an upper bound of $\text{Var}[Z]$ in terms of the vectors $\vec{e}_j$. Formally, we prove the following lemma in Section 5.4.

\begin{lemma}
Let \{p_i\}_{i=1}^s be distributions over \{n\} that satisfy the structural condition given in Definition 1. Suppose we draw \text{Poi}(1) samples from each $p_i$ and \text{Poi}(s) samples from $q$ and let $T_x$ be the number of times we see element $x \in [n]$ among the samples among the $p_i$, and let $Y_x$ be the number of times we see element $x \in [n]$ among the samples from $q$. Let $Z = \sum_{x \in [n]} (T_x - y_x)^2 - T_x - Y_x$. Then

$$\text{Var}(Z) \leq 8s||q||_2 \left( \sum_{j=1}^s \left| \vec{e}_j \right|^2 \right) + 8\left( \sum_{j=1}^s \left| \vec{p}_j \right|^2 \right) + 4\left( \sum_{j=1}^s \left| \vec{e}_j \right|^3 \right)$$

where $\vec{e}_j \in \mathbb{R}^n$ has coordinates $|q(x) - p_j(x)|$ and $\vec{p}_j \in \mathbb{R}^n$ has coordinates $p_j(x)$.

We can now proceed to the proof of the theorem in the completeness case.

\textbf{Proof of the Completeness Case.} In this case, Lemma 19 gives us $E[Z] = 0$ and Lemma 20 gives us $\text{Var}[Z] \leq 8s||q||_2^2$. Therefore by Chebyshev’s inequality,

$$\Pr[|Z| \geq \tau] = \Pr \left[ |Z| \geq \frac{s^2\epsilon^2}{4n} \right] \leq \frac{128 s^2 ||q||_2^2 n^2}{s^4 \epsilon^4} = \frac{128 ||q||_2^2 n^2}{s^2 \epsilon^4}.$$ 

The right hand side of the above inequality can be made arbitrarily small by letting $s = c_1 n ||q||_2^2 \epsilon^2$ for a sufficiently large constant $c_1$. Due to our randomized flattening procedure of Section 5.2, we can assume that $||q|| = O(1/\sqrt{K})$. Therefore, we can make the above probability bound arbitrarily small by letting $s = c_1 n / (\epsilon^2 \sqrt{K})$ for a sufficiently large constant $c_1$.

\textbf{Proof of the Soundness Case.} In this case,

$$E[Z] = \|\vec{e}_1 + \cdots + \vec{e}_s\|^2 = \sum_{x \in [n]} \left( \sum_{j=1}^s e_j(x) \right)^2 \geq \frac{1}{n} \left( \sum_{j=1}^s \sum_{x \in [n]} e_j(x) \right)^2 \geq \frac{s^2 \epsilon^2}{n}.$$
where the first inequality is Cauchy-Schwarz and the last inequality follows from our assumption about the error terms $e_{j}(x)$ in the soundness case. Then by Chebyshev’s inequality,

$$\Pr \left[ \|Z - E[Z]\| \geq \frac{E[Z]}{4} \right] \leq \frac{16 \text{Var}[Z]}{E[Z]^2} \leq \frac{8 \|q\|_2 \left\| \sum_{j=1}^{s} \bar{e}_j \right\|_4^2 + 8 \left\| \sum_{j=1}^{s} \bar{b}_j \right\|_4^2 + 4 \left\| \sum_{j=1}^{s} \bar{e}_j \right\|_2^4}{\left\| \sum_{j=1}^{s} e_j \right\|_2^4}.$$ 

Note that the right hand side of the above inequality is identical to the right hand side of Inequality (10) that appears in the probability calculation in the proof of Theorem 9. Using the identical bounds given there, we arrive at the following inequality:

$$\Pr \left[ \|Z - E[Z]\| \geq \frac{E[Z]}{4} \right] \leq C \left( \frac{n \|q\|_2}{s \sigma^2} + \left( \frac{n \|q\|}{s \sigma^2} \right)^2 + \left( \frac{1}{s \|q\|_2} \right)^2 + \frac{\sqrt{n}}{s \epsilon} \right)$$

for some constant $C$. Note that if we let $s = c_1n\|q\|_2/c^2$ for a sufficiently large constant $c_1$ and use the fact that $\|q\|_2 \geq 1/\sqrt{n}$, we have that the above probability is smaller than $1/3$. Again using the randomized flattening procedure of Section 5.2, we see that we can let $s = c_1n/(c^2\sqrt{K})$. Hence with probability at least $2/3$, we know $Z \geq 3s^2c^2/(4n)$ in the soundness case so we reject with probability at least $2/3$, as desired.

### 5.2 Randomized Flattening Procedure

In this section, we present our randomized flattening procedure. Let $k$ be some fixed parameter (which is an input to Closeness-Tester). We show that we can assume that $\|q\|_2^2 = O(1/k)$ for Section 5 without loss of generality where $q$ is the distribution that we have i.i.d. sample access to. This procedure is similar to the one used in [16] for single distribution closeness testing.

First, suppose that we draw $\text{Poi}(k)$ i.i.d. samples from $q$. Then for each $x \in [n]$, define $b_x$ to be the number of instances of element $x \in [n]$ that we see among these samples plus 1. Note the resemblance between this definition and the one given in the flattening procedure for identity testing in Section 4.2. Now given a sample $x$ from a distribution $p$ over $[n]$, we can get a sample from the “flattened” distribution $p'$ over

$$\mathcal{D} = \{(x, y) \mid x \in [n], y \in [b_x]\}$$

by drawing an element from $y \in [b_x]$ uniformly at random and creating the tuple $(x, y)$. This is the flattening procedure that we use for our generalized version closeness testing. Note that the probability mass over $[n]$ placed by $p$ gets “flattened” to be a probability distribution over $\mathcal{D}$, hence the name. The size of this new domain is $n + k$. We can calculate that this procedure preserves the $\ell_1$-distance:

$$\|q' - p'\|_1 = \sum_{x \in [n]} \sum_{y \in [b_x]} \frac{|q(x) - p(x)|}{b_x} = \sum_{x \in [n]} |q(x) - p(x)| = \|q - p\|_1.$$

Furthermore,

$$E[\|q'\|_2^2] = E \left[ \sum_{x \in [n]} \sum_{y \in [b_x]} \frac{q(x)^2}{b_x^2} \right] \leq \sum_{x \in [n]} q(x)^2 E[1/b_x].$$
By the poissonization method, we know that $b_x$ is distributed as $1 + Z$ where $Z$ is a $\text{Poi}(kq(x))$ random variable. Therefore, similar to [16], we have:

$$
E[1/(Z + 1)] = E \left[ \int_0^1 s^2 \, ds \right] = \int_0^1 E[s^2] \, ds = \int_0^1 e^{kq(x)(s-1)} \, ds \leq \frac{1}{kq(x)}
$$

where we have used the probability generating function for a Poisson random variable. This gives us

$$
E[\|q'\|_2^2] \leq \sum_{x \in [n]} \frac{q(x)}{k} \leq \frac{1}{k}.
$$

Hence by Markov’s inequality, we can say that $\|q'\|_2^2 = O(1/k)$ holds with an arbitrarily large, constant probability. Now whenever we get a sample over $[n]$, we can use this flattening procedure to draw a sample over $D$. Furthermore, by using this flattening procedure to draw samples from a slightly larger domain, we can assume that $\|q\|_2^2 = O(1/k)$ in Section 5 at the expense of losing a negligible factor in our error probability.

Note that the size of the larger domain is $O(n + k) = O(n)$ if we pick $k \leq n$. Therefore, combining with Theorem 16, we show that we can perform closeness testing with multiple sources by using

$$
O \left( k + \frac{n\|q\|_2^2}{\epsilon^2} \right) = O \left( k + \frac{n^{2/3}}{\epsilon^{4/3}} + \frac{\sqrt{n}}{\epsilon^2} \right)
$$

samples after optimizing the value of $k$. This sample complexity is optimal since a matching lower bound holds for the single distribution closeness testing setting.

### 5.3 Proof of Lemma 19

Lemma 19. Let $\{p_i\}_{i=1}^s$ be distributions over $[n]$ that satisfy the structural condition given in Definition 1. Suppose we draw $\text{Poi}(1)$ samples from each $p_i$ and $\text{Poi}(s)$ samples from $q$ and let $T_x$ be the number of times we see element $x \in [n]$ among the samples among the $p_i$, and let $Y_x$ be the number of times we see element $x \in [n]$ among the samples from $q$. Let $Z = \sum_{x \in [n]}(T_x - y_x)^2 - T_x - Y_x$. Then

$$
E[Z] = \|\mathbf{\bar{e}}_1 + \cdots + \mathbf{\bar{e}}_s\|_2^2
$$

where $\mathbf{\bar{e}}_j \in \mathbb{R}^n$ has coordinates $|q(x) - p_j(x)|$.

Proof. Note that $T_x$ is a Poisson random variable with parameter $\lambda_x = \sum_{j=1}^s p_j(x)$ and $Y_x$ is a Poisson random variable with parameter $sq(x)$. Let

$$
Z_x = (T_x - y_x)^2 - T_x - Y_x.
$$

We can compute that

$$
$$

This is the same as the expected value of the variable $Z_x$ in Lemma 12. Therefore, the same computations hold and we arrive at

$$
E[Z] = \sum_{x \in [n]} E[Z_x] = \|\mathbf{\bar{e}}_1 + \cdots + \mathbf{\bar{e}}_s\|_2^2,
$$

as desired.

\[\triangleq\]
5.4 Proof of Lemma 20

**Lemma 20.** Let \( \{p_i\}_{i=1}^s \) be distributions over \([n]\) that satisfy the structural condition given in Definition 1. Suppose we draw \( \text{Poi}(1) \) samples from each \( p_i \) and \( \text{Poi}(s) \) samples from \( q \) and let \( T_x \) be the number of times we see element \( x \in [n] \) among the samples among the \( p_i \), and let \( Y_x \) be the number of times we see element \( x \in [n] \) among the samples from \( q \). Let \( Z = \sum_{x \in [n]} (T_x - y_x)^2 - T_x - Y_x \). Then

\[
\text{Var}(Z) \leq 8s\|q\|_2^2 \left\| \sum_{j=1}^s \bar{e}_j \right\|_4^2 + 8s \left\| \sum_{j=1}^s \bar{p}_j \right\|_2^2 + 4s \left\| \sum_{j=1}^s \bar{e}_j \right\|_3^3
\]

where \( \bar{e}_j \in \mathbb{R}^n \) has coordinates \( |q(x) - p_j(x)| \) and \( \bar{p}_j \in \mathbb{R}^n \) has coordinates \( p_j(x) \).

**Proof.** Define

\[
Z_x = (T_x - Y_x)^2 - T_x - Y_x.
\]

Due to the independence of \( T_x \) and \( Y_x \), we have

\[
\text{Var}(Z) = \sum_{x \in [n]} \text{Var}(Z_x) = \sum_{x \in [n]} \mathbb{E}[Z_x^2] - \mathbb{E}[Z_x]^2.
\]

Noting that \( T_x \) is Poisson with parameter \( \lambda_x = \sum_{j=1}^s p_j(x) \) and \( Y_x \) is Poisson with parameter \( sq(x) \), we can compute that

\[
\mathbb{E}[Z_x^2] = \lambda_x^4 + 4\lambda_x^3(1 - sq(x)) + 2\lambda_x^2(3sq^2(x) - 2sq(x) + 1)
\]

\[
+ 4s\lambda_x(1 - sq(x) - sq^2(x)) + s^3q(x)^4 + 4s^2q(x)^3 + 2s^2q(x)^2.
\]

Using the following formula for \( \lambda_x^k \) for \( k \in \{1, 2, 3, 4\} \) given in Appendix A and simplifying, we arrive at the following expression:

\[
\sum_{x \in [n]} \mathbb{E}[Z_x^2] = 8s \sum_{j=1}^s \sum_{x \in [n]} q(x)e_j(x)^2 + 8s \sum_{j \neq k} \sum_{x \in [n]} q(x)e_j(x)e_k(x) + 8s^2\|q\|_2^2
\]

\[
+ 8s \sum_{j=1}^s \sum_{x \in [n]} (-1)^x \text{E}_B q(x)e_j(x) + 2 \sum_{j=1}^s \sum_{x \in [n]} e_j(x)^2 + 2 \sum_{j \neq k} \sum_{x \in [n]} e_j(x)e_k(x)
\]

\[
+ 4 \sum_{j=1}^s \sum_{x \in [n]} (-1)^x \text{E}_B e_j(x)^3 + 12 \sum_{j \neq k} \sum_{x \in [n]} (-1)^x \text{E}_B e_j(x)e_k(x)
\]

\[
+ 4 \sum_{j \neq k} \sum_{x \in [n]} (-1)^x \text{E}_B e_j(x)e_k(x) + (\sum_{j=1}^s \sum_{x \in [n]} e_j(x)^4 + 6 \sum_{j \neq k} e_j(x)^2e_k(x) + 4 \sum_{j \neq k} e_j(x)^3e_k(x) + 3 \sum_{j \neq k} e_j(x)^2e_k(x)^2 + \sum_{j \neq k \neq \ell} e_j(x)e_k(x)e_{\ell}(x) )
\]

Similar to Lemma 13, we have

\[
8s \sum_{j=1}^s \sum_{x \in [n]} q(x)e_j(x)^2 + 8s \sum_{j \neq k} \sum_{x \in [n]} q(x)e_j(x)e_k(x) \leq 8s\|q\|_2 \|\bar{e}_1 + \cdots + \bar{e}_s\|_4^3,
\]
and
\[ 8s^2\|q\|_2^2 + 8s \sum_{j=1}^{s} \sum_{x \in [n]} (-1)^x e_B q(x)e_j(x) + 2 \sum_{j=1}^{s} \sum_{x \in [n]} e_j(x)^2 + 2 \sum_{j \neq k} \sum_{x \in [n]} e_j(x)e_k(x) \]
\[ \leq 8\|\bar{p}_1 + \cdots + \bar{p}_s\|_2^2, \]

and finally,
\[ 4 \sum_{j=1}^{s} \sum_{x \in [n]} (-1)^x e_B e_j(x)^3 + 12 \sum_{j \neq k} \sum_{x \in [n]} (-1)^x e_B e_j(x)^2 e_k(x) \]
\[ + 4 \sum_{j \neq k \neq \ell} \sum_{x \in [n]} (-1)^x e_B e_j(x)e_k(x) = 4\|\bar{e}_1 + \cdots + \bar{e}_s\|_3^3. \]

As in Lemma 13, the last expression inside the parenthesis of $E[Z_n^2]$ is precisely
\[ \sum_{x \in [n]} \left( \sum_{j=1}^{s} e_j(x) \right)^4. \]

Therefore,
\[ \sum_{x \in [n]} E[Z_n^2] \leq 8s\|q\|_2 \left\| \sum_{j=1}^{s} \bar{e}_j \right\|_4^2 + 8 \left\| \sum_{j=1}^{s} \bar{p}_j \right\|_2^2 + 4 \left\| \sum_{j=1}^{s} \bar{e}_j \right\|_4^3 + \sum_{x \in [n]} \left( \sum_{j=1}^{s} e_j(x) \right)^4. \]

The same calculation as in Lemma 13 gives us
\[ \sum_{x \in [n]} E[Z_n^2] = \sum_{x \in [n]} \left( \sum_{j=1}^{s} e_j(x)^2 + \sum_{j \neq k} e_j(x)e_k(x) \right) = \sum_{x \in [n]} \left( \sum_{j=1}^{s} e_j(x) \right)^4 \]

so altogether,
\[ \text{Var}(Z) \leq 8s\|q\|_2 \left\| \sum_{j=1}^{s} \bar{e}_j \right\|_4^2 + 8 \left\| \sum_{j=1}^{s} \bar{p}_j \right\|_2^2 + 4 \left\| \sum_{j=1}^{s} \bar{e}_j \right\|_3^3. \quad (13) \]

\section{Failure of de Finetti’s Theorem with Sublinear Number of Samples}

In this section, we prove Theorem 2. Recall the statement of Theorem 2.

\textbf{Theorem 2.} Let $s = O(\sqrt{n})$ be the number of samples required by Algorithm 1 for $\epsilon = 1/3$. There exists an exchangeable sequence $X_1, \ldots, X_s$ such that $X_i$ is drawn from distribution $q_i$ which are all supported in $[n]$ and satisfy $\|q_i - \mathcal{U}_n\|_1 \geq 1/3$ for all $i$. Furthermore, $\{q_i\}_{i=1}^{s}$ all satisfy the structural condition given in Definition 1 with $q = \mathcal{U}_n$. Let $P$ denote the distribution of the sequence $X_1, \ldots, X_s$. Then $P$ is $\Omega(1)$-far in $\ell_1$-distance from any mixture of product distributions.

Note that an algorithm can turn samples $Y_1, \cdots, Y_s$ into an exchangeable sequence $X_1, \cdots, X_s$ by permuting randomly. In this section, we give an example of samples $Y_1, \cdots, Y_s$ such that after permuting them to turn them into an exchangeable sequence
We first compute \( X_1, \cdots, X_s \), the exchangeable sequence is “far” from a mixture of product distributions. The main idea behind Theorem 2 is based on Proposition 31 in [13]. Essentially, Diaconis and Freedman show in [13] that a Polya’s urn process generates an exchangeable sequence that is far from the mixture of any product distributions. This example does not quite work in our case since we would like the structural condition to hold. Therefore, we adapt the Polya’s urn idea by partitioning our domain into a “large” set and a “small” set. We then apply a Polya’s urn type process on the small set so that no collisions can happen on it. This results in an event \( \mathcal{E}_1 \) which we use to lower bound the distance from the distribution of our exchangeable sequence to any mixture of product distributions. However, we need an additional event \( \mathcal{E}_2 \) to deal with the large set. Combining these two events allows us to prove Theorem 2. This overview is formalized below.

**Proof of Theorem 2.** Let \( \epsilon = 1/3 \) and let \( s \) be the number of samples required by our uniformity tester in Algorithm 1 for this value of \( \epsilon \). In particular, \( s^2 = Cn \) for some constant \( C > 10 \) and define \( \delta \) as \( \delta = 1/C \). We now construct distributions \( \{q_i\}_{i=1}^s \) as follows:

\[
q_i(x) = \begin{cases} 
1 - \frac{\delta/20}{s/n}, & x = 1 \\
1/n, & x \in \{2, \cdots, s+1\} \setminus \{i+1\} \\
\frac{\delta}{20}, & x = i + 1.
\end{cases}
\]

Note that all distributions are supported only on \( \{1, \cdots, s+1\} \). We can check that for large enough \( n \), we have \( \|q_i - U_n\|_1 \geq 1/3 \) for all \( i \). We then draw sample \( Y_i \) independently from \( q_i \). Note that \( A = \{1, \cdots, s + 1\} \) and \( B = [n] \setminus \{1, \cdots, s + 1\} \) for the structural condition in Definition 1. In other words, all the distributions are larger than uniform on \( A \) and smaller than uniform on \( B \) so \( \{q_i\}_{i=1}^s \) satisfy the conditions of the theorem.

Now let \( \{X_i\}_{i=1}^s \) be an exchangeable sequence derived from \( \{Y_i\}_{i=1}^s \) (for example, by permuting them randomly). Let \( p \) be the distribution of \( (X_1, \cdots, X_s) \). Consider the following two events:

\[
\mathcal{E}_1 = \text{Event that } X_i = X_j \in \{2, \cdots, s + 1\} \text{ for some } i \neq j \\
\mathcal{E}_2 = \text{Event that at least } s(1 - \delta^2/2) \text{ of the } X_i\text{'s are equal to } 1.
\]

We first compute \( p(\mathcal{E}_1) \). Note that for any \( i \neq j \), we have

\[
\mathbb{P}(X_i = X_j \in \{2, \cdots, s + 1\}) \leq \frac{\delta}{10n} + \frac{s}{n^2}.
\]

Therefore by a union bound, the probability that there exists some \( i \neq j \) such that \( \mathcal{E}_1 \) holds is at most

\[
\frac{C\delta}{10} + \frac{s^3}{n^2} \leq \frac{1}{9}
\]

for sufficiently large \( n \). We now compute \( p(\mathcal{E}_2) \). We know that \( \mathbb{P}(X_i = 1) \leq 1 - \delta/20 \) for all \( i \). Therefore, the number of 1’s among the \( X_i\)’s is sum of \( s \) Bernoulli random variables with parameters at most \( 1 - \delta/20 \) and hence, the expected number of 1’s is at most \( s(1 - \delta/20) \). Then by a Chernoff bound, we have \( \mathbb{P}(\mathcal{E}_2) \leq 1/100 \) if we take \( n \) (and therefore \( s \)) sufficiently large.

Now for a distribution \( p_k \) over \([n]\), we let \( p_k^s \) be the distribution of \( s \) independent picks from \( p_k \). Let \( M = \sum_k w_k p_k^s \) be any mixture of product distributions \( p_k^s \). We wish to show that \( \|p - M\|_1 = \Omega(1) \) for any \( M \). Note that all of the \( \{q_i\}_{i=1}^s \) are only supported on \( \{1, \cdots, s + 1\} \). Therefore, we can assume without loss of generality that the \( p_k \) is also supported only on \( \{1, \cdots, s + 1\} \) for all \( k \). Now consider a single \( p_k^s \). We consider two cases.
Case 1: \( p_k(\{2, \cdots, s+1\}) \geq \delta^2 \). In this case, let \( Z \) be the number of collisions among elements in \( \{2, \cdots, s+1\} \) if we draw \( s \) independent samples from \( p_k \). We have
\[
E[Z] = \binom{s}{2} \sum_{i \in \{2, \cdots, s\}} p_k(i)^2.
\]
Define \( \sum_{i \in \{2, \cdots, s\}} p_k(i)^2 = \|\tilde{p}_k\|_2^2 \). Using standard calculations as in the single distribution uniformity testing case, see [23, 6], we can compute
\[
\text{Var}[Z] \leq 4 \left( \binom{s}{2} \|\tilde{p}_k\|_2^2 \right)^{3/2}.
\]
Hence by Chebyshev’s inequality,
\[
\Pr(Z = 0) \leq \Pr(|Z - E[Z]| \geq E[Z]) \leq \frac{4 \left( \binom{s}{2} \|\tilde{p}_k\|_2^2 \right)^{3/2}}{s \|\tilde{p}_k\|_2^2} \leq \frac{C'}{s \|\tilde{p}_k\|_2^2}
\]
for some absolute constant \( C' \). Now by Cauchy Schwarz,
\[
\|\tilde{p}_k\|_2 \geq \frac{\delta^2}{\sqrt{s}}
\]
so we have \( \Pr(Z = 0) \leq 1/100 \) for sufficiently large \( n \). Therefore, \( p_k(\mathcal{E}_1) \geq 99/100 \).

Case 2: \( p_k(\{2, \cdots, s+1\}) < \delta^2 \). In this case, we have \( p_k(1) \geq 1 - \delta^2 \). Therefore, if we draw \( s \) samples from \( p_k \), the number of 1’s that we will see is at least \( s(1 - \delta^2) \) in expectation. By Chernoff, the probability that we see less than \( s(1 - \delta^2/2) \) number of 1’s is at most \( 1/100 \) for sufficiently large \( n \). Hence, \( p_k(\mathcal{E}_2) \geq 99/100 \).

Now note that
\[
\|p - M\|_1 = 2\|p - M\|_{TV} \geq |p(\mathcal{E}_1) - M(\mathcal{E}_1)| + |p(\mathcal{E}_2) - M(\mathcal{E}_2)|.
\]
We have
\[
|p(\mathcal{E}_1) - M(\mathcal{E}_1)| \geq \sum_{k \mid p_k \in \text{Case } 1} w_k p_k^*(\mathcal{E}_1) - \frac{1}{9} \geq \frac{99}{100} \sum_{k \mid p_k \in \text{Case } 1} w_k - \frac{1}{9}.
\]
Similarly,
\[
|p(\mathcal{E}_2) - M(\mathcal{E}_2)| \geq \sum_{k \mid p_k \in \text{Case } 2} w_k p_k^*(\mathcal{E}_2) - \frac{1}{100} \geq \frac{99}{100} \sum_{k \mid p_k \in \text{Case } 2} w_k - \frac{1}{100}.
\]
Hence we have that
\[
\|p - M\|_1 \geq \frac{99}{100} \left( \sum_k w_k \right) - \left( \frac{1}{9} + \frac{1}{100} \right) \geq \Omega(1).
\]
Since \( M \) was arbitrary, we are done. Hence, \( p \) is \( \Omega(1) \)-far from any mixture of product distributions. ▼
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Testing Properties of Multiple Distributions with Few Samples


A Moment Calculations of Sections 4 and 5

In this section, we calculate the moments of random variables that appear in Section 4 and Section 5. Suppose we have distributions $q$ and $p_1, \ldots, p_s$ such that there exist subsets $A$ and $B = [n] \setminus A$ with the property that $p_j(x) \geq q(x)$ for all $x \in A$ and all $j$ and $p_j(x) \leq q(x)$ for all $x \in B$ and all $j$. Now, let $T_x$ be a Poisson random variable with parameter

$$
\lambda_x = \sum_{j=1}^{s} p_j(x).
$$
We now compute $\sum_{x \in [n]} \lambda_x^k$ for $k \in \{1, 2, 3, 4\}$. We note that
\[
\sum_{x \in [n]} \lambda_x = \sum_{j=1}^{s} \sum_{x \in [n]} (q(x) + (-1)^{x \in B} e_j(x))
\]  
(14)

We now compute $\sum_{x \in [n]} \lambda_x^2$. We use the notation $(-1)^{x \in B}$ as follows:
\[
(-1)^{x \in B} = \begin{cases} 
-1 & \text{if } x \in B \\
1 & \text{if } x \not\in B
\end{cases}
\]
Note that:
\[
\sum_{x \in [n]} \lambda_x^2 = \sum_{x \in [n]} \left( \sum_{j=1}^{s} p_j(x) \right)^2 = \sum_{x \in [n]} \left( \sum_{j=1}^{s} p_j(x)^2 + \sum_{j \neq k} p_j(x)p_k(x) \right)
\]
For fixed $j$ and $k$, we can compute that:
\[
p_j(x)^2 = q(x)^2 + 2(-1)^{x \in B} q(x)e_j(x) + e_j(x)^2,
\]
and we have:
\[
p_j(x)p_k(x) = q(x)^2 + (-1)^{x \in B} q(x)e_k(x) + q(x)e_j(x) + e_j(x)e_k(x).
\]
Putting everything together, we obtain:
\[
\sum_{x \in [n]} \lambda_x^2 = s^2||q||_2^2 + 2s \sum_{j=1}^{s} \sum_{x \in [n]} (-1)^{x \in B} q(x)e_j(x)
\]
\[
\quad + \sum_{j=1}^{s} e_j(x)^2 + \sum_{j \neq k} e_j(x)e_k(x).
\]  
(15)

We now compute $\sum_{x \in [n]} \lambda_x^3$. For a fixed $x$, we have:
\[
\lambda_x^3 = \left( \sum_{j=1}^{s} p_j(x) \right)^3 = \sum_{j=1}^{s} p_j(x)^3 + 3 \sum_{j \neq k} p_j(x)^2 p_k(x) + \sum_{j \neq k \neq \ell} p_j(x)p_k(x)p_\ell(x)
\]
Now for a fixed $j$,
\[
p_j(x)^3 = (q(x) + (-1)^{x \in B} e_j(x))^3
\]
\[
= q(x)^3 + 3(-1)^{x \in B} q(x)^2 e_j(x) + 3q(x)e_j(x)^2 + (-1)^{x \in B} e_j(x)^3,
\]
while for fixed $j \neq k$,
\[
p_j(x)^2 p_k(x) = (q(x) + (-1)^{x \in B} e_j(x))^2(q(x) + (-1)^{x \in B} e_k(x))
\]
\[
= q(x)^3 + (-1)^{x \in B} q(x)^2(2e_j(x) + e_k(x)) + (-1)^{x \in B} e_j(x)^2 e_k(x)
\]
\[
+ q(x)(e_j(x)^2 + 2e_j(x)e_k(x) + e_k^2(x)),
\]
and finally for $j \neq k \neq \ell$, we have:
\[
p_j(x)p_k(x)p_\ell(x) = (q(x) + (-1)^{x \in B} e_j(x))(q(x) + (-1)^{x \in B} e_k(x))(q(x) + (-1)^{x \in B} e_\ell(x))
\]
\[
= q(x)^3 + (-1)^{x \in B} q(x)^2(e_j(x) + e_k(x) + e_\ell(x)) + (-1)^{x \in B} e_j(x)e_k(x)e_\ell(x)
\]
\[
+ q(x)(e_j(x)e_k(x) + e_k(x)e_\ell(x) + e_j(x)e_\ell(x)).
\]
Putting everything together, we have

\[
\sum_{x \in [n]} \lambda_x^3 = s^3 ||q||_2^3 + 3s^2 \sum_{j=1}^{n} \sum_{x \in [n]} (-1)^{x \in B} q(x)^2 e_j(x) + 3 \sum_{j=1}^{n} \sum_{x \in [n]} q(x)e_j(x)^2
\]

\[
+ 3s \sum_{j \neq k} \sum_{x \in [n]} q(x)e_j(x)e_k(x) + 3 \sum_{j \neq k} \sum_{x \in [n]} (-1)^{x \in B} e_j(x)^2 e_k(x)
\]

\[
+ \sum_{j=1}^{n} \sum_{x \in [n]} (-1)^{x \in B} e_j(x)^3 + \sum_{j \neq k \neq \ell} (-1)^{x \in B} e_j(x)e_k(x)e_\ell(x).
\]

(16)

We now compute \(\sum_{x \in [n]} \lambda_x^4\). We have

\[
\lambda_x = \left( \sum_{j=1}^{s} p_j(x) \right)^4 = \sum_{j=1}^{s} p_j(x)^4 + 3 \sum_{j \neq k} p_j(x)^2 p_k(x)^2 + 4 \sum_{j \neq k \neq \ell} p_j(x)p_k(x)p_\ell(x)
\]

\[
+ 6 \sum_{j \neq k \neq \ell} p_j(x)^2 p_k(x)p_\ell(x) + \sum_{j \neq k \neq \ell} p_j(x)p_k(x)p_\ell(x).
\]

We first analyze \(p_j(x)^4\) for a fixed \(j\). We have:

\[
p_j(x)^4 = (q(x) + (-1)^{x \in B} e_j(x))^4 = q(x)^4 + 4(-1)^{x \in B} q(x)^3 e_j(x) + 6q(x)^2 e_j(x)^2
\]

\[
+ 4(-1)^{x \in B} q(x)e_j(x)^3 + e_j(x)^4.
\]

Then for fixed \(j \neq k\), we have:

\[
p_j(x)^2 p_k(x)^2 = (q(x) + (-1)^{x \in B} e_j(x))^2(q(x) + (-1)^{x \in B} e_k(x))^2
\]

\[
= q(x)^4 + (1)^{x \in B} q(x)^3(2e_j(x) + 2e_k(x))
\]

\[
+ q(x)^2(e_j(x)^2 + 4e_j(x)e_k(x) + e_k(x)^2)
\]

\[
+ (-1)^{x \in B} q(x)(2e_j(x)^2 e_k(x) + 2e_j(x)e_k(x)^2) + e_j(x)^2 e_k(x)^2,
\]

and, we can get:

\[
p_j(x)^3 p_k(x) = (q(x) + (-1)^{x \in B} e_j(x))^3(q(x) + (-1)^{x \in B} e_k(x))
\]

\[
= q(x)^4 + (1)^{x \in B} q(x)^3(e_j(x) + e_k(x)) + q(x)^2(3e_j(x)^2 + 3e_j(x)e_k(x))
\]

\[
+ (-1)^{x \in B} q(x)(e_j(x)^3 + 3e_j(x)^2 e_k(x)) + e_j(x)^3 e_k(x).
\]

Furthermore, for fixed \(j \neq k \neq \ell\), we have:

\[
p_j(x)^2 p_k(x)p_\ell(x)
\]

\[
= (q(x) + (-1)^{x \in B} e_j(x))^2(q(x) + (-1)^{x \in B} e_k(x))(q(x) + (-1)^{x \in B} e_\ell(x))
\]

\[
= q(x)^4 + (-1)^{x \in B} q(x)^3(2e_j(x) + e_\ell(x) + e_k(x))
\]

\[
+ q(x)^2(e_j(x)^2 + 2e_j(x)e_\ell(x) + 2e_j(x)e_k(x) + e_\ell(x)e_k(x))
\]

\[
+ (-1)^{x \in B} q(x)(e_j(x)^2 e_\ell(x) + e_j(x)^2 e_k(x) + 2e_j(x)e_\ell(x)e_k(x))
\]

\[
+ e_j(x)^2 e_\ell(x)e_k(x).
\]
Finally, for fixed $j \neq k \neq \ell \neq t$, we have:

$$
p_j(x)p_k(x)p_\ell(x)p_t(x)
= (q(x) + (-1)^e e_j(x))(q(x) + (-1)^e e_k(x))
\cdot (q(x) + (-1)^e e_\ell(x))(q(x) + (-1)^e e_t(x))
= q(x)^4 + (-1)^e q(x)(e_j(x) + e_k(x) + e_\ell(x) + e_t(x))
+ q(x)^2(e_j(x)e_k(x) + e_j(x)e_\ell(x) + e_j(x)e_t(x) + e_k(x)e_\ell(x) + e_k(x)e_t(x) + e_\ell(x)e_t(x))
+ (-1)^e q(x)(e_j(x)e_k(x)e_\ell(x) + e_j(x)e_k(x)e_t(x) + e_j(x)e_\ell(x)e_t(x) + e_k(x)e_\ell(x)e_t(x) + e_k(x)e_t(x)e_\ell(x))
+ e_j(x)e_k(x)e_\ell(x)e_t(x).
$$

Altogether, we have:

$$
\sum_{x \in [n]} \lambda_x^2
= s^4\|q\|_4^4 + \sum_{x \in [n]} \sum_{j=1}^s e_j(x)^4 + 6s^2 \sum_{x \in [n]} \sum_{j=1}^s q(x)^2 e_j(x)^2 + 4s \sum_{x \in [n]} \sum_{j=1}^s (-1)^e q(x) e_j(x)^3
+ 4s^3 \sum_{x \in [n]} \sum_{j \neq k} (-1)^e q(x)^3 e_j(x) + 6s^2 \sum_{x \in [n]} \sum_{j \neq k} q(x)^2 e_j(x)e_k(x)
+ 12s \sum_{x \in [n]} \sum_{j \neq k} (-1)^e q(x)e_j(x)^2 e_k(x) + 4s \sum_{x \in [n]} \sum_{j \neq k} (-1)^e q(x)e_j(x)e_k(x)e_\ell(x)
+ 6 \sum_{j \neq k \neq \ell} e_j(x)^2 e_k(x)e_\ell(x) + 4 \sum_{j \neq k \neq \ell} e_j(x)^3 e_k(x) + 3 \sum_{j \neq k \neq \ell} e_j(x)^2 e_k(x)^2
+ \sum_{j \neq k \neq \ell} e_j(x)e_k(x)e_\ell(x)
= 4s \sum_{x \in [n]} \sum_{j=1}^s (-1)^e q(x) e_j(x)^3 + 2s \sum_{x \in [n]} \sum_{j \neq k} (-1)^e q(x)^3 e_j(x) + 2s \sum_{x \in [n]} \sum_{j \neq k} (-1)^e q(x)e_j(x)^2 e_k(x)
+ 2s \sum_{x \in [n]} \sum_{j \neq k} (-1)^e q(x)e_j(x)e_k(x)e_\ell(x)
+ \sum_{j \neq k \neq \ell} e_j(x)^2 e_k(x)e_\ell(x) + \sum_{j \neq k \neq \ell} e_j(x)e_k(x)e_\ell(x).
$$

(17)
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Abstract

Hardness magnification reduces major complexity separations (such as $\text{EXP} \not\subseteq \text{NC}^1$) to proving lower bounds for some natural problem $Q$ against weak circuit models. Several recent works [42, 36, 13, 39, 12, 38, 10] have established results of this form. In the most intriguing cases, the required lower bound is known for problems that appear to be significantly easier than $Q$, while $Q$ itself is susceptible to lower bounds but these are not yet sufficient for magnification.

In this work, we provide more examples of this phenomenon, and investigate the prospects of proving new lower bounds using this approach. In particular, we consider the following essential questions associated with the hardness magnification program:

- Does hardness magnification avoid the natural proofs barrier of Razborov and Rudich [46]?

- Can we adapt known lower bound techniques to establish the desired lower bound for $Q$?

We establish that some instantiations of hardness magnification overcome the natural proofs barrier in the following sense: slightly superlinear-size circuit lower bounds for certain versions of the minimum circuit size problem $\text{MCSP}$ imply the non-existence of natural proofs. As a corollary of our result, we show that certain magnification theorems not only imply strong worst-case circuit lower bounds but also rule out the existence of efficient learning algorithms.

Hardness magnification might sidestep natural proofs, but we identify a source of difficulty when trying to adapt existing lower bound techniques to prove strong lower bounds via magnification. This is captured by a locality barrier: existing magnification theorems unconditionally show that the problems $Q$ considered above admit highly efficient circuits extended with small fan-in oracle gates, while lower bound techniques against weak circuit models quite often easily extend to circuits containing such oracles. This explains why direct adaptations of certain lower bounds are unlikely to yield strong complexity separations via hardness magnification.
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Introduction

Proving circuit size lower bounds for explicit Boolean functions is a central problem in Complexity Theory. Unfortunately, it is also notoriously hard, and arguments ruling out a wide range of approaches have been discovered. The most prominent of them is the natural proofs barrier of Razborov and Rudich [46].

A candidate approach for overcoming this barrier was investigated recently by Oliveira and Santhanam [42]. Hardness Magnification identifies situations where strong circuit lower bounds for explicit Boolean functions (e.g. NP \( \not\subseteq \) P/poly) follow from much weaker (e.g. slightly superlinear) lower bounds for specific natural problems. As discussed in [42], in some cases the lower bounds required for magnification are already known for explicit problems, but not yet for the problem for which the magnification theorem holds. This approach to lower bounds has attracted the interest of several researchers, and a number of recent works have proved magnification results [36, 13, 39, 12, 38, 10] (see also [50, 3, 35, 37] for related previous work). We provide a concise review of existing results in Appendix A.1.

In this work, we are interested in understanding the prospects of proving new lower bounds using hardness magnification, including potential barriers.

1.1 Hardness Magnification Frontiers

While hardness magnification is a broad phenomenon, its most promising instantiations seem to occur in the setting of circuit classes such as NC\(^1\). The potential of hardness magnification stems from establishing the following scenario.

**HM Frontier:** There is a natural problem \( Q \) and a computational model \( C \) such that:

1. (Magnification) \( Q \notin C \) implies NP \( \not\subseteq \) NC\(^1\) or a similar breakthrough.
2. (Evidence of Hardness) \( Q \notin C \) under a standard conjecture.
3. (Lower Bound against \( C \)) \( L \notin C \), where \( L \) is a simple function like PARITY.
4. (Lower Bound for \( Q \)) \( Q \notin C^- \), where \( C^- \) is slightly weaker than \( C \).

A frontier of this form provides hope that the required lower bound in Item 1 is true (thanks to Item 2), and that it might be within the reach of known techniques (thanks to Items 3 and 4, which provide evidence that we can analyse the circuit model and the problem). HM frontiers have been already achieved in earlier works with a striking example appearing in [39] (see also [10]). Despite the number of works in this area, we note that the HM frontier is achieved only by some magnification theorems (Item 3 is often unknown; e.g. in the case of results in [3, 13]).

---

1 Most of this work was completed while Igor C. Oliveira was affiliated with the University of Oxford.
In order to make our subsequent discussion more concrete, we provide five examples of HM frontiers. Some of these results are new or require an extension of previous work, and the relevant statements will be explained in more detail in Section 3. The list of frontiers is not meant to be exhaustive, but we have tried to cover different computational models.

### (A) HM Frontier for \( \text{MKTp}[n^c,2n^c] \) and \( \text{AC}^0 \)-XOR:

- **A1.** If \( \text{MKTp}[n^c,2n^c] \not\in \text{AC}^0 \text{-XOR}[N^{1.01}] \) for large \( c > 1 \) then \( \text{EXP} \not\subset \text{NC}^1 \) (Section 3.1).
- **A2.** \( \text{MKTp}[n^c,2n^c] \not\in \text{P/poly} \) for large enough \( c \) under exponentially secure PRFs [46].
- **A3.** \( \text{MKTp}[n^c,2n^c] \not\in \text{AC}^0 \text{-XOR}[2^{n^{o(1)}}] \) (immediate from [44, 49]).
- **A4.** \( \text{MKTp}[n^c,2n^c] \not\in \text{AC}^0 \) for any sufficiently large constant \( c \) (Section 3.1).

### (B) HM Frontier for \( \text{MCSP}[2^{n/3}, 2^{n^{2/3}}] \) and Formula-XOR:

- **B1.** \( \text{MCSP}[2^{n/3}, 2^{n^{2/3}}] \not\in \text{Formula-XOR}[N^{1.01}] \) implies \( \text{NQP} \not\subset \text{NC}^1 \) (Section 3.2).
- **B2.** \( \text{MCSP}[2^{n/3}, 2^{n^{2/3}}] \not\in \text{P/poly} \) under standard cryptographic assumptions [46].
- **B3.** \( \text{InnerProduct} \not\in \text{Formula-XOR}[N^{1.99}] \) (immediate consequence of [52]).
- **B4.** \( \text{MCSP}[2^{n/3}, 2^{n^{2/3}}] \not\in \text{Formula}[N^{1.99}] \) ([23]; see also [39]).

### (C) HM Frontier for \( \text{MCSP}[2^{n^{1/2}}/10m, 2^{n^{1/2}}] \) and Almost-Formulas:

- **C1.** \( \text{MCSP}[2^{n^{1/2}}/10m, 2^{n^{1/2}}] \not\in N^{0.01-\text{Almost-Formula}[N^{1.01}]} \) implies \( \text{NP} \not\subset \text{NC}^1 \) (Section 3.3).
- **C2.** \( \text{MCSP}[2^{n^{1/2}}/10m, 2^{n^{1/2}}] \not\in \text{P/poly} \) under standard cryptographic assumptions [46].
- **C3.** \( \text{PARITY} \not\in N^{0.01-\text{Almost-Formula}[N^{1.01}]} \) (Section 3.3).
- **C4.** \( \text{MCSP}[2^{n^{1/2}}/10m, 2^{n^{1/2}}] \not\in \text{Formula}[N^{1.99}] \) ([23]; see also [39]).

\(^2\) Note that \( \text{Formula-XOR}[N^{1.01}] \subset \text{Formula}[N^{3.01}] \). A better understanding of the former class is therefore necessary before we can understand the power and limitations of super-cubic formulas, which is a major open question in circuit complexity.
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C. An almost-formula is a circuit with a bounded number of gates of fan-out larger than 1. More precisely, a γ-Almost-Formula[s] is a circuit containing at most s AND, OR, NOT gates of fan-in at most 2, and among such gates, at most γ of them have fan-out larger than 1. Consequently, this class naturally interpolates between formulas and circuits. This magnification frontier can be seen as progress towards establishing magnification theorems for worst-case variants of MCSP in the regime of sub-quadratic formulas (see the discussion in [39]).

(D) HM Frontier for MCSP[2^\sqrt{n}] and one-sided error randomized formulas:

D1. MCSP[2^\sqrt{n}] \not\in \text{GapAND}_{O(N)}-\text{Formula}[N^{2.01}] \Rightarrow \text{NQP} \not\subseteq \text{NC}^1 (\text{Section 3.2}).
D2. MCSP[2^\sqrt{n}] \not\in \text{P/poly} \text{ under standard cryptographic assumptions [46].}
D3.1. Andreev \not\in \text{GapAND}_{O(N)}-\text{Formula}[N^{2.999}] (\text{implicit in [21]})..
D3.2. MCSP[2^n/n^4] \not\in \text{GapAND}_{O(N)}-\text{Formula}[N^{2.999}] (\text{implicit in [16]}).
D4. MCSP[2^\sqrt{n}] \not\in \text{GapAND}_{O(N)}-\text{Formula}[N^{1.999}] ([11] building on [23, 39]).

E. The ℓ-Clique problem is defined on graphs on n vertices in the adjacency matrix representation of size m = Θ(n^2). (The statements above refers to the regime of very large clique detection.) The class mP/poly refers to monotone circuits of polynomial size. In this frontier we are modifying Item 4 from HM frontier so that instead of slightly weaker C^- we consider an incomparable C^- . This frontier is however particularly interesting, as items E1 and E4 connect hardness magnification to a basic question about the power of non-monotone

---

3 Suppose there is a GapAND_{O(N)}-Formula circuit computing a function f : \{0, 1\}^N \rightarrow \{0, 1\}. Consider a uniform distribution of all sub-formulas below the top GapAND_{O(N)} gate. Then for any input x, if f(x) = 1 then a sample formula from that distribution always outputs 1 on x, otherwise it outputs 0 with probability at least 0.9 on x. On the other hand, it is possible to derandomize a distribution of formulas computing f with one-sided error using a top GapAND_{O(N)} gate.

4 This tight threshold is first observed in [11], we include it here to show that the barrier discussed in this paper also applies to this particular setting.
circuits when computing monotone functions (see [14, 20] and references therein): Is every monotone function in \( \text{AC}^0 \) computable by a monotone (unbounded depth) boolean circuit of polynomial size? If this is the case, \( \text{NP} \not\subseteq \text{NC}^1 \) would follow.

Note that these hardness magnification frontiers offer different approaches to proving lower bounds against \( \text{NC}^1 \).

**Essential Questions.** Do magnification theorems bring us closer to strong circuit lower bounds? In order to understand the limits and prospects of hardness magnification, the following questions are relevant.

**Q1. Naturalization.** Is hardness magnification a non-naturalizing approach to circuit lower bounds? If we accept standard cryptographic assumptions, non-naturalizability is a necessary property of any successful approach to strong circuit lower bounds.\(^5\)

**Q2. Extending known lower bounds.** Can we adapt an existing lower bound proof from Items 3 and 4 in some HM frontier to show the lower bound required from Item 1 in that HM frontier? Is it possible to establish the required lower bounds via a reduction from \( L \) to \( Q \)?

**Q3. Improving existing magnification theorems.** Can we close the gap between Items 1 and 4 in HM frontier by establishing a magnification theorem that meets known lower bounds, such as the ones appearing in Item 4?

In the next sections, we present results that shed light into all these questions.

### 1.2 Hardness Magnification and Natural Proofs

The very existence of the natural proofs barrier provides a direction for proving strong circuit lower bounds: one can proceed by refuting the existence of natural properties.\(^6\) In other words, a way to avoid natural proofs is to prove that there are no natural proofs. It is also easy to see that \( \text{P/poly} \)-natural properties useful against \( \text{P/poly} \) can be turned into natural properties with much higher constructivity, e.g. into linear-size natural properties useful against circuits of polynomial-size. If read contrapositively, this gives a form of hardness magnification.

The initial hardness magnification theorem of Oliveira and Santhanam [42] proceeds in a similar fashion. It proposes to approach \( \text{NP} \not\subseteq \text{P/poly} \) by deriving slightly superlinear circuit lower bounds for specific problems such as an approximate version of MCSP, which asks to distinguish truth-tables of Boolean functions computable by small circuits from truth-tables of Boolean functions which are hard to approximate by small circuits. Interestingly, this approach does not seem to naturalize, as it appears to yield strong lower bounds only for certain problems, and not for most of them. (The same heuristic argument appears in [3].) However, this is only an informal argument, and we would like to get stronger evidence that the natural proofs barrier does not apply here.

We show that hardness magnification for approximate MCSP can be used to conclude the non-existence of natural proofs against polynomial-size circuits. More precisely, we prove that if approximate MCSP requires slightly superlinear-size circuits, then there are no \( \text{P/poly} \)-natural properties against \( \text{P/poly} \). This strongly suggests that the natural proofs

\(^5\) We assume familiarity of the reader with the natural proofs framework of [46].

\(^6\) A similar perspective has been employed in proof complexity in attempts to approach strong proof complexity lower bounds by extending the natural proofs barrier (see [34, 45]).
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barrier isn’t relevant to the magnification approach. Indeed, there remains the possibility that the weak circuit lower bound for MCSP in the hypothesis of the result can be shown using naturalizing techniques (as there aren’t any strong enough plausible cryptographic conjectures known that rule this out), and yet by using magnification to “break” naturalness, we could get strong circuit lower bounds and even conclude the non-existence of natural proofs!

The core of our proof is the following new hardness magnification theorem: if approximate MCSP requires slightly superlinear-size circuits, then not only \( \text{NP} \not\subseteq \text{P/poly} \) but it is impossible even to learn efficiently. We can then refute the existence of natural proofs by applying the known translation of natural properties to learning algorithms [8]. Similar implications hold with a worst-case gap version of MCSP (in the sense of HM Frontiers B and C but with different parameters) instead of approximate MCSP, following an idea from [22].

Interestingly, all the implications above are actually equivalences. In particular, the existence of natural properties is equivalent to the existence of highly efficient circuits for computing approximate MCSP and worst-case gap MCSP with certain parameters (cf. Theorem 1). This extends a known characterization of natural properties: Carmosino et al. [8] showed that \( \text{P/poly} \) natural proofs against \( \text{P/poly} \) are equivalent to learning \( \text{P/poly} \) by subexponential-size circuits, which was in turn shown to be equivalent by Oliveira and Santhanam [41] to the non-existence of non-uniform pseudorandom function families of sub-exponential security. The connection of hardness magnification to learning and pseudorandom function generators might be of independent interest, since it extends the consequences of magnification into two central areas in Complexity Theory.

**Theorem 1 (Equivalences for Hardness Magnification).** The following statements are equivalent:

(a) **Hardness of approximate MCSP against almost-linear size circuits.**

There exist \( c \geq 1 \), \( 0 < \gamma < 1 \), and \( \varepsilon > 0 \) such that MCSP\([n^c,0),(2^{n^\gamma},n^{-\varepsilon})]\) \( \notin \text{Circuit}[N^{1+\varepsilon}] \).

(b) **Hardness of worst-case MCSP against almost-linear size circuits.**

There exists \( c \geq 1 \) and \( \varepsilon > 0 \) such that MCSP\([n^c,2^n/n^\varepsilon]\) \( \notin \text{Circuit}[N^{1+\varepsilon}] \).

(c) **Hardness of sub-exponential size learning using non-adaptive queries.**

There exist \( \ell \geq 1 \) and \( 0 < \gamma < 1 \) such that Circuit\([n^\ell]\) cannot be learned up to error \( O(1/n^\ell) \) under the uniform distribution by circuits of size \( 2^{O(n^\gamma)} \) using non-adaptive membership queries.

(d) **Non-existence of natural properties against polynomial size circuits.**

For some \( d \geq 1 \) there is no Circuit\([\text{poly}(N)]\)-natural property useful against Circuit\([n^d]\).

(e) **Existence of non-uniform PRFs secure against sub-exponential size circuits.**

For every constant \( a \geq 0 \), there exists \( d \geq 1 \), a sequence \( \mathcal{F} = \{\mathcal{F}_n\}_{n \geq 1} \) of families \( \mathcal{F}_n \) of \( n \)-bit boolean functions \( f_n \in \text{Circuit}[n^a] \), and a sequence of probability distributions \( \mathcal{D} = \{\mathcal{D}_n\}_{n \geq 1} \) supported over \( \mathcal{F}_n \) such that, for infinitely many values of \( n \), \( (\mathcal{F}_n,\mathcal{D}_n) \) is pseudo-random function family that \( (1/N^{n(1)}) \)-fools (oracle) circuits of size \( 2^{a \cdot n} \).

The proof of this result appears in Section 4.1. We highlight below the most interesting implications of Theorem 1. (Note that some of them have appeared in other works in similar or related forms.)

- \((a) \rightarrow (d)\): The initial hardness magnification result from [42, Theorem 1] (stated for circuits) implies the non-existence of natural proofs useful against polynomial-size circuits, indicating that the natural proofs barrier might not be relevant to the magnification approach.

---

7 See Preliminaries (Section 2) for definitions.
(a), (b) \leftrightarrow (d): Any P/poly natural property useful against P/poly can be transformed into an almost-linear size natural property that is simply the approximate \(\text{MCSP}([n^c, 0], (2^n, n^{-c})]\) or worst-case gap \(\text{MCSP}(n^c, 2^n/n^c)\). (Note the different regime of circuit size parameters for these problems.)

(a), (b) \leftrightarrow (c): A weak-seeming hardness assumption for worst-case gap and approximate versions of MCSP implies a strong non-learnability result: polynomial-size circuits cannot be learned over the uniform distribution even non-uniformly in sub-exponential time.

(a), (b) \leftrightarrow (c): Hardness magnification for MCSP also yields cryptographic hardness in a certain regime.

We note that the use of non-adaptive membership queries in Theorem 4.1 Item (c) is not essential. It follows from [8] that, in the context of learnability of polynomial size circuits under the uniform distribution in sub-exponential time, adaptive queries are not significantly more powerful than non-adaptive queries.\(^8\)

**Towards a more robust theory.** While Theorem 1 formally connects hardness magnification and natural properties, it would be very interesting to understand to which extent different hardness magnification theorems are provably non-naturalizable. This would provide a more complete answer to Question Q1 asked above. For instance, Theorem 1 leaves open whether hardness magnification for worst-case versions of MCSP such as \(\text{MCSP}(n^c, 2^n)\) refutes natural proofs as well. Note that one way of approaching this question would be to study reductions from \(\text{MCSP}(n^c, 2^n)\) to its approximate version \(\text{MCSP}((n^c, 0), (2^n, n^{-c}))\).\(^9\) In Section 4.2, we observe that this question is related to the problem of basing hardness of learning on worst-case assumptions such as \(P \not= NP\) (cf. [5]). We refer to the discussion in Section 4.2 for more details.

### 1.3 The Locality Barrier

The results from the preceding section show that hardness magnification can go beyond natural proofs. Is there another barrier that makes it difficult to establish lower bounds via magnification? In this section, we present a general argument to explain why the lower bound techniques behind A3-E3, A4-D4 in the magnification frontiers from Section 1.1 cannot be adapted (without significantly new ideas) to establish the required lower bounds in Items A1-E1, respectively. We refer to it as the **locality barrier**. While we will focus on these particular examples to make the discussion concrete, we believe that this barrier applies more broadly.

In order to explain the locality barrier, let’s consider the argument behind the proof of B1 presented in Section 3.2. Recall that this result shows that if \(\text{MCSP}[2^{n^{1/3}}, 2^{n^{2/3}}] \not\subseteq \text{Formula-XOR}[N^{1.01}]\) then \(\text{NQP} \not\subseteq \text{NC}^1\). This and other known hardness magnification theorems are established in the contrapositive. The core of the argument is to prove that there are highly efficient Formula-XOR circuits that reduce an input to \(\text{MCSP}[2^{n^{1/3}}, 2^{n^{2/3}}]\) of length \(N = 2^n\) to deciding whether certain strings of length \(N’\) (much smaller than \(N\)) belong to...

\(^8\) In a bit more detail, one can easily extract a natural property from a learner that uses adaptive queries. In turn, closer inspection of the technique of [8] shows that a non-adaptive learner can be obtained from a natural property.

\(^9\) More precisely, the existence of a reduction from \(\text{MCSP}(n^c, 2^n)\) to \(\text{MCSP}((n^c, 0), (2^n, n^{-c}))\) shows that lower bounds for the former problem yield lower bounds for the latter. Since any such lower bound must be non-naturalizable by Theorem 1, we obtain the same consequence for \(\text{MCSP}(n^c, 2^n)\). (Note that in the context of hardness magnification it is also important to have highly efficient reductions.)
a certain language \( L' \). Then, under the assumption that \( \text{NQP} \subseteq \text{NC}^1 \), one argues that \( L' \) has polynomial size formulas. Finally, since \( N' \ll N \), we can employ such formulas and still conclude that \( \text{MCSP}[2^{n^{1/3}}, 2^{n^{2/3}}] \) is in \( \text{Formula-XOR}[N^{1.01}] \), which completes the proof.

Note that the argument above provides a conditional construction of highly efficient formulas for the original problem. Crucially, however, we can derive an unconditional circuit upper bound from this argument: If we stop right before we replace the calls to \( L' \) by an algorithm for \( L' \) (this is what makes the reduction conditional), it unconditionally follows that \( \text{MCSP}[2^{n^{1/3}}, 2^{n^{2/3}}] \) can be computed by highly efficient \( \text{Formula-XOR} \) circuits containing oracle gates of small fan-in, for some oracle. Similarly, one can argue that the problems in Items A1-E1 can be computed in the respective models by highly efficient Boolean devices containing oracles of small fan-in.

We stress that, as opposed to a magnification theorem, where one cares about the complexity of the oracle gates, in our discussion of the locality barrier we only need the fact that there is some way of setting these oracle gates so that the resulting circuit or formula solves the original problem. (A definition of this model appears in Section 2.5.) A more exhaustive interpretation of magnification theorems as construction of circuits with small fan-in oracles can be found in Appendix A.2.

On the other hand, we argue that the lower bound arguments from Items A3-E3 of the hardness magnification frontiers quite easily handle (in the respective models) the presence of oracles of small fan-in, regardless of the function computed by these oracles. Using a more involved argument we can localize also lower bounds from items A4-D4. Consequently, these methods do not seem to be refined enough to prove the lower bounds required by A1-D1 without excluding oracle circuits that are unconditionally known to exist for the corresponding problems.

Following the example above, we state our results for the Magnification Frontier B.

**Theorem 2 (Locality Barrier for HM Frontier B).** The following results hold.

- **(B1\(^O\))** (Oracle Circuits from Magnification) : For any \( \varepsilon > 0 \), \( \text{MCSP}[2^{n^{1/3}}, 2^{n^{2/3}}] \) is in \( \text{Formula-O-XOR}[N^{1.01}] \) for some oracle \( O \), where every oracle gate has fan-in at most \( N^\varepsilon \) and appears in the layer right above the XOR leaves.

- **(B3\(^O\))** (Extension of Lower Bound Techniques Above Magnification Threshold) : For any \( \delta > 0 \), InnerProduct over \( N \) input bits cannot be computed by \( N^{2-3\delta} \)-size \( \text{Formula-O-XOR} \) circuits with at most \( N^{2-3\delta} \) oracle gates of fan-in \( N^{3} \) in the layer right above the XOR leaves, for any oracle \( O \).

- **(B4\(^O\))** (Extension of Lower Bound Techniques Below Magnification Threshold) : There is a universal constant \( c \) such that for all constants \( \varepsilon > 0 \) and \( \alpha > 2 \), \( \text{MCSP}[n^\varepsilon, 2^{\varepsilon/\alpha}] \) cannot be computed by oracle formulas \( F \) with \( \text{SIZE}_3(F) \leq N^{2-\varepsilon} \) and adaptivity \( o(\log N / \log \log N) \).

Here, \( \text{Size}_i(F) \) denotes the size of the formula, if we replace every oracle \( O \) with fan-in \( \beta \) in \( F \) by a formula of size \( \beta^i \) which reads all its inputs exactly \( \beta^{i-1} \) times (see Section 5.2.2 for the motivation of this definition).

The first two items of Theorem 2 are proved in Section 5.1.2. The third item is proved in Section 5.2.2. While Theorem 2 does not specify that, we actually localize all proofs of the lower bounds from B3 and B4 we are aware of. Interestingly, the localization of B4 allows us to refute the Anti-Checker Hypothesis from [39] (and a family of potential hardness magnification theorems), cf. Section 5.2.2. We refer to Section 5 for analogous statements describing the locality barrier in frontiers A, C, D, and E.

\(^{10}\)That is, on any path from root to a leaf, there are at most \( o(\log N / \log \log N) \) oracles.
Locality of Computations and Lower Bound Techniques. The fact that many lower bound techniques extend to computational devices with oracles of small fan-in was observed already by Yao in 1989 on a paper on local computations [56]. According to Yao, a local function is one that can be efficiently computed using only localized processing elements. In our terminology, this corresponds to circuits with oracles of small fan-in. Among other results, [56] argues that Razborov’s monotone circuit size lower bound for $k$-Clique [43] and Karchmer and Wigderson’s monotone formula size lower bound for ST-CONN [31] extend to boolean devices with monotone oracles of bounded fan-in. Compared to Yao’s work, our motivation and perspective are different. While Yao is particularly interested in lower bounds that can be extended in this sense (see e.g. Sections 2 and 6 in [56]), here we view such extensions as a limitation of the corresponding arguments, meaning that they are not refined enough to address the locality barrier.\footnote{On a more technical level, we are interested in the regime of barely super-linear size circuits and formulas, and our results do not impose a monotonicity constraint on the oracle.}

We note, however, that not every lower bound technique extends to circuits with small fan-in oracles.\footnote{Of course any such discussion depends on parameters such as number of oracles and their fan-ins, so whether a technique avoids or not the locality barrier is relative to a particular magnification theorem.} For instance, by the work of Allender and Koucký [3] (also a more recent work by Chen and Tell [13]), the parity function $\text{Parity}_n$ over $n$ input bits can be computed by a $\text{TC}^0$ circuit of size $O(n)$ (number of wires) containing $\leq n^{1-\varepsilon}$ oracle gates of fan-in $\leq n^\varepsilon$, provided that its depth $d = O(1/\varepsilon)$. On the other hand, it is known that $\text{Parity}_n \notin \text{TC}^0[\log^{1+c}n]$ for a constant $c > 0$ [25] (again, the complexity measure is the number of wires). Since the latter lower bound is super-linear for every choice of $d$, it follows by the result of [3, 13] that it cannot be extended to circuits containing a certain number of oracles of fan-in $n^\varepsilon$, for a large enough depth $d$ that depends on $\varepsilon$. Incidentally, the hardness magnification theorems of [3, 13] do not achieve a magnification frontier.

In Section 3.2 we identify one specific lower bound related to HM Frontier D which is both above the magnification threshold and provably non-localizable, cf. Theorem 49. In principle, there might be ways to overcome the locality barrier and match the lower bound with the magnification threshold. We refer to Section 1.4 below for additional discussion.

On Lower Bounds Through Reductions. The discussion above has focused on the possibility of directly adapting existing lower bounds from Item 3 in HM frontier to establish the desired lower bound in Item 1. There is however an indirect approach that one might hope to use: reductions. For instance, in the context of the HM Frontier B discussed above, can we have a reduction from $\text{InnerProduct}$ to $\text{MCSP}[2n^{1/3}, 2n^{2/3}]$ that would allow us to show that $\text{MCSP}[2n^{1/3}, 2n^{2/3}] \notin \text{Formula-XOR}[N^{1.01}]$? The first thing to notice is that, for this approach to make sense, the reduction needs to have a specific form so that composing the reduction with a candidate $\text{Formula-XOR}$ circuit for $\text{MCSP}[2n^{1/3}, 2n^{2/3}]$ violates the hardness of $\text{InnerProduct}$. Is there any hope to design a reduction of this form?

The locality barrier presents a definitive answer in this case. Indeed, it is immediate from the first two items of Theorem 2 that such a reduction does not exist. For the same reason, it is not possible to use reductions to establish the required lower bounds in some other magnification frontiers, cf. Section 5.1.6.
1.4 Concluding Remarks and Open Problems

Hardness magnification shows that obtaining a refined understanding of weak computational models is an approach to major complexity lower bounds, such as separating EXP from NC$^1$. As discussed in Sections 1.1 and 1.2 above, its different instantiations are connected to a few basic questions in Complexity Theory, including the power of non-monotone operations, learnability of circuit classes, and pseudorandomness.

One of our main conceptual contributions in this work is to identify a challenge when implementing this strategy for lower bounds. Quoting the influential article [46] that introduced the natural proofs barrier, “We do not conclude that researchers should give up on proving serious lower bounds. Quite the contrary, by classifying a large number of techniques that are unable to do the job we hope to focus research in a more fruitful direction.”

Razborov and Rudich [46, Section 6]

We share a similar opinion with respect to hardness magnification and the obstruction identified in Section 1.3. While locality provides a unified explanation for the difficulty of adapting combinatorial lower bound techniques to exploit most (if not all) known magnification frontiers, it might be possible to discover new HM frontiers whose associated lower bound techniques in Item 3 are sensitive to the presence of small fan-in oracles. For instance, in the case of uniform complexity lower bounds, this has been achieved in [38] via an indirect diagonalization that explores the theory of pseudorandomness. Alternatively, it might be possible to establish magnification theorems using a technique that does not produce circuits with small fan-in oracles. Even if one is pessimistic about these possibilities, we believe that an important contribution of the theory of hardness magnification is to break the divide between “weak” and “strong” circuit classes advocated by the natural proofs barrier, and that it deserves further investigation.

We finish with a couple of technical questions related to our contributions. First, we would like to understand if it is possible to strengthen items (a) and (b) in Theorem 1 to a wider range of parameters. For example, is hardness magnification for worst-case MCSP$[n^\gamma, 2^{n^\gamma}]$ with $\gamma < 1$ non-naturalizable? The core of this question seems to be the problem of reducing worst-case MCSP from item (a) to approximate MCSP from item (b).

Another important direction is to show that hardness magnification avoids natural proofs also in the context of non-meta-computational problems. Interestingly, many magnification theorems from [39] established for MCSP and variants were subsequently shown to hold for any sparse language in NP [10]. Could it be the case that hardness magnification overcomes natural proofs in a much broader sense?

Finally, it would be useful to investigate the locality of additional lower bound techniques. Can we, for example, come up with non-localizable lower bounds similar to Theorem 49 which would be above the magnification threshold and work for a problem more closely related to the one from the corresponding HM frontier?

\[^{13}\text{In other words, the magnification theorem discussed in [38] admits a formulation for uniform randomized algorithms, and its proof provides an algorithm with oracle gates of small fan-in in the spirit of the oracle circuits discussed here. Nevertheless, the unconditional lower bound established in the same paper does not extend to algorithms with such oracle gates.}\]
2 Preliminaries

2.1 Notation

Given a Boolean function $f : \{0, 1\}^n \to \{0, 1\}$, $\text{tt}(f)$ denotes the $2^n$-bit string representing the truth table of $f$. On the other hand, for any string $y \in \{0, 1\}^{2^n}$, define $f_y$ as the function on $n$ inputs such that $\text{tt}(f_y) = y$.

$\text{Circuit}[s]$ denotes fan-in two Boolean circuits of size at most $s$ where we count the number of gates. $\text{Formula}[s]$ denotes formulas over the basis $U_2$ (fan-in two ANDs and ORs) of size at most $s$ (counting the number of leaves) with input leaves labelled by literals or constants.

For a circuit class $\mathcal{C}$, $\mathcal{C}[s]$ denotes circuits from $\mathcal{C}$ of size at most $s$.

A function $f : \{0, 1\}^n \to \{0, 1\}$ is $\gamma$-approximated by a circuit $\mathcal{C}$, if $\Pr_x[\mathcal{C}(x) = f(x)] \geq \gamma$.

2.2 Complexity of Learning

Definition 3 (Learning). A circuit class $\mathcal{C}$ is learnable over the uniform distribution by circuits in $\mathcal{D}$ up to error $\epsilon$ with confidence $\delta$ if there are randomized oracle $\mathcal{D}$-circuits $L^f$ such that for every boolean function $f : \{0, 1\}^n \to \{0, 1\}$ computable by a circuit from $\mathcal{C}$, when given oracle access to $f$, input $1^n$ and the internal randomness $w \in \{0, 1\}^*$, $L^f$ outputs the description of a circuit satisfying

$$\Pr_w[L^f(1^n, w) (1 - \epsilon)\text{-approximates } f] \geq \delta.$$ 

$L^f$ uses non-adaptive membership queries if the set of queries which $L^f$ makes to the oracle does not depend on the answers to previous queries. If $\delta = 1$, we omit mentioning the confidence parameter.

2.3 Natural Properties, MCSP, and its Variants

Let $\mathcal{F}_n$ be the set of all functions on $n$ variables. $\mathcal{R} = \{\mathcal{R}_n \subseteq \mathcal{F}_n\}_{n \in \mathbb{N}}$ is a combinatorial property of Boolean functions.

Definition 4 (Natural property [46]). Let $\mathcal{R} = \{\mathcal{R}_n\}$ be a combinatorial property, $\mathcal{C}$ be a circuit class and $\Gamma$ be a complexity class. Then, $\mathcal{R}$ is a $\Gamma$-natural property useful against $\mathcal{C}[s(n)]$, if there exists an $n_0 \in \mathbb{N}$ such that the following hold:

- **Constructivity**: For any function $f_n \in \mathcal{F}_n$, the predicate $f_n \in \mathcal{R}_n$ is computable in $\Gamma$ in the size of the truth table of $f_n$.
- **Largeness**: For every $n \geq n_0$, $\Pr_{f_n \sim \mathcal{F}_n} \{f_n \in \mathcal{R}_n\} \geq \frac{1}{2^{n(n)}}$.
- **Usefulness**: For every $n \geq n_0$, $\mathcal{R}_n \cap \mathcal{C}[s(n)] = \emptyset$.

The following result which follows from [8] connects the existence of natural properties useful against a class $\mathcal{C}$ to designing learning algorithms for $\mathcal{C}$.

Theorem 5 (From Theorem 5.1 of [8] and Lemma 14 of [27]). Let $R$ be a $P/poly$-natural property useful against $\text{Circuit}{[n^d]}$ for some $d \geq 1$. Then, for each $\gamma \in (0, 1)$, there are randomized, oracle circuits $\{D_n\}_{n \geq 1} \in \text{Circuit}{[2^{O(n^{\gamma})}]}$ that learn $\text{Circuit}{[n^k]}$ up to error $\frac{1}{n^{\gamma}}$ using non-adaptive oracle queries to $f_n$, where $k = \frac{d^2}{a}$ and $a$ is a universal constant that does not depend on $d$ and $\gamma$. 
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Definition 6 (Gap MCSP). Let \( s, t : \mathbb{N} \to \mathbb{N} \), where \( s(n) \leq t(n) \) and \( 0 \leq \varepsilon, \sigma < 1/2 \). Define MCSP\((s, \sigma), (t, \varepsilon)\) on inputs of length \( N = 2^n \), as the following promise problem:

- **YES instances**: \( y \in \{0, 1\}^N \) such that there exists a circuit of size \( s(n) \) that \((1 - \sigma)\)-approximates \( f_y \).
- **NO instances**: \( y \in \{0, 1\}^N \) such that no circuit of size \( t(n) \) \((1 - \varepsilon)\)-approximates \( f_y \).

We refer to MCSP\((s, 0), (t, 0)\) as MCSP. Informally speaking, if \( \varepsilon > 0 \), we say that MCSP\((s, 0), (t, \varepsilon)\) is an approximate version of MCSP. Otherwise, it is a worst-case version of MCSP.

Remark 7. In Definition 6, if \( s(n) = t(n) \), we also require that \( \sigma < \varepsilon \) for the yes and no instances to be disjoint.

Definition 8 (Succinct MCSP). For functions \( s, t : \mathbb{N} \to \mathbb{N} \), Succinct-MCSP\((s(n), t(n))\) is the following problem. Given an input \((1^n, 1^*, (x_1, b_1), \ldots, (x_t, b_t))\) where \( x_i \in \{0, 1\}^n, b_i \in \{0, 1\} \), decide if there is a circuit \( C \) of size \( s \) such that \( \bigwedge_{i=1, \ldots, t} C(x_i) = b_i \).

2.4 Pseudorandom Generators

Definition 9 (Pseudorandom function families). For any circuit class \( C \), size functions \( s(n), t(n) \geq n \), family \( G_n \) of \( n\)-bit Boolean functions and distribution \( D_n \) over \( G_n \), we say that a pair \((G_n, D_n)\) is a \((t(n), \varepsilon(n))\)-pseudorandom function family (PRF) in \( C[s(n)] \), if each function in \( G_n \) is in \( C[s(n)] \) and for every randomized circuit \( A^O \in \text{Circuit}^O[t(n)] \), where \( O \) denotes oracle access to a fixed Boolean function over \( n \) inputs, we have

\[
\left| \Pr_{g \sim D_n, w} \{A^p(g, w) = 1\} - \Pr_{f \sim F_n, w} \{A^f(w) = 1\} \right| \leq \varepsilon(n)
\]

[41] state an equivalence between the non-existence of PRFs in a circuit class \( C \) and learning algorithms for \( C \). In particular, we care about the following direction which they prove using a small-support version of Von-Neumann’s Min-max Theorem.

Theorem 10 (No PRFs in \( C \) implies Learning Algorithm for \( C \) [41]). Let \( t(n) \leq 2^{O(n)} \). Suppose that for every \( k \geq 1 \) and large enough \( n \), there exists no \((\text{poly}(t(n)), 1/10)\)-pseudorandom function families in \( C[n^k] \). Then, for every \( \varepsilon > 0, k \geq 1 \) and large enough \( n \), there is a randomized oracle circuit in \( \text{Circuit}^O[2^{O(n)}] \) that learns every function \( f_n \in C[n^k] \) up to error \( 1/n^k \) with confidence \( 1 - 1/n \), where \( O \) denotes membership query access to \( f_n \).

2.5 Local Circuit Classes

Our definition of local computation is somewhat similar to some definitions appearing in [56].

Definition 11 (Local circuit classes). Let \( C \) be a circuit class (such as \( \text{AC}^0[s] \), \( \text{TC}^0[s] \), \( \text{Circuit}[s] \), etc.). For functions \( q, \ell, a : \mathbb{N} \to \mathbb{N} \), we say that a language \( L \) is in \( [q, \ell, a] - C \) if there exists a sequence \( \{E_n\} \) of oracle circuits for which the following holds:

(i) Each oracle circuit \( E_n \) is a circuit from \( C \).

(ii) There are at most \( q(n) \) oracle gates in \( E_n \), each of fan-in at most \( \ell(n) \), and any path from an input gate to an output gate encounters at most \( a(n) \) oracle gates.

(iii) There exists a language \( O \subseteq \{0, 1\}^* \) such that the sequence \( \{E_n^O\} \) \( (E_n \text{ with its oracle gates set to } O) \) computes \( L \).

In the definition above, \( q \) stands for quantity, \( \ell \) for locality, and \( a \) for adaptivity of the corresponding oracle gates.
2.6 Random Restrictions

Let \( \rho : [N] \to \{0, 1, *\} \) be a restriction, and \( \rho \) be a random restriction, i.e., a distribution of restrictions. We say that \( \rho \) is \( p \)-regular if \( \Pr[\rho(i) = *] = p \) and \( \Pr[\rho(i) = 1] = (1 - p)/2 \) for every \( i \in [N] \). We also say \( \rho \) is \( k \)-wise independent if any \( k \) coordinates of \( \rho \) are independent. For a function \( f : \{0, 1\}^N \to \{0, 1\} \), we use \( f|_{\rho} \) to denote the function \( \{0, 1\}^{\rho^{-1}(0)} \to \{0, 1\} \) obtained by restricting \( f \) according to \( \rho \) in the natural way.

We need the following lemma stating that one can sample from a \( k \)-wise independent random restriction with a short seed, and moreover all restrictions have a small circuit description.

Lemma 12 ([24, 55]). There exists a \( q \)-regular \( k \)-wise independent random restriction \( \rho \) distributed over \( \rho : [N] \to \{0, 1, *\} \) samplable with \( O(k \cdot \log(N) \log(1/q)) \) bits. Furthermore, each output coordinate of the random restriction can be computed in time polynomial in the number of random bits.

2.7 Technical Results

Lemma 13 (Hoeffding’s inequality). Let \( X_1, \ldots, X_n \) be independent random variables such that \( 0 \leq X_i \leq 1 \) for every \( i \in [n] \). Let \( X = \sum_{i=1}^n X_i \). Then, for any \( \varepsilon > 0 \), we have

\[
\Pr[|X - EX| \geq \varepsilon n] \leq 2 \exp(-2\varepsilon^2 n)
\]

3 Magnification Frontiers

3.1 \( \text{EXP} \not\subseteq \text{NC}^1 \) and \( \text{AC}^0 \)-XOR Lower Bounds for \( \text{MKtP} \)

In this Section, we present the proofs of the new results stated in HM Frontier A. Recall that \( \text{Kt}(x) \) is defined as the minimum over \( |M| + \log t \) such that a program \( M \) outputs \( x \) in \( t \) steps. For thresholds \( \theta, \theta' : \mathbb{N} \to \mathbb{N} \), we denote by \( \text{MKtP}[\theta(N), \theta'(N)] \) the promise problem whose YES instances consist of the strings \( x \in \{0, 1\}^N \) such that \( \text{Kt}(x) \leq \theta(N) \) and NO instances consist of the strings such that \( \text{Kt}(x) > \theta'(N) \).

We start with the hardness magnification theorem of HM Frontier A1.

Theorem 14. There exists a constant \( c \) such that, for every large enough constant \( d > 1 \),

\[
\text{MKtP}[(\log N)^d, (\log N)^d + c \log N] \not\subseteq \text{AC}^0 \text{-XOR}[N^{0.01}] \implies \text{EXP} \not\subseteq \text{NC}^1.
\]

Proof. We prove the contrapositive. Assume that \( \text{EXP} \subseteq \text{NC}^1 \). First, recall that any \( N \)-bit-input polynomial-size \( \text{NC}^1 \) circuit can be converted into a depth-\( d' \) \( \text{AC}^0 \) circuit of size \( 2^{N^{O(1/d')}} \) for every positive integer constant \( d' \) (see, e.g., [2, Lemma 8.1]).

Oliveira, Pich, and Santhanam [39] showed that there exists a problem \( L \in \text{EXP} \) such that \( \text{MKtP}[\theta(N), \theta(N) + c \log N] \not\subseteq \text{AND}_{O(N)} \cdot L_{O(\theta(N))} \text{-XOR} \) for \( \theta(N) \geq \log N \). (Here the subscript denotes the fan-in of a gate.) That is, the promise problem \( \text{MKtP}[\theta(N), \theta(N) + c \log N] \) can be computed by the following form of an \( L \)-oracle circuit: The output gate is an \( \text{AND} \) gate of fan-in \( O(N) \), at the middle layer are \( L \)-oracle gates of fan-in \( O(\theta(N)) \), and at the bottom layer are \( \text{XOR} \) gates. Under the assumption that \( \text{EXP} \subseteq \text{NC}^1 \), we can replace \( L \)-oracle circuits with depth-\( d' \) \( \text{AC}^0 \) circuits of size \( 2^{(\log N)^{O(1/d')}} \), which is smaller than \( N^{0.01} \) by choosing a constant \( d' \) large enough. In particular, we obtain a depth-(\( d' + O(1) \)) almost linear size \( \text{AC}^0 \) circuit with bottom \( \text{XOR} \) gates that computes \( \text{MKtP}[\theta(N), \theta(N) + c \log N] \).
The rest of this section is devoted to proving the following $\mathsf{AC}^0$ lower bound for $\mathsf{MKtP}$, which establishes HM Frontier A4.

**Theorem 15.** For any $d = d(N)$, for some $\theta(N) = d \cdot \tilde{O}(\log N)^3$ and any $\theta'(N) = N/\omega(\log N)^d$, it holds that $\mathsf{MKtP}[\theta(N), \theta'(N)] \not\in \mathsf{AC}^0$.

Note that Theorem 15 is only meaningful if $d = o(\log N/\log \log N)$, because otherwise the promise problem is not well-defined.

The idea of the proof is as follows: Trevisan and Xue [54] showed that there exists a pseudorandom restriction $\rho$ of seed length $\text{polylog}(N)$ that shrinks every polynomial-size depth-2 circuit into shallow decision trees. Moreover, the expected fraction of unrestricted variables $\rho^{-1}(\ast)$ is at least $p = \Omega(1/\log N)$. In particular, by composing $d$ independent pseudorandom restrictions $\rho_1, \ldots, \rho_d$, every depth-$d$ circuit can be turned into a constant function, while still leaving at least $p^d$-fraction of inputs unrestricted. The seed length required to sample $d$ independent pseudorandom restrictions is at most $d \times \text{polylog}(N)$, and thus $\mathsf{Kt}(0^N \circ \rho) \leq \text{polylog}(N)$. We stress that the exponent of the seed length does not depend on $d$. Since the circuit hit with the pseudorandom restriction becomes a constant function, it cannot distinguish $0^N \circ \rho$ with $U_N \circ \rho$, i.e., the distribution where the unrestricted variables of $\rho$ are replaced with the uniform distribution $U_N$. Assuming that there remain sufficiently many unrestricted inputs (e.g., $N/O(\log N)^d \gg \text{polylog}(N)$), the latter distribution has a large Kt complexity, which is a contradiction to the fact that the circuit computes a gap version of $\mathsf{MKtP}$.

We note that Cheraghchi, Kabanets, Lu, and Myrisiotis [16] used the pseudorandom restriction method in order to obtain an exponential-size $\mathsf{AC}^0$ lower bound. A crucial difference in this work is that instead of optimizing the size of $\mathsf{AC}^0$ circuits, we aim at minimizing the threshold $\theta$ of $\mathsf{MKtP}[\theta]$.

Following [54], in order to generate a random restriction $\rho \in \{0, 1, \ast\}^N$ that leaves a variable unrestricted with probability $2^{-q}$, we regard a binary string $w \in \{0, 1\}^{(q+1)N}$ as a random restriction $\rho_w$. Specifically:

**Definition 16.** For a string $w \in \{0, 1\}^{(q+1)N}$, we define a restriction $\rho_w \in \{0, 1, \ast\}^N$ as follows: Write $w$ as $(w_1, b_1) \cdots (w_N, b_N)$, where $w_i \in \{0, 1\}^q$ and $b_i \in \{0, 1\}$. For each $i \in [N]$, if $w_i = 1^q$ then set $\rho_w(i) := \ast$; otherwise, set $\rho_w(i) := b_i$.

Note that this is defined so that $\Pr_{w}[\rho_w(i) = \ast] = 2^{-q}$ for every $i \in [N]$, when $w$ is distributed uniformly at random.

Trevisan and Xue [54] showed that Hástad’s switching lemma can be derandomized by using a distribution that fools CNFs. To state this formally, we need the following definitions. Define a $t$-width CNF as one which has at most $t$ literals in each clause. We say that a distribution $D$ over $\{0, 1\}^n$ $\varepsilon$-fools a set of functions $S_n$ over $n$ variables if for every $f \in S_n$, $|\Pr_{x \sim D}\{f(x) = 1\} - \Pr_{x \sim U_n}\{f(x) = 1\}| \leq \varepsilon$. Finally, define $\Delta T(f)$ as the depth of the smallest decision tree computing $f$.

**Lemma 17** (Derandomized Switching Lemma [54, Lemma 7]). Let $\varphi$ be a $t$-width $M$-clause CNF formula over $N$ inputs. Let $p = 2^{-q}$ for some $q \in \mathbb{N}$. Assume that a distribution $D$ over $\{0, 1\}^{(q+1)N}$ $\varepsilon_0$-fools $M \cdot 2^{(q+1)}$-clause CNFs. Then, $\Pr_{w \sim D}[\Delta T(\varphi|_{\rho_w}) > s] \leq 2^{s+t+1}(5pt)^s + \varepsilon_0 \cdot 2^{(s+1)(2t+\log M)}$.

**Theorem 18** (Based on [54] and [53, Theorem 56]). Let $s, M, d, N \in \mathbb{N}$ be positive integers. Let $p = 2^{-q}$ for some $q \in \mathbb{N}$ so that $1/128s \leq p < 1/64s$. Assume that there is a pseudorandom generator $G: \{0, 1\}^s \rightarrow \{0, 1\}^{(q+1)N}$ that $\varepsilon_0$-fools CNFs of size $M \cdot 2^s \cdot 2^{(q+1)}$. Then, there exists a distribution $\mathcal{R}$ of random restrictions that satisfies the following:
1. For every circuit $C$ of size $M$ and depth $d$ over $N$ inputs,

$$\Pr_{\rho \sim \mathcal{R}}[\text{DT}(C|_\rho)>s] \leq M \cdot \left(2^{-s\cdot(3+\log M)} + \varepsilon_0 \cdot 2^{(s+1)(3s+\log M)}\right).$$

2. For any parameter $\delta < 1$, with probability at least $1 - N(\delta + d\varepsilon_0)$, the number of unrestricted variables in $[N]$ is at least $\lfloor N \cdot 2^{d+1} / 64 \log(1/\delta) \rfloor$.

3. $\mathcal{R}$ can be generated by a seed of length $d\varepsilon_0$ in polynomial time.

Proof. We apply the derandomized switching lemma (Lemma 17) $d$ times. In the first iteration, we set $p := 1/64$ (and $q := 6$) and generate $\rho_{G(z)}[1,\ldots,(6+1)\cdot N]$. (Here we use the first $(6+1)\cdot N$ bits of $G(z)$ to generate $\rho_{G(z)}$.) This turns a circuit $C$ of size $M$ into a circuit whose bottom fan-in is at most $s$. For every other iteration $i$ (where $i = 2, \cdots, d$), we set $p := 2^{-q}$ and turn a circuit $C$ of depth $d-i+2$ into a circuit of depth $d-i+1$. Our final pseudorandom restriction $\rho \sim \mathcal{R}$ is defined by the composition of the $d$ independent pseudorandom restrictions $\rho_{G(z)}[1,\ldots,(6+1)\cdot N], \rho_{G(z)}, \cdots, \rho_{G(z)}$.

Our proof is essentially the same with [53], except that (1) we apply the switching lemma $d$ times (instead of $d-1$) in order to turn depth-$d$ circuits into shallow decision trees, and (2) in [54, 53], for the application of constructing a pseudorandom generator for $\text{AC}^0$, fixed bits of pseudorandom restrictions must be generated by using truly random bits, whereas in our case we generate all the bits by using $G$.

In more detail, for each $i \in [d]$, let $M_i$ be the number of the gates at level $i$ in $C$ (i.e., the gates whose distance from the input gates is $i$). At the first iteration, we set $p := 1/64 = 2^{-6}$ and $q := 6$. We then generate $\rho_1 := \rho_{G(z)}[1,\ldots,(6+1)\cdot N]$ by choosing a seed $z_1 \sim \{0,1\}^r$ uniformly at random. We regard $C$ as a depth-$(d+1)$ circuit of bottom fan-in 1, and apply Lemma 17 to each gate at level 1 (in the original circuit $C$). The probability that there exists a gate at level 1 in $C|_{\rho_1}$ that cannot be computed by a decision tree of depth $s$ is bounded above by

$$M_1 \cdot \left(2^{s+1}(5/64)^s + \varepsilon_0 \cdot 2^{(s+1)(2+\log M_1)}\right).$$

In the complement event, each gate at level 1 can be written as DNFs and CNFs of width $s$, and hence can be merged into some gate at level 2. Thus a circuit $C|_{\rho_1}$ can be turned into a circuit of depth $d$ and bottom fan-in $s$. Moreover, the number of gates at level 1 is bounded by $M \cdot 2^s$, which is an invariant preserved during the iterations.

For every other iteration $i$ ($i = 2, \cdots, d$), we generate $\rho_i := \rho_{G(z)}$ by choosing a seed $z_i \sim \{0,1\}^r$ uniformly at random. Using the invariant that the number of gates at level $i-1$ is at most $M \cdot 2^s$, the probability that some gate at level $i$ in $C|_{\rho_1 \cdots \rho_{i-1}}$ cannot be computed by a decision tree of depth $s$ is bounded above by

$$M_i \cdot \left(2^{s+1}(5ps)^s + \varepsilon_0 \cdot 2^{(s+1)(2s+\log(M2^s))}\right).$$

In the complement event, every gate at level $i$ can be written as width-$s$ CNFs or DNFs of size $2^s$, and hence can be merged into some gate at level $i+1$ (for $i < d$). At the last iteration (i.e., $i = d$), the circuit $C|_{\rho_1 \cdots \rho_d}$ can be written as a decision tree of depth $s$. We define the pseudorandom restriction $\rho$ as $\rho^d \circ \cdots \circ \rho_1$. Item 3 is obvious from this construction.

Overall, the probability that $\text{DT}(C|_{\rho}) > s$ is at most $M \cdot (2^{-s+1} + \varepsilon_0 \cdot 2^{(s+1)(3s+\log M)})$. This completes the proof of Item 1.

To see Item 2, we divide $N$ input bits into $k$ disjoint blocks $T_1, \cdots, T_k$ of size at least $t$ (and hence $k = \lfloor N/t \rfloor$), where $t$ is a parameter chosen later. We claim that each block must contain at least one unrestricted variable in $\rho \sim \mathcal{R}$ with high probability (and hence $|\rho^{-1}(\ast)| \geq \lfloor N/t \rfloor$).
Fix any block \( T = T_i \) for some \( i \in [k] \). As in [53], one can easily observe that the condition that every variable in \( T \) is restricted can be checked by a CNF of size at most \( |T| \leq N \). By a simple hybrid argument, the concatenation of \( d \) independent pseudorandom distributions \( G(z_1), \ldots, G(z_d) \) fools CNFs (cf. [53, Corollary 55]). Therefore, the probability that every variable in \( T \) is restricted by \( \rho \sim \mathcal{R} \) is bounded by \((1 - p^{d-1}/64)^d \cdot d\epsilon_0 \), where the first term is an upper bound for the probability that every variable in \( T \) is restricted by a truly random restriction. Choosing \( t = 64 \log(1/\delta)/p^{d-1} \) and using a union bound, the probability that some block \( T_i \) is completely fixed can be bounded above by \( |N/t| \cdot (\delta + d\epsilon_0) \), which completes the proof of Item 2.

\begin{itemize}
  \item \textbf{Corollary 19.} For every circuit \( C \) of size \( M \geq N \) and depth \( d \) over \( N \) inputs, there exists a restriction \( \rho \) such that
  \begin{enumerate}
    \item \( C|_{\rho} \) is a decision tree of depth at most \( s := 2 \log 8M \),
    \item \( |\rho^{-1}(s)| \geq N/O(\log M)^d \), and
    \item \( \text{Kt}(\rho) \leq d \cdot \tilde{O}(\log M)^{d} \).
  \end{enumerate}
\end{itemize}

\textbf{Proof.} Tal [53, Theorem 52] showed that there exists a polynomial-time pseudorandom generator \( G \) of seed length \( r := \tilde{O}(\log M_0 \cdot \log(M_0/\epsilon_0)) \) that \( \epsilon_0 \)-fools CNFs of size \( M_0 \). We set \( M_0 := M \cdot 2^s \cdot 2^{s(4+\epsilon)} \), \( s := 2 \log 8M \), and \( \epsilon_0 := 2^{-9s^2} \). Then the seed length \( r \) of \( G \) is at most \( \tilde{O}(\log M_0 \cdot \log(M_0/\epsilon_0)) = \tilde{O}(\log M \cdot \log(M)^2) \). Applying Theorem 18, the probability that \( \text{DT}(C|\rho) > s \) is bounded by \( \frac{1}{2} \). Choosing \( \delta = 1/8N \), we also have that the probability that \( |\rho^{-1}(s)| < [N \cdot p^{d-1}/64 \log(1/\delta)] \) is at most \( \frac{1}{2} \). Thus there exists some restriction \( \rho \) in the support of \( \mathcal{R} \) such that \( \text{DT}(C|\rho) \leq s \) and \( |\rho^{-1}(s)| \geq \Omega(N \cdot p^{d-1}/ \log N) \geq N/O(\log M)^d \).

Using the assumption that a circuit computes \( \text{MkT}_{P} \), we show that shallower decision trees must be a constant function.

\begin{itemize}
  \item \textbf{Lemma 20.} Let \( C \) be a circuit and \( \rho \) be a restriction such that \( C|_{\rho} \) is a decision tree of depth \( s \). If \( \text{MkT}_{P}([O(s \log N) + \text{Kt}(\rho)]) \leq C^{-1}(1) \), then \( C|_{\rho} \equiv 1 \).
\end{itemize}

\textbf{Proof.} We prove the contrapositive. Assume that \( C|_{\rho} \not\equiv 1 \), which means that there is a path \( \pi : [N] \to \{0, 1, \ast\} \) of a decision tree \( C|_{\rho} \) that assigns at most \( s \) variables so that \( C|_{\rho \upharpoonright \pi} \equiv 0 \). Note that \( \text{Kt}(\pi) \leq O(s \log N) \), because one can specify each restricted variable of \( \pi \) by using \( O(\log N) \) bits. Thus we have \( \text{Kt}(0^N \circ \pi \circ \rho) \leq O(s \log N) + \text{Kt}(\rho) \). On the other hand, \( C(0^N \circ \pi \circ \rho) = C|_{\rho \upharpoonright \pi}(0^N) = 0 \). Therefore, we obtain \( \text{MkT}_{P}([O(s \log N) + \text{Kt}(\rho)]) \not\subseteq C^{-1}(1) \).

Now we are ready to prove the main result of this section.

\textbf{Proof of Theorem 15.} Assume, by way of contradiction, that there is a circuit \( C \) of size \( M := N^{O(1)} \) and depth \( d \) that computes \( \text{MkT}_{P}[d \cdot \tilde{O}(\log N)^3, N/\omega(\log N)^d] \). Using Corollary 19, we take a restriction \( \rho \) such that \( C|_{\rho} \) is a decision tree of depth \( s = O(\log N) \). By Lemma 20, we have \( C|_{\rho} \equiv 1 \), under the assumption that \( O(s \log N) + \text{Kt}(\rho) \leq \theta(N) \), which is satisfied by choosing \( \theta(N) \) large enough. Now, by counting the number of inputs accepted by \( C|_{\rho} \), we obtain

\[ 2^{N/O(\log N)^d} \leq 2^{\rho^{-1}(\ast)} = |(C|_{\rho})^{-1}(1)| \leq 2^{\theta'(N)+1} \],

where, in the last inequality, we used the fact that the number of strings whose Kt complexity is at most \( \theta'(N) \) is at most \( 2^{\theta'(N)+1} \). However, the inequality contradicts the choice of \( \theta'(N) \). \( \blacksquare \)
3.2 NQP \not\subseteq NC^1 and Formula-XOR or GapAND-Formula for MCSP

This section is devoted to proving HM Frontier B1 and HM Frontier D1. In fact, we provide two different proofs of HM Frontier B1, one based on [42], another one based on [10].

In both proofs, the hardness magnification is achieved by constructing an oracle circuit for MCSP. The most interesting part of the first proof is that it gives a conditional construction assuming QP \subseteq P/poly. While the oracle circuit construction can be made unconditional (as in the second proof), it illustrates a potentially more applicable approach: proving the hardness magnification theorem while assuming the target circuit lower bound is false (i.e., NQP \subseteq NC^1).

3.2.1 Reduction Based Approach from [42]

In the initial magnification theorem [42, Theorem 1], approximate MCSP was shown to admit hardness magnification phenomena. Here we present a similar hardness magnification theorem for a worst-case version of MCSP.

A natural way of reducing worst-case MCSP to approximate MCSP is to apply error-correcting codes. Error-correcting codes map a hard Boolean function to a Boolean function which is hard on average. A problem with this approach is that error-correcting codes do not guarantee that an easy Boolean function will be mapped to an easy Boolean function. Our main idea is to enforce the latter property with an extra assumption QP \subseteq P/poly. Here, QP denotes \text{TIME}[n^{\log^{O(1)} n}]. Similarly, NQP will stand for \text{NTIME}[n^{\log^{O(1)} n}].

We will use the following explicit error-correcting code.

\begin{itemize}
  \item \textbf{Theorem 21 (Explicit linear error-correcting codes [30, 48]).} There exists a sequence \{E_N\}_{N \in \mathbb{N}} of error-correcting codes \( E_N : \{0,1\}^N \rightarrow \{0,1\}^{M(N)} \) with the following properties:
    \begin{enumerate}
      \item \( E_N(x) \) can be computed by a uniform deterministic algorithm running in time \( \text{poly}(N) \).
      \item \( M(N) = b \cdot N \) for a fixed \( b \geq 1 \).
      \item There exists a constant \( \delta > 0 \) such that any codeword \( E_N(x) \in \{0,1\}^{M(N)} \) that is corrupted on at most a \( \delta \)-fraction of coordinates can be uniquely decoded to \( x \) by a uniform deterministic algorithm \( D \) running in time \( \text{poly}(M(N)) \).
      \item Each output bit is computed by a parity function: for each input length \( N \geq 1 \) and for each coordinate \( i \in [M(N)] \), there exists a set \( S_{N,i} \subseteq [N] \) such that for every \( x \in \{0,1\}^N \),
        \[ E_N(x)_i = \bigoplus_{j \in S_{N,i}} x_j. \]
    \end{enumerate}
\end{itemize}

Under the assumption that QP \subseteq P/poly, we present an efficient reduction from worst-case MCSP to approximate MCSP: Given the truth table of a function \( f \), we simply map it to \( E_N(\text{tt}(f)) \). The following lemma establishes the correctness of this reduction.

\begin{itemize}
  \item \textbf{Lemma 22 (Reducing worst-case MCSP to approximate MCSP).} Assume QP \subseteq P/poly. Then the error-correcting code \( E_N \) from Theorem 21 satisfies the following:
    \begin{enumerate}
      \item \( f_n \in \text{Circuit} [2^{n^{1/3}}] \Rightarrow E_N(\text{tt}(f_n)) \in \text{Circuit} [2^{\sqrt{m}}], \)\footnote{Here we identify \( E_N(\text{tt}(f_n)) \) with the function whose truth table is \( E_N(\text{tt}(f_n)) \).}
      \item \( f_n \not\in \text{Circuit} [2^{n^{1/3}}] \Rightarrow E_N(\text{tt}(f_n)) \) is hard to \( (1 - \delta) \)-approximate by \( 2^{\sqrt{m}} \)-size circuits, where \( m = \Theta(n) \).
    \end{enumerate}
\end{itemize}
**Proof.** For the first implication we consider the map

$$ C, i \mapsto E_N(\tt(C))_i, $$

where $C$ is a circuit with $n$ inputs and size $2^{n^{1/3}}$, $i \in \{0, 1\}^m$, and $m = \log |E_N|$. The map takes an input of length $2^{O(n^{1/3})}$, and is computable in time $2^{O(n)}$; hence the map is in $\QP \subseteq \P/poly$. Thus, there exists a circuit $F$ of size $2^{O(n^{1/3})}$ that, taking the description of a circuit $C$ of size $2^{n^{1/3}}$ and $i \in \{0, 1\}^m$ as input, outputs the $i$th bit of $E_N(\tt(C))$. Therefore if $f_n$ is computed by a circuit $C$ of size $2^{n^{1/3}}$, the function $i \mapsto E_N(\tt(f_n))_i$ is computable by a circuit $F(C, \cdot)$ of size $2^{O(n^{1/3})} < 2^{\sqrt{n}}$.

The second implication is obtained in a similar way by considering the map

$$ C, i \mapsto D_N(\tt(C))_i, $$

where $C$ is a circuit with $m = \log |E_N|$ inputs and size $2^{\sqrt{m}}$, $i \in \{0, 1\}^n$ and $D_N$ is an efficient decoder of $E_N$. The new map is computable in time $2^{O(m)}$ and again is in $\QP \subseteq \P/poly$. Therefore if $E_N(\tt(f_n))$ is $(1 - \delta)$-approximated by a circuit $C$ of size $2^{\sqrt{m}}$, $f_n$ is computable by a circuit of size $2^{O(\sqrt{m})} < 2^{n^{2/3}}$. $\blacktriangle$

Since the error-correcting code of Theorem 21 can be computed by using one layer of XOR gates, we obtain the following corollary.

**Corollary 23.** If $\QP \subseteq \P/poly$, then $\MCSP[2^{n^{1/3}}, 2^{n^{2/3}}]$ is reducible to $\MCSP[(2^{\sqrt{m}}, 0), (2^{\sqrt{m}}, \delta)]$ by using a many-one reduction computed by a linear-size circuit of XOR gates.

We are ready to prove the main result of this section:

**Theorem 24** (Magnification for worst-case MCSP via error-correcting codes).

Assume that $\MCSP[2^{n^{1/3}}, 2^{n^{2/3}}] \not\subseteq \FormulaXOR[N^{1+\epsilon}]$ for some constant $\epsilon > 0$. Then either $\QP \not\subseteq \P/poly$ or $\NP \not\subseteq \NC^1$. In particular, $\NQP \not\subseteq \NC^1$.

**Proof.** We prove the contrapositive. Assume that $\QP \subseteq \P/poly$ and $\NP \subseteq \NC^1$. [42, Lemma 16] shows that $\NP \subseteq \NC^1$ implies $\MCSP[(2^{\sqrt{m}}, 0), (2^{\sqrt{m}}, \delta)] \not\subseteq \FormulaXOR[N^{1+\epsilon}]$ for any constant $\epsilon > 0$. By combining this with Corollary 23, we obtain that $\MCSP[2^{n^{1/3}}, 2^{n^{2/3}}] \not\subseteq \FormulaXOR[O(N^{1+\epsilon})]$. $\blacktriangle$

### 3.2.2 Kernelization Based Approach from [10]

Now we give another proof of HM Frontier B1 by adapting techniques from [10]. In fact, the following proof implies (under a straightforward adjustment of parameters) both HM Frontier B1 and HM Frontier D1.

**Theorem 25** (Magnification for worst-case MCSP via kernelization for GapAND-Formula-XOR). Assume that $\MCSP[2^{n^{1/3}}] \not\subseteq \GapAND_{O(N)} \FormulaXOR[N^{\epsilon}]$ for some constant $\epsilon > 0$. Then $\NQP \not\subseteq \NC^1$.

**Proof Sketch.** The following proof is just an adaptation of Theorem 3.4 of [10].

Let $N = 2^n$ and $s = 2^{n^{1/3}} = 2^{(\log N)^{1/3}}$. Let $S = \MCSP[2^{n^{1/3}}]^{-1}(1)$ (that is, all yes instances of $\MCSP[2^{n^{1/3}}]$ on inputs of length $N$), and $m = |S|$. We have that $m \leq s^{O(s)}$. Let $E_N$ be the error correcting code from Theorem 21. Recall that $E_N$ maps from $\{0, 1\}^N$ to $\{0, 1\}^{b \cdot N}$ for a constant $b$. 


Let $T = c_1 \cdot \log m$ for a large enough constant $c_1$. Suppose we pick $T$ random indexes $I = (i_1, i_2, \ldots, i_T)$ from $[b \cdot N]$ independently and uniformly at random. Given $x \in \{0, 1\}^N$, let $H_I(x) := (E_N(x)_{i_1}, E_N(x)_{i_2}, \ldots, E_N(x)_{i_T})$.

By a Chernoff bound and a union bound, we can see that with high probability over random choices of $I$, all inputs from $S$ are mapped into distinct strings in $\{0, 1\}^T$ by $H_I$. We fix such a good collection of indexes $I_{\text{good}}$.

Now, consider the following language

$$L_{\text{check}} : \{b \cdot N\}^T \times \{0, 1\}^T \times \{b \cdot N\} \times \{0, 1\} \rightarrow \{0, 1\},$$

which takes as inputs $I$ (hash function coordinates), $w$ (hash value), $i$ (index), and $z$ (check-bit). $L_{\text{check}}(I, w, i, z)$ guesses an input $y \in \{0, 1\}^N$, and accepts if $H_I(y) = w$, $\text{MCSP}[2^{n^{1/3}}](y) = 1$, and $E_N(y)_i = z$. It is easy to see that $L_{\text{check}}$ is in NQP.

Given $x \in \{0, 1\}^N$, we claim that $\text{MCSP}[2^{n^{1/3}}](x) = 1$ iff $L_{\text{check}}(I_{\text{good}}, H_{I_{\text{good}}}(x), i, E_N(x)_i) = 1$ for all $i \in [b \cdot N]$.

1. When $\text{MCSP}[2^{n^{1/3}}](x) = 1$, on the particular guess $y = x$, $L_{\text{check}}(I_{\text{good}}, H_{I_{\text{good}}}(x), i, E_N(x)_i)$ accepts for all $i \in [b \cdot N]$.

2. When $\text{MCSP}[2^{n^{1/3}}](x) = 0$, we set $z = H_{I_{\text{good}}}(x)$. By our choice of $I_{\text{good}}$, there is at most one $x'$ satisfying both $\text{MCSP}[2^{n^{1/3}}](x') = 1$ and $H_{I_{\text{good}}}(x') = z$. If there is no such $x'$, then all $L_{\text{check}}(I_{\text{good}}, H_{I_{\text{good}}}(x), i, x_i)$ reject. Otherwise, we have $x \neq x'$. Let $i$ be an index such that $E_N(x)_i \neq E_N(x')_i$. Then $L_{\text{check}}(I_{\text{good}}, H_{I_{\text{good}}}(x), i, E_N(x)_i)$ rejects.

Moreover, in the second case, $L_{\text{check}}(I_{\text{good}}, H_{I_{\text{good}}}(x), i, E_N(x)_i)$ indeed rejects at least for a constant fraction of $i \in [b \cdot N]$, since $E_N(x)$ is an error correcting code.

Now suppose $\text{NQP} \subseteq \text{NC}^1$ for the sake of contradiction. Since $H_{I_{\text{good}}}(x)$ can be computed by $T = N^{o(1)}$ many XOR gates ($I_{\text{good}}$ is hardwired into the circuit), we can construct $b \cdot N$ Formula-XOR$[N^{o(1)}]$ circuits $C_1, C_2, \ldots, C_{b \cdot N}$, such that if $\text{MCSP}[2^{n^{1/3}}](x) = 1$ then $C_i(x) = 1$ for all $x$, and otherwise $C_i(x) = 0$ for a constant fraction of $i$'s.

By a simple error reduction via random sampling, we construct $m = O(N)$ Formula-XOR$[N^{o(1)}]$ circuits $D_1, D_2, \ldots, D_m$, such that if $\text{MCSP}[2^{n^{1/3}}](x) = 1$ then $D_i(x) = 1$ for all $x$, and otherwise $D_i(x) = 0$ for at least a 0.9 fraction of inputs. Hence, we have $\text{MCSP}[2^{n^{1/3}}] \in \text{GapAND}_{O(N)}\text{-Formula-XOR}[N^{o(1)}]$, a contradiction to the assumption.

\begin{remark}
We note that GapAND$_{O(N)}$-Formula-XOR$[N^2]$ circuits are a special case of both Formula-XOR$[N^{1+\epsilon}]$ circuits and GapAND$_{O(N)}$-Formula$[N^{2+\epsilon}]$ circuits. Therefore, the above proof implies both HM Frontier B1 and HM Frontier D1.
\end{remark}

### 3.3 $\text{NP} \not\subseteq \text{NC}^1$ and Almost-Formula Lower Bounds for MCSP

Recall that near-quadratic formula lower bounds are known for $\text{MCSP}[2^{n^{o(1)}}, 2^{n^{o(1)}}]$. On the other hand, a hardness magnification obtained by a super efficient construction of anticheckers established in [39] states that $\text{NP} \not\subseteq \text{P/poly}$ implies almost linear-size circuits for a worst-case version of parameterized $\text{MCSP}[2^{n^{1/3}}, 2^{2^{n^{1/3}}}]$. Consequently, if we could make the hardness magnification work for formulas, $\text{NP} \not\subseteq \text{NC}^1$ would follow. We make a step in this direction by showing that $\text{NP} \not\subseteq \text{NC}^1$ implies the existence of almost-formulas of almost linear size solving the worst-case $\text{MCSP}[2^{n^{o(1)}}, 2^{2^{n^{1/3}}}]$, cf. Theorem 29. This is established by a more detailed analysis of the proof from [39] extended with an application of the Valiant-Vazirani Isolation Lemma (cf. [6, Lemma 17.19]) in the process of selecting anticheckers. We also observe that almost-formulas of sub-quadratic size cannot solve PARITY, cf. Theorem 30. These results yield HM Frontier C1 and HM Frontier C3.
We start the presentation with a lemma needed to derive HM Frontier C1.

**Lemma 27 (Anticheckers).** Assume $\NP \subseteq \NC^1$. Then for any $\lambda \in (0, 1)$ there are circuits \( \{C_{2n}\}_{n=1}^\infty \) of size \( 2^{O(n^\lambda)} \) which given \( \tt(f) \in \{0, 1\}^n \), outputs \( 2^{O(n^\lambda)} \) n-bit strings \( y_1, \ldots, y_{2^{O(n^\lambda)}} \) together with bits \( f(y_1), \ldots, f(y_{2^{O(n^\lambda)}}) \) forming a set of anticheckers for \( f \), i.e. if \( f \) is hard for circuits of size \( 2^{n^\lambda} \) then every circuit of size \( 2^{n^\lambda}/2^n \) fails to compute \( f \) on one of the inputs \( y_1, \ldots, y_{2^{O(n^\lambda)}} \). Moreover, each \( y_i, f(y_i) \) is generated by a subcircuit of \( C_{2n} \) with inputs \( y_1, \ldots, y_{n-1}, f(y_1), \ldots, f(y_{n-1}) \), % \( \tt(f) \) whose only gates with fanout \( > 1 \) are \( y_1, \ldots, y_{n-1}, f(y_1), \ldots, f(y_{n-1}) \).

**Proof.** This proof follows [39]. Our contribution here is the “moreover” part, but we also give a more succinct self-contained proof. For each Boolean function \( f \) the desired set of anticheckers is known to exist, the only problem is to find it with a circuit of the desired size and formula-like form. In order to do so, we will simulate the proof of the existence of anticheckers, and make the involved counting constructive by using linear hash functions and the assumption \( \NP \subseteq \NC^1 \). Additionally, for the “moreover” part of the lemma, we will employ the Valiant-Vazirani Isolation Lemma (cf. [6, Lemma 17.19]) in the process of selecting good anticheckers.

Let \( \lambda \in (0, 1) \) and \( f \) be a Boolean function with \( n \) inputs hard for circuits of size \( 2^{n^\lambda} \). For \( j \) n-bit strings \( y_1, \ldots, y_j \) and \( s \in [0, 1] \), define a predicate

\[
P_f(y_1, \ldots, y_j)[s] \text{ iff } s \text{ fraction of all circuits of size } 2^{n^\lambda}/2^n \text{ compute } f \text{ on } y_1, \ldots, y_j.
\]

Further, let \( R_f(y_1, \ldots, y_j) \) be the number of circuits of size \( 2^{n^\lambda}/2^n \) which do not make any error on \( y_1, \ldots, y_j \) when computing \( f \). Note that \( P_f \) and \( R_f \) depend on \( j \) values of \( f \), not on the whole \( \tt(f) \), but for simplicity we do not display them.

Suppose that given \( \tt(f) \) we already generated \( y_1, \ldots, y_{n-1}, f(y_1), \ldots, f(y_{n-1}) \) such that \( P_f(y_1, \ldots, y_{n-1})[(1 - 1/4n)^{i-1}] \) holds. For \( i = 1 \) the generated set is empty. We want to find \( y_i, f(y_i) \) such that \( P_f(y_1, \ldots, y_i)\[(1 - 1/4n)^i] \). In order to do so, we will construct a formula \( F(y_1, \ldots, y_i, f(y_1), \ldots, f(y_i)) \) of size \( 2^{O(n^\lambda)} \) (if \( i \leq 2^{O(n^\lambda)} \)) such that under the assumption \( R_f(y_1, \ldots, y_i) \geq 2^{n^2} \),

\[
F(y_1, \ldots, y_i, f(y_1), \ldots, f(y_i)) = 1 \Rightarrow P_f(y_1, \ldots, y_i)[(1 - 1/4n)^i]
\]

\[
P_f(y_1, \ldots, y_i)[(1 - 1/4n)^{i-1}] \Rightarrow \exists y_i, F(y_1, \ldots, y_i, f(y_1), \ldots, f(y_i)) = 1.
\]

Assume for now that we already have such a formula \( F \). We firstly show how to find \( y_i, f(y_i) \) given \( F \) by an exhaustive search through all \( n \)-bit strings in combination with Valiant-Vazirani Lemma.

Consider a \( 2^{O(n^\lambda)} \)-size formula \( F_r,h(y_1, \ldots, y_i, z, f(y_1), \ldots, f(y_{n-1}), f(z)) \) computing the following predicate

\[
F(y_1, \ldots, y_{n-1}, z, f(y_1), \ldots, f(y_{n-1}), f(z)) \land h(z) = 0^r
\]

(1)

where \( z \in \{0, 1\}^n, r \leq n + 2 \) and \( h \in \mathcal{H}_{n,r} \) for a pairwise independent efficiently computable hash function collection \( \mathcal{H}_{n,r} \) from \( \{0, 1\}^n \) to \( \{0, 1\}^r \). Formula \( F_r,h \) exists since \( \NP \subseteq \NC^1 \). By Valiant-Vazirani Lemma, for fixed \( y_1, \ldots, y_{n-1}, f(y_1), \ldots, f(y_{n-1}) \), if \( h \) is chosen randomly from \( \mathcal{H}_{n,r} \) and \( r \) randomly from \( \{2, \ldots, n+1\} \), then with probability \( \geq 1/8n \), there is a unique \( z \) satisfying (1). Therefore, the probability that none of \( 2^{O(n^\lambda)} \) many randomly chosen tuples \( r,h \) guarantees a unique solution is \( < (1 - 1/8n)^{2^{O(n^\lambda)}} \leq 1/2^{2^{O(n^\lambda)}/8n} \). That
is, there exist a set $R$ of $2^{O(n^2)}$ tuples $r, h$ such that for each $y_1, \ldots, y_{1-i}, f(y_1), \ldots, f(y_{1-i})$, at least one tuple $r, h$ from $R$ will guarantee a unique solution. Consequently, for each $y_1, \ldots, y_{1-i}, f(y_1), \ldots, f(y_{1-i})$ for at least one $r, h \in R$ the following $2^{n+O(n^2)}$-size formula

$$\bigvee_{k=1}^{2^n} (b_k^r \land F_{r,h}(y_1, \ldots, y_{1-i}, b_k^r, f(y_1), \ldots, f(y_{1-i}), f(b_k^r)),$$

where $b_k^r$ is the $j$th bit of the $k$th $n$-bit string $b_k$ (in the lexicographic order), outputs the $j$th bit of a good antichecker $y_i$. Since $\text{NP} \subseteq \text{NC}^1$, we can select the right $y_i$ from the $2^{O(n^2)}$ candidate strings corresponding to tuples $r, h$ from $R$ by applying a formula of size $2^{O(n^2)}$ on top of them. Having $y_i$, a formula of size $\text{poly}(n)2^n$ with access to $\text{tt}(f)$ can generate $f(y_i)$.

Iteratively, a circuit of size $2^{n+O(n^2)}$ will generate $y_1, \ldots, y_{2^{O(n^2)})}, f(y_1), \ldots, f(y_{2^{O(n^2)})}$ such that $P_f(y_1, \ldots, y_{2^{O(n^2)})})[(1-1/4n)^{2^{O(n^2)}}]$ as long as $R_f(y_1, \ldots, y_{2^{O(n^2)})}) \geq 2n^2$. Deciding whether $R_f(y_1, \ldots, y_{1-i}) \geq 2n^2$ is in $\text{NP} \subseteq \text{NC}^1$ (on input $y_1, \ldots, y_{1-i}, f(y_1), \ldots, f(y_{1-i}), 2n^2$), so there are formulas of size $2^{O(n^2)}$ for it. Since $(1-1/4n)^{2^{O(n^2)}} \leq 1/2^{2^{O(n^2)}/4n}$, we reach $R_f(y_1, \ldots, y_{1-i}) < 2n^2$ with $i \leq 2^{O(n^2)}$, and can be generated by an $\text{NP}^{\text{coNP}}$ algorithm, and since $\text{NP} \subseteq \text{NC}^1$, by a formula of size $2^{O(n^2)}$. Finally, for each of the remaining circuits we can find an $n$ bit string witnessing its error exhaustively by a formula of size $2^{n+O(n^2)}$. Altogether, the desired antiecheckers $y_1, \ldots, y_{2^{O(n^2)}}$ with bits $f(y_1), \ldots, f(y_{2^{O(n^2)}})$ will be generated by a circuit of size $2^{n+O(n^2)}$.

Note that this circuit will have the desired formula-like structure because its only gates with fanout bigger than 1 are those computing tuples $y_i, f(y_i)$.

\begin{claim}
If $P_f(y_1, \ldots, y_{1-i})[(1-1/4n)^{2^{O(n^2)}}]$ and $R_f(y_1, \ldots, y_{1-i}) \geq 2n^2$, then for some $y_i, P_f(y_1, \ldots, y_{1-i})[(1-1/4n)^{2^{O(n^2)}}(1-1/2n)]$.
\end{claim}

Claim 28 is proved by a standard counting argument, cf. [39, Claim 22]. Observe that with Claim 28 we can construct the desired function $F$. Here we employ approximate counting with linear hash functions: if $X \subseteq \{0,1\}^m$ is a set of size $s$, there are matrices $A_1, \ldots, A_{\log_2(4s)}$ such that each $A_j$ defines a linear function mapping a Cartesian power $X^c$ to $(s(1+\varepsilon))c/\log(4s)$, for $c = 2(\varepsilon^{-1} \log \log s + \log \varepsilon^{-1})$. Moreover, for each $A_j$, there is $X_j^c \subseteq X^c$ satisfying $\forall x \in X_j^c \exists x' \in X^c (x \neq x' \rightarrow A_j(x) \neq A_j(x'))$, and $\bigcup_j X_j^c = X^c$. Mapping $x \in X^c$ to $A_j(x)$ in the $j$th block of size $(s(1+\varepsilon))c/\log(4s)$, for the first $A_j$ with $x \in X_j^c$, thus defines an injection from $X^c$ to $(s(1+\varepsilon))c$ which witnesses that the size of $X$ is $\leq s(1+\varepsilon)$. See e.g. [28, Section 3, 2nd paragraph] for details.

Therefore, once we have $P_f(y_1, \ldots, y_{1-i})[(1-1/4n)^{2^{O(n^2)}}(1-1/2n)]$ we can conclude that there are matrices $A_1, \ldots, A_{2^{O(n^2)}}$ defining an injective mapping of a Cartesian power (with exponent of rate poly$(n)$) of the set of all circuits of size $2^{n^2}/2n$ that comput $f$ on $y_1, \ldots, y_{1-i}$ to the same Cartesian power of $(1-1/4n)^{2^{O(n^2)}}(1-1/2n) (1+1/4n) \leq (1-1/4n)^2$ fraction of the set of all circuits of size $2^{n^2}/2n$. The existence of such matrices, not only witnesses $P_f(y_1, \ldots, y_{1-i})[(1-1/4n)^2]$ but is also an $\text{NP}^{\text{coNP}}$ property, and since $\text{NP} \subseteq \text{NC}^1$, decidable by a formula $F$ of size $2^{O(n^2)}$.

\begin{theorem}[Improved magnification via antiecheckers]
Assume that $\text{MCSP}[2^{n^{1/2}}/2n, 2^{n^{1/2}}]$ is hard for circuits $C$ (with $2^n$ inputs) of size $2^{n+O(n^{1/2})}$ with the following form. Given $\text{tt}(f)$, subcircuits of $C$ generate $y_1, \ldots, y_{2^{O(n^{1/2})}}, f(y_1), \ldots, f(y_{2^{O(n^{1/2})}})$ so that each $y_i, f(y_i)$ is generated by a subcircuit of $C$ with inputs $y_1, \ldots, y_{i-1}, f(y_1), \ldots, f(y_{i-1}), \text{tt}(f)$ whose only gates with fanout $> 1$ are $y_1, \ldots, y_{i-1}, f(y_1), \ldots, f(y_{i-1})$. Having $y_1, \ldots, y_{2^{O(n^{1/2})}}, f(y_1), \ldots, f(y_{2^{O(n^{1/2})}})$, $C$ applies a formula of size $2^{O(n^{1/2})}$ on top of these gates.

Then $\text{NP} \not\subseteq \text{NC}^1$.
\end{theorem}
Beyond Natural Proofs: Hardness Magnification and Locality

Proof. If NP \( \subseteq NC^1 \), then MCSP[\(2^{n^{1/2}}/2n, 2^{n^{1/2}}\)] can be solved by circuits of size \(2^{n+O(n^{1/2})}\) of the required form: given a Boolean function \(f\), apply Lemma 27 to generate a set of its anticheckers \(y_1, \ldots, y_{2^{O(n^{1/2})}}\) together with bits \(f(y_1), \ldots, f(y_{2^{O(n^{1/2})}})\) and using NP \( \subseteq NC^1 \) decide whether \(f\) is hard for circuits of size \(2^{n^{1/2}}/2n\) on \(y_1, \ldots, y_{2^{O(n^{1/2})}}\). ▶

Note that circuits from the assumption of hardness magnification via anticheckers, Theorem 29, are \(2^{O(n^{1/2})}\)-almost formulas of almost linear size which gives us HM Frontier C1. We can now complement it with HM Frontier C3.

Consider an \(s\)-almost formula. Each gate \(G\) of \(F\) with fanout larger than 1 is computed by a formula with inputs being either the original inputs of \(F\) or gates of \(F\) with fanout larger than 1. We call any maximal formula of this form a principal formula of \(G\).

\textbf{Theorem 30.} \(\text{PARITY} \notin n^\varepsilon\text{-almost-Formula}[n^{2-9\varepsilon}]\), if \(\varepsilon < 1\).

Proof Sketch. For the sake of contradiction, assume \(\text{PARITY}\) has \(n^\varepsilon\)-almost formulas of size \(n^{2-9\varepsilon}\). Since there are only \(n^\varepsilon\) gates of fanout \(> 1\), we can replace those gates by appropriate constants and obtain formulas \(F_n\) of size \(n^{2-8\varepsilon}\) computing \(\text{PARITY}\) with probability \(\geq 1/2 + 1/2^n\). In more detail, each formula \(F_n\) checks if the principal formulas compute the fixed constants. If this is the case, then \(F_n\) outputs the output of the original almost-formula (since gates with fan-out larger than 1 are fixed, the output can be computed by a formula). Otherwise, \(F_n\) outputs a fixed constant, whichever is better on the majority of the remaining inputs. This does not increase the size of the resulting formula \(F_n\) by more than a constant factor. As pointed out by Komargodski-Raz [32], each boolean function \(f\) on \(n\) input bits can be approximated by a real polynomial of degree \(O(t\sqrt{L(f)\log n})\) up to a point-wise additive error of \(2^{-t}\), and this can be shown to imply that each formula of size \(o(n/t^{2}(\log \log n/\log n)^2)\) computes \(\text{PARITY}\) over \(n\) input bits with probability at most \(1/2 + 1/2^{t+O(1)}\) (for large enough \(t\)). Taking \(t = n^{2\varepsilon}\) we get a contradiction. ▶

3.4 \(\text{NP} \nsubseteq NC^1\) and \(AC^0\) Lower Bounds for \((n-k)\)-Clique

In this Section, we discuss the proofs of some statements claimed in HM Frontier E from Section 1.1. Recall that we consider graphs on \(n\) vertices that are described in the adjacency matrix representation. The input graph is therefore represented using \(m = \Theta(n^2)\) bits. We begin with the proof of the magnification result in HM Frontier E1.

\textbf{Proposition 31.} Let \(k(n) = (\log n)^C\) for some constant \(C\). If there exists \(\varepsilon > 0\) such that for every depth \(d \geq 1\), \((n-k)\)-Clique \(\notin AC^0[m^{1+\varepsilon}]\), then \(\text{NP} \nsubseteq NC^1\).

Proof. We use a straightforward reduction to the magnification theorem for \(k\)-Vertex-Cover established in [42, Theorem 7]. (We state Proposition 31 in a slightly weaker form just for simplicity.) Indeed, a graph \(G\) on \(n\) vertices has a vertex cover of size \(\leq k\) if and only if \(G\) has an independent set of size \(\geq n-k\). In turn, the latter is true if and only if the complement graph \(\overline{G}\) has a clique of size \(\geq n-k\). Therefore, by negating input literals, the complexities of \((n-k)\)-Clique and \(k\)-Vertex-Cover are equivalent with respect to \(AC^0\) circuits. For this reason, the hardness magnification theorem of [42] immediately implies Proposition 31. ▶

We state below conditional and unconditional lower bounds on the complexity of detecting very large cliques. The next proposition implies the lower bound claimed in HM Frontier E4.

\textbf{Proposition 32 ([4]; see also [29, Section 9.2])}. For \(k(n) \leq n/2\), every monotone circuit for \((n-k)\)-Clique requires \(2^{\Omega(k^{1/3})}\) gates.
Interestingly, the problem can be solved by (bounded depth) polynomial size monotone circuits if \( k \leq \sqrt{\log n} \) [4].

Finally, by the observation employed in the proof of Proposition 31, for non-monotone computations the complexities of detecting large cliques and small vertex covers are equivalent. A consequence of this is that one can show the following result, which implies the statement in HM Frontier E2.

**Proposition 33.** If ETH for non-uniform circuits holds, then \((n-k)\)-Clique \( \notin \text{P/poly} \) as long as \( \omega(\log n) \leq k \leq n/2 \).

Indeed, under ETH the \( k \)-Vertex-Cover problem cannot be solved in time \( 2^{o(k)} \cdot \text{poly}(m) \) (see [26] and [17, Theorem 29.5.9]). Further discussion on the conditional hardness of \( k \)-Vertex-Cover that also applies to \((n-k)\)-Clique appears in [42].

4 Hardness Magnification and Natural Proofs

4.1 Equivalences

The main contribution of this section is new hardness magnification results showing non-learnability of circuit classes from slightly super-linear lower bounds for the approximate version of MCSP and the gap version of MCSP. We then use these magnification results to establish a series of equivalences.

**Lemma 34 (Hardness Magnification for Learnability from Lower Bounds for Approximate MCSP).** Let \( s, t : \mathbb{N} \to \mathbb{N} \) be size functions such that \( n \leq s(n) \leq t(n) \) and \( \varepsilon, \delta \) be parameters such that \( \varepsilon < 1/2, 0 \leq \delta < 1/9 \). If for infinitely many input lengths \( N = 2^n \), \( \text{MCSP}([s(n), t(n)] \notin \text{Circuit}[N \cdot \text{poly}(t(n)/\varepsilon)] \), then for infinitely many inputs \( n \), \( \text{Circuit}[s(n)] \) cannot be learnt up to error \( \varepsilon/2 \) with confidence \( 1 - \delta \) by \( t(n) \)-size circuits using non-adaptive membership queries over the uniform distribution.

We also show a related result which gives lower bounds for learnability of a circuit class \( \mathcal{C} \) using \( \mathcal{C} \)-circuits by starting with a lower bound against worst-case MCSP instead of the average-case.

**Lemma 35 (Hardness Magnification for Learnability from Lower Bounds for Gap MCSP).** Let \( c \geq 1 \) be an arbitrary constant. If there is \( \varepsilon < 1/2 \), such that infinitely many input lengths \( N = 2^n \), \( \text{MCSP}[n^c, 2^n/n^c] \notin \text{Circuit}[N^{1+c}] \), then for every \( \gamma \in (0,1) \), for infinitely many inputs \( n \), \( \text{Circuit}[n^c] \) cannot be learnt up to error \( 1/O(n^{2c}) \) with confidence \( 1 - 1/n \) by \( \text{Circuit}[2O(n^{c})] \)-circuits using non-adaptive membership queries over the uniform distribution.

**Proof of Theorem 1.** The following implications establish the desired equivalences.

(a) \( \implies \) (c): For the parameters \( c, \gamma, \varepsilon \) given by (a), we apply Lemma 34 for \( s(n) = n^c \) and \( t(n) = 2^n \), to see that for some \( \gamma' > 0 \), \( \text{Circuit}[n^c] \) cannot be learned by circuits of size \( 2^{O(n^{c'})} \) via non-adaptive queries up to an error \( O(1/n^c) \).

(c) \( \implies \) (d): We show the contrapositive of this implication. Suppose that for every \( d \geq 1 \), there exists a \( \text{Circuit}[\text{poly}(n)] \)-natural property that is useful against \( \text{Circuit}[n^c] \) for all large enough \( n \). By Theorem 5, for every \( c \geq 1 \), we can learn \( \text{Circuit}[n^c] \) by a sequence of oracle \( \text{Circuit}[2O(n^{c/2})] \)-circuits up to an error of \( n^{-c} \), by choosing \( d = 2ac \) for the constant \( a \) from Theorem 5.

(d) \( \implies \) (a), (d) \( \implies \) (b): Trivial, using the fact that random functions are hard.

(c) \( \implies \) (e): Follows from the contrapositive of Theorem 10.
(e) \Rightarrow (c): Follows from the non-uniform version of Proposition 29 in [41], using essentially the same proof.

(b) \Rightarrow (e): For the parameter $c$ given by (b), we apply Lemma 35 to see that Circuit[$n^c$] cannot be learned by circuits of size $2^{O(n)}$ via non-adaptive queries up to an error $O(1/n^c)$, for any $\gamma \in (0, 1)$.

We now complete the proof of Theorem 1 by proving Lemmas 34 and 35.

Proof of Lemma 34. For the promise problem MCSP[$(s, 0), (t, \varepsilon)$] over $N$ inputs, define

\[\Pi_{yes} = \{ y \in \{0, 1\}^N \mid \exists \text{ circuit of size } \leq s(n) \text{ that computes } f_y \}\]
\[\Pi_{no} = \{ y \in \{0, 1\}^N \mid \text{ no circuit of size } \leq t(n) \ (1 - \varepsilon)-\text{approximates } f_y \}\]

We prove the contrapositive of the statement, by showing a reduction from MCSP[$(s, 0), (t, \varepsilon)$] to a learning algorithm for Circuit[$s(n)$] using non-adaptive membership queries over the uniform distribution. For a fixed $\varepsilon < 1/2$ and $0 < \delta \leq 1/9$, let $\{D_n\}_{n \geq 1} \in \text{Circuit}[t(n)]$ be the corresponding sequence of oracle circuits which learns Circuit[$s(n)$] up to error $\varepsilon/2$, where $D_n$ makes non-adaptive queries to some function $f \in \text{Circuit}[s(n)]$ over $n$ inputs.

Let $q = q(n) = \frac{200}{\varepsilon}$. Define $F_N : \{0, 1\}^N \times \{0, 1\}^{nq(n)} \times \{0, 1\}^{t(n)} \rightarrow \{0, 1\}$ as the sequence of randomized circuits such that:

\[z \in \Pi_{yes} \implies \Pr_{y_1, w} \{F_N(z, y_1, w) = 1\} > 2/3\]
\[z \in \Pi_{no} \implies \Pr_{y_1, w} \{F_N(z, y_1, w) = 1\} < 1/3\]

The reduction $F_N$ does the following. Let $Y = (x_1, \ldots, x_{t(n)})$ be the set of queries made by $D_n$. $F_N$ runs the learner $D_n$ with input $w$ as its source of internal randomness and answers its oracle queries to $f_z$ by using the other input $z \in \{0, 1\}^N$. If the output string of the learner cannot be interpreted as a $t(n)$-sized circuit, then $F_N$ outputs 0. Otherwise, let $h$ be the $t(n)$-sized circuit on $n$ inputs, which can interpret the hypothesis output by the learner as a $t(n)$-sized circuit. $F_N$ then interprets the random input $y_1$ as a sequence of $q$ random examples $v_1, \ldots, v_q \in \{0, 1\}^n$ and computes $h$ on each of these. It then forms a string $u \in \{0, 1\}^q$, where for every $i \in [q]$, $u_i = 1$ if and only if $h(v_i) = f_z(v_i)$. Finally, it uses a threshold gate on $T$ on $q(n)$ inputs to check if the Hamming weight of $u$ is at least $(1 - 3\varepsilon/4)q$.

We now show the correctness of the reduction. If $z \in \Pi_{yes}$, then $f_z$ is computed by some circuit of size at most $s(n)$. Thus, for every random choice of $y_1$ and $w$, $D_n$ can learn the function $f_z$ and with probability at least $(1 - \delta)$, output a hypothesis $h$ which has an error of at most $\varepsilon/2$ with respect to $f_z$. Now, for the $q$ samples given by $y_1$, by an application of Hoeffding’s inequality (Lemma 13), the probability that the Hamming weight of $u \in \{0, 1\}^q$ is less than $(1 - 0.6\varepsilon)q$ is at most $2 \exp(-2q\varepsilon^2/100)$ which is at most 1/4 for our choice of $q$. When $\delta \leq 1/9$, we see that $T(u) = 1$ with probability at least $(1 - \delta)3/4 \geq 2/3$.

On the other hand, if $z \in \Pi_{no}$, then no circuit of size at most $t(n)$ can even $(1 - \varepsilon)$-approximate $f_z$. Thus, for any random choice of $y_1$ and $w$, any hypothesis $h$ which $D_n$ outputs is a circuit of size at most $t(n)$ and thus is at least $\varepsilon$-far from $f_z$. By a similar application of Hoeffding’s inequality, we see that the probability that the Hamming weight of $u \in \{0, 1\}^q$ is greater than $(1 - 0.9\varepsilon)q$ is at most $2 \exp(-2q\varepsilon^2/100) \leq 1/4$. Therefore, $T(u) = 0$ with probability 2/3.
For the next step, we need to derandomize the circuits $F_N$. Define $E_N$ as

$$E_N : \{0,1\}^N \times \left(\{0,1\}^{n \cdot q + t(n)}\right)^R \rightarrow \{0,1\}$$

$$E_N(z, y^{(1)}, \ldots, y^{(R)}) = \text{MAJ}_R(F_N(z, y^{(1)}), \ldots, F_N(z, y^{(R)}))$$

where $R = CN$ and each $y^{(j)} \in \{0,1\}^{n \cdot q + t(n)}$, for each $j \in [R]$. When, $z \in \Pi_{yes}$, then using Hoeffding’s inequality, we see that with probability at most $2^{-2N}$ (for suitably chosen $C$), the string $(F_N(z, y^{(1)}), \ldots, F_N(z, y^{(R)}))$ has Hamming weight $\leq 3R/5$. Similarly, when $z \in \Pi_{no}$, with probability at most $2^{-2N}$, the string $(F_N(z, y^{(1)}), \ldots, F_N(z, y^{(R)}))$ has Hamming weight $\geq 2R/5$. Thus, the majority gate differentiates between the two cases except with probability at most $2^{-2N}$. We use Adleman’s trick [6] to fix a string $\alpha \in \{0,1\}^R(n \cdot q + t(n))$ which correctly derandomizes $F_N$ on all inputs in $\Pi_{yes}$ and $\Pi_{no}$ and call the resulting circuit as $E_N^*$ which computes the function $E_N^* : \{0,1\}^N \rightarrow \{0,1\}$.

We next compute the size of $E_N^*$. Each $F_N(z, y^{(i)})$ is fixed to $F_N(z, \alpha^{(i)})$, where $\alpha^{(i)} \in \{0,1\}^{(n \cdot q + t(n))}$ is the $i$th section of the hardwired random string $\alpha$. Observe that for the set of oracle queries $Y$ made by $D_n$, it is enough to use appropriate literals from the input $z$ whenever we need to access the truth table of $f_z$. Indeed, whenever $D_n$ uses a random example, the randomness comes from $\alpha^{(i)}$ which is fixed non-uniformly and whenever it makes a membership query, the set of queries $Y$ is fixed for $D_n$ because of its non-adaptivity.

Recall that the size of the circuit $D_n$ is $t(n)$ and the hypothesis $h$ output by the learner can be interpreted as a circuit and efficiently computed by another circuit of size $\text{poly}(t(n))$. Thus, the circuit size to compute $F_N(z, \alpha)$ is at most $\text{poly}(t(n) \cdot q)$ and the total circuit size to construct $E_N^*$ is $O(N \cdot \text{poly}(t(n)/\varepsilon))$. ▲

Proof sketch of Lemma 35. We show a two-sided error randomized reduction from MCSP$[n^c, 2^n/n^c]$ to $(D_n)_{n \geq 1}$. Let $q = q(n) = O\left(n^{3c}\right)$. The reduction is almost the same as that of Lemma 34. Here we use a threshold gate on $q(n)$ inputs which answers 1 whenever the Hamming weight of its input is greater than $(1 - 1/n^{1.5c})q(n)$.

When the input to MCSP$[n^c, 2^n/n^c]$ is a yes instance, with probability at least $(1 - 1/n)$, $D_n$ outputs a hypothesis $h_n \in \text{Circuit}[2^n]$ which has error at most $1/O(n^{2c})$. Now for the $q(n)$ samples drawn uniformly at random, the probability that $h$ agrees with the input instance on at least $a(1 - 1/n^{1.5c})q(n)$ samples is at least $(1 - 1/n)2/3$.

When the input to MCSP$[n^c, 2^n/n^c]$ is a no instance, any hypothesis $h$ which $D_n$ outputs must have error greater than $1/O(n^{2c+2})$. Indeed, if the error is less than $O(1/n^{c+2})$, then by hardwiring all the error inputs by using circuits of size at most $O\left(\frac{2^nn^{c+2}}{n^{1.5c}} \cdot n\right)$ we get a circuit of size at most $2^n/n^c$, which is a contradiction to the promise of the no instance. By Hoeffding’s inequality, the probability that $h$ agrees with the input instance on at most a $(1 - 1/n^{1.5c})q(n)$ samples is at least $2/3$.

The derandomization is the same as that of Lemma 34, obtained by repeating the above reduction $R = O(N)$ times and computing the majority over the $R$ outputs of the reduction. The circuit size to compute MCSP$[n^c, 2^n/n^c]$ is thus $O(N \cdot 2^{O(n^c)} n^{3c}) = O(N^{1+c})$, for $\varepsilon = o(1)$. ▲

4.2 Towards a More Robust Theory

The question of non-naturalizability of hardness magnification for MCSP$[n^c/2n, n^c]$ is connected to the question of basing hardness of learning on the assumption $\text{NP} \not\subseteq \text{Circuit}[2^{O(n^c)}]$. ITCS 2020
Proposition 36. Assume that for every \( \gamma \in (0, 1) \) there is \( d \geq 2 \) such that \( \text{NP} \not\subseteq \text{Circuit}^{O(n\gamma)} \) implies hardness of learning \( \text{Circuit}[n^d] \) by \( 2^{d^{\gamma}} \)-size circuits with error \( 1/n^d \). Then, there is a constant \( e \) such that for every \( \gamma \in (0, 1) \) and \( c \geq 1 \), \( \text{MCSP}[n^c/2n, n^c] \not\subseteq \text{Circuit}[N^{1+e\gamma c}] \) implies that there is no \( P\text{/poly}-natural \) property against \( P\text{/poly} \).

Proof. By Theorem 5, \( P\text{/poly}-natural \) property against \( P\text{/poly} \) implies that for every \( d \) there is \( \gamma < 1/d \) and \( 2^n \)-size circuits learning \( \text{Circuit}[n^d] \) with error \( 1/n^d \). By our assumption, this implies \( \text{NP} \subseteq \text{Circuit}^{O(n\gamma)} \). We can now use \( \text{NP} \subseteq \text{Circuit}^{O(n\gamma)} \) as the assumption in the proof of Theorem 29 to conclude that there is a constant \( e \) independent of \( \gamma \) such that for \( c \geq 1 \), \( \text{MCSP}[n^c/2n, n^c] \subseteq \text{Circuit}[N^{1+e\gamma c}] \).

A form of the opposite implication holds as well if we assume \( \text{NP} \)-completeness of \( \text{MCSP} \). Moreover, instead of the non-naturalizability of hardness magnification, we need to assume a reduction from worst-case \( \text{MCSP} \) to approximate \( \text{MCSP} \).

Definition 37. A \( p \)-time algorithm \( A \) \( k \)-reduces \( \text{MCSP}[s, t] \) to \( \text{MCSP}[(s, 0), (t, \varepsilon)] \) if it maps instances of \( \text{MCSP}[s, t] \) to instances of \( \text{MCSP}[(s, 0), (t, \varepsilon)] \) and

1. For \( f \in \text{Circuit}[s] \), \( A(\text{tt}(f)) \) is the truth-table of a Boolean function in \( \text{Circuit}[s^k] \).
2. For \( f \not\in \text{Circuit}[t] \), \( A(\text{tt}(f)) \) is not \((1 - \varepsilon)\)-approximable by circuits of size \( t^{1/k} \).

Proposition 38. Assume there is a \( p \)-time algorithm \( k \)-reducing \( \text{MCSP}[s, t] \) to \( \text{MCSP}[(s, 0), (t, \varepsilon)] \) and that for all \( 0 < \alpha < \beta < 1 \), \( \text{MCSP}[2^{\alpha n}, 2^{\beta n}] \) is \( \text{NP} \)-complete. If for every sufficiently small \( \alpha > 0 \) there is \( \beta < 1/k \) and a \( 2^{\beta n} \)-time algorithm learning \( \text{Circuit}[2^{\alpha n}] \) with error \( \varepsilon \), then \( P = \text{NP} \).

Proof. Let \( A \) be the \( p \)-time \( k \)-reduction from the statement and \( \alpha > 0 \) be sufficiently small. Assume we can learn in \( 2^{\beta n} \)-time \( \text{Circuit}[2^{\alpha n}] \) with error \( \varepsilon \) and \( k\alpha < \beta < 1/k \). This implies that \( \text{MCSP}[(2^{k\alpha n}, 0), (2^{\beta n}, \varepsilon)] \) can be solved in \( p \)-time. Since \( A \) reduces an \( \text{NP} \)-complete problem \( \text{MCSP}[2^{\alpha n}, 2^{k\beta n}] \) to \( \text{MCSP}[(2^{k\alpha n}, 0), (2^{\beta n}, \varepsilon)] \), this shows that \( P = \text{NP} \).

5 The Locality Barrier

5.1 Lower Bounds Above Magnification Threshold

5.1.1 The Razborov-Smolensky Polynomial Approximation Method

In this section, we observe that the lower bound techniques of Razborov and Smolensky [44, 49] can be “localized.” The following proposition instantiates the locality barrier for HM Frontier A.

Proposition 39 (Locality Barrier for HM Frontier A). The following results hold.

- (A1\(^O \)) (Oracle Circuits from Magnification): \( \text{MKtP}[n^c, 2n^c] \in \text{AND}-\text{O}-\text{XOR}[N^{1.01}] \). More precisely, \( \text{MKtP}[n^c, 2n^c] \) is computed by circuits with \( N^{1.01} \) gates and of the following form: the output gate is an AND gate of fan-in \( O(N) \), at the middle layer are oracle gates of fan-in poly(n), and at the bottom layer are XOR gates.

- (A3\(^O \)) (Extension of Lower Bound Techniques): For a constant \( d \), assume that \( O_1, \ldots, O_d \in \mathbb{N} \) satisfy \( \prod_{i=1}^{d} O_i \leq \sqrt{N/\omega(\log N)^d} \). Then Majority cannot be computed by a depth-\( d \) polynomial-sized oracle (\( \text{AC}^0[\oplus] \))\(^O \) circuit whose oracle gates on the \( i \)-th level have fan-in at most \( O_i \).
The first item is immediate from the proof of Theorem 14 in Section 3.1. In what follows, we prove the second item of Proposition 39.

Recall that the proof techniques of Razborov and Smolensky [44, 49] consist of two parts: The first lemma shows that any low degree polynomial cannot approximate Majority. (A simple proof sketch can be found in, e.g., [33].)

**Lemma 40.** For any polynomial $p \in \mathbb{F}_2[x_1, \cdots, x_N]$ of degree $\leq \sqrt{N}/4$,

$$\Pr_{x \sim \{0,1\}^N}[p(x) \neq \text{Majority}(x)] \geq \frac{1}{4}.$$ 

The second lemma shows that $\text{AC}^0[\oplus]$ circuits can be approximated by low degree polynomials. We show that this argument can be localized.

**Lemma 41.** Let $C$ be a depth-$d$ polynomial-size oracle $\text{AC}^0[\oplus]$ circuit whose oracle gates on the $i$-th level have fan-in at most $O_i$. Then there exists a polynomial $p \in \mathbb{F}_2[x_1, \cdots, x_N]$ of degree $\leq O(\log N)^d \cdot \prod_{i=1}^d O_i$ such that $\Pr_{x \sim \{0,1\}^N}[p(x) \neq C(x)] < \frac{1}{4}$.

**Proof Sketch.** We convert each layer of the circuit $C$ into a low degree probabilistic polynomial $p$ that approximates $C$.

Consider the $i$-th level of a circuit $C$. NOT, OR, AND, and XOR gates can be converted into a probabilistic polynomial of degree $O(\log N)$ and error $1/poly(N)$ in the standard way [44]. In order to represent an oracle gate $O$ as a low-degree polynomial, we simply take the multilinear extension of the oracle gate $O$. Note that, at the $i$-th level, the fan-in of the oracle gate $O$ is bounded by $O_i$; thus the oracle gate at the $i$-th level can be represented as a polynomial of degree $\leq O_i$. Thus, in either cases, any gate at $i$-th level can be represented as a probabilistic polynomial of degree $\max\{O(\log N), O_i\}$. Continuing this for $i = 1, \cdots, d$ and composing resulting polynomials, we obtain a probabilistic polynomial of degree $\prod_{i=1}^d \max\{O(\log N), O_i\}$ that approximates $C$. This implies via standard techniques the existence of a (deterministic) polynomial of the same degree that correctly computes the circuit on most inputs.

These two lemmas immediately imply the Majority lower bound for $(\text{AC}^0[\oplus])^O$:

**Proof of (A3$^O$) of Proposition 39.** Suppose that there exists a depth-$d$ polynomial-size oracle $\text{AC}^0[\oplus]$ circuit that computes Majority and satisfies the condition of Proposition 39. By Lemma 41, there exists a polynomial $p$ of degree at most $O(\log N)^d \cdot \prod_{i=1}^d O_i \leq o(\sqrt{N})$ that approximates Majority. However, this contradicts Lemma 40.

Finally, we mention that an incomparable bound can be obtained by using a lower bound for $\text{AC}^0[\oplus]$ interactive compression games.

**Proposition 42 ([40, Corollary 5.3]).** (A3$^O$) Majority $\notin (\text{AC}^0[\oplus])^O[poly(n)]$ if the total number of input wires in the circuit feeding the $O$-gates is $N/(\log N)^{o(1)}$.

### 5.1.2 The Formula-XOR Lower Bound of [52]

This section captures an instantiation of the locality barrier for HM Frontier B. Throughout this section we use the $\{-1,1\}$ realization of the Boolean domain (that is, $-1$ represents True and $1$ represents False). Let Formula-XOR on variables $x_1, \ldots, x_n$ be the class of formulas where the input leaves are labeled by parity functions of arbitrary arity over $x_1, \ldots, x_n$. 

\[\text{Majority}(x) = \bigoplus_{i=1}^n x_i \]
Proposition 43 (Locality Barrier for HM Frontier B). The following results hold.

1. (B1O) (Oracle Circuits from Magnification): For any $\epsilon > 0$, $\text{MCSP}[2^{n^{1/3}}, 2^{n^{2/3}}] \in \text{Formula-O-XOR}[N^{1.01}]$, where every oracle $O$ has fan-in at most $N^{r}$ and appears in the layer right above the XOR leaves.

2. (B3O) (Extension of Lower Bound Techniques): For any $\delta > 0$, $\text{InnerProduct}$ over $N$ input bits cannot be computed by $N^{2-3\delta}$-size $\text{Formula-O-XOR}$ circuits with at most $N^{2-3\delta}$ oracle gates of fan-in $N^3$ in the layer right above the XOR leaves, for any oracle $O$.

To prove item 2 of Proposition 43, we adapt Tal’s [52] lower bound for bipartite formulas, for which we need the following results.

Lemma 44 ([47, 52]). Let $F$ be a De Morgan formula of size $s$ which computes $f : \{-1,1\}^n \to \{1,1\}$. Then, there exists a multilinear polynomial $p$ over $\mathbb{R}$ of degree $O(\sqrt{s})$, such that for every $x \in \{-1,1\}^n$, $p(x) \in [F(x) - 1/3, F(x) + 1/3]$.

For any function $f : \{-1,1\}^n \to \{-1,1\}$, $f$ is $\epsilon$-correlated with a parity $p_S(x) = \prod_{i \in S} x_i$, if $|E_{x \in \{-1,1\}^n}[f(x) \cdot p_S(x)]| \geq \epsilon$. We have $F(x) - 1/3, F(x) + 1/3]$.

Lemma 45. For any $\delta > 0$, let $F(x_1, \ldots, x_n)$ be a $\text{Formula-O-XOR}$ formula of size $s$, where every oracle $O$ has fan-in at most $n^\delta$ and appears in the layer right above the XOR leaves. Then the following hold true:

1. There exists a multi-linear polynomial $p(x_1, \ldots, x_n)$ over $\mathbb{R}$ with at most $s^{O(\sqrt{s})} 2^{n^\delta} O(\sqrt{s})$ monomials such that for every $x \in \{-1,1\}^n$, $\text{sign}(p(x)) = F(x)$.

2. There exists a parity function $f_T(x_1, \ldots, x_n)$ which is at least $\left(\frac{1}{s^{O(\sqrt{s})} 2^{n^\delta} O(\sqrt{s})}\right)$-correlated with $F$.

Proof. We assume that the oracle function is a Boolean function on $n^\delta$ inputs. Let $t \leq s/n^\delta$ be the number of oracle gates in $F$. Let $p_1, \ldots, p_s$ be the leaves of $F$, where each $p_i$ is an OR gate over $x_1, \ldots, x_n$ and every OR gate $g_1, \ldots, g_l$ is such that $g_i(x) = O(p_{i1}(x), \ldots, p_{il}(x))$, where $\ell = n^\delta$ and $p_{ij} \in \{p_1, \ldots, p_s\}$ for every $i \in [t], j \in [\ell]$.

Let $F'$ be a De Morgan formula obtained by replacing oracle gates in $F$ with new variables $z_i$ (for notational simplicity we assume that every leaf is an input to some oracle gate), for $i \in [t]$. We now use Lemma 44 on $F'$ to get a degree $d = O(\sqrt{t})$ polynomial $q(z)$ such that for every $z \in \{-1,1\}^t$, $\text{sign}(q(z)) = F'(z)$. Expanding $q(z)$ as a multilinear polynomial:

$$q(z) = \sum_{S \subseteq [t], |S| \leq d} \hat{q}(S) \prod_{i \in S} z_i$$

To prove the first item, we replace each $z_i$ by the original leaf and we get that for every $x \in \{-1,1\}^n$,
\[ F(x) = \text{sign} \left( \sum_{S \subseteq [t], |S| \leq d} \hat{q}(S) \prod_{i \in S} g_i(x) \right) \]

\[ = \text{sign} \left( \sum_{S \subseteq [t], |S| \leq d} \hat{q}(S) \prod_{i \in S} \hat{O}(U) \prod_{j \in U} p_{ij}(x) \right) \]

\[ = \text{sign} \left( \sum_{S \subseteq [t], |S| \leq d} \sum_{S' \subseteq S, |S'| \leq \ell} \hat{q}(S) \cdot \left( \prod_{1 \leq k \leq |S|} \hat{O}(U_{ik}) \prod_{j \in U_{ik}} p_{ik,j}(x) \right) \right) \]

where the second equality uses the fact that any Boolean function on \( \ell \) inputs can be represented by a multilinear polynomial of degree at most \( \ell \) where each coefficient is between \([-1,1]\). Clearly the number of monomials is at most \( 2^{O(\sqrt{\ell})} \).

To prove the second item, firstly observe that for every \( z \in \{-1,1\}^t \), \( q(z) \cdot F'(z) \in [2/3, 4/3] \), because \( |q(z) - F'(z)| \leq 1/3 \) for every \( z \). This also means that for the polynomial \( r(x) = q(g_1(x), \ldots, g_t(x)) \), \( \mathbb{E}_{x \in \{-1,1\}^t} [r(x) \cdot F(x)] \geq 2/3 \).

Given that \( \hat{q}(S) = \mathbb{E}_{z \in \{-1,1\}^t} [q(z) \prod_{i \in S} \xi_i] \), we see that \( |\hat{q}(S)| \leq 4/3 \). We have

\[
2/3 \leq \mathbb{E}_{x \in \{-1,1\}^t} [F(x) \cdot r(x)]
\]

\[
= \mathbb{E}_{x \in \{-1,1\}^t} \left[ F(x) \cdot \sum_{S \subseteq [t], |S| \leq d} \hat{q}(S) \prod_{i \in S} g_i(x) \right]
\]

\[
\leq \sum_{S \subseteq [t], |S| \leq d} \sum_{S' \subseteq S, |S'| \leq \ell} \hat{q}(S) \prod_{1 \leq k \leq |S|} \hat{O}(U_{ik}) \mathbb{E}_{x \in \{-1,1\}^t} \left[ F(x) \prod_{1 \leq k \leq |S|} \prod_{j \in U_{ik}} p_{ik,j}(x) \right]
\]

Since, \( |\hat{q}(S)| \leq 4/3 \) for every \( S \subseteq [t] \) and \( |\hat{O}(U)| \leq 1 \) for every \( U \subseteq [t] \), we see that there exists a set \( S \) of size at most \( d \) and sets \( U_{11}, \ldots, U_{|S|} \) such that \( \mathbb{E}_{x \in \{-1,1\}^t} \left[ F(x) \cdot \prod_{1 \leq k \leq |S|} \prod_{j \in U_{ik}} p_{ik,j}(x) \right] \geq \frac{1}{2^{O(\sqrt{\ell})}2^d \cdot 2^{O(\sqrt{\ell})}} \geq \frac{1}{2^{O(\sqrt{\ell})}2^d \cdot 2^{O(\sqrt{\ell})}} \). Taking \( p_T \) be the parity of the parities given by \( p_T = \prod_{1 \leq k \leq |S|} \prod_{j \in U_{ik}} p_{ik,j}(x) \), we see that \( p_T \) is \( 1/s^{O(\sqrt{\ell})}2^{O(\sqrt{\ell})} \)-correlated with \( F \).

Define the Inner Product modulo 2 function, \( \text{InnerProduct}_{n} : \{-1,1\}^n \times \{-1,1\}^n \rightarrow \{-1,1\} \) as \( \text{IP}_n(x,y) = (-1)^{\sum_{i=1}^n (1-x_i)(1-y_i)} / 4 \).

**Proof Sketch of Proposition 43.** The first item follows from an inspection of the proof of Theorem 25 in Section 3.2. Theorem 24 gives the same oracle circuit construction (with different oracles) under the assumption \( QP \subseteq \text{P/poly} \).

The second item follows from Lemma 45. We observe that three different techniques used to show \( \text{Formula-XOR} \) lower bounds localize. Firstly, Tal’s lower bound based on sign rank shows that the sign rank of any \( \text{Formula-XOR} \) circuit \( F \) is at most the number of monomials in the polynomial \( p \) given by the first item of Lemma 45. Since this is at most \( s^{O(\sqrt{\ell})}2^{n^2}O(\sqrt{\ell}) \) and \( \text{InnerProduct} \) has a sign rank which is at least \( 2^{n^2/4} \) [18], the lower...
bound follows. Secondly, Tal’s lower bound based on the discrepancy of a function also localizes, as he shows that the discrepancy of $F$ is at least a constant times the correlation of $F$ with the parity $f_T$ given by item 2 of Lemma 45, which is at least $\Omega\left(\frac{1}{2^{2\cdot n/2}}\right)$, whereas the discrepancy of the inner product is at most $1/2^{n/2}$ (cf. [29, Lemma 14.5]), thus proving the given lower bound for inner product. Finally, we also observe that the lower bound technique of showing high correlation of $F$ with some parity $f_T$ and the fact that inner product has exactly $2^{-n/2}$-correlation with any parity also localizes to give the same lower bound.

5.1.3 Almost-Formula Lower Bounds

This section captures an instantiation of the locality barrier for HM Frontier C. We recall the following definition. Consider an $s$-almost formula. Each gate $G$ of $F$ with fanout larger than 1 is computed by a formula with inputs being either the original inputs of $F$ or gates of $F$ with fanout larger than 1. We call any maximal formula of this form a principal formula of $G$.

Theorem 46 (Locality Barrier for HM Frontier C). The following results hold.

- (C1$^O$) (Oracle Circuits from Magnification) : $MCSP[2^{n^{1/2}}/2n, 2^{n^{1/2}}]$ is computable by $2^{O(n^{1/2})}$-almost formulas of size $2^{n+O(n^{1/2})}$ with oracles $2^{O(n^{1/2})}$ at the bottom layer of principal formulas computing gates with fanout larger than 1.

- (C3$^O$) (Extension of Lower Bound Techniques) : For every $\varepsilon < 1$, $\text{PARITY}$ is not in $n^\varepsilon$-almost-Formula$[n^{2-9\varepsilon}]$ even if the almost-formulas are allowed to use arbitrary oracles of fanin $< n^\varepsilon$ at the bottom layer of principal formulas computing gates with fanout larger than 1.

Proof. The first item follows by inspecting the proof of Theorem 29. It is not hard to see that $MCSP[2^{n^{1/2}}/2n, 2^{n^{1/2}}]$ is computable by $2^{O(n^{1/2})}$-almost formulas $F_N$ of size $2^{n+O(n^{1/2})}$ with oracles of fanin $2^{O(n^{1/2})}$. Moreover, the only gates of fanout larger than 1 are the gates computing anticheckers $y_1, \ldots, y_{2^{O(n^{1/2})}}$ with bits $f(y_1), \ldots, f(y_{2^{O(n^{1/2})}})$. We want to show that the local oracles are at the bottom layer of principal formulas generating gates with fanout larger than 1. In order to achieve this we need to modify formulas $F_N$ a bit.

First, note that $F_N$ contains an oracle which is applied on top of anticheckers $y_1, \ldots, y_{2^{O(n^{1/2})}}$ with bits $f(y_1), \ldots, f(y_{2^{O(n^{1/2})}})$. In order to ensure that this oracle is at the bottom of a principal formula computing a gate with fanout bigger than 1 we simply add dummy negation gates to the output gate and the gates computing anticheckers $y_1, \ldots, y_{2^{O(n^{1/2})}}$ with bits $f(y_1), \ldots, f(y_{2^{O(n^{1/2})}})$, if necessary.

Second, note that each $y_{i+1}, f(y_{i+1})$ is generated as follows: 1. if $R_f(y_1, \ldots, y_i) \geq 2n^2$ then a subformula $F'$ generates anticheckers $y_{i+1}, f(y_{i+1})$, and 2. if $R_f(y_1, \ldots, y_i) < 2n^2$ then a subformula $F''$ generates anticheckers $y_{i+1}, f(y_{i+1})$. In both cases we replace predicates $R_f(y_1, \ldots, y_i) < 2n^2$ by oracles. In case 1, subformulas of $F'$ with oracles at the bottom compute predicates $F'^{\text{alt}}$ from the proof of Lemma 27. This process generates a set of $2^{O(n^{1/2})}$ potential anticheckers. $F'$ chooses the right antichecker by applying another oracle. In order to ensure that this top oracle is at the bottom of a principal formula, we add dummy negation gates to the gates generating the potential anticheckers. This increases the number of gates with fanout larger than 1 only by $2^{O(n^{1/2})}$. In case 2, $y_{i+1}, f(y_{i+1})$ is generated by oracles outputting circuits which have not been killed yet and evaluating them on all possible inputs. Here we ensure that the oracles are at the bottom by asking them to perform both tasks: choose the next alive circuit and evaluate it on a given input. The oracle selecting the right antichecker from the set of potential anticheckers is treated in the same way as in case 1. All in all, we obtain the desired oracle almost formulas.
The second item is proved analogously to Theorem 30. For the sake of contradiction assume PARITY has \( n^c \)-almost formulas of size \( n^{2-3c} \) with local oracles at the bottom of principal formulas. Since there are only \( n^c \) gates of fanout \( > 1 \), we can replace these gates by constants and obtain formulas \( F_n \) of size \( n^{2-8c} \) with local oracles at the bottom computing PARITY with probability \( \geq 1/2 + 1/2^{n^c} \). Let \( L'(f) \) be the size (i.e. the number of leaves) of the smallest formula with local oracles at the bottom computing \( f \). Since oracles have fanin \( < n^c \) and are located at the bottom, each function \( f : \{-1,1\}^n \rightarrow \{-1,1\} \) can be approximated by a polynomial of degree \( O(t\sqrt{\log n / \log \log n}) \) up to point-wise error of \( 2^{-t} \).

This implies that each formula of size \( \log log n \) has \( n^{2-3c} \) local oracles at the bottom computing PARITY with probability at most \( 1/2 + 1/2^{2^c+o(1)} \) for large enough \( t \).

Taking \( t = n^{2c} \) we get a contradiction.

### 5.1.4 GapAND-Formula Lower Bounds

This section captures the locality barrier for an instantiation of our theory.

> **Theorem 47** (Locality Barrier for HM Frontier D). The following results hold.

1. (D1\(^o\)) (Oracle Circuits from Magnification) : \( \text{MCSP}[2\sqrt{n}] \in \text{GapAND}_{O(N)} \cdot O_{N^{\alpha \cdot (1)}} \cdot \text{Formula}[N^2] \).

2. (D3\(^o\)) (Extension of Lower Bound Techniques) : For \( 0 < \beta < \varepsilon < 1 \), Andreev\(\_N \notin \text{GapAND}_{O(N)} \cdot O_{N^\beta \cdot \text{Formula}[N^{3-\varepsilon}]} \).

3. (D3\(^o\)) : Furthermore, \( \text{MCSP}[2^n/n^4] \notin \text{GapAND}_{O(N)} \cdot O_{N^\beta \cdot \text{Formula}[N^{3-\varepsilon}]} \), for \( 0 < \beta < \varepsilon < 1 \).

Item 1 of the theorem above follows directly from Theorem 25.

Next we show that the classical \( N^{3-o(1)} \) formula size lower bound for the Andreev's function [21, 51] localizes, even in the presence of a GapAND gate of bounded fan-in at the top of the formula.

**Proof of Item 2.** Let \( m = N/2 \), recall that Andreev\(\_N \) is defined on a \( 2m \)-bit string \( z = x \circ y \), where \( x, y \in \{0,1\}^m \). For simplicity, we assume \( m \) is a power of 2 in the following.

Andreev\(\_N(x,y) \) first partitions \( x \) into \( \log m \) blocks \( x_1, x_2, \ldots, x_{\log m}, \) each of length \( m / \log m \). After that, it computes \( i \in \{0,1\}^{\log m} \) as \( i = \text{PARITY}(x_1) \circ \text{PARITY}(x_2) \circ \ldots \text{PARITY}(x_{\log m}) \). It then treats \( i \) as an integer from \( [m] \), and outputs \( y_i \).

Now, suppose there is a \( \text{GapAND}_{O(N)} \cdot O_{N^\beta \cdot \text{Formula}[N^{3-\varepsilon}]} \) formula for Andreev\(\_N \). Suppose we fix the \( y \) variables to a string \( w \in \{0,1\}^m \), and apply a random restriction keeping exactly one variable from each block alive to \( x \) variables, then w.p. 0.9, we obtain a \( \text{GapAND}_{O(N)} \cdot O_{N^\beta \cdot \text{Formula}[N^{1-\varepsilon} \cdot \text{polylog}(N)]} \) formula computing \( f_w : \{0,1\}^{\log m} \rightarrow \{0,1\} \) [51].

That is, for all \( w \in \{0,1\}^m \), there exists an \( O_{N^\beta \cdot \text{Formula}[N^{1-\varepsilon} \cdot \text{polylog}(N)]} \) formula \( 0.8 \)-approximating \( f_w \). Note that there are at most \( 2^{N^{1-\varepsilon \cdot \beta \cdot \text{polylog}(N)}} \) such \( O_{N^\beta \cdot \text{Formula}[N^{1-\varepsilon} \cdot \text{polylog}(N)]} \) formulas, and there are \( 2^N \) possible \( w \)'s (Note that \( O \) is a fixed oracle which does not depend on \( w \)). Since each \( O_{N^\beta \cdot \text{Formula}[N^{1-\varepsilon} \cdot \text{polylog}(N)]} \) formula can only \( 0.8 \)-approximate \( 2^{N} \) many functions from \( \{0,1\}^{\log m} \rightarrow \{0,1\} \) for a constant \( \alpha < 1 \), there must exist a \( w \) such that \( f_w \) cannot be \( 0.8 \)-approximated by such formulas, contradiction.

Next, we observe that the \( N^{3-o(1)} \) formula lower bound for MCSP [16] also localizes.

**Proof of Item 3.** We first observe that the PRG construction of [16] also works for oracle formulas. (We omit the details of this proof.)

**Claim 48 ([16]).** For \( 0 < \beta < \varepsilon < 1 \), there is \( M = N^{1-\Omega_{\beta, \varepsilon}^\beta(1)} \) and a PRG \( G : \{0,1\}^M \rightarrow \{0,1\}^N \) such that the following hold.
1. For each fixed $z \in \{0,1\}^M$, $G(z)$, when interpreted as a function from $\{0,1\}^{\log N} \to \{0,1\}$, can be computed by a circuit of size $N^{1-\Omega(1)}$.

2. For all $O_{N^3}$-Formula$[N^{3-\epsilon}]$ formulas $C$, we have

$$\left| \Pr_{z \in \{0,1\}^N} [C(z) = 1] - \Pr_{z \in \{0,1\}^M} [C(G(z)) = 1] \right| \leq 0.01.$$

Now, suppose MCSP$[2^n/n^4]$ on $N = 2^n$ bits can be computed by a GapAND$_{O(N^2)}$-Formula$[N^{3-\epsilon}]$ formula $C$. Let $C_1, C_2, \ldots, C_b \cdot N$ be the $O_{N^3}$-Formula$[N^{3-\epsilon}]$ sub-formulas of $C$ under the top GapAND gate, where $b$ is a constant.

We know that

$$\Pr_{z \in \{0,1\}^N} [\text{MCSP}[2^n/n^4](z) = 1] = o(1).$$

Since $C$ computes MCSP$[2^n/n^4]$, and $C(x) = 0$ implies $C_i(x) = 0$ for at least a 0.9 fraction of $i \in [b \cdot N]$. We have that

$$\Pr_{i \in [b \cdot N], z \in \{0,1\}^N} [C_i(z) = 1] \leq 0.2.$$

On the other side, by the definition of MCSP$[2^n/n^4]$, and the Item (1) of Claim 48, it follows that

$$\Pr_{z \in \{0,1\}^M} [\text{MCSP}[2^n/n^4](G(z)) = 1] = 1.$$

Again, since $C$ computes MCSP$[2^n/n^4]$, and $C(x) = 1$ implies $C_i(x) = 1$ for all $i \in [b \cdot N]$. We have that

$$\Pr_{i \in [b \cdot N], z \in \{0,1\}^M} [C_i(G(z)) = 1] = 1.$$

Therefore, there must exist an $i$ such that

$$\left| \Pr_{z \in \{0,1\}^N} [C_i(z) = 1] - \Pr_{z \in \{0,1\}^M} [C_i(G(z)) = 1] \right| \geq 0.5,$$

which is a contradiction to Item (2) of Claim 48.

Finally, we show that there is a language in $E$ which cannot be computed by GapAND$_{O(N^2)}$-Formula$[N^{3-\epsilon}]$ formulas, but it *can* be computed by an $O_{N^2}$-Formula$[N^2]$ formula. Therefore, this lower bound does not localize in the sense of Theorem 47.

**Theorem 49.** There is a language $L \in E$, such that $L \notin \text{GapAND}_{O(N^2)}$-Formula$[N^{3-\epsilon}]$ for all constants $\epsilon > 0$, but $L \in O_{N^2}$-Formula$[N^2]$.

**Proof.** The function $L$ is very similar to the Andreev’s function. On an input $x$ of length $N$, let $m = \log N$ (we assume $N$ is a power of 2 for simplicity). To avoid the second input to Andreev, we want to find a function $f_{\text{hard}} : \{0,1\}^m \to \{0,1\}$ which cannot be 0.8-computed by $N^{1-\epsilon/2}$ formulas in $2^{O(N)}$ time (such a function exists by a simple counting argument). To find $f_{\text{hard}}$, we simply enumerate all possible functions $f : \{0,1\}^m \to \{0,1\}$, and check whether it can be 0.8-approximated by an $N^{1-\epsilon/2}$-size formula.

There are $2^{2^m} = 2^N$ possible functions on $m$ bits, and $(N^{1-\epsilon/2})^{O(N^{1-\epsilon/2})} = 2^{N^{1-\epsilon/2} \cdot \text{polylog}(N)}$ many formulas of $N^{1-\epsilon/2}$ size. Hence, a straightforward implementation of the algorithm runs in $2^{O(N)}$ time.
This section states and proves a result capturing an instantiation of the locality barrier for MCSP formula computing a gate with fanout formulas with \( n \). Consider a reduction of the problem to \( L \) with input length \( n \). Sacrificing such a small number of coordinates won’t affect a typical worst-case lower bound. Directly fed by input literals, one can fix just a small number of input wires in the circuit feeding the oracle circuit. Sacrificing such a small number of coordinates won’t affect a typical worst-case lower bound. Directly fed by input literals, one can fix just a small number of input wires in the circuit feeding the oracle circuit.

\[ \text{Oracle Circuits from Magnification} \]

For each \( k \), there is an \( O(k^2) \)-solving \( O(k^2) \)-graphs using at most \( O(k^2) \)-vertices for the corresponding circuit employs a single oracle gate \( O \) of fan-in at most \( O((\log n)^2) \). For each \( k \), there is an \( O(k^2) \)-solving \( O(k^2) \)-graphs using at most \( O(k^2) \)-vertices for the corresponding circuit employs a single oracle gate \( O \) of fan-in at most \( O((\log n)^2) \).

\[ \text{Extension of Lower Bound Techniques} \]

Parity \( \in \text{AC}^0 \) if the total number of input wires in the circuit feeding the \( O \)-gates is \( n/(\log n)^{o(1)} \).

Proof. The first item is established by inspection of the proof of Proposition 31, which relies on the circuit construction from [42] and a straightforward translation between vertex cover and clique detection. Recall that the circuit in [42] simulates a well-known kernelization algorithm for \( k \)-Vertex-Cover. This algorithm produces a graph \( H \) containing \( O(k^2) \) vertices and a new parameter \( k_H \leq k \). This graph can be described by a string of length \( O(k^4) \), and the pair \((H,k_H)\) becomes the input string to the single oracle \( O \) that is necessary in the oracle circuit construction. (If \( O \) solves vertex cover, the resulting oracle circuit correctly solves \((n-k)\)-Clique.)

The second item easily follows by simulating oracle circuits via interactive compression games (see e.g. [40, Section 5]). In other words, one can view a circuit with oracles as an interactive protocol between two parties, where one of them has unbounded computational power, and the other is restricted to computations in a fixed circuit class. The total number of wires feeding the oracle gates corresponds to the number of bits sent to the unbounded party. The desired lower bound for oracle circuits then follows immediately from the main result from [9], which shows that the random restriction method can be extended to establish limitations on circuits with oracle gates of large fan-in.

Informally, the main difficulty with the use of random restrictions in connection to HM Frontier E is that as soon as one simplifies a boolean circuit so that the oracle gate \( O \) is directly fed by input literals, one can fix just \( (\log n)^{O(C)} \) input variables and eliminate this gate. Sacrificing such a small number of coordinates won’t affect a typical worst-case lower bound based on the random restriction method.

5.1.6 Lower Bounds Through Reductions

Consider a reduction of PARITY to MCSP[\( 2^{n/2} / 2n, 2^{n/2} \)] by subquadratic-size \( n^{1/3} \)-almost formulas with \( n^{1/3} \) MCSP (possibly non-local) oracles at the bottom of each principal formula computing a gate with fanout \( > 1 \). By Theorem 46, such a reduction would imply MCSP[\( 2^{n/2} / 2n, 2^{n/2} \)] \( \not\in n^{1/2} \text{-almost-Formula}[N^{1.1}] \) assuming that after replacing all oracles by
n^\varepsilon\text{-almost formulas of size } N^{1.1}\text{ the total size of the resulting circuit remains } < N^{2-9(\varepsilon+\varepsilon')}.

In combination with hardness magnification, this would give us \( \text{NP} \not\subseteq \text{NC}^1 \). Unfortunately, Theorem 46 rules this possibility out.

▶ Corollary 51. \textit{PARITY} is not computable by subquadratic-size \( n^\varepsilon\text{-almost formulas with } n^\varepsilon \text{ oracle gates computing } \text{MCSP}[2^{n^{1/2}}/2n, 2^{n^{1/2}}], \) assuming that after replacing all oracles by \( n^\varepsilon\text{-almost formulas of size } N^{1.1}\text{ the total size of the resulting circuit remains } < N^{2-9(\varepsilon+\varepsilon')} \) for \( \varepsilon + \varepsilon' < 1 \).

Proof. Assume the reduction in question exists. By Theorem 29, for every \( \varepsilon > 0 \) and all sufficiently big \( n \), \( \text{MCSP}[2^{n^{1/2}}/2n, 2^{n^{1/2}}] \) is computable by \( N^{1.1}\text{-size } n^\varepsilon\text{-almost formulas with local oracles at the bottom of principal formulas computing gates with fanout } > 1 \). By the assumption, if we replace the \( \text{MCSP} \) oracles in the reduction by almost-formulas with local oracles, the resulting circuit is an \( n^{\varepsilon+\varepsilon'}\text{-almost formula of size } N^{2-9(\varepsilon+\varepsilon')} \) with oracles of bounded fan-in. This contradicts the second item of Theorem 46. ▷

Analogous arguments rule out the possibility of establishing strong lower bounds via reductions also in other HM frontiers.

5.2 Lower Bounds Below Magnification Threshold

The localizations presented in this section show that one cannot obtain strong circuit lower bounds by “lowering the threshold” in certain hardness magnification proofs. As a consequence of one of our results (Theorem 59 in Section 5.2.2), we also refute the Anti-Checker Hypothesis from [39].

5.2.1 \( \text{AC}^0 \) Lower Bounds via Pseudorandom Restrictions

In this section we show that the \( \text{AC}^0 \) lower bounds proved for \( \text{MCSP} (\text{MKtP}) \) via pseudorandom restrictions [16] (see also Section 3.1) localize in a very strong sense.

We use \( \text{AC}_d^0[O_1, O_2, \ldots, O_d] \) to denote \( \text{AC}_d^0 \) circuits extended with arbitrary oracles, such that oracle gates on the \( i \)-th level (the gates whose distance from the inputs is \( i \)) have fan-in at most \( O_i \).

▶ Theorem 52. There is a constant \( c \) such that for all \( \varepsilon > 0 \), constants \( d \), and \( O_1, O_2, \ldots, O_d \) such that \( \prod_{i=1}^{d} O_i \leq N/(\log N)^{c(1)} \), \( \text{MCSP}[n^\varepsilon, n^{2\varepsilon}] \not\in \text{AC}_d^0[O_1, O_2, \ldots, O_d][\text{poly}(N)]. \)

▶ Remark 53. We remark that the constraint on oracles in the above theorem is incomparable to the second item of Proposition 50. Here we focus on the maximum oracle fan-in at each level, while there the focus is on the total fan-in of all oracles. A lower bound result for an explicit problem with parameters similar to Theorem 52 is not known for \( \text{AC}^0 \) oracle circuits extended with parity gates (see [40] for results in this direction).

We are going to apply Lemma 17, together with the following well-known results on \( k \)-wise independence fooling CNFs.

▶ Lemma 54 ([7, 53]). \( k = O(\log(M/\varepsilon) \cdot \log(M)) \)-wise independent distribution \( \varepsilon \)-fools \( M \)-clauses CNFs.

Combining Lemma 17 and Lemma 54, we have the following lemma.
\textbf{Lemma 55.} Let $\varphi$ be a $t$-width $M$-clause CNF formula over $N$ inputs, $p = 2^{-q}$ for some $q \in \mathbb{N}$, and $\varepsilon_0 > 0$ be a real. There is a $p$-regular, $k = \Theta(\log(M \cdot 2^{t(q+1)/\varepsilon_0}) \cdot \log(M \cdot 2^{t(q+1)} \cdot q^{-1}))$-wise independent random restriction $\rho$ such that
\[ \Pr_{\rho \sim \rho}[\DT(\varphi|_\rho) > s] \leq 2^{s+1}(5pt)^s + \varepsilon_0 \cdot 2^{(s+1)(2t+\log M)}. \]
Moreover, $\rho$ is samplable with $O(t \cdot q \cdot \text{polylog}(M,N) \cdot \log(1/\varepsilon_0))$ bits, and each output coordinate of the random restriction can be computed in time polynomial in the number of random bits.

The moreover part follows from standard construction of $k$-wise independent distributions (see e.g. [55]).

We also need the following lemma which states that an arbitrary oracle with inputs being small-size decision trees shrinks to a small-size decision tree with high probability, under suitable pseudorandom restrictions.

\textbf{Lemma 56.} Let $O : \{0,1\}^T \rightarrow \{0,1\}$ be an arbitrary function, and $D_1, D_2, \ldots, D_T$ be $T$ $k$-query decision trees on variables $x_1, x_2, \ldots, x_N$. Let $F := O \circ (D_1, D_2, \ldots, D_T)$ be their compositions. For $s \in \mathbb{N}$, and all $k(s+1)$-wise independent $1/(T \cdot k^2)$-regular random restriction $\rho$, we have
\[ \Pr_{\rho \sim \rho}[\DT(F|_\rho) > s] \leq \left( \frac{k(s+1)}{2e^2} \right)^{-(s+1)}. \]

\textbf{Proof.} We focus on the following particular decision tree for evaluating $\{D_1, D_2, \ldots, D_T\}$ with respect to a restriction $\rho : [N] \rightarrow \{0,1,\ast\}$:

\begin{algorithm}
\caption{Eval($\rho, D_1, D_2, \ldots, D_T$).}
\begin{itemize}
  \item For $i$ from 1 to $T$:
    \begin{itemize}
      \item Simulate decision tree $D_i$ with restriction $\rho$. That is, when $D_i$ queries an index $j$, we feed $\rho_j$ to $D_i$ if $\rho_j \in \{0,1\}$, and query the $j$-th bit otherwise.
      \item Let $\alpha_i$ be the output of the $i$-th decision tree, we output $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_T)$.
    \end{itemize}
\end{itemize}
\end{algorithm}

To obtain a decision tree for $F|_\rho$, we can run $\text{Eval}(\rho, D_1, D_2, \ldots, D_T)$ to obtain $\alpha$ first and output $F(\alpha)$ at the end.

Let $\DT(F|_\rho)$ be the query complexity of the above decision tree. Since $\DT(F|_\rho) \leq \DT(F|_\rho)$, $\DT(F|_\rho)$ is the minimum complexity among all decision trees computing $F|_\rho$, it suffices to bound
\[ \Pr_{\rho \sim \rho}[\DT(F|_\rho) > s]. \]

Consider the event that $\DT(F|_\rho) > s$, it is equivalent to that there exists a string $w \in \{0,1\}^t$, such that if we fix the first $s$ queried unrestricted bits in $\rho$ according to $w$, $\text{Eval}$ ends up querying $> s$ bits. (Note that since we only care about whether $\DT(F|_\rho) > s$, we can force the algorithm to abort if it tries to make the $(s+1)$-th query.)
Now, suppose we fix the string \( w \), then the number of queries made by \( \text{Eval} \) only depends on \( \rho \). Suppose the algorithm has queried at least \( s + 1 \) bits, we let \( D_1', D_2', \ldots, D_t' \) be the decision trees in which the algorithm made queries during the first \( s + 1 \) queries. This implies that if we run \( \text{Eval}(\rho, D_1', D_2', \ldots, D_t') \) with respect to the same string \( w \), the algorithm also makes at least \( s + 1 \) queries.

Now, since \( \rho \) is \( k(s+1) \)-wise independent. The probability that \( \text{Eval}(\rho, D_1', D_2', \ldots, D_t') \) makes at least \( s + 1 \) queries with respect to the fixed string \( w \) is bounded by

\[
(T \cdot k^2)^{-s-1} \cdot \left( \frac{t \cdot k}{s+1} \right)^{s+1} \leq (T \cdot k^2)^{-\frac{1}{2^{l-1}}} \cdot \left( \frac{t \cdot k}{s+1} \right)^{s+1} \leq \left( \frac{T \cdot k}{s+1} \right)^{-\frac{1}{2^{l-1}}}.
\]

Putting everything together, we have

\[
\Pr_{\rho \sim \rho}[\overline{D}(F|\rho) > s] \leq 2^s \cdot \left( \frac{T \cdot k}{s+1} \right)^{-s-1} \cdot \sum_{t=0}^{s+1} \left( \frac{T}{t} \right)^{s+1} \leq 2^s \cdot \left( \frac{k \cdot (s+1)}{2s^2} \right)^{-s-1}.
\]

\[\blacktriangleright \text{Remark 57. Clearly, Lemma 56 also holds when } \rho \text{ is } k(s+1) \)-wise independent and } p \text{-regular, for } p \leq \frac{1}{T^2}.\]

Now we are ready to prove Theorem 52.

**Proof of Theorem 52.** We assume \( N \) and \( \log N \) are both powers of 2 for simplicity. Let \( p = 1/\log^5 N, \varepsilon_0 = 2^{-\log^6 N}, s = t = 10 \log^2 N, M = 2^s \cdot N^{\log N}, \) and \( \rho \) be the \( k \)-wise independent \( p \)-regular random restriction guaranteed by Lemma 55. Note that we have \( k = \omega(\log^6 N) \) and \( k = \log^{O(1)} N \).

Let \( C \in \text{AC}^0_d[O_1, O_2, \ldots, O_d] \) be a circuit with \( S \) gates computing \( \text{MCSP}[n^e, n^{2e}] \). For each \( i \in [d] \), let \( S_i \) be the number of gates at level \( i \) (i.e., the gates whose distance from the input gates is \( i \)). Recall that \( O_i \) is the maximum oracle fan-in at level \( i \). We are going to prove the stronger claim that \( S = \Omega(N^{\log N}) \). Now, suppose for the sake of contradiction that \( S \leq N^{\log N}/8 \).

Now we proceed in \( d \) iterations. We will ensure that at the end of the \( i \)-th iteration, all gates at level \( i \) become \( s \)-query decision trees with high probability. At the \( i \)-th iteration, we apply \( \rho \)

\[
\tau_i = \lceil \log_1(1/O_i) \rceil + 1
\]

times. It is straightforward to see that the composition of \( \tau_i \) independent restrictions from \( \rho \) is a \( k \)-wise independent \( p_i \)-regular random restriction for \( p_i = p^{\tau_i} \leq \frac{1}{O_i \log N} \).
Note that each oracle gate at original level \( i \) has inputs computed by \( s \)-query decision trees (at the first step, one can treat the input variables as 1-query decision trees). By Lemma 56 and noting that \( k \geq s(s+1) \) and \( O_i \cdot \log^2 N \geq O_i \cdot s^2 \), with probability at least

\[
1 - S_i \cdot \left( \frac{s(s+1)}{2e^2} \right)^{-s(s+1)} \geq 1 - S_i \cdot N^{-\log N},
\]

all oracle gates at level \( i \) become \( s \)-query decision trees after these \( \tau_i \) restrictions.

Similarly, note that each AND / OR gate at level \( i \) are equivalent to a CNF or DNF with width-\( s \) and size at most \( 2^s \cdot S \). By Lemma 55, again with probability at least

\[
1 - S_i \cdot \left( 2^{s+1} + (5p)^s \right) + c_0 \cdot 2^{(s+1)(2t+\log M)} \geq 1 - S_i \cdot \left( 2^{20 \log^2 N + 1} \cdot (1/\log^5 N) \cdot 10 \log^2 N \right)^{10 \log^2 N} + 2^{-8 \log N} \cdot 2^{(10 \log^2 N + 1)(20 \log^2 N + \log(\log N \cdot 2\log^2 N))} \geq 1 - S_i \cdot N^{-\log N},
\]

all AND / OR gates at level \( i \) become \( s \)-query decision tree after these \( \tau_i \) restrictions.

Finally, note that in total we have applied \( \rho \) at most

\[
\tau_{\text{total}} = 2d + \log_{1/p} \left( \prod_{i=1}^{d} O_i \right) = \log_{1/p} N - \omega(1)
\]
times, and the final output gate shrinks to an \( s \)-query decision tree with probability at least

\[
1 - 2 \cdot S \cdot N^{-\log N}.
\]

Since \( S \leq N^{\log N}/8 \), with probability at least 3/4, after all these restrictions, \( C \) is equivalent to an \( s \)-query decision tree.

Now let \( p_{\text{end}} = p_{\text{rand}}^{-\omega(1)} \). By Chebyshev’s inequality, the number of unrestricted variables at the end of the restriction is at least \( N_{\text{remain}} = \frac{1}{2} \cdot p_{\text{end}} \cdot N = (\log N)^{\omega(1)} \) with probability at least 1/2. Therefore, with probability at least 1/4, at the end of the restrictions, it holds that the remaining circuit \( C \) is equivalent to an \( s \)-query decision tree \( D \), and the number of unrestricted variables is at least \( N_{\text{remain}} \).

Suppose we fix all these remaining unrestricted variables to be 0 to get an input \( x^* \), since each restriction from \( \rho \) can be computed by a \( \text{poly}(n) \)-size circuit, \( x^* \) has a circuit of \( \text{poly}(n) \cdot \log N = \text{poly}(n) \leq n^c \) size (now we set \( c \)). Let \( S \) be the set of input variables that \( D \) queries on the input \( x^* \). Note that there are at least \( 2^{N_{\text{remain}} - |S|} \) ways of assigning values to unrestricted variables while keeping variables in \( S \) all 0. And we can see that \( F^* \)’s output on \( x^* \) is the same as its output on all of these assignments. But there must exist at least one assignment such the MCSP value is at least \( (\log N)^{2c} = n^{2c} \cdot 2^{N_{\text{remain}} - |S|} = 2^{n^{\omega(1)}} \), contradiction to the assumption that \( C \) computes \( \text{MCSP}[n^c, n^{2c}] \).

### 5.2.2 The Nearly Quadratic Formula Lower Bound of [23]

In this section, we prove that the nearly quadratic formula lower bound of [23] localizes, and thereby proving the third item of Theorem 2. This localization indeed refutes a family of possible approaches to establish circuit lower bounds through hardness magnification via “lowering the threshold”.

\[
\text{MCSP}[n^c, n^{2c}]
\]
More concretely, consider the following hypothesized approach. Suppose we can compute $\text{MCSP}[2\sqrt{n}]$ by a formula $F$ with $\text{NP}$ oracles, such that when we replace every oracle $O$ with fan-in $\beta$ in $F$ by a formula of size $\beta^k$ which reads all its inputs exactly $\beta^{k-1}$ times, the size of the new formula is less than $N^{1.99}$. Then we know that $\text{NP}$ cannot be computed by formulas of size $n^k$ which reads all its inputs exactly $n^{k-1}$ times, as otherwise we get an $N^{1.99}$-size formula for $\text{MCSP}[2\sqrt{n}]$, which is a contradiction to the lower bound in [23]. If this holds for all $k > 0$, then we would have $\text{NP} \not\subseteq \text{Formula}[n^k]$ for all $k$.

In the following, by localizing [23], we show that there is no such oracle formula construction for $\text{MCSP}$ even if the oracles can be arbitrary. This excludes magnification theorems obtained by approaches that unconditionally produce circuits with oracles, and essentially addresses a question from [39]. It also suggests that the consideration of almost-formulas in HM Frontier C is unavoidable.

### A Size Measure on Oracle Formulas and A Potential Approach to Formula Size Lower Bound

We first introduce a size measure $\text{Size}_t$ on oracle formulas to formalize the previous discussion.

For a parameter $t$ and an oracle formula $F$, we define $\text{Size}_t(F)$ as the size of the formula, if we replace every oracle $O$ with fan-in $\beta$ in $F$ by a formula of size $\beta^t$ which reads all its inputs exactly $\beta^{t-1}$ times.

More formally,

$$\text{Size}_t(F) := \begin{cases} \text{Size}_t(F_1) + \text{Size}_t(F_2) & F = F_1 \land F_2 \text{ or } F = F_1 \lor F_2, \\ \beta^{t-1} \cdot \left( \sum_{i=1}^{\beta} \text{Size}_t(F_i) \right) & F = O(F_1, F_2, \ldots, F_{\beta}). \end{cases}$$

**Proposition 58.** For a constant $k > 0$, if there is an $\text{NP}$ oracle formula $F$ (all oracles are languages in $\text{NP}$) for $\text{MCSP}[2\sqrt{n}]$ such that $\text{Size}_{k+1}(F) \leq N^{2-\varepsilon}$ for a constant $\varepsilon > 0$, then $\text{NP} \not\subseteq \text{Formula}[n^k]$.

**Proof.** Suppose $\text{NP} \subseteq \text{Formula}[n^k]$ for the sake of contradiction. Then in particular each $\text{NP}$ language can be computed by a size-$n^{k+1}$ formula which reads all its inputs exactly $n^k$ times by adding some dummy nodes in the formula. Therefore, by replacing all $\text{NP}$ oracles in $F$ by such formulas, we have an $N^{2-\varepsilon}$-size formula for $\text{MCSP}[2\sqrt{n}]$, in contradiction to the lower bound in [23].

### Localization of [23]

Our following theorem shows that the above approach is not viable even with $k = 3$ by localizing [23], with a moderate constraint on the adaptivity of the oracle circuits.

**Theorem 59.** There is a universal constant $c$ such that for all constants $\varepsilon > 0$ and $\alpha > 2$, $\text{MCSP}[n^c, 2^{\varepsilon/\alpha} \cdot n]$ cannot be computed by oracle formulas $F$ with $\text{Size}_t(F) \leq N^{2-\varepsilon}$ and adaptivity $o(\log N/\log \log N)$ (that is, on any path from root to a leaf, there are at most $o(\log N/\log \log N)$ oracles).

**Remark 60.** It is not hard to see that the adaptivity can be at most $O(\log N)$ given the condition $\text{Size}_{3}(F) \leq N^{2-\varepsilon}$.

Before proving Theorem 59, we first show it refutes the Anti-Checker Hypothesis (restated below) from [39].
The Anti-Checker Hypothesis. For every $\lambda \in (0, 1)$, there are $\varepsilon > 0$ and a collection $\mathcal{Y} = \{Y_1, \ldots, Y_\ell\}$ of sets $Y_i \subseteq \{0, 1\}^n$, where $\ell = 2^{(2-\varepsilon)n}$ and each $|Y_i| = 2^{n^{1-\varepsilon}}$, for which the following holds.

If $f : \{0, 1\}^n \mapsto \{0, 1\}$ and $f \notin \text{Circuit}(2^{n^3})$, then some set $Y \in \mathcal{Y}$ forms an anti-checker for $f$: For each circuit $C$ of size $2^{n^3/10n}$, there is an input $y \in Y$ such that $C(y) \neq f(y)$.

**Corollary 61.** The Anti-Checker Hypothesis is false.

**Proof.** It is easy to see that, assuming the Anti-Checker Hypothesis, we can solve $\text{MCSP}[2^{n^{1/3}}, 2^{n^{2/3}}]$ with a formula $F$ of $N^{2-\varepsilon}$ size which uses $N^{2-\varepsilon}$ oracles of fan-in $\text{poly}(n)2^{n^{1-\varepsilon}} = \text{polylog}(N) \cdot 2^{(\log N)^{1-\varepsilon}} = N^{o(1)}$ only at the layer above the inputs, for some $\varepsilon > 0$. However, since $\text{SIZE}_3(F) \leq N^{2-\varepsilon+o(1)}$, $F$ cannot compute $\text{MCSP}[2^{n^{1/3}}, 2^{n^{2/3}}]$ by Theorem 59, contradiction.

Now we are ready to prove Theorem 59.

**Proof of Theorem 59.** Let $k = \log^3 N$, and $\rho$ be the $k$-wise independent $(1/\sqrt{3})$-regular random restriction guaranteed by Lemma 12.

For an oracle formula $F$ and a sub-formula $G$ of it, we say $G$ is a maximal sub-formula if $G$ is an entire subtree rooted at either the root, an oracle gate, or a gate whose father is an oracle.

We are going to apply $t = \Theta(\log_k N)$ independent pseudorandom restrictions $\rho_1, \rho_2, \ldots, \rho_t$, each distributed identically to $\rho$, where $t$ will be set precisely later.

**The Overall Proof Structure**

To analyze the size of the oracle formula under the random restriction sequence $\rho_1, \rho_2, \ldots, \rho_t$, we define a potential function $\Phi$ inductively for all maximal sub-formulas of the given formula $F$. As it will be clear from the definition, $\Phi$ is not only a function of the structure of the oracle formula, but also depends on the history of the pseudorandom restrictions.

Formally, for each maximal sub-formula $G$ of the given formula $F$, and for each integer $0 \leq i \leq t$, we define a random variable $\Phi_{G,i}$, which denotes the potential function of $G$ after the first $i$ pseudorandom restrictions and only depends on $\rho_1, \rho_2, \ldots, \rho_i$.

**Definition of Tiny formulas and Blow up**

For an oracle formula, if the top gate is an oracle, we say it is tiny if it depends on at most $\log N$ variables. Otherwise, we say it is tiny if it depends on at most $c_{\text{tiny}} \cdot k$ variables, for a constant $c_{\text{tiny}}$ to be specified later.

After each pseudorandom restriction, for a formula with an oracle gate at the top, when it depends on at most $b = 20$ variables, we blow it up to a formula of size $B = 2^b$ (note that if there are two oracle gates $u, v$ such that $u$ and $v$ both depend on at most $b$ variables and $u$ is an ancestor of $v$, then it suffices to only blow up $u$).

The above two definitions (tiny formulas and the process of blowing up) may not seem easy to understand at first. Let us explain the motivation behind them. The key difficulty of the proof is to handle the oracle gates properly. The process of blowing up ensures that whenever an oracle becomes too small, we just replace it with a constant size normal formula, so it becomes easier to deal with.

The definition of tiny formulas is more subtle. As it will be clearly in Case II and Case III of the inductive definition of $\Phi$, setting the threshold of being tiny to $\log N$ for oracle formulas with top oracle gates ensures that the corresponding event of becoming tiny happens with high probability, which is indeed crucial in our proof.
The properties of $\Phi$

We require the following properties on $\Phi$.

1. For an oracle formula $F$, $\Phi$ is multiplied by a factor of $\frac{c_F}{\rho}$ under $\rho$ in expectation, where $c_F$ depends on $F$ but it is upper bounded by a universal constant.
2. With probability $1 - p_F$, for all stages, and all maximal sub-formulas $G$ of $F$, $\Phi = 0$ for $G$ implies that $G$ is tiny, where $p_F$ depends on $F$ but it is upper bounded by $N^{-2}$.
3. It holds that either $\Phi = 0$ or $\Phi \geq 1$. Together with the second item, it implies that if the oracle formula is not tiny then $\Phi \geq 1$.

With these carefully designed properties of $\Phi$, the overall proof is straightforward. We first show that $\Phi$ of $F$ is closely related to $\text{SIZE}_S(F)$, and our conditions on the oracle formula imply that $\Phi$ of the whole oracle formula is bounded by $N^{2-\varepsilon + o(1)}$ at the beginning. Then after roughly $t \approx \log_k (N^{2-\varepsilon + o(1)})$ rounds of restrictions from $\rho$, $\Phi$ becomes 0 with a good probability, which also implies the whole oracle formula becomes tiny (only depend on polylog($N$) bits).

But then we argue that after $t$ rounds of restrictions from $\rho$, with high probability the number of unrestricted variables is still at least $N^{\Omega(1)}$. Using a similar argument as from [23, 42, 39], we show that the tiny oracle formula left behind cannot compute $\text{MCSP}[n^c, 2^{\varepsilon/\alpha \cdot n}]$ on the remaining variables, which concludes the proof.

The Inductive Definition of the Potential Function $\Phi$

In the following, we gradually develop the definition of the potential function $\Phi$. We remark that Case I and Case II below are actually special cases of Case III and Case IV respectively. We discuss them first in the hope that they provide some intuitions and make it easier to understand the more complicated Case III and Case IV.

Case I: $\Phi$ for a Pure Formula

We begin with the simplest case of pure formulas $F$ (formulas with no oracles) of size $S$. We define

$$\Phi = \begin{cases} S & S \geq 100 \cdot k, \\ 0 & \text{otherwise}. \end{cases}$$

It follows from the shrinkage lemma [21], formula decomposition [51, Claim 6.2], and the $k$-wise independence of $\rho$ that, when $S \geq 100 \cdot k$, the expected size of $S$ drops by a factor of at least $k/c_{\text{Tal}}$, for a universal constant $c_{\text{Tal}}$ (we can set $c_F = c_{\text{Tal}}$). Otherwise, the formula is tiny. It is straightforward to verify that all three properties of $\Phi$ are satisfied (we can set $p_F = 0$ in this case).

Case II: $\Phi$ for a Pure Oracle

Next we consider the case that $F$ is a pure oracle $O$ with fan-in $T$ (pure oracle means each input to $O$ is just a variable). We set

$$\Phi = T^2 \cdot k^3$$

at the beginning. And set $\Phi \leftarrow \Phi/k$ after each $\rho$. Whenever it happens $\Phi < 1$, we set $\Phi = 0$ afterwards. Here, we can simply set $c_F = 1$.  

Now we argue that with probability at least $1 - N^{-5}$ (that is, we set $p_F = N^{-5}$), when $\Phi = 0$, $O$ only depends on at most $\log N$ variables and therefore becomes tiny.

Note that $\Phi = 0$ means at least $\log T^2$ rounds of random restrictions have been applied. Their composition is a $k$-wise independent restriction which keeps a variable unrestricted with probability at most $T^{-1}$. Therefore, the probability that the number of alive variable is larger than $\log N$ is smaller than

$$\left(\frac{T}{\log N}\right)^{\log N} \leq \left(\frac{e \cdot T}{\log N}\right)^{\log N} \cdot T^{-\log N} \leq \left(\frac{e}{\log N}\right)^{\log N} \leq N^{-5}.$$

Note that in the above inequalities we can safely assume $T > \log N$.

**Case III: $\Phi$ for an Oracle Formula with an Oracle Top Gate**

Then we move to the case of a maximal sub-formula $F$ with an oracle top gate $O$ with fan-in $T$. Let $\Phi_i$ be the corresponding potential function of the maximal sub-formula with root being the $i$-th input to $O$. We set

$$\Phi = \max \left(\sum_{i=1}^{T} \Phi_i, 1/k\right) \cdot T^2 \cdot k^4,$$

at the beginning.

When $\sum_{i=1}^{T} \Phi_i > 0$, we still let $\Phi = \left(\sum_{i=1}^{T} \Phi_i\right) \cdot T^2 \cdot k^4$. When $\sum_{i=1}^{T} \Phi_i$ first becomes 0 (this could happen before the first restriction, if $\sum_{i=1}^{T} \Phi_i = 0$ at the beginning), we set $\Phi = T^2 \cdot k^3$ and decrease it by a factor of $k$ during each later restriction, and set it to 0 if it becomes $< 1$.

Here, we set $c_F$ to be the maximum of $c_{F'}$ for all maximal sub-formulas $F'$ whose root is an input to the top oracle gate $O$ in $F$.

First let us argue that $\Phi$ is multiplied by a factor of $\frac{c_F}{T}$ after each $\rho$ in expectation. When $\sum_{i=1}^{T} \Phi_i = 0$, it is evident from the way we set $\Phi$ (note that $c_F \geq 1$). When $\sum_{i=1}^{T} \Phi_i > 0$, it follows from the induction as each $\Phi_i$ is multiplied by a factor of $\frac{c_F}{T}$ after each $\rho$ in expectation. In the borderline case when $\sum_{i=1}^{T} \Phi_i > 0$ before $\rho$ and becomes 0 afterwards. One can see $\Phi$ drops from at least $T^2 \cdot k^4$ to at most $T^2 \cdot k^3$.

Moreover, when $\sum_{i=1}^{T} \Phi_i = 0$, with probability at least $1 - \sum_{i=1}^{T} p_{F_i}$ (where $F_i$ is the $i$-th sub-formula whose root is an input to the top oracle gate $O$ in $F$) all the sub-formulas are tiny, so at this time the oracle depends on at most $O(T \cdot k)$ variables.

Therefore, when $\Phi$ drops to 0, with probability at least $1 - \sum_{i=1}^{T} p_{F_i} - N^{-5}$ the whole oracle formula becomes tiny, by a calculation similar to the pure oracle case. Therefore, we can set $p_F = \sum_{i=1}^{T} p_{F_i} + N^{-5}$.

**Case IV: $\Phi$ for a Formula with Oracle Leaves**

Finally, we deal with the most complicated case when the maximal sub-formula $F$ is a formula with oracle leaves. Suppose $F$ is a formula of size $S$ with $m$ oracle leaves. Let $\Phi_i$ be the potential function of the sub-formula corresponding to the $i$-th oracle leaf. Also, let $c_{\text{drop}}$ be the maximum of the $c_{F_i}$’s of all the sub-formulas corresponding to the oracle leaves.

---

16 Note that for this argument, a potential function of $T \cdot k$ already suffices. We use $T^2 \cdot k^3$ here to make it consistent with Case III.
The difficulty in analyzing this case is that there could be many oracles which are tiny but have not blown up yet, and we have to keep track of the number of such oracles. Let \( N_{\text{active}} \) be the number of remaining active tiny oracles (oracles which are tiny but have not blown up). Clearly, \( N_{\text{active}} \leq S \) at the beginning.

We set \( \Phi = S + N_{\text{active}} \cdot k^2 + \sum_{i=1}^{m} \Phi_i \cdot k^4 \),

at the beginning. When \( S \leq 100 \cdot k \) happens, we change \( \Phi \) to be

\[
N_{\text{active}} \cdot k^2 + \sum_{i=1}^{m} \Phi_i \cdot k^4
\]

afterwards.

After each \( \rho \), if \( S \geq 100 \cdot k \), the expected size of \( S \) becomes at most

\[
c_1 \cdot S/k + c_2 \cdot k \cdot \left( \sum_{i=1}^{m} \Phi_i + N_{\text{active}} \right)
\]

for two universal constants \( c_1 \) and \( c_2 \). This bound holds because, by Claim 4.4 of [24], a formula of size \( S \) can be decomposed into \( 6S/k \) sub-formulas, each of size at most \( k \), and each formula has at most 2 sub-formula children.

The number of active oracle leaves (which are not blown up) is at most \( \sum_{i=1}^{m} \Phi_i + N_{\text{active}} \).

Hence, at least \( 6 \cdot S/k - \sum_{i=1}^{m} \Phi_i - N_{\text{active}} \) sub-formulas do not contain an active oracle leaf, and their total expected size is \( O(S/k) \) after \( \rho \) (by Lemma 4.1 and Lemma 4.3 of [24], and [51]). For those sub-formulas containing active oracle leaves, their total size is at most \( (\sum_{i=1}^{m} \Phi_i + N_{\text{active}}) \cdot O(k) \) after \( \rho \) (this takes account of the worst case situation that all these active oracle leaves blow up).

Also, we can see that after \( \rho \), \( N_{\text{active}} \) becomes at most

\[
N_{\text{active}}/k^2 + \sum_{i=1}^{m} \Phi_i
\]

in expectation. This is because for a tiny active oracle depending on at most \( \log N \) variables, the probability that it does not blow up after \( \rho \) is at most

\[
\left( \frac{\log N}{b} \right) \cdot k^{-b/2} \leq (\log N)^{b-1.5b} = (\log N)^{-10} \leq 1/k^2.
\]

By induction, we also have that \( \sum_{i=1}^{m} \Phi_i \) is multiplied by a factor of \( \frac{c_{\text{drop}}}{k} \) in expectation as well after each \( \rho \). Therefore, after \( \rho \), the expectation of \( \Phi \) can be bounded by

\[
\phi \leq S \cdot \frac{c_1}{k} + N_{\text{active}} \cdot k^2 \cdot \frac{c_2 + 1/k}{k} + \sum_{i=1}^{m} \Phi_i \cdot k^4 \cdot \left( \frac{c_{\text{drop}} + c_2/k^2 + 1/k}{k} \right)
\]

We can set \( c_F = \max(c_1, c_2 + 1/k, c_{\text{drop}} + c_2/k^2 + 1/k) \).
Recall that when \( S \leq 100 \cdot k \) happens, we change \( \Phi \) to be

\[
N_{\text{active}} \cdot k^2 + \sum_{i=1}^{m} \Phi_i \cdot k^4
\]

afterwards.

By the previous discussion, after this \( \Phi \) still drops by a factor of \( k/c_F \) in expectation after each \( \rho \). Note that when \( \Phi = 0 \), we can see the size of the whole formula is smaller than \( B \cdot 100 \cdot k = O(k) \), therefore it is tiny (here we set \( c_{\text{tiny}} = B \cdot 100 \)). This is because \( \Phi = 0 \) implies \( S \leq 100 \cdot k \) happened at some point, and also \( N_{\text{active}} = \sum_{i=1}^{m} \Phi_i = 0 \). They together imply that all oracles have blown up, and the size bound follows since each oracle adds at most \( B \) leaves.

Let \( F_i \) be the sub-formula with root being the \( i \)-th oracle leaf. In this case, we can set \( p_{F_i} = \sum_{i=1}^{m} p_{F_i} \).

The MCSP Lower Bound

Let \( F \) be an oracle formula with \( \text{SIZE}_3(F) \leq N^{2-\varepsilon} \) and adaptivity \( \tau = o(\log N / \log \log N) \). We first need to verify that \( c_F \) is upper bounded by a universal constant. One can upper bound

\[
c_F \leq \max(c_1, c_2 + 1/k, c_{\text{tal}}) + \tau \cdot (c_2/k^2 + 1/k) \leq \max(c_1, c_2 + 1/k, c_{\text{tal}}) + o(1) = O(1).
\]

We can also upper bound \( p_F \) by \( p_F \leq N^{-5} \cdot N^2 = N^{-3} \).

By the inductive definition of the potential function \( \Psi \) on maximal sub-formulas, it is not hard to show that

\[
\Phi \leq \text{SIZE}_3(F) \cdot k^{O(\tau)} \leq N^{2-\varepsilon + o(1)}.
\]

Note that this inequality crucially employs the definition of \( \text{SIZE}_3(\cdot) \).

After each \( \rho \), \( \Phi \) is reduced by a factor of \( k/c_F \). After

\[
t = \lceil \log_{k/c_F} \Phi \rceil + 2
\]

rounds of \( \rho \), the expected \( \Phi \) of the overall formula becomes \( < 1/10 \), which means with probability \( 0.9 - p_F \geq 0.8 \) it is tiny and only depends on at most \( O(k) = O(\log^3 N) \) variables.

Note that by definition

\[
(k/c_F)^t \leq \Phi \cdot k^3,
\]

and therefore

\[
k^t \leq \Phi \cdot k^3 \cdot (c_F)^t \leq N^{2-\varepsilon + o(1)},
\]

as \( (c_F)^t = (c_F)^{O(\log N / \log \log N)} = N^{o(1)} \).

The composition of \( t \) independent \( \rho \) keeps a variable unrestricted with probability \( k^{-t/2} \geq N^{-1-\varepsilon/2-o(1)} \), and is clearly pairwise independent. By Chebyshev’s inequality, after \( t \) restrictions from \( \rho \), with probability 0.5, at least

\[
1/2 \cdot N \cdot N^{-1+\varepsilon/2-o(1)} \geq N^{\varepsilon/2-o(1)}
\]

variables remain active. So with probability at least 0.3, after \( t \) restrictions from \( \rho \), the remaining formula \( F \) only depends on \( O(\log^3 N) \) variables, and the number of remaining unrestricted variables is at least \( N^{\varepsilon/2-o(1)} \).
Suppose we fix all these remaining unrestricted variables to be 0 to get an input $x^*$. Since each restriction from $\rho$ can be computed by a $\text{poly}(n)$-size circuit, $x^*$ has a circuit of $\text{poly}(n) \cdot t = \text{poly}(n) \leq n^c$ size (here we set $c$). Let $S$ be the set of input variables that $F$ depends on. Note that there are at least $2^{2^{\varepsilon/\alpha}} \leq \text{poly}(n)$ ways of assigning values to unrestricted variables while keeping variables in $S$ all 0. Since $F$ only depends on $S$, $F$’s output on $x^*$ is the same as its output on all of these assignments. But there must exist at least one assignment such the $\text{MCSP}$ value is at least $N^{\varepsilon/\alpha} = 2^{(\varepsilon/\alpha)n}$ as $\alpha > 2$. Therefore, $F$ cannot compute $\text{MCSP}[n^c, 2^{(\varepsilon/\alpha)n}]$. ▷
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A.1 Previous Work

We focus on some representative examples. For definitions and more details, check Section 2 or consult the original papers.

Srinivasan [50] (Informal). If there exists $\varepsilon > 0$ such that $n^{1-o(1)}$-approximating $\text{MAX-CLIQUE}$ requires boolean circuits of size at least $m^{1+\varepsilon}$ (where $m = \Theta(n^2)$), then $\text{NP} \not\subset \text{Circuit[poly]}$.
Allender-Koucký [3] and Chen-Tell [13]. The following results hold.

- Let $II \in \{\text{BFE, WS}_5, \text{WS}_5-\text{STCONN}\}$. Suppose that for each $c > 1$ there exist infinitely many $d \in \mathbb{N}$ such that $\text{TC}^0$ circuits of depth $d$ require more than $n^{1+c^{-d}}$ wires to solve $II$. Then, $\text{NC}^1 \not\subset \text{TC}^0$.
- Suppose that for each $c > 1$ there exist infinitely many $d \in \mathbb{N}$ such that $\text{MAJ}$ cannot be computed by $\text{ACC}^0$ circuits of depth $d$ with $n^{1+c^{-d}}$ wires. Then $\text{ACC}^0 \not\subset \text{ACC}^0$.

Lipton-Williams [35]. If there is $\varepsilon > 0$ such that for every $\delta > 0$ we have $\text{CircEval} \not\subset \text{Size-Depth}[n^{1+\varepsilon}, n^{1-\delta}]$, then for every $k \geq 1$ and $\gamma > 0$ we have $\text{CircEval} \not\subset \text{Size-Depth}[n^k, n^{1-\gamma}]$ (in particular $\text{P} \not\subset \text{NC}$).

Oliveira-Santhanam [42]. The following results hold.

- Let $s(n) = n^k$ and $\delta(n) = n^{-k}$, where $k \in \mathbb{N}$. If $\text{MCSP}(s, 0), (s, \delta) \not\subset \text{Formula}[N^{1+\varepsilon}]$ for some $\varepsilon > 0$, then there is $L \in \text{NP}$ over $m$-bit inputs and $\delta > 0$ such that $L \not\subset \text{Formula}[2^m]$. Suppose there exists $k \geq 1$ such that for every $d \geq 1$ there is $\varepsilon_d > 0$ such that $\text{MCSP}(s, 0), (s, \delta) \not\subset \text{AC}^0_\delta[N^{1+\varepsilon_d}]$, where $s(n) = n^k$ and $\delta(n) = n^{-k}$. Then $\text{NP} \not\subset \text{NC}^1$.
- Let $k(n) = n^{o(1)}$. If there exists $\varepsilon > 0$ such that $k$-$\text{Vertex-Cover} \not\subset \text{DTISP}[m^{1+\varepsilon}, m^{o(1)}]$, where the input is an $n$-vertex graph represented by an adjacency matrix of bit length $m = \Theta(n^2)$, then $\text{P} \neq \text{NP}$.
- Let $k(n) = (\log n)^C$, where $C \in \mathbb{N}$ is arbitrary. If for every $d \geq 1$ there exists $\varepsilon > 0$ such that $k$-$\text{Vertex-Cover} \not\subset \text{AC}^0_\delta[m^{1+\varepsilon}]$, then $\text{NP} \not\subset \text{NC}^1$.

Oliveira-Pich-Santhanam [39] and McKay-Murray-Williams [36] (Informal). If there exists $\varepsilon > 0$ such that for every small enough $\beta > 0$,

- $\text{MCSP}[2^{\beta n}] \not\subset \text{Circuit}[N^{1+\varepsilon}]$, then $\text{NP} \not\subset \text{Circuit}[\text{poly}]$.
- $\text{MKtP}[2^{\beta n}] \not\subset \text{TC}^0[N^{1+\varepsilon}]$, then $\text{EXP} \not\subset \text{TC}^0[\text{poly}]$.
- $\text{MKtP}[2^{\beta n}] \not\subset U_2-\text{Formula}[N^{3+\varepsilon}]$, then $\text{EXP} \not\subset \text{Formula}[\text{poly}]$.
- $\text{MKtP}[2^{\beta n}] \not\subset B_2-\text{Formula}[N^{2+\varepsilon}]$, then $\text{EXP} \not\subset \text{Formula}[\text{poly}]$.
- $\text{MKtP}[2^{\beta n}] \not\subset \text{Formula-XOR}[N^{1+\varepsilon}]$, then $\text{EXP} \not\subset \text{Formula}[\text{poly}]$.
- $\text{MKtP}[2^{\beta n}] \not\subset \text{BP}[N^{2+\varepsilon}]$, then $\text{EXP} \not\subset \text{BP}[\text{poly}]$.
- $\text{MKtP}[2^{\beta n}] \not\subset (\text{AC}^0[6])[N^{1+\varepsilon}]$, then $\text{EXP} \not\subset \text{AC}^0[6]$.

Many results for $\text{MKtP}$ admit analogues for $\text{MrKtP}$, which considers a randomized version of $\text{Kt}$ complexity introduced by [38]. An advantage of $\text{MrKtP}$ is that strong unconditional lower bounds against uniform computations are known, while the hardness of problems such as $\text{MCSP}$ and $\text{MKtP}$ currently relies on cryptographic assumptions.

Chen-McKay-Murray-Williams [12]. The following results hold.

- If there is $\varepsilon > 0$, $c \geq 1$, and an $n^c$-sparse language $L \in \text{NP}$ such that $L \not\subset \text{Circuit}[n^{1+\varepsilon}]$, then $\text{NE} \not\subset \text{Circuit}[2^{\delta n}]$ for some $\delta > 0$.
- If there is $\varepsilon > 0$ such that for every $\beta > 0$ there is a $2^{n^\beta}$-sparse language $L \in \text{NTIME}[2^{n^\beta}]$ such that $L \not\subset \text{Circuit}[n^{1+\varepsilon}]$, then $\text{NEXP} \not\subset \text{Circuit}[\text{poly}]$.

More recently, [10] established that many hardness magnification theorems for problems such as $\text{MCSP}$ and $\text{MKtP}$ hold in fact under the assumption that a sufficiently sparse and explicit language admits weak lower bounds. We refer to their work for more details.
A.2 Hardness Magnification Through the Lens of Oracle Circuits

We can view the results from Appendix A.1 as unconditional upper bounds on the size of small fan-in oracle circuits solving the corresponding problems, for a certain choice of oracle gates. In a magnification theorem, it is important to upper bound the uniform complexity of the oracle gates. For our discussion, this is not going to be relevant.

We repeat here a definition from Section 2, for convenience of the reader.

Definition 62 (Local circuit classes). Let $C$ be a circuit class (such as $\text{AC}^0[s]$, $\text{TC}^0_d[s]$, Circuit[s], etc). For functions $q, \ell, a : \mathbb{N} \to \mathbb{N}$, we say that a language $L$ is in $[q, \ell, a] - C$ if there exists a sequence $\{E_n\}$ of oracle circuits for which the following holds:

(i) Each oracle circuit $E_n$ is a circuit from $C$.

(ii) There are at most $q(n)$ oracle gates in $E_n$, each of fan-in at most $\ell(n)$, and any path from an input gate to an output gate encounters at most $a(n)$ oracle gates.

(iii) There exists a language $O \subseteq \{0, 1\}^*$ such that the sequence $\{E_n^O\}$ ($E_n$ with its oracle gates set to $O$) computes $L$.

In the definition above, $q$ stands for quantity, $\ell$ for locality, and $a$ for adaptivity of the corresponding oracle gates.

The fact that existing magnification theorems produce such circuits is a consequence of the algorithmic nature of the underlying proofs, which show how to reduce an instance of a problem to shorter instances of another related problem. By inspection of each proof, it is possible to establish a variety of upper bounds. We explicitly state some of them below.

Proposition 63. The following results hold.

- [3] For every $\Pi \in \{\text{BFE}, \text{WS}_5, \text{W5-STCONN}\}$ and every $\beta \geq 0$, $\Pi_n \in \left[ \Omega(n^{1-\beta}), n^\delta, \Omega\left(\frac{1}{\beta}\right) \right] - \text{TC}^0[O(n)]$.

- [35] For every $\delta > 0$, $\text{CircEval}_n \in [n \cdot \text{poly}(\log n), n^\delta, n^{1-\delta}] - \text{Circuit}[n \cdot \text{poly}(\log n)]$.

- [42] For every constructive function $n \leq s(n) \leq 2^{n/\text{poly}(n)}$ and parameter $0 < \delta(n) < 1/2$, $\text{MCSP}[(s, 0), (s, \delta)] \in [N, \text{poly}(s/\delta), 1] - \text{Formula}[N \cdot \text{poly}(s/\delta)]$.

- [42] Let $k = (\log n)^C$, where $C \in \mathbb{N}$. Then $k$-Vertex-Cover $\in [1, (\log n)^{4C}, 1] - \text{AC}^0_d[\text{min}^{1+\varepsilon}]$, where $\varepsilon_d \rightarrow 0$ as $d \rightarrow \infty$.

- [39] For every $\beta > 0$ and for every constructive function $s(n) \leq 2^{n\beta}$, $\text{Gap-MKtP} \in [N, \text{poly}(s), 1] - \text{Formula-XOR}[N \cdot \text{poly}(s)]$.

- [39] For every constructive function $s(n) \leq 2^{n/\text{poly}(n)}$, it follows that $\text{Gap-MCSP} \in [N \cdot \text{poly}(s), \text{poly}(s), \text{poly}(s)] - \text{Circuit}[N \cdot \text{poly}(s)]$.

- [36] For every constructive function $s(n) \leq 2^{n/\text{poly}(n)}$, we have $\text{MCSP}[s(n)] \in \left[ \Omega(N/\text{poly}(s)), \text{poly}(s), O(n/\log(n)) \right] - \text{Circuit}[N/\text{poly}(s)]$.

We stress however that not every hardness magnification theorem needs to lead to an unconditional construction of efficient oracle circuits. (All the proofs that we know of produce such circuits though.)
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Abstract
We consider the question of minimizing the round complexity of protocols for secure multiparty computation (MPC) with security against an arbitrary number of semi-honest parties. Very recently, Garg and Srinivasan (Eurocrypt 2018) and Benhamouda and Lin (Eurocrypt 2018) constructed such 2-round MPC protocols from minimal assumptions. This was done by showing a round preserving reduction to the task of secure 2-party computation of the oblivious transfer functionality (OT). These constructions made a novel non-black-box use of the underlying OT protocol. The question remained whether this can be done by only making black-box use of 2-round OT. This is of theoretical and potentially also practical value as black-box use of primitives tends to lead to more efficient constructions.

Our main result proves that such a black-box construction is impossible, namely that non-black-box use of OT is necessary. As a corollary, a similar separation holds when starting with any 2-party functionality other than OT.

As a secondary contribution, we prove several additional results that further clarify the landscape of black-box MPC with minimal interaction. In particular, we complement the separation from 2-party functionalities by presenting a complete 4-party functionality, give evidence for the difficulty of ruling out a complete 3-party functionality and for the difficulty of ruling out black-box constructions of 3-round MPC from 2-round OT, and separate a relaxed “non-compact” variant of 2-party homomorphic secret sharing from 2-round OT.
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1 Introduction

Secure multiparty computation (MPC) allows mutually distrusting parties to compute a joint function $f$ of their private inputs without revealing anything more than the output to each other.

In this paper we consider the simplest setting for MPC with no honest majority, namely MPC with an arbitrary number of corrupted parties. We focus on the semi-honest (aka passive) security model, where corrupted parties follow the protocol but try to (jointly) learn additional information on inputs of uncorrupted parties from the messages they observe. We also assume that the parties can communicate over secure point-to-point channels and that corruptions are non-adaptive (i.e., the set of corrupted parties is fixed before the protocol’s execution). All of the above assumptions make negative results stronger.

The design and analysis of MPC protocols crucially rely on the notion of secure reductions. In particular, classical completeness results [54, 34] have shown that the problem of securely computing a general $n$-party functionality $f$ efficiently reduces to the problem of securely computing the elementary finite 2-party Oblivious Transfer (OT) functionality [51, 26]. (Similar results have been proven for active adversaries as well [44, 43].) Perhaps surprisingly, for 2-party secure computation (2PC), Yao’s reduction is round preserving. That is, it incurs no overhead in the round complexity. It additionally requires the parties to make a black-box use of any pseudorandom generator (PRG).

> Theorem 1 (Round-optimal 2PC [54]). Every 2-party functionality $g$ admits an MPC protocol that only makes parallel calls to an OT oracle and a black-box use of a PRG.

In more detail, the OT functionality $F_{OT}$ involves two parties referred to as Receiver and Sender. The functionality takes a bit $x$ from the Receiver and a pair of bits (more generally, strings) $(m_0, m_1)$ from the Sender, and delivers to the Receiver the message $m_x$. This is done while hiding $m_1-x$ from the Receiver and hiding $x$ from the Sender.

Yao’s reduction makes a single round of parallel calls to $F_{OT}$. Using a suitable composition theorem for MPC in the semi-honest model (see, e.g., [20, 33]), this can be securely replaced by parallel invocations of any OT protocol, namely a secure 2-party protocol for $F_{OT}$.

1 If both parties should receive an output, the reduction uses parallel OTs in both directions, where each party acts both as a Sender and as a Receiver.
resulting construction of 2-party MPC from a 2-party OT protocol is black-box.\(^2\) This means that the MPC protocol does not depend on the code of the underlying OT protocol, and moreover the security proof is black-box in the sense that any adversary “breaking” the MPC protocol can be used as a black-box to break the OT protocol.Instantiating with one of several natural known 2-round OT protocols (whose existence follows from standard intractability assumptions), we get a 2-round 2-party MPC protocol, which is clearly optimal.

**Round Complexity in the Multiparty Setting.** In contrast to the 2-party setting, progress on the round complexity of general MPC has been slow and some of the questions still remain unanswered. As already mentioned, the completeness of OT in the multiparty setting was first established by Goldreich, Micali, and Wigderson (GMW) \[34\]. However, their reduction suffered from large round complexity (proportional to the circuit depth of the target function). The question of achieving a constant-round protocol has been considered by Beaver, Micali, and Rogaway \[12\], who extended Yao’s garbled circuit technique to the multiparty setting. Combined with the GMW result, this yields a reduction to OT with constant overhead in the round complexity.

▶ **Theorem 2** (Constant-round MPC \[34, 12\]). Every \(n\)-party functionality admits a constant-round protocol, making black-box use of a PRG, given an oracle access to \(F_{\text{OT}}\).

In more concrete terms, the most round-efficient current MPC protocol that makes a black-box use of a 2-round OT protocol requires 4 rounds of interaction \[1\]. The above results left a gap between the round complexity of 2PC and MPC protocols. In a recent breakthrough, this gap was partially closed.

▶ **Theorem 3** (2-round MPC from minimal assumption \[31, 13\]). Suppose a 2-round OT protocol exists. Then every \(n\)-party functionality admits a 2-round MPC protocol.

The theorem settles the high-order bit about the minimal assumptions needed for 2-round MPC by showing that 2-round OT is sufficient. (Being a special case of 2-round MPC, it is clearly necessary.) However, quite surprisingly, the MPC protocol in these works inherently makes use of the code of the underlying OT protocol. This situation is quite rare in the context of MPC protocols and in cryptography in general (see Section 1.2), and it is not clear whether this non-black-box use of OT is inherent. This calls for the following natural question:

Is it possible to reduce general \(n\)-party MPC to a 2-party OT protocol in a round-preserving black-box way? In particular, is there a black-box construction of 2-round MPC from 2-round OT?

The above question is not only of a theoretical interest, but is also potentially relevant to practice. Indeed, black-box use of cryptographic primitives tends to lead to more efficient constructions. The goal of obtaining efficient 2-round MPC protocols is very well motivated, since such protocols have qualitative advantages over similar protocols with a bigger number of rounds. Indeed, in a 2-round MPC protocol, each party can send its first-round messages and then go offline until all second-round messages are received and the output can be computed. Moreover, the first-round messages can be potentially reused for several computations in which a party’s input remains unchanged. This is analogous to the qualitative advantage of public-key encryption over interactive key agreement.

\(^2\) The notion of a black-box construction used in this paper (also referred to as a black-box reduction) corresponds to the notion of a fully black-box reduction in the taxonomy of \[52\].
In this paper, we will provide a negative answer to the above question, showing that there is a real gap between the power of round-preserving black-box (RPBB) reductions and round-preserving non-black-box reductions. Our findings also reveal a rich and somewhat unexplored world of cryptographic protocols that use a minimal amount of interaction. We will exhibit some of the black-box and non-black-box connections among these primitives and relate them to standard ones.

1.1 Our Results

We now give a more detailed account of our results.

1.1.1 Separating 3-Party Functionalities from 2-Party Functionalities

Our first result shows that 2-round MPC protocols cannot be based on 2-round OT in a black-box way. In fact, we show that even 3-party computation of fairly simple functionalities is unachievable via black-box use of 2-round OT.

▶ Theorem 4 (Main Result). There exists a 3-party functionality $f$ that cannot be securely computed by a 2-round protocol with black-box use of 2-round OT.

We note that we do not just rule out round-preserving reductions to the ideal-OT functionality, but rather rule out all such black-box constructions from an OT protocol. (Indeed, much of the technical work is devoted to coping with the latter model; see Section 2.) Moreover, the theorem holds even for constructions in the private-channel setting (where each pair of parties is connected via a private channel), and even when the parties have an access to a public common reference string (CRS), and to a random oracle.

1.1.2 A Complete 4-Party Functionality

OT turns out to be incomplete for MPC under RPBB reductions. Given this state of affairs, one may try to prove a completeness result for some other finite functionality. We show that this is indeed possible. Specifically, let $(3, 4) - \text{MULTPlus}$ denote the 4-party functionality that takes a pair of bits $(x_i, z_i)$ from each of the first three parties (and no input from the fourth party) and delivers the value $x_1x_2x_3 + z_1 + z_2 + z_3$ to all four parties where addition and multiplication are over the binary field. We prove that $(3, 4) - \text{MULTPlus}$ is MPC-complete under RPBB reductions. (Related results have been proved in other settings [18, 28].) In fact, we prove an “ideal-oracle” completeness result just like in Yao’s theorem.

▶ Theorem 5 (Round Optimal MPC from Finite Ideal Functionality). Every $n$-party functionality $f$ can be realized using parallel calls to a $(3, 4) - \text{MULTPlus}$ oracle and a black-box use of a PRG.

It’s worth noting that $(3, 4) - \text{MULTPlus}$ is related to the standard 2-party OT functionality. In general, for $d \leq p$, let $(d, p) - \text{MULTPlus}$ denote the $p$-party functionality in which each of the first $d$ parties holds an input $(x_i, z_i)$ and the product-sum $\prod_i x_i + \sum_i z_i$ is delivered to all $p$ parties. Then, standard 2-party OT is equivalent (under RPBB reductions) to $(2, 2) - \text{MULTPlus}$.\(^3\)

\(^3\) First observe that the receiver’s output in OT can be written as $m_0 + x(m_1 - m_0)$ where addition and multiplication are over the binary field. Therefore, we can implement OT based on $(2, 2) - \text{MULTPlus}$ by letting the receiver (resp., sender) play the role of the first party (resp., second party) with inputs $x_1 = x$.
1.1.3 The Land of Three-Party Functionalities

The finite \((3, 4)\) – MULTPlus therefore stands at the entry point to the general MPC mainland. Across the ocean, lies the island of two party functionalities (including the complete OT) and one cannot cross it in a black-box round-preserving vessel. We move on and explore the mysterious land of three party functionalities.

Given the incompleteness of 2-party functionalities and the completeness of four party functionalities (under round-preserving BB reductions), it is natural to ask whether 3-party functionalities are complete. We show that the answer to this question is related to a well-known open problem in information-theoretic cryptography.

**Question 6 ([41]).** Does every finite function admit a degree-2 statistical randomized encoding?

A randomized encoding (RE) of a function \([41, 6]\) \(f(x)\) is a randomized function \(\hat{f}(x; r)\) that, in addition to the input \(x\), takes an additional random input \(r\). For any input \(x\), the random variable \(\hat{f}(x)\), induced by a random choice of \(r\), should reveal the value of \(f(x)\) and hide everything else. The power of REs stems from the fact that even complicated functions can be encoded by simple encoding. In the context of MPC, it is known that every finite function can be encoded by a function \(\hat{f}(x; r)\) that each of its outputs can be written as a degree-3 polynomial over the indeterminates \((x, r)\). While some negative results are known for perfectly-private degree-2 encodings \([41]\), the feasibility of statistically-private degree-2 encodings (that are allowed to have a small non-zero privacy error) has remained open for almost 20 years. (See also the surveys \([40, 3]\).) We relate this longstanding open problem to the completeness of 3-party functionalities under RPBB reductions.

**Proposition 7.** A positive answer to Question 6 implies that every \(n\)-party finite functionality \(g\) can be realized using parallel calls to an oracle that implements the 3-party functionality \((2, 3)\) – MULTPlus.

The proposition implies that we cannot rule out the completeness of 3-party functionalities without ruling out the existence of general degree-2 (statistical) randomized encoding. Similar barriers have been established in the context of degree-2 cryptographic hash functions \([5]\). We note that the completeness of \((2, 3)\) – MULTPlus follows even from the existence of general degree-2 fully-secure multiparty randomized encoding \([4]\) – a seemingly weaker variant of RE whose existence is also open. (See the discussion in \([4]\).)

**External output functionalities.** The \((2, 3)\) – MULTPlus is a special case of an external-output 3-party functionality. Formally, let \(g(x, y)\) be a 2-party functionality. The external version of \(g\), is the 3-party functionality \(f_g\) that takes \(x\) from Alice, \(y\) from Bob and delivers \(g(x, y)\) to Alice and Bob, and to Carol who holds no input.\(^4\) Two-round protocols for

\(^4\)In fact, for all of our purposes, an even weaker version suffices. In this relaxed version, all parties are allowed to learn the output (for purposes of privacy), but only Carol is required to learn it (for purposes of correctness). Since this leads to a cumbersome definition, we stick to the simpler version described above.
such functionalities turn out to have interesting properties. Specifically, at the core of our main impossibility result (Theorem 4), lies the following constructive theorem for external functionalities.

**Theorem 8 (Conversion Theorem).** Let \( g(x, y) \) be a 2-party functionality. The external version of \( g \) is the 3-party functionality \( f_g \) that takes \( x \) from Alice, \( y \) from Bob and delivers \( g(x, y) \) to Alice and Bob, and to Carol who holds no input.

Suppose that the functionality \( f_g \) can be securely computed in 2 rounds by making a black-box use of 2-round OT over private channels. Then, \( f_g \) can be securely implemented over random inputs given only an access to a Random Oracle over private channels. Moreover, in the resulting protocol Carol sends no message and so it yields a two-party protocol for computing \( g \) over random inputs given only an access to a Random Oracle.

Haitner et al. [36] showed that any 2-party functionality that can be securely realized in the Random Oracle (RO) model is trivial in the sense that it admits an unconditional 2-party protocol over random inputs with security against computationally-unbounded adversaries. As a corollary, we derive the following stronger version of Theorem 4.

**Corollary 9.** Every external functionality \( f_g \) that is based on a non-trivial 2-party functionality \( f \) cannot be computed by a 2-round protocol that makes a black-box use of 2-round OT even in the private-channel setting.

A notable example for such a non-trivial 2-party functionality is the AND functionality [21, 46].

Corollary 9 is tight in terms of round complexity. With one additional round, \( f_g \) can be black-box reduced to 2-round OT. (Specifically, one can use Yao’s theorem to pass the value of \( f(x, y) \) to Alice and Bob in two rounds, and then exploit the additional round to send this value to Carol.) The 2-party completeness of OT (Theorem 1) also implies that Corollary 9 holds when the OT functionality is replaced by an arbitrary 2-party functionality \( h(x, y) \). Overall, we get a separation between all 2-party functionalities and all external functionalities \( f_g \) whose underlying \( g \) is non-trivial.

**Relation with homomorphic secret sharing.** Two-round MPC for extended-output functionalities can be seen as closely related to the problem of homomorphic secret sharing (HSS) [16, 18]. HSS is the secret-sharing analogue of fully homomorphic encryption. A (2-party) HSS scheme allows local computation of a function \( g(x, y) \) on independently shared inputs \( x \) and \( y \), where the output \( g(x, y) \) can be decoded from the pair of output shares. The standard notions of HSS require either additive decoding over a group or, more generally, that the output shares be compact in the sense that they are shorter than the inputs. A natural variant is to replace compactness by the requirement that the pair of output shares give no information except \( g(x, y) \), even from the point of view of one of the input holders. This security requirement is easily obtained from additive HSS via a simple additive refreshing of the output shares. This flavor of non-compact HSS easily implies (in a black-box way) a 2-round external output protocol for \( g \) (in the private-channel setting), which by Corollary 9 can be separated from 2-round OT. On the other hand, a non-black-box construction of non-compact HSS from 2-round OT follows from [31, 28].

**1.2 Discussion**

In this section we give some further perspective on our results and some future research directions which they motivate.
1.2.1 Why is the multiparty setting different than the 2-party setting?

It is instructive to reconsider the round complexity of MPC in light of our results. Protocols with low round complexity are based on two types of reductions.

1. A degree reduction that takes a general $n$-party functionality $f$ and reduces it (via RPBB reduction) to a degree-$d$ functionality for a constant $d$. Specifically, the standard machinery of randomized-encoding leads to degree 3. In the special case of two parties, we can trivially reduce the degree down to 2, and so we get a degree reduction to $d = \min(3, n)$.

2. A player reduction that takes an $n$-party functionality of degree $d$ and reduces it to the $(d, p)$–MULTPlus functionality. We show that $p$ can be dropped down to $d + 1$ and, in any case, it is no larger than $n$, leading to an expression of the form $p = \min(d + 1, n)$. In the special case of two parties $n = 2$ we get an RPBB-reduction to $(2, 2)$–MULTPlus which is equivalent to OT. For large $n$'s, this leads to the completeness of $(3, 4)$–MULTPlus (Theorem 5). In order to prove that OT is complete (under RPBB-reductions) we have to bypass two barriers: A Degree barrier (prove completeness of degree 2 functionalities) and a Player reduction barrier (reducing the 3-party functionality $(2, 3)$–MULTPlus to $(2, 2)$–MULTPlus). While the first barrier is well-known, the second one appears to be new to this work. Clearly, both barriers are bypassed by non-black-box techniques (Theorem 3). We show that this is inherent for the second “player reduction” barrier, and leave the possibility of breaking the degree-barrier via RPBB-reduction open.

1.2.2 On the Role of Non-Black-Box Constructions in Cryptography

Our main result provides a very natural example of a pair of cryptographic primitives for which a non-black-box construction of one from the other exists but a black-box construction can be ruled out. Thus, our work further demonstrates the essential role of non-black-box techniques in cryptography.

To give some historical perspective, following the seminal result of Impagliazzo and Rudich [39] and subsequent works on black-box separations in cryptography [53, 32, 52], the question of finding a pair of “natural” cryptographic primitives for which a non-black-box reduction is provably necessary has been put forward as a desirable but elusive goal. For some of the conjectured candidate examples, such as constructing “malicious OT” from “semi-honest OT,” black-box constructions were subsequently found [35]. However, in recent years several such provable examples emerged. We survey some of the most notable ones below.

- Non-interactive commitments from OWFs: Mahmoody and Pass [48] showed that non-interactive commitments cannot be constructed from so-called “hitting-OWFs” in a black-box manner, even though a non-black-box construction was previously shown [10]. One nice feature of this example is that a non-interactive commitment is a very basic primitive. However, in comparison hitting-OWFs have found little other applications in cryptography. Furthermore, the separation here is intuitively weak since knowing the circuit size of the OWF enables a black-box construction. This is contrasted with the non-black-box constructions of 2-round MPC from OT [31, 13], which make an essential use of the full code of the OT protocol.

---

5 The question is informal due to the subjective nature of the term “natural primitive.” It should not be confused with the question of black-box vs. non-black-box simulation, for which Barak’s breakthrough non-black-box simulation technique [8] gave the first such natural examples.
Two-round OT extension: Beaver gave a construction of two-round OT extension [11] making a non-black-box use of one-way functions. This construction can be cast in the OT-hybrid model. However, very recently, Garg et al. [29] showed that a back-box variant of such a construction is impossible. They showed that such constructions are not possible even when black-box use of a random oracle (and not just a one-way function) is allowed. One limitation of this example is that the separation is only proved for protocols in the OT-hybrid model.

IBE from CDH (or Generic Groups): In a recent result, Döttling and Garg [24] show that Identity-Based Encryption (IBE) can be realized under the Computational Diffie-Hellman (CDH) assumption, while black-box constructions of the same had been previously ruled out [15, 50]. However, in this case both the positive and the negative result use strong “structured” primitives.

In another very related example, Döttling and Garg [23] showed a generic non-black-box construction of hierarchical-IBE from IBE but we can expect a black-box impossibility for the same using techniques from [15].

Constructions of IO: In a very recent work, Garg et al. [30] showed that indistinguishability obfuscation (IO) [27] cannot be constructed from compact functional encryption (FE) in a black-box manner, even though non-black-constructions achieving this were already known [14, 2].

Secret-Key FE vs Public-Key FE: In a recent work, Kitagawa et al. [45] showed that public-key FE can be constructed from secret-key FE in a non-black-box manner, even though black-box positive constructions had been previously ruled out [7].

In comparison with the above works, our main result has the advantage that it considers two very natural and simple primitives. Our separation lives entirely in the “passive adversary” world, and does not depend on the input domain being super-polynomial. For instance, our separation is also meaningful for MPC with a uniform input distribution over a constant-size domain. Thus, it is arguably similar in spirit to the Impagliazzo-Rudich separation of key agreement from one-way functions [39], except that in the latter case no analogous non-black-box construction is known.

1.3 Open Problems

While we settle the main open question concerning black-box round-optimal MPC, our work leaves several interesting directions for future research. We highlight a few below, focusing on our current setting of semi-honest security with no honest majority.

3-round MPC from black-box OT. Our main result rules out 2-round MPC protocols making a black-box use of 2-round OT. On the other hand, a previous result of Ananth et al. [1] shows that such 4-round protocols exist. What about 3-round protocols? In the full version of the paper, we give evidence that extending our negative result to the 3-round case would require settling Question 6 in the negative. This barrier does not seem to apply to 3-round protocols in which the first round messages do not depend on the inputs, or alternatively 2-round protocols with a public-key infrastructure (PKI) setup.

Black-box use of stronger primitives. Can our negative result be bypassed by replacing OT with stronger or more structured primitives? It is known that 2-round MPC can make black-box use of different flavors of multi-key homomorphic encryption [49, 22].

---

6 Even though we expect such an impossibility to hold, we are not aware of a work that gives a full proof of this claim.
or homomorphic secret sharing [17, 18]. However, this is almost immediate from the definitions of such primitives. Using simpler structured primitives, such as a “DDH-hard” group or a generic group, we have black-box 2-round protocols that require a PKI setup [28]. Can we get similar group-based constructions in the plain model? Alternatively, can the separation be bypassed by using stronger variants of 2-round OT, such as OT with high information rate [25] or OT with a stronger notion of receiver privacy [42]?

- **Minimal complete primitive for 2-round MPC.** We have shown the existence of a 4-party functionality such that general MPC reduces to parallel calls to this functionality without further interaction. We have also ruled out such a 2-party functionality. This leaves open the 3-party case. As in the case of 3-round MPC from 2-round OT, we can show that proving a negative result would require settling Question 6 in the negative.

- **Standard MPC vs. client-server MPC.** Our main negative result automatically carries over to the stronger client-server model for MPC, where n clients interact with n servers who have no inputs or outputs. It is known that 2-round client-server MPC can be constructed in a non-black-box way from standard 2-round MPC [28]. Whether such a black-box construction exists remains open.

## 2 Technical Overview

In this section, we give a high-level overview of our techniques in proving the main result (Theorem 4). To keep the exposition simple, we restrict ourselves to proving the impossibility result for securely computing external-AND.

### External-AND Functionality.** Let us denote the three parties by \((P_1, P_2, P_3)\). The private input of \(P_1\) is a bit \(x\), the private input of \(P_2\) is a bit \(y\) and \(P_3\) does not have any private inputs. The functionality \(f_x\) outputs \(x \cdot y\) to all the parties. Specifically, \(f_x(x, y, \perp) = x \cdot y\).

### Main Idea. To prove the impossibility result, we define a set of oracles such that 2-round oblivious transfer exists with respect to these oracles, but there exists no 2-round, semi-honest protocol for securely computing \(f_x\). This is sufficient to rule out a black-box transformation from 2-round oblivious transfer to 2-round, 3-party semi-honest protocols for general functionalities. Below, we describe these oracles (throughout this overview, \(sec\) denotes the security parameter):

- \(OT_1\) is a random length tripling function that takes in the receiver’s choice bit \(b \in \{0, 1\}\) and its random tape \(r \in \{0, 1\}^{sec}\) and outputs the receiver’s message \(otm_1\).

- \(OT_2\) is a random length tripling function that takes in the receiver’s message \(otm_1\), the sender’s inputs \(m_0, m_1 \in \{0, 1\}\), its random tape \(s \in \{0, 1\}^{sec}\) and outputs the sender’s message \(otm_2\).

- \(OT_3\) is a function that takes the transcript \((otm_1, otm_2)\) along with \((b, r)\) as input and outputs \(m_b\) if there exists unique \((m_0, m_1, s)\) for which \(OT_1(b, r) = otm_1\) and \(OT_2(otm_1, m_0, m_1, s) = otm_2\). Otherwise, it outputs \(\perp\).

As observed by [37], the oracles \((OT_1, OT_2, OT_3)\) naturally give rise to a 2-round oblivious transfer protocol. Specifically, letting \(b, r\) denote the input/randomness of the receiver, and letting \((m_0, m_1, s)\) denote the input/randomness of the sender, the protocol proceeds as follows: The receiver sends \(otm_1 = OT_1(b, r)\) to the sender, who responds with \(otm_2 = OT_2(otm_1, m_0, m_1, s)\), allowing the receiver to output the value \(OT_3(otm_1, otm_2, b, r)\).

In this work, we prove that the existence of a 2-round protocol for external-AND w.r.t. \((OT_1, OT_2, OT_3)\) implies a two-party protocol for computing \(g(x, y) = x \cdot y\) in the random oracle model. (Note that we start with a three-party protocol for an external functionality,
and show a two-party protocol for a related functionality.) The existence of such two-party protocol is known to be impossible [21, 46, 36, 47] and therefore the original protocol can also not exist. This proves Theorem 8 discussed above, and implies Theorem 4 as a corollary.

Outline. The above result is proven using a sequence of transformations depicted in Figure 1.

![Figure 1](image-url) Key Steps in the Proof. Here, PDT denotes publicly decodable transcript, $g(x, y) = x \cdot y$ and $f_x(x, y, \bot) = g(x, y)$.

**Step-1: Publicly Decodable Transcript.** Let $\Pi$ be a 2-round protocol for securely computing $f_x$ w.r.t. $(\text{OT}_1, \text{OT}_2, \text{OT}_3)$. We first show that this implies a 2-round, 2-party protocol $\Pi$ for computing the two-party functionality $g = g(x, y) = x \cdot y$, which has an additional special property – the output is publicly decodable from the transcript. More formally, there exists a deterministic algorithm $\text{Dec}$ that computes the output of the functionality given the transcript of the two-party protocol. In particular, if there exists a protocol $\Pi$ that computes $g$ with publicly decodable transcript, then $\text{Dec}$ on input $T$ (which is the transcript of the protocol $\Pi$) outputs $g(x, y)$. In terms of security, $\Pi$ is required to have the standard security properties of a two-party (semi-honest) protocol, i.e., the corrupted party does not learn any information about the other party’s input except the output.

To transform a 2-round protocol for $f_x$ into a 2-round protocol $\Pi$ for $g$ with publicly decodable transcript, we use a player emulation technique. Concretely, we ask $P_1$ to choose a uniform random tape for $P_3$ and send this random tape in the first round. Using this random

---

7 The idea of player emulation goes back to [19]; see also [38].
Additionally, if weak security as described above, it is easy to see that the security of the transformed protocol requires security against collusion of \( P_1, P_3 \) and \( P_2 \). We also require security against \((P_2, P_3)\) collusion since \( P_1 \) forwards all its messages sent to \( P_3 \) in the second-round of the protocol.

Remaining Steps – Removing OT\(_3\) Queries. In the remainder of the proof, we show that use of the oracle OT\(_3\) can be removed. More specifically, we show how to convert any two-round two-party secure computation protocol \( \Pi \) with access to (OT\(_1\), OT\(_2\), OT\(_3\)) and publicly decodable transcript into a two-party protocol that computes the same functionality, but with a few differences. The oracles OT\(_3\) will no longer be used in the new protocol, but this will come at a cost, both in round-complexity and in security:

- The round complexity of the protocol will grow by a polynomial factor (essentially upper bounded by the query complexity of Dec).
- The correctness and security guarantees will only be with respect to random inputs (we call this “weak security”). One instructive way to think about weak security is to think of a protocol between parties that have no input, and at the beginning of the execution they sample a random input using their local random tape (or shared randomness) and proceed to execute the protocol. Note that this makes simulation easier since we no longer need to worry about consistency with an adversarially chosen (or sampled) input.

In other words, the new protocol \( \Pi^* \) only makes queries to (OT\(_1\), OT\(_2\)) which are essentially random oracles. Therefore, \( \Pi^* \) securely computes \( g \) in the random oracle model. However, it follows from [36, 47] that such a protocol can be used to securely compute \( g \) in the information-theoretic setting and this is known to be impossible for the AND functionality [21, 46] (even with weak security as described above).

The remainder of the overview describes this transformation. We transform \( \Pi \) to \( \Pi^* \) through a sequence of steps. We first transform \( \Pi \) to \( \Pi^1 \) in which the first message function of the protocol does not make any OT\(_3\) queries (Step 2 below). Then, we transform \( \Pi^1 \) to \( \Pi^2 \) such that the first and second message functions of the protocol do not make any OT\(_3\) queries (Step 3 below). Finally, we transform \( \Pi^2 \) to \( \Pi^* \) such that the decoder Dec does not make any OT\(_3\) queries (Step 4 below). It is the final step that incurs the blow-up in the round complexity. Additional details follow.

Step-2: \( \Pi \rightarrow \Pi^1 \). The first message function of \( \Pi \) has access to (OT\(_1\), OT\(_2\), OT\(_3\)) oracles and may make multiple queries to all of them. In order to perform this transformation, we devise a mechanism to emulate the OT\(_3\) oracle without making actual queries to it. Recall that any query to the OT\(_3\) oracle contains ((otm\(_1\), otm\(_2\)), (b, r)) and it outputs \( m_b \) if and only if there exists \((m_0, m_1, s)\) for which OT\(_1\)(b, r) = otm\(_1\) and OT\(_2\)(otm\(_1\), m\(_0\), m\(_1\), s) = otm\(_2\). The first step of the OT\(_3\) oracle is easy to emulate; we can query OT\(_1\) on (b, r) and check if the output is otm\(_1\). To emulate the second step, we maintain a list of all the queries/responses made by the first message function to OT\(_2\). If we find an entry (otm\(_1\), m\(_0\), m\(_1\), s, otm\(_2\)) in this list, we output \( m_b \); else, we output \( \bot \). Note that since OT\(_2\) is length tripling, it is

---

\(^8\) It is easy to see that the security of the transformed protocol requires security against collusion of \( P_1, P_3 \) since \( P_1 \) has the entire view of \( P_3 \). We also require security against \((P_2, P_3)\) collusion since \( P_1 \) forwards all its messages sent to \( P_3 \) in the second-round of the protocol.
injective with overwhelming probability. Thus, if we find such an entry then our emulation is correct. On the other hand, if we don’t find such an entry, we output ⊥ and it can be easily shown that the original oracle also outputs ⊥ except with negligible probability. Thus, our emulation is statistically close to the real oracle.

**Step-3: Π¹ ⇒ Π².** It might be tempting to conclude that a similar strategy as before should work even for OT³ queries made in the second round. That is, maintain the list of queries to the OT₂ oracle and when the second message function makes an OT³ query, check if there is entry in this list with the response equal to otm₂. If such an entry is found, output the corresponding m₆; else, output ⊥. This strategy fails because in the second round it is possible that the relevant OT₂ query was made by the other party and therefore it is not possible for each party to only consider the list of OT₂ queries made locally. Note, however, that only one simultaneous round of communication has been made by the parties so far. Therefore, it must be the case that the party that made the OT₂ query also made the respective OT₁ query.

To take care of such queries, that we call “correlated queries”, we modify the first round of Π¹ as follows. The parties will prepare an additional list L that contains all correlated queries that are “likely” to be asked by the other party. (No OT³ calls will be made while preparing this list.)

The parties will now send this list L along with the first round message of Π¹. Now, when the second message function of a party in Π¹ attempts to make an OT₁ query on (otm₁, otm₂, (b, r)), we first check if otm₁ is valid (by querying OT₁) and then answer this query as follows. If otm₂ is a result of a local query then find the response using the list of local queries/responses. If otm₂ is a correlated query, use the list L sent by the other party to answer. If we don’t find any entry in the local list or the correlated list, we output ⊥. We show that with overwhelming probability, the real oracle also outputs ⊥ in this case. We also prove that sending this additional list of “likely” correlated queries does not harm the security of Π².

To conclude, we describe how the list L is generated, say by P₁. Note that the list needs to be generated at a point where P₁ already decided on its first Π¹ message; now it just needs to come up with L. To this end, P₁ executes many copies of Π¹ executions of P₂, each time with fresh randomness and random input. Then the list L contains the responses to the list of all correlated OT₂ queries, i.e., the valid queries made to OT₁ by “virtual” P₂ such that both OT₁ and OT₂ have been generated by P₁. This will allow to preserve correctness on an average input, and does not violate privacy since given the first Π¹ messages, anyone can sample such executions.

**Step-4: Π² ⇒ Π*.** At the end of step-3, we have a protocol where the first and the second message functions do not make any queries to the OT₃ oracle. However, for the parties to learn the output, they must run the decoder Dec on the transcript, and this decoder might make queries to OT₃. Recall that Dec is a deterministic decoding function whose input is the transcript of the interaction. Further recall that Π* will be a protocol that does not use OT₃ but will have many communication rounds.

In Π*, the parties will first execute the two rounds of Π² to obtain a transcript. Then they will jointly execute the decoder, where for each OT₃ query that the decoder needs to make, the party that made the relevant OT₂ query will “help out” by sending the decoding value to the other party. This will proceed for as many rounds as the number of queries that Dec needs to make, but eventually it will allow both parties to complete the execution of Dec locally and compute the output of the functionality. We will then need to show that privacy is not harmed in this process. Details follow.
Let us go back to the point where both parties finished executing the two rounds of \( \Pi^2 \) now wish to engage in joint decoding. One of the parties, say \( P_1 \), starts running the decoder on the transcript, and along the way maintain the list of \( \text{OT}_1, \text{OT}_2 \) made in this process. When the decoder attempts to make an \( \text{OT}_3 \) query on input ((otm\(_1\), otm\(_2\)), (b, r)), \( P_1 \) checks if otm\(_1\) is valid (by making a query to \( \text{OT}_1 \)). It then checks if there is an entry (otm\(_1\), m\(_0\), m\(_1\), s, otm\(_2\)) in the list of \( \text{OT}_2 \) queries made by the decoder and in the case such an entry is found, it answers with m\(_0\). If such an entry is not found, \( P_1 \) checks its local list of queries/responses made to \( \text{OT}_2 \) during the generation of the first two messages. If it finds an entry (otm\(_1\), m\(_0\), m\(_1\), s, otm\(_2\)) in that list, it answers with m\(_0\). If even this list does not contain an entry, there are 3 possibilities.

1. otm\(_2\) is not in the image of \( \text{OT}_2 \) oracle in which case \( P_1 \) has to output \( \perp \).
2. otm\(_2\) is in the image of \( \text{OT}_2 \) oracle and \( P_2 \) has made this query.
3. otm\(_2\) is in the image of \( \text{OT}_2 \) oracle and \( P_2 \) has not made this query.

The probability that case-3 happens can be shown to be negligible for similar reasons to ones discussed above: if neither party made the relevant \( \text{OT}_2 \) query then the value otm\(_2\) is almost surely invalid. Thus, \( P_1 \) must decide whether it is in case-1 or case-2 and if it is in case-2, it must give the corresponding m\(_0\). To accomplish this, \( P_1 \) sends a message to \( P_2 \) with (b, otm\(_2\)) and asks \( P_2 \) to see if there is an entry of the form (otm\(_1\), m\(_0\), m\(_1\), s, otm\(_2\)) in its local list of queries to \( \text{OT}_2 \) oracle. If yes, \( P_2 \) responds with m\(_0\); else, it responds with \( \perp \). \( P_1 \) just gives \( P_2 \)’s message as the corresponding response to that query. This blows up the number of rounds of the protocol \( \Pi^* \) proportional to the number of queries made by the decoder.

Observe that \( \Pi^* \) does not make any queries to the \( \text{OT}_3 \) oracle. At the end, \( P_1 \) learns the output \( g(x, y) \) and it can send this as the last round message to \( P_2 \). Thus, \( \Pi^* \) also has publicly decodable transcript. The correctness of this transformation directly follows since we prove that case-3 happens with negligible probability and if \( \text{OT}_2 \) is injective (which occurs with overwhelming probability), it follows that if an entry is found in either of the lists of the two parties or on the local list of the decoder, the response given by the emulation is correct.

To see why this transformation is secure, notice that the query ((otm\(_1\), otm\(_2\)), (b, r)) is made by the Dec by just looking at the transcript. Hence, there is no harm in \( P_1 \) sending (b, otm\(_2\)) to the other party. Similarly, if \( P_2 \) has indeed made a query to \( \text{OT}_2 \) such that the response obtained is otm\(_2\), it should follow from the security of \( \Pi^2 \) that the \( P_2 \)’s privacy is not affected if it sends m\(_0\) to \( P_1 \). Indeed, this information is efficiently learnable given the transcript and an access to the \( \text{OT}_3 \) oracle. However, there is a subtle issue with this argument which we elaborate next.

**Problem of Intersecting Queries.** A subtle issue arises when we try to formally reduce the security of \( \Pi^* \) to the security of \( \Pi^2 \). To illustrate this, let us assume the case where \( P_2 \) is corrupted. To get a reduction to the security of \( \Pi^2 \), we must give an algorithm that takes the view of \( P_2 \) in \( \Pi^2 \) and efficiently generates the view of \( P_2 \) in \( \Pi^* \). In particular, it must generate the additional messages in \( \Pi^* \) given only the view of \( P_2 \) in \( \Pi^2 \). This algorithm is allowed to make \( \text{OT}_3 \) queries as we are trying to give a reduction to the security of \( \Pi^2 \). For the sake of illustration, assume that the Dec makes a single \( \text{OT}_3 \) query. A natural approach for this algorithm is to take the transcript available in the view of \( P_2 \) and start running the decoder on the transcript. When the decoder makes an \( \text{OT}_3 \) query, the algorithm uses the real \( \text{OT}_3 \) oracle to respond to this query. However, notice that the algorithm must generate the messages that correspond to answering this \( \text{OT}_3 \) query in \( \Pi^* \). Recall that in \( \Pi^* \), \( P_1 \) first checks in its local list whether there an entry of the form (otm\(_1\), m\(_0\), m\(_1\), s, otm\(_2\)), and only if such an entry is not found, \( P_1 \) sends the message (b, otm\(_2\)) to \( P_2 \). Thus, to generate the
transcript of $\Pi^*$, the algorithm must somehow decide whether $P_1$ would find this entry in its local list or not. However, the algorithm is only given the view of $P_2$ and does not have any information about the queries that $P_1$ has made to $\text{OT}_2$.

We see that the problem arises when there is an $\text{OT}_2$ query that potentially was made by both parties. To handle this issue, we resort to the notion of intersection queries taken from the key-agreement impossibility result [39, 9]. These works show that it is possible, in polynomial time, to recover a superset of all oracle queries made by both parties (with all but small probability). Given this algorithm, we modify the transformation as follows. The parties will first run the two rounds of communication of $\Pi^2$. Then they will run the intersection query finder to recover the intersection query superset. We assume for the purpose of this outline this process is deterministic.\(^9\) Now, upon each potential $\text{OT}_3$ query of the decoder, $P_1$ will look for the preimage query not only in its query history, but also in the superset of intersection queries, and send a message to $P_2$ only if the preimage is found in either of this. In particular this means that if the preimage is in the intersection query superset, then we are guaranteed that $P_1$ will not send a message.

The above modified protocol can be efficiently simulated, since the simulator can also run the intersection query finder and recover the same superset as the parties. Now, if $\text{OT}_3$ gives a valid answer, the simulator looks for a preimage in the intersection query superset. If it finds one, then it concludes that $P_1$ will not send any message to $P_2$. If not, then it knows that (except with small probability) exactly one of the parties made the preimage query, and it furthermore knows the internal state of one of the parties, so it knows whether this party made the preimage query. This allows the simulator to always deduce which is the party that made the preimage query and simulate appropriately.

---

**References**


---

\(^9\) We require that the intersection query finder can be ran consistently by various parties, so if it is randomized it suffices that one of the parties sends a random string that will be used as random tape by all relevant parties.
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Building on [Clegg et al. ’96], [Impagliazzo et al. ’99] established that if an unsatisfiable \(k\)-CNF formula over \(n\) variables has a refutation of size \(S\) in the polynomial calculus resolution proof system, then this formula also has a refutation of degree \(k + O(\sqrt{n \log S})\). The proof of this works by converting a small-size refutation into a small-degree one, but at the expense of increasing the proof size exponentially. This raises the question of whether it is possible to achieve both small size and small degree in the same refutation, or whether the exponential blow-up is inherent. Using and extending ideas from [Thapen ’16], who studied the analogous question for the resolution proof system, we prove that a strong size-degree trade-off is necessary.
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1 Introduction
The main task of proof complexity is to quantify the amount of different resources required to prove that some given formula is unsatisfiable. The particular resources examined depend on the proof system under study, but it is believed that no proof system can have proofs that are both efficiently verifiable and short – that is, polynomial in the size of the given formula. Establishing such an impossibility result in full generality is equivalent to proving...
NP ≠ coNP, and hence this goal currently seems out of reach. Current research in proof complexity instead focuses on studying more limited, concrete methods of reasoning, and on proving lower bounds for these methods.

In this paper we consider polynomial calculus resolution (PCR). This is a more powerful proof system than what is arguably the most well studied system in all of proof complexity, namely resolution [12], but is therefore also less well understood. PCR, introduced by Clegg et al. [15] and Alekhnovich and Razborov [1] can be seen as a dynamic version of Hilbert’s Nullstellensatz [6]. In order to refute a CNF formula in PCR, the clauses in the formula are translated into multilinear polynomials, and the proof of unsatisfiability, or refutation, consists essentially of certifying that the polynomial 1 is a member of the ideal generated by these polynomials.

Two important measures for PCR refutations are the size (the number of monomials in the refutation when all polynomials are expanded out as linear combinations of monomials) and the degree (the maximal monomial degree in the refutation). Impagliazzo et al. [24] showed a strong connection between these two measures: if a $k$-CNF formula over $n$ variables admits a PCR refutation of size $S$ then there is also a refutation of degree $k + O(\sqrt{n\log S})$. This result, which is known by [21] to be tight, plays a crucial role in almost all known size lower bounds for PCR. By proving strong enough degree lower bounds one can also obtain size lower bounds, and techniques for establishing lower bounds on degree have been developed in, e.g., [2, 21, 20, 26]. An interesting aspect of [24], however, is that the small-size refutation is not the same as the small-degree one. Instead, the transformation from small size to small degree increases the proof size exponentially. It is natural to ask whether this exponential blow-up is necessary.

A similar question arises also in the context of the resolution proof system, where the measures of interest are length and width. Building on [24], Ben-Sasson and Wigderson [10] showed that every small-length resolution refutation can be transformed into a small-width refutation with the same parameters as in [24]. Again, this bound is again known to be tight [13], and the conversion increases the length exponentially. For resolution, Thapen [29] proved that such a blow-up cannot be avoided in the worst case. In this work, we show that this holds true for PCR as well.1 More precisely we prove the following theorem.

**Theorem 1.** For any $\epsilon > 0$ and $c$ large enough, there is a CNF formula $\varphi$ with $\theta(c^{1+\epsilon})$ variables, of size $\theta(c^{1+\epsilon})$ and degree $O(\log c)$ such that

- $\varphi$ has a PCR refutation of size polynomial in $c$ and degree $c + O(\log c)$,
- $\varphi$ has a PCR refutation of degree $O(c^{\epsilon})$,
- any PCR refutation of degree strictly less than $c - 1$ has size $\exp(c^{\Omega(\epsilon)})$.

In particular, this implies that any PCR refutation of the formula $\varphi$ in degree $O(\log c) + O(\sqrt{c^{1+o(1)} \log c}) \ll c$, as obtained by the size-degree bound in [24], must have size $\exp(c^{\Omega(\epsilon)})$.

1.1 Related work

The study of connections between different complexity measures has received a fair amount of attention in proof complexity. We give a brief overview below, referring the reader to the book [25] or the upcoming survey chapter [14] for more details.

---

1 Note that this is more precise than just saying that there is a trade-off between length and width, or between size and degree, so that minimizing the latter measure must lead to an increase in the former. It is easy to show that there are trade-offs between length/size and width/degree as observed in [27], but such trade-offs are very far from being strong enough to show that the blow-ups in [10, 24] is necessary.
We have already mentioned connections between size and degree in PCR [24] and between length and width in resolution [10]. Let us also mention that in [3] a beautiful relation is exhibited between width and space in resolution, showing that width provides a lower bound on space, and that a similar, but weaker, result was recently proved in [19] for PCR.

When studying trade-offs, we are asking whether two different complexity measures can be minimized at the same time, or whether optimizing one measure must lead to an increase in the other in the worst case. This question was first raised in the context of proof complexity by Ben-Sasson [8], who proved trade-offs between space and width in resolution. This result was later extended to size-degree trade-offs in PCR [7], and the result for resolution was extended to a wider regime of parameters in [11].

Trade-offs between length/size and space have been shown for resolution in [5, 9] and for PCR in [7]. There are even some size-space trade-offs for stronger proof systems such as cutting planes [16] in [18, 22, 23], but since this proof system will not be relevant for the current paper we will not discuss it further.

For length versus width in resolution, or size versus degree in PCR, it is not too hard to show that there are trade-offs [27], but to prove that the length blow-up in [10] is necessary requires the stronger result in [29]. Recently, Razborov [28] established another length-width trade-off showing that low-width tree-like resolution refutations of certain $k$-CNF formulas must have doubly exponential size.

For Nullstellensatz, which as noted above can be viewed as a weaker version of PCR, strong trade-offs between size and degree were shown in [17]. That paper states as an open problem whether similarly strong results could be established for PCR, and this is the problem that we resolve here.

1.2 Organization of the paper

We start with preliminaries in Section 2 where we define the relevant proof systems and discuss some basic properties of ideals in polynomial rings. In Section 3, we present the family of CNF formulas that we will consider, which we call safe colored polynomial local search formulas. Section 4 is devoted to a description of the overall proof strategy. Section 5 develops the machinery used to prove PCR degree lower bounds together with the adaptations needed to obtain our results. Section 6, finally, contains some concluding remarks. We refer to the upcoming full-length version of the paper for the details missing in this extended abstract.

2 Preliminaries

Throughout this paper, we let $F$ denote a fixed but arbitrary field. For $a$ an integer, we denote by $[a]$ the set $\{0, 1, \ldots, a - 1\}$. Given a graph $H$ and a vertex $v \in H$, we write $N(v)$ for the set of neighbours of $v$ in the graph $H$.

2.1 Resolution and Polynomial calculus

We use $x$ to denote boolean variables ranging over $\{0, 1\}$, and write $\overline{x}$ to denote the negation of $x$. A literal is either a variable $x$ or its negation $\overline{x}$. A clause $C$ is a disjunction of literals, such as $x \lor \overline{y}$. The width of a clause is the number of literals in it. A CNF formula $F$ is a conjunction of clauses, and $F$ is a $k$-CNF formulas if all clauses in it have width at most $k$. Clauses and formulas are considered as sets, so that there are no repetitions and the ordering is immaterial.
The resolution proof system has a single derivation rule $C \lor x \frac{D \lor \bar{x}}{C \lor D}$, called the resolution rule, for any clauses $C$, $D$ and any variable $x$. In this proof system, a derivation of a clause $D$ from a CNF formula $F = C_1 \land \cdots \land C_m$ is a sequence of clauses such that each clause is either an original clause $C_i$ or the conclusion of the resolution rule applied to previously derived clauses. A resolution refutation of $F$ is a derivation of the empty clause containing no literals from $F$. The length of a derivation, or refutation, is the length of the sequence of clauses, and the width is the maximum width of any clause appearing in the sequence.

Moving on to polynomial calculus, we let $X$ denote a set of algebraic variables containing $x$ and $\bar{x}$ for all boolean variables, where $x$ and $\bar{x}$ are considered to be distinct, and consider polynomials in the ring $\mathbb{F}[X]$. We note that in the context of algebraic proof systems it is natural to think of 0 as True and 1 as False, and so we will use this convention in what follows.

The PCR proof system contains the following axioms:

- **boolean axioms:** $x^2 - x$ for all variables $x$;
- **complementary axioms:** $x + \bar{x} - 1$ for all variables $x$.

It also contains the following derivation rules:

- **linear combination:** $\frac{p \alpha + q \beta}{\alpha p + \beta q}$ for any $\alpha, \beta \in \mathbb{F}, p, q \in \mathbb{F}[X]$;
- **multiplication:** $\frac{p q}{\bar{x} p}$ for any $p \in \mathbb{F}[X]$ and $x \in X$.

A polynomial $f$ is **derivable** from a set of polynomials $g_1, \ldots, g_k$ (written $g_1, \ldots, g_k \vdash f$) if there is a sequence of polynomials such that each polynomial is either an axiom, an original polynomial $g_i$, or the conclusion of a derivation rule applied to previously derived polynomials. We refer to such a sequence of polynomials as a **PCR derivation**. A **PCR refutation** of a set of polynomials $g_1, \ldots, g_k$ is a derivation of the polynomial 1 from $g_1, \ldots, g_k$.

**Example 2.** Over the variables $x, y, z$, if we are given $xz$ and $y\bar{z}$ we can derive $xy$. This is a simulation, in PCR, of the resolution rule deriving $x \lor y$ from $x \lor z$ and $y \lor \bar{z}$.

\[
\begin{array}{c}
y\bar{z} \\
\hline
xyz \\
\hline
xyz + xy\bar{z} - xy \\
\hline
xy - xy\bar{z} \\
\hline
xy
\end{array}
\]

A set $I$ of polynomials in $\mathbb{F}[X]$ is an **ideal** if $I$ is closed under linear combination and multiplication by any polynomial in $\mathbb{F}[X]$. Given a set of polynomials $S = \{g_1, \ldots, g_k\}$, the **ideal generated by** $S$ is defined as the smallest ideal $I_S$ that contains the set $S$.

Observe that, by definition, $g_1, \ldots, g_k \vdash f$ is equivalent to saying that $f$ is in the ideal generated by $g_1, \ldots, g_k$ together with all boolean and complementary axioms. Intuitively, a PCR refutation is a certificate that the system of polynomial equations $\{g_1 = 0, \ldots, g_k = 0\}$ has no boolean solutions. If the polynomials have no common boolean solution then there always exists such a certificate, since it can be shown that 1 lies in the ideal generated by the polynomials arising in the system together with the polynomials from the boolean and complementary axioms. In other words, the PCR proof system is **sound and complete**.

The **size** of a PCR refutation is the total number of non-zero monomials (counted with repetition) that appear in the derivation when all polynomials are expanded out as linear combinations of monomials. The **degree** of a PCR refutation is the maximal degree of a non-zero monomial that appears in the derivation.

There is a standard translation $tr(\cdot)$ from clauses to monomials defined by induction in the following way:

- $tr(x) = x$;
- $tr(\neg x) = \bar{x}$;
- $tr(C \lor D) = tr(C) \cdot tr(D)$.
Using $\text{tr}(\cdot)$, any $k$-CNF formula $F$ with $s$ clauses can be converted into a set of $s$ polynomials of degree at most $k$ by applying the translation to all clauses in $F$. Denote this set by $\text{tr}(F)$. It is not hard to see that $F$ is satisfiable if and only if the set of polynomials $\text{tr}(F)$ have a common boolean root. Therefore $F$ is an unsatisfiable CNF formula if and only if there is a PCR refutation of the set of polynomials $\text{tr}(F)$. Furthermore, a straightforward generalization of Example 2 shows that a resolution refutation in length $\ell$ and width $w$ can be converted into a PCR refutation in size $O(\ell w)$ and degree $w + 1$.

A \textbf{restriction} is a partial assignment of the variables, that is a function $\rho : X \rightarrow X \cup \mathbb{F}$ such that the value $\rho(x)$ is either $x$ or a constant from $\mathbb{F}$. For a polynomial $p$, we denote by $p \mid \rho$ the polynomial $p$ in which any variable $x$ is replaced by $\rho(x)$.

### 2.2 Reduction over ideals

Two polynomials $p,q$ are said to be \textbf{equivalent modulo an ideal} $I$, written $p \sim_I q$, if $p - q \in I$. This is an equivalence relation. For any polynomial $p$ we fix a special representative of the equivalence class $[p]$ that we call the \textbf{reduction of $p$ modulo $I$} and write as $R_I(p)$. If an ideal $I$ is generated by a set of polynomials $S$, we abuse notation slightly and write $R_S(p)$ for $R_I(p)$.

To define the representative, we fix any order $\prec$ on the polynomials that respects inclusion as follows:

1. Firstly, for two monomials $m_1$ and $m_2$ we have $m_1 \prec m_2$ whenever $m_1$ is a submonomial of $m_2$.
2. Secondly, we extend this in an arbitrary way to a total order on monomials.
3. Finally, we order polynomials in the following way. To any polynomial $p$ we associate a sequence $s_p$, consisting of the non-zero monomials of $p$, sorted in decreasing order with respect to $\prec$. The polynomials are then compared by comparing lexicographically their associated sequences. For example, if $m_1 \prec m_2 \prec m_3$, then the polynomial $m_2$ is strictly smaller than the polynomial $m_2 + m_1$, which is itself strictly smaller than the polynomial $m_3$.

The representative $R_I(p)$ is then defined as $\min([q \in [p]])$.

#### Fact 3. For any restriction $\rho$, we have that $p \mid \rho \leq p$.

\textbf{Proof.} To see this, observe that any monomial in $p \mid \rho$ is either a monomial or a submonomial from $p$; this can only decrease $p$.

#### Fact 4. If $I_1,I_2$ are two ideals such that $I_1 \subseteq I_2$, then

$$R_{I_2}(p \times R_{I_1}(q)) = R_{I_2}(p \times q).$$

\textbf{Proof.} By definition, $q = R_{I_1}(q) + h$ for some $h \in I_1$. Therefore

$$R_{I_2}(p \times q) = R_{I_2}(p \times (R_{I_1}(q) + h)) = R_{I_2}(p \times R_{I_1}(q)) + R_{I_2}(p \times h)$$

by linearity. To conclude, observe that $p \times h \in I_1$ so is reduced to zero modulo $I_1$, and hence is reduced to zero modulo $I_2$ since $I_1 \subseteq I_2$. 

3 The formula

In this section, we describe the construction of the family of formulas for which we establish our size-degree trade-off result. We also argue why they have small-size refutations. Our formulas encode a modified version of the colored polynomial local search (CPLS) principle, and are very similar to the ones used in [29] to prove trade-offs between length and width in resolution, but there are two main differences. First, we add an extra color that we call the safe color that plays a role slightly different from the normal ones. The reason for adding this color is purely technical – we were not able to make the PCR machinery works without it. Second, instead of using a grid graph where any two consecutive layers form a complete bipartite graph, we restrict the edges between two consecutive layers to be a well-chosen expander graph. Since this makes the formula more constrained than that in [29], it makes our lower bound slightly stronger.

3.1 The modified CPLS formula

Let \( a, b, c \) be positive integers. We work only with graphs \( H = (V, E) \) of the following form:
- The set \( V \) of vertices are given by \( \{(i, x), i \in [a], x \in [b]\} \). We say a vertex \((i, x)\) is the vertex \( x \) on layer \( i \).
- Edge appear only between consecutive layers. I.e., if \( ((i, x), (i', x')) \) is an edge then \( i' = i + 1 \).

To any such graph \( H \) we associate a formula \( CPLS^H(a, b, c) \) (or simply \( CPLS(a, b, c) \) if \( H \) is clear from the context). Intuitively, the formula will give a set of colors (which is a subset of \([c]\)) to each node in \( H \) according to the following rules.
1. Node \((0, 0)\) gets no color.
2. From every node \( u \) there is some special neighbor \( v \) on the next layer. If \( v \) gets a color then \( u \) gets a color. Specifically, there is a safe color (corresponding to the first color from \([c]\)) and either \( u \) gets the safe color or it gets all of \( v \)'s colors.
3. Every node on the bottom layer gets some color.

Of course, this means there is a path of special neighbors from \((0, 0)\) to the bottom layer. The last node must get some color, so we can trace backward and see \((0, 0)\) gets some color, a contradiction. Hence \( CPLS(a, b, c) \) is unsatisfiable. Now we state this formally. We use \( \Theta(abc) \) variables:
- \( G(u, y) \) for each \( u \in V \) and \( y \in [c] \). This says whether \( y \) is set at \( u \).
- \( f(u, v) \) for each \( u \in V \) and \( v \in N(u) \). This says whether \( v \) is a special neighbor of \( u \).
- \( h(u)_j \) for each \( u = (a - 1, x) \) and \( j \in \lfloor \log c \rfloor \). The function \( h(u) \) identifies a color that must be present at \( u \), but is encoded in binary.

Now we can restate the intuitive rules above as formal axioms:
1. for each color \( y \in [c] \),
   \( \neg G((0, 0), y) \);
2. for each node \( u \in V \)
   (a) for each neighbor \( v \in N(u) \), and color \( y \in [c] \),
   \( (f(u, v) \land G(v, y)) \rightarrow G(u, y) \lor G(u, 0) \);
   (b) if \( u \) is not on the bottom layer,
   \( \bigvee_{v \in N(u)} f(u, v) \);
3. for each node \( u \in V \) on the last layer and color \( y \in [c] \),
   \( h(u) = y \rightarrow G(u, y) \).
Figure 1 Nodes \( u \) and \( v \) have three possible neighbors represented by the arrows. The two arrows that are not dotted represent the actual values of \( f \); for these arrows, axioms 2a are respected. Indeed the axioms \( P_{v,w} \) are satisfied because the colors at \( v \) is a superset of the colors at \( w \); the axioms \( P_{u,v} \) are satisfied because \( u \) contains the safe color 0.

See Figure 1 for an illustration of the formula. We refer to instances of axioms 2a, 2b, and 3 as \( P_{u,v,y} \), \( Q_u \), and \( T_{u,y} \) respectively.

**Definition 5.** An \((s,e)\)-expander is a bipartite graph \((V_L, V_R, E)\) such that for any subset of “left” vertices \( S \subseteq V_L \) such that \( |S| \leq s \), the following holds: \( |N(S)| \geq e|S| \). We recall that \( N(S) \) is the neighborhood of \( S \).

We will use \( a = b = c^\epsilon \) in this paper. Let \( H_i \) be \( H \) restricted to the \( i^{th} \) layer. That is \( H_i := H \cap \{(i,x), (i+1,y) \mid x,y \in [b]\} \). We need \( H_i \) to be an \((a^{7/8}, e)\)-expander, where any constant \( e > 1 \) suffices. We also need \( H_i \) to have vertex degrees bounded above and below by some constants. For simplicity we assume it has constant degree \( d \).

**Remark 6.** Note that it is also possible to ask each \( H_i \) to be a full bipartite graph. Because the vertex degree then grows with \( a \), we need to change the formula by encoding the neighbors of any vertex in “binary”, as in Thapen’s paper [29], in order to avoid the width becoming too large (due to type 2b axioms).

3.2 Short and narrow refutations

We give a refutation of \( CPLS^H(a,b,c) \) which is of small size. While this refutation can be translated into a refutation of small degree, by a result from [24], we additionally give a much lower degree refutation. The rest of the paper will consist of proving that small size and small degree cannot be obtained simultaneously. The proof of the next two propositions can be found in the appendix of the full version and are very similar to the one from Thapen [29].

**Proposition 7.** For any graph \( H \), \( CPLS^H(a,b,c) \) has a resolution refutation \( \Pi \) of length \( O(ab^2c) \) and width \( c + \log b + 1 \).

As discussed in Section 2, this gives a PCR refutation of size \( O(a^2b^4c^2) \) and degree \( c + \log b + 2 \).

**Proposition 8.** For any graph \( H \), \( CPLS^H(a,b,c) \) has a resolution refutation \( \Pi \) of width \( a(d + 1) + \log c \).
Restricting the formula and refutation

The strategy we are going to use is as follows: we suppose for contradiction that we have a refutation $\Pi$ of the formula $CPLS$ which is both of small size and small degree. Then we will apply a random restriction $\rho$ to both $CPLS$ and $\Pi$, which is a partial assignment to the variables. At this point, we have in hand a refutation $\Pi \upharpoonright \rho$ of the restricted formula $CPLS \upharpoonright \rho$. By the assumption that $\Pi$ is both of small size and small degree, we show that $\Pi \upharpoonright \rho$ enjoys some nice properties; we call such a refutation a beautiful refutation. We conclude by showing that $CPLS \upharpoonright \rho$ cannot have any beautiful refutation, yielding the desired contradiction.

We start with the definition of $\rho$.

4.1 The restriction

Let $p = a^{-3/4}$ and $w = a^{7/8}$. The restriction $\rho$ is randomly set in the following way.

- With probability $p$, for any vertex $u$, we set independently for all $y \in [1, c - 1]$ the value of $G(u, y)$ to True or False with probability $1/2$; if this happens for a vertex $u$, we say that the colors at $u$ are set. Moreover, if such a vertex is at the bottom layer, then we select one color $y$ that has been set to True during the process and we set $h(u) = y$.
- If we set the colors at $u$ then we also give the safe color to this vertex, i.e., we set $G(u, 0) = True$. Otherwise we set $G(u, 0) = False$.
- If we set the colors at $u$ then with probability $1/2$ we also set $f(u, v) = True$ for a uniformly random chosen vertex $v \in N(u)$ and we set all others values $f(u, \cdot)$ to zero.

For the rest of the paper, we write this restriction $\rho$.

Remark 9. Note that for any $u$ where the colors are set, $u$ gets the safe color. Hence we satisfy all type 2a axioms mentioning $f(u, \cdot)$ and we can treat the vertex $u$ as if it is removed from the graph. For any node $v$ with an edge $(v, u)$ in the graph this reduces the (out-)degree of $v$ by 1. We must maintain a positive degree for vertices outside the last layer. If vertices have degree at least 3 then the chance of reducing any vertex degree to 0 is $o(1)$. Hence our random choice of $\rho$ works with high probability in this case. It is still a $CPLS$ formula (over a smaller graph) and we can now reason over this new graph.

4.2 Beautiful properties after restriction

In this section, we prove that applying the above restriction $\rho$ to a small sized refutation $\Pi$ gives a refutation $\Pi \upharpoonright \rho$ of $CPLS \upharpoonright \rho$ enjoying useful properties.

Definition 10. A term $t$ touches vertex $u \in H$ iff $t$ contains at least one of the following:

- $G(u, y)$ for some $y \in [c] \setminus \{0\}$;
- $f(u, v)$ for some $v \in N(u)$;
- $h(u) j$ for some $j \in [\log c]$.

The vertex-degree of a term $t$ is the number of vertices it touches.

See Figure 2 for an example.

Definition 11. We say that a term $t$ is almost beautiful if:

- the vertex-degree of $t$ is at most $w + 1$;
- it does not contain any $G(\cdot, 0)$ variable;
- it touches at most $c - 2$ different colors.

If the vertex-degree of $t$ is at most $w$ then we say it is beautiful. By extension, a derivation $\Pi$ is beautiful if every term that appears in $\Pi$ is beautiful.
Proposition 12. There is an \( \epsilon \) so that if \( |\Pi| = s \leq 2^c \) then with probability \( 1 - s \cdot 2^{-c} \) over the choice of \( \rho \), every term in \( \Pi \res \rho \) is beautiful.

Proof. Consider a term \( t \) and suppose it touches at least \( w \) distinct vertices \( u \). We show that except with exponentially small probability \( \rho \) sets \( t \) to 0.

Suppose we set the colors at \( u \), which happens with probability \( p \). If \( t \) contains \( G(u, y) \) for \( 0 < y \) then with probability \( \frac{1}{2} \) we set \( G(u, y) = 0 \). If \( t \) contains \( h(u)_j \) then because \( h(u)_j \) is uniformly random we set \( h(u)_j = 0 \) with probability \( \frac{1}{2} \).

We also set the arrow at \( u \) with probability \( \frac{p}{2d} \). There are \( d \) neighbors of \( u \) so we set \( f(u, v) \) to True with probability \( \frac{1}{d} \) and False with probability \( \frac{d-1}{d} \). Hence if \( t \) contains \( f(u, v) \) then we set \( t \) to 0 with probability at least \( \frac{p}{2d} \).

Hence, for each \( u \), if \( t \) touches \( u \) then with probability at least \( \frac{p}{2d} \) we set \( t \) to 0. For distinct \( u \) these events are independent so the probability of not setting \( t \) to 0 is at most:

\[
(1 - \frac{p}{2d})^w < e^{-\frac{1}{2d} n^{1/s}}.
\]

To conclude the proof, observe that \( t \res \rho \) does not contain any \( G(\cdot, 0) \) variable since the restriction sets the value \( G(u, 0) \) to True of False for any vertex \( u \).

5 PCR machinery

In this section, we ask the order on monomials to have the additional property that it respects the vertex-degree: if a monomial \( m_1 \) has a vertex-degree smaller than a monomial \( m_2 \), then \( m_1 \prec m_2 \).

5.1 \( R \) operator

We follow a strategy similar in spirit to the technique developed by Alekhnovich and Razborov [2]. The idea is to define a linear map \( R : \mathbb{F}[X] \to \mathbb{F}[X] \) that acts as a witness that the polynomial 1 is not reachable from the axioms by any beautiful derivation. Such a linear map was constructed by Alekhnovich and Razborov to separate the polynomial 1 from polynomials reachable by small degree derivations. It has been applied to Tseitin tautologies, among other formulas. Note that Mikša and Nordström [26] gave some sufficient (and quite general) conditions to prove existence of such operators. Unfortunately, we can not use directly these results since they deal with degree and we therefore need to adapt them to handle our notion of beautifulness. More precisely, we aim to prove the following theorem.
Theorem 13. There is a linear map $R : F[X] \to F[X]$ such that:

1. $R(A) = 0$ for any axiom $A$;
2. $R(1) \neq 0$;
3. $R(xt) = R(xR(t))$ whenever $xt$ is a beautiful monomial.

Theorem 13 is sufficient to prove our main theorem, since any polynomial derived by a beautiful derivation is mapped to zero under the $R$ operator, leaving the polynomial 1 unreachable.

The operator $R$ that we will use is defined on monomials and then extended linearly to general polynomials. To do that, we associate to any monomial $t$ a set of vertices, written $\text{Supp}(t)$, and the value $R(t)$ is defined to be the reduction of $t$ under the ideal generated by axioms associated to $\text{Supp}(t)$. Again, we abuse notation slightly and write this reduced polynomial as $R_{\text{Supp}(t)}(t)$.

More formally, to a given set $A$ of vertices, we identify the following set of axioms:

\[
\{Q_u \mid u \in A\} \\
\cup \{P_{u,v,y} \mid u \in A, v \in N(u), y \in [c]\} \\
\cup \{T_{u,y} \mid u \in A, y \in [c]\} \\
\cup \{\neg G((0,0), y) \mid y \in [c]\} \\
\cup \text{all boolean axioms} \\
\cup \text{all complementary axioms}.
\]

This set contains some axioms that are related to set $A$ as well as the axioms saying that $(0,0)$ is not colored. $R_A(t)$ is then interpreted as the reduction of $t$ under the ideal generated by the axioms above.

5.2 Closure/support

We first associate to any term $t$ a set of vertices called its support and written $\text{Supp}(t)$. The motivation here is that only axioms associated with certain vertices could have been meaningfully used to derive $t$. Any axiom that mentions a variable of $t$ certainly could be used, but axioms associated with a node $u$ that is in turn associated with a variable in $t$ may be used, and even axioms at some nearby nodes in $H$ may be used.

The support is defined using the following closure operation:

Definition 14. Given a bipartite graph with partition $(V_L, V_R)$, and $S \subseteq V_R$ a subset of “right” vertices. We say that $\text{Cl}(S) := \{v \in V_L \mid N(v) \subseteq S\}$ is the closure of $S$.

The following property of the closure will be useful.

Lemma 15. Let $G = (V_L, V_R)$ be an $(s, e)$-expander. If $S, S' \subseteq V_R$ such that $|S|, |S'| < \epsilon \frac{2}{s}$ then:

\[|\text{Cl}(S)| \leq \frac{|S|}{s};\]
\[\text{Cl}(S) \cup \text{Cl}(S') \subseteq \text{Cl}(S \cup S');\]
\[\forall V \subseteq (V_L \setminus \text{Cl}(S)) \text{ such that } |V| \leq \frac{1}{2} \text{ we have } N(V) \nsubseteq S.\]
Figure 3 Example of the support of a term $t$. Color notation:
- nodes for which $t$ contains $f$ variables: $\{v, \ell\}$;
- nodes for which $t$ contains $G$ variables: $\{x\}$;
- nodes for which $t$ contains $h$ variables: $\{y, z\}$;
- nodes that are not touched by $t$ but included in $\text{Supp}(t)$: $\{a, b, u, w\}$;
- nodes that are banished from the graph after application of the restriction from Section 4.

**Theorem 16.** For any terms $t, t'$ it holds that

$$\text{Supp}(t) \cup \text{Supp}(t') \subseteq \text{Supp}(t \cup t').$$

**Proof.** Follows from Lemma 15, third item.

**Lemma 17.** If $t$ touches at most $\ell$ vertices where $\ell \leq 2w$, then $|\text{Supp}(t)| \leq |\text{ExSupp}(t)| = O(\ell)$.

The proof uses a simple induction and telescoping sum and appears in the full version.
5.3 Proof of Theorem 13

The following propositions are sufficient to prove that the $R$ operator fulfills the desired properties.

- **Proposition 18.** For any variable $x$, any monomial $t$ such that $xt$ is beautiful, and any $t' \in R(t)$, we have $R_{\text{Supp}(xt')} (xt') = R_{\text{Supp}(xt)} (xt')$.

- **Proposition 19.** For any almost beautiful monomial $t$ and any $A \subseteq H$ with $|A| \leq O(w)$ we have:

$$R_{\text{Supp}(t) \cup A} (t) = R_{\text{Supp}(t)} (t).$$

With these propositions in hand, let us now prove Theorem 13.

**Proof of Theorem 13.** We start with the first item, that $R(A) = 0$ for any axiom $A$. Consider some axiom $A$ and note that it touches a set of vertices $H_A \subseteq H$ of constant size. Let $\sum t_i$ be a polynomial representation of $A$. By Remark 16, $\bigcup \text{Supp}(t_i) \subseteq \text{Supp}(\bigcup t_i)$ and by Proposition 19, $R(\sum t_i) = \sum R_{\text{Supp}(t_i)} (t_i) = \sum R_{\text{Supp}(\bigcup t_i \cup H_A)} (t_i) = 0$.

For the second item, that $R(1) \neq 0$, observe that since $\text{Supp}(1) = \emptyset$ the set of axioms associated to it is simply:

$$\{ \neg G((0,0),y) \mid y \in [c] \} \cup \text{all boolean axioms} \cup \text{all complementary axioms}.$$

This is a satisfiable set of polynomial equations and thus the polynomial 1 is irreducible over the ideal generated by $\text{Supp}(1)$.

Let us now prove the third item, that $R(xt) = R(xR(t))$ whenever $xt$ is beautiful. Consider a beautiful term $xt$.

$$R(xR(t)) = \sum_{t' \in R(t)} R(xt')$$

by linearity

$$= \sum_{t' \in R(t)} R_{\text{Supp}(xt')} (xt')$$

by definition of $R(\cdot)$

$$= \sum_{t' \in R(t)} R_{\text{Supp}(xt)} (xt')$$

using Proposition 18

$$= R_{\text{Supp}(xt)} (xR(t))$$

by linearity

$$= R_{\text{Supp}(xt)} (xR_{\text{Supp}(t)} (t))$$

by definition of $R(\cdot)$

Observe that since $\text{Supp}(t) \subseteq \text{Supp}(xt)$, we can remove the righthand $R$ operator using Fact 4. We then get

$$= R_{\text{Supp}(xt)} (xt)$$

$$= R(xt)$$

by definition of $R(\cdot)$.  

\end{proof}
5.4 Proof of Proposition 19

Proof of Proposition 19. We assume for sake of contradiction that the proposition is false and let \( A \) be a minimal witness of this. Without loss of generality \( A \cap \text{Supp}(t) = \emptyset \) and \( A \) is nonempty. We find \( A' \) with \( |A'| < |A| \) where the lemma also fails.

Let \( r := R_{\text{Supp}(t) \cup A}(t) \). We have an equation \( t = r + \sum q_i p_i \) where \( p_i \) is one of the axiom that correspond to \( \text{Supp}(t) \cup A \). By assumption, we also have that \( r \prec R_{\text{Supp}(t)}(t) \). We want to construct an assignment \( \alpha \) that:

- sets \( p_i \) to \( 0 \) for at least one \( p_i \in A \);
- leaves \( t \) unchanged;
- for any \( p_i \) either satisfies it or leaves it unchanged.

If such an assignment exists then \( t \upharpoonright \alpha = r \upharpoonright \alpha + \sum (q_i \upharpoonright \alpha)(p_i \upharpoonright \alpha) \) and thus \( t = r \upharpoonright \alpha + \sum q'_i(p_i \upharpoonright \alpha) \) with \( r \upharpoonright \alpha \preceq r \). Since \( \alpha \) sets at least one \( p_i \), this shows we can reduce \( t \) using only \( \text{Supp}(t) \cup (A \setminus \{p_i\}) \), as desired.

First observe that if there is a vertex \( u \in A \) with neighbor \( v \in N(u) \setminus (A \cup \text{ExSupp}(t)) \) then we can:

- set the arrow out of \( u \) to point to \( v \) \( (\alpha(f(u,v)) = \text{True}) \);
- set all other arrows out of \( u \) to False \( (\forall v' \in N(u) \setminus v. \alpha(f(u,v')) = \text{False}) \);
- set all colors to False at \( v \) \( (\forall y \in [c]. \alpha(G(v,y)) = \text{False}) \).

This satisfies all \( P_{u,v} \) and \( Q_u \) axioms at \( u \) and leaves axioms at other vertices in \( A \cup \text{Supp}(t) \) untouched. Also \( v \notin \text{ExSupp}(t) \) and hence \( t \) is also untouched.

The only way we can fail to find such \( u \) and \( v \) is if \( N(A) \subseteq A \cup \text{ExSupp}(t) \). Note that this implies \( A \) contains a vertex in the last layer. Indeed, consider the largest \( i \in [a] \) that contains some vertices from \( A \). If \( i < a - 1 \) then for any vertex \( u \in A \) on this layer there is at least one neighbor \( v \notin \text{ExSupp}(t) \) because otherwise by definition of closure \( u \) should be included in the \( \text{Supp}(t) \). Since we picked the largest possible \( i \) we also know \( v \notin A \).

If \( A \) contains a vertex on the last layer then we consider some layer \( i \) such that axioms from \( \text{ExSupp}(t) \cup A \) do not touch any vertex on layers \( i, i+1 \) and let

\[
B := \{(i', j) \mid i' > i, j \in [b]\}.
\]

\( B \) is the set of all vertices between this layer and the bottom layer. Since \( |A| + |\text{Supp}(t)| = O(w) \) we know such a row exists. We pick some color \( y \) not mentioned by \( t \), set \( G(u, y) = \text{True} \) for all \( u \in B \), and set \( h((a-1, x)) = y \) for any \( (a-1, x) \in B \setminus \text{Supp}(t) \).

Furthermore, for any \( u \in B \cap A \) that is not on the last layer we know by the second item of Lemma 15 that \( u \) has a neighbor \( z \notin \text{ExSupp}(t) \). We set \( f \) so it points \( u \) to \( z \) and set \( G(z, y') = \text{False} \) for all other colors. Here we use the fact that \( z \notin \text{ExSupp}(t) \) and if we set colors for \( z \) the term \( t \) remains unchanged. That is, \( f(u, v) = \text{False} \) for all \( v \in N(u) \setminus \{z\} \) and \( f(u, z) = \text{True} \). If there were no such \( z \) then \( u \) would be included in \( \text{Supp}(t) \) and hence would not be in \( A \).

By setting colors in this way we satisfy all axioms for all \( u \in B \cap A \). At \( u \in B \cap \text{Supp}(t) \) we only set a single color to \( \text{True} \) and satisfy the corresponding axiom. We can always pick a color \( y \) because \( |t| < c \) and we touch no variable in \( t \). Finally, we satisfy the \( Q_u \) and \( T_{u,y} \) axioms anywhere they are touched by setting \( h \) and \( f \).

The proof of Proposition 18 uses similar ideas to that of Proposition 19 and appears in the full version.
6 Concluding remarks

In this paper, we have shown that although it is known from [24] that size provides an upper bound on degree in polynomial calculus resolution (PCR) — in the sense that if a set of degree-\(k\) polynomials have a PCR refutation in size \(S\), then there is also a refutation in degree \(k + O(\sqrt{n \log S})\) — it is not possible in general to construct PCR refutations that get even remotely close to these two upper bounds simultaneously. This extends the analogous trade-off result in [29] for the weaker resolution proof system.

We would like to remark that while our trade-off result is currently stated for formulas of logarithmic width — in order to avoid extra technical complications — it is also possible to obtain the result for constant-width formulas. This involves converting the wide clauses in our formulas to 3-CNF using the standard approach with extension variables. Since the upper bounds for our formulas also work in resolution, this strengthens [29]. We refer to the upcoming full-length version of the paper for the details.

As mentioned in the introduction, in addition to generalizing [29] from resolution to PCR, our main theorem is also a counterpart of the size-degree trade-offs for the weaker algebraic system Nullstellensatz established in [17]. In contrast to our result, however, the Nullstellensatz trade-offs only hold for the version of the proof system without formal variables for negated literals. It would be desirable to obtain more robust trade-off theorems that also applies to Nullstellensatz with separate formal variables for positive and negative literals.

Another, even more interesting, question would be to investigate stronger proof systems. Very recently, Atserias and Hakoniemi [4] showed that if a system of degree-\(k\) polynomial constraints over \(n\) boolean variables has a Sums-of-Squares (SOS) refutation of size \(S\), then it also has a refutation of degree at most \(O(k + \sqrt{n \log S})\). They also proved a similar statement for the stronger Positivstellensatz proof system, and an analogous result for the weaker system Sherali-Adams also follows from the proofs in the paper. However, for these proof systems the question of whether the conversion from small size to small degree can be achieved without blowing up the size remains open, and it is not even known if the upper bound on degree in terms of size in [4] is tight.
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Abstract

We study the smoothed complexity of finding pure Nash equilibria in Network Coordination Games, a PLS-complete problem in the worst case, even when each player has two strategies. This is a potential game where the sequential-better-response algorithm is known to converge to a pure NE, albeit in exponential time. First, we prove polynomial (respectively, quasi-polynomial) smoothed complexity when the underlying game graph is complete (resp. arbitrary), and every player has constantly many strategies. The complete graph assumption is reminiscent of perturbing all parameters, a common assumption in most known polynomial smoothed complexity results. We develop techniques to bound the probability that an (adversarial) better-response sequence makes slow improvements to the potential. Our approach combines and generalizes the local-max-cut approaches of Etscheid and Röglin (SODA ‘14; ACM TALG, ’17) and Angel, Bubeck, Peres, and Wei (STOC ‘17), to handle the multi-strategy case. We believe that the approach and notions developed herein could be of interest in addressing the smoothed complexity of other potential games.

Further, we define a notion of a smoothness-preserving reduction among search problems, and obtain reductions from 2-strategy network coordination games to local-max-cut, and from k-strategy games (k arbitrary) to local-max-bisection. The former, with the recent result of Bibak, Chandrasekaran, and Carlson (SODA ‘18) gives an alternate $O(n^8)$-time smoothed algorithm when $k = 2$. These reductions extend smoothed efficient algorithms from one problem to another.

1 Introduction

Coordination games are a widely studied class of games, where players receive equal payoffs, and so are incentivized to coordinate. Network coordination games are a succinctly represented, natural multi-player extension of coordination games. The players simultaneously play multiple two-player coordination games, and receive the sum of their payoffs from these individual games. As a caveat, the players must choose the same strategy to play in all games.
These games naturally arise in various settings like social and biological networks [3, 32, 29], and have been extensively studied in various areas like Game theory and economics, Learning, Networks etc [25, 11, 20, 14, 2].

The natural dynamics in such a game imply that agents will change their strategy choices if this increases their payoff. Because these are coordination games, this also increases the total sum of payoffs. This sum is then a proxy for the progression towards an equilibrium, where no player can improve, hence is a potential function for the game, and the game becomes a potential game. When no player can benefit by deviating, or equivalently the potential function reaches a local maximum, this is a pure Nash equilibrium, and the standard search problem for most potential games is to find such an equilibrium.

Finding a pure Nash equilibrium in a network coordination game is complete for the class PLS (Polynomial Local Search) [12]. Although it is widely conjectured that PLS is unlikely to lie in P [6, 9, 38], problems in this class admit local-search algorithms [27], which have been observed to be empirically fast [27, 15, 18], but requiring exponential time in the worst case [40, 39]. To understand this discrepancy, we naturally turn to a beyond worst-case analysis technique called smoothed analysis, which “continuously interpolates between the worst-case and average-case analyses of algorithms,” [41] (see Section 1.2 for a detailed discussion). Informally, we wish to show that adversarial instances are “scattered” in a probabilistic sense. We say that an algorithm is smoothed-efficient if it is efficient with high probability when all input parameters are perturbed by small random noise. This is one of the strongest performance metrics beyond worst-case performance. We ask the following:

> Question. Can we design smoothed efficient algorithms for finding pure Nash equilibria for network coordination games?

In this paper we answer the question in the affirmative. In particular, we obtain smoothed (quasi-)polynomial time algorithms to find pure Nash equilibria (PNE) in network-coordination games (NetCoordNash) with a constant number of strategies. We also introduce a notion for a smoothness-preserving reduction, and show that a special case of NetCoordNash admits such a reduction to local-max-cut, and the general case admits a reduction to local-max-bisection (see Section 2.2 for the problem definitions).

To the best of our knowledge, no smoothed efficient algorithm for a worst-case hard Nash equilibrium problem was known prior to this work, apart from the party affiliation games, the smoothed complexity of which directly follows from local-max-cut [23]. Similarly, to the authors’ knowledge, no notion of smoothness-preserving reduction has been shown in the past, and we believe that such reductions are of independent interest.

Local-max-cut is a PLS-complete problem, where the goal is to find a cut in a graph that is maximal up to switching one vertex. In a recent series of results, the smoothed complexity of local-max-cut was shown to be first quasi-polynomial for arbitrary graphs [22], and then polynomial for complete graphs [1]. Both results and a recent (simultaneous) work [8] follow a common high-level framework: using anti-concentration bounds for linear combinations of random variables to argue that bad events are unlikely. Our analysis extends this high-level approach to NetCoordNash. However, local-max-cut is a special case of NetCoordNash where every player has two strategies and the matrix on every edge is off-diagonal (see Figure 1). To handle the extra complexity of NetCoordNash in general, we need to define novel bounds.

1.1 Our Results

A network coordination game is represented by an undirected game graph $G = (V, E)$, where the nodes are the players, and each player $v \in V$ simultaneously plays a two-player coordination game with each of its neighbors. If players have $k$ strategies to choose from,
the game on each edge $uv$ can be represented by a $k \times k$ payoff matrix. Once every player chooses a strategy, the payoff value for each edge is fixed, and players receive the sum of the payoffs from incident edges. The goal is to find a PNE of this game. We show the natural better-response algorithm converges quickly with high probability on perturbed instances.

**Smoothed Analysis of NetCoordNash.** A strategy profile is at equilibrium if no single player can gain by deviating while others’ unilaterally. Better-response dynamics/algorithms are an iterative procedure where any player who benefits by deviating, does so, one at a time, until an equilibrium is reached. This need not converge in general, e.g. for a game of rock-paper-scissors, where the players would infinitely cycle through the three strategies. In our setting, however, the sum of payoffs of all players acts as a potential function, which increases with every better-response move (Section 2.1). Thus, starting from any initial choice of strategies, better-response algorithm (BRA) will converge to a PNE in network coordination games, since it can be shown that the potential function is bounded.

We show that the BRA is an efficient algorithm with probability $1 - 1/poly(n)$ for perturbed instances: when the payoff values are independently sampled from distributions with density bounded by $\phi$, the runtime will be polynomial in $\phi$ and the input size with high probability. One may interpret $\phi$ as the inverse of the minimum allowed perturbation. The exact relation between perturbation size and running time are as follows:

**Theorem 1.** Let $G = (V, E)$ be a game graph for an instance of NetCoordNash, with $k \times k$ payoff matrices, whose entries are independently distributed, continuous, random variables, with densities $f_{u,v,i,j} : [-1,1] \to [0,\phi]$. Let $n := |V|$. If $G$ is a complete graph, then with probability $1 - (nk)^{-3}$, all valid executions of the BRA (even adversarial) will converge to a PNE in at most $(nk\phi)^O(k)$ steps, and the expected running time $(nk\phi)^O(k)$ as well.

If $G$ is arbitrary, all valid executions of the BRA, from all starting points, will converge to a PNE in at most $\phi \cdot (nk)^{O(k\log(nk))}$ steps with probability $1 - (nk)^{-2}$ over the payoff entries. Furthermore, the expected running time is also at most $\phi \cdot (nk)^{O(k\log(nk))}$.

The proof of this is discussed in Section 3. The polynomial running time requires the graph to be complete so that all parameters can be perturbed. This seems to be unavoidable as all known results on polynomial smoothed complexity so far, e.g., linear-programming [41], local-max-cut [1], etc., require this.

The above performance guarantees are only (quasi-)polynomial in the input size for $k$ constant. It is an open problem to improve this to general $k$. This can be achieved either by showing that local-max-bisection has polynomial smoothed complexity (see below), or by directly tightening the bounds in the proof presented in this paper (Section 3).

**Smoothness-Preserving Reductions.** Note that standard Karp reductions do not suffice to extend a smoothed efficient algorithm across problems. This is because, among other things, such a reduction needs to ensure that independently perturbed parameters of the original problem produce independent perturbations of all parameters in the reduced problem. In this work, we introduce a notion of a smoothness-preserving reduction, which to the knowledge of the authors, has not been studied prior to this work. We obtain two such reductions:
Theorem 2. NetCoordNash with $2 \times 2$ payoff matrices admits a weak smoothness-preserving reduction to the local-max-cut problem. Furthermore, NetCoordNash with $k \times k$ matrices for general $k$ admits a weak smoothness-preserving reduction to the local-max-bisection problem. For both results, an instance of NetCoordNash with a general or complete game graph reduces to an instance of local-max-cut/bisection on a general or complete graph, respectively.

The definition of weak reductions is given in Section 4, and a formal statement of the local-max-cut and -bisection problems is in Section 2.2. In this writeup, we provide an outline of the reductions in Section 4, and a formal description and proofs of correctness are given in the full version of this paper [10]. The first reduction, together with smoothed efficient algorithms for local-max-cut, gives alternate smoothed efficient algorithms for the $k = 2$ instance; namely, the result of [8] implies an $O(n^8)$ algorithm when the game graph is complete. For general network coordination games, the smoothed complexity of local-max-bisection is open, and so any conclusion on the complexity of NetCoordNash is conditional.

1.2 Related Work

The works most closely related to ours are [22] and [1], where the smoothed complexity of local-max-cut was first analyzed, and [8] which refined the analyses. As discussed above, local-max-cut is a special case of NetCoordNash, therefore the techniques do not immediately apply. Independently, [8] also obtained smoothed polynomial algorithms for local-max-3-cut on complete graphs, and quasi-polynomial algorithms in general for local-max-$k$-cut with constant $k$. Local-max-$k$-cut naturally reduces to NetCoordNash with $k \times k$ payoff matrices. However, our result does not subsume theirs as the reduction is not smoothness preserving.

Complexity of Equilibrium Computation. There has been extensive work on various potential games, equivalently congestion games (e.g., [35, 31, 36, 23]), capturing routing and traffic situations (e.g., [37, 25]), and resource allocation under strategic agents (e.g., [26, 24]). A potential function ensures that these games always have a pure NE [35]. Finding pure NE is typically PLS-complete in the worst case [23, 12]. Our approach provides tools to prove smoothed analysis results for such games.

For the general games, NE computation is PPAD-complete [17, 13], even $(1/poly)$-additive approximation. This latter result also implies smoothed complexity does not lie in P unless RP = PPAD [13]. Towards average case analysis, Bárány, Vempala, and Vetta [5] showed that a game picked uniformly at random has a NE with support size 2 for both the players with inverse-logarithmic probability. The average case complexity of a random potential game was shown to be polynomial in the number of players and strategies by Durand and Gaujal [19].

Smoothed Analysis. The work of Spielman and Teng [41] introduced the smoothed analysis framework to study the empirical performance of the Simplex method for linear programming. They showed that introducing independent random perturbations to any given (adversarial) LP instance, ensures that Simplex terminates fast with high probability, with polynomial dependence on the inverse of the magnitude of perturbation. Performance on such perturbed instances has since been known as smoothed complexity of the problem – one of the strongest guarantees one can hope for beyond worst-case analysis. In the past decade and a half, much work has sought to obtain smoothed efficient algorithms when worst-case efficiency seems infeasible [16, 7, 30, 34, 4, 21, 22, 1], including for integer programming, binary search trees, iterative-closest-point (ICP) algorithms, the 2-OPT algorithm for the Traveling Salesman problem (TSP), the knapsack problem, and the local-max-cut problem.


2 Preliminaries: Game Model and Smoothed Analysis

In what follows, the set \{1, 2, \ldots, k\} is denoted as \([k]\), and \langle \cdot, \cdot \rangle denotes inner product.

2.1 Nash Equilibria in Network Coordination Games

A two-player game, where each player has finitely many strategies to choose from is given by two payoff matrices \(A\) and \(B\). Assume without loss of generality that both players have \(k\) strategies, and thus the matrices are \(k \times k\). It is called a coordination game if \(A = B\).

A network coordination game is a multi-player extension of coordination games. The game is specified by an underlying undirected graph \(G = (V, E)\), where the nodes are players, and each edge represents a two-player coordination game between its endpoints. It is a \(k\)-network coordination game if each player has \(k\) strategies. For disambiguation, we represent the payoff values as an \(|E|k^2\)-dimensional vector \(A\), and denote as \(A((u, i)(v, j))\) the payoff that players \(u\) and \(v\) get for the game-edge \(uv \in E\), when \(u\) chooses strategy \(i\), and \(v\), strategy \(j\). As Nash equilibria are invariant to shifting and scaling of the payoffs, assume without loss of generality that every entry of \(A\) is contained in \([-1, 1]\).

**Potential Function.** Below we show that it suffices to only consider pure strategies, \(i.e.\) players needn’t randomize. Let \(n\) be the number of players; a strategy profile is a vector \(\sigma \in [k]^n\), assigning to each player a strategy in \([k]\). The payoff to player \(u\) is given by

\[
\text{payoff}_u(\sigma) := \sum_{v:uv \in E} A((u, \sigma_u)(v, \sigma_v))
\]

Define the potential function \(\Phi : [k]^n \to \mathbb{R}\) to be the sum of all payoffs. Formally,

\[
\Phi(\sigma) := \sum_{(u,v) \in E} A((u, \sigma_u), (v, \sigma_v)) = \frac{1}{n} \sum_{u \in V} \text{payoff}_u(\sigma) \tag{1}
\]

The potential function is of interest since it captures the possible improvements to all players’ payoffs in the following sense \([12]\): if player \(u\) changes their strategy, \(\Phi(\sigma)\) and \(\text{payoff}_u(\sigma)\) vary by the same amount. Formally, for all \(u \in V\), \(\sigma_u, \sigma'_u \in [k]\), and \(\sigma_{-u} \in [k]^{n-1}\)

\[
\Phi(\sigma_u, \sigma_{-u}) - \Phi(\sigma'_u, \sigma_{-u}) = \text{payoff}_u(\sigma_u, \sigma_{-u}) - \text{payoff}_u(\sigma'_u, \sigma_{-u})
\]

where \(\sigma_{-u} \in [k]^{n-1}\) denotes the strategy profile on \(V \setminus u\). Network coordination games are termed potential games because they admit such a potential function. As a consequence, they must admit pure Nash equilibria \([35]\).

**Nash Equilibrium and Better-Response Algorithm (BR alg., or BRA).** At a Nash equilibrium (NE), no player gains by deviating unilaterally.

\(\text{NE}: \forall u \in V, \text{payoff}_u(\sigma_u, \sigma_{-u}) \geq \text{payoff}_u(\sigma'_u, \sigma_{-u}), \forall \sigma'_u \in [k]\)

Such a \(\sigma\) is called pure NE (PNE) as every player is playing a deterministic strategy. By the discussion above, \(\sigma\) is a PNE if and only if it is a local maximum for \(\Phi\), where \(\sigma'\) is in the local neighbourhood of \(\sigma\) when they differ in exactly one entry. A deviation for one player is termed a better-response (BR) move if their individual payoff strictly increases. Note that if \(\sigma'\) is a BR deviation from \(\sigma\), differing in a single player, then \(\Phi(\sigma') > \Phi(\sigma)\).

The better-response algorithm (BRA) repeatedly makes better-response moves, increasing the \(\Phi\) value in every step. The terminating point has to be a local maximum of \(\Phi\), and thereby a PNE. Since \(\Phi\) may only take \(k^n\) different values, this procedure must terminate at a PNE.
2.2 Smoothed Analysis and Reductions

The notion of smoothed analysis was introduced by Spielman and Teng [41] to bridge the gap between average- and worst-case analysis. The parameters of the problem are perturbed by some small noise, and the performance is measured as a function of the perturbation size. We present first a formal definition of smoothed-efficient algorithms in our setting.

Definition 3 (Independent distributions with bounded density). Let $X$ be a random vector in $[-1,1]^d$. We say it is independently distributed with density bounded by $\phi$ if the entries are independently distributed, and the p.d.f. for the $i$-th entry is a function $f_i : [-1,1] \rightarrow [0,\phi]$. Observe that the joint distribution on $X$ has p.d.f. upper-bounded by $\phi^d$.

Intuitively, a bounded-density $X$ is “spread” by at least $1/\phi$. Running-time bounds will be defined as a function of $\phi$. We define here polynomial smoothed complexity in our setting:

Definition 4 (Polynomial Smoothed Complexity). Let $\mathcal{P}$ be a search problem, whose instances consist of some structural information $D$ – e.g. a graph – and some real-valued information $X$ – e.g. edge weights. We say $\mathcal{A}$ is a smoothed efficient algorithm for $\mathcal{P}$ if, $\mathcal{A}(D,X)$ returns a correct solution with probability 1, and there exist constants $c,c' > 0$ such that whenever $X \in \mathbb{R}^d$ is an independently distributed random vector with density bounded by $\phi$,

$$\max_{D,X} \Pr_{X}[\text{running time of } \mathcal{A} \text{ on } (D,X) \geq (d \cdot |D| \cdot \phi)^c] \leq (d \cdot |D|)^{-c'}.$$ 

$\mathcal{P}$ is said to have polynomial smoothed complexity if a smoothed efficient algorithm exists. It has quasi-polynomial smoothed complexity if the above holds for running time $(d \cdot |D| \cdot \phi)^{O(\log(d \cdot |D|))}$.

An algorithm is smoothed-efficient in expectation if the expected running time over a worst-case choice of $\phi$-bounded distributions is (quasi-)polynomial in $d, \phi$, and $|D|$; a problem $\mathcal{P}$ is said to have (quasi-)polynomial smoothed complexity in expectation similarly.

Local-max-cut and -bisection. In this paper, we define smoothness preserving reductions which allow the extension of smoothed-complexity results, as defined above, from one problem to another. Namely, we obtain reductions to the local-max-cut and -bisection problems. These problems are defined as FLIP and SWAP respectively in [40]. Given a weighted graph $G = (V,E)$, local-max-cut is the problem of finding a cut which is maximal up to flipping one vertex across the cut, and local-max-bisection is the problem of finding a balanced cut of the nodes into two sets of equal size, whose cut value is maximal up to swapping a pair of nodes across the cut. Both problems are shown to be PLS-hard in [40], and the smoothed complexity of local-max-cut has been studied at length, as discussed in the introduction.

3 Smoothed Performance of the BR algorithm

This section is a partial proof of Theorem 1. All missing details may be found in the full version [10]. Recall that Theorem 1 stated that for $\phi$-bounded random variables, the BRA converges in $(nk\phi)^{O(k)}$ steps with probability $1 - (nk)^{-3}$ on complete graphs, and $\phi \cdot (nk)^{O(k \log(nk))}$ steps with probability $1 - (nk)^{-2}$ over the payoff entries. Only the payoff values are randomized, the BR moves may be chosen adversarially after sampling.

Recall that a profile $\sigma$ is a PNE if and only if it is a local maximum of the potential $\Phi$. Note that $\Phi$ may only take values in the interval $[-n^2, n^2]$, since the payoffs are in $[-1,1]$. It suffices then to show that with high probability, every linear-length sequence of BR moves has significant increase in $\Phi$. We show the following:
\section*{Theorem 5.} Let $G = (V, E)$ be a game graph, with random payoff vector $A$, and $\sigma^0 \in [k]^n$ be an arbitrary strategy profile. With probability $1 - (nk)^{-2}$ over the values of $A$, all BR sequences of length at least $2nk$, initiated at any choice of $\sigma^0$, must have at least one step in which the potential increases by $\epsilon = \phi^{-1}(2n^2k^3)^{-20k \log(nk)}$. If $G$ is a complete graph, then with probability $1 - (nk)^{-3}$, all BR sequences of length at least $2nk$, will have at least one step increasing by $\epsilon' = (2n^2k^3)^{-4k^{-4}}$.

From the above discussion, this implies that the BRA must terminate in $\phi(nk)^{O(k \log(nk))}$ steps with probability $1 - (nk)^{-2}$ in general, and $(\phi nk)^{O(k)}$ steps with probability $1 - (nk)^{-3}$ on complete game graphs, implying Theorem 1. We proceed with a proof of Theorem 5.

The high level approach of this paper, and also that of [22, 1, 8], is as follows: Express the increase in potential as a linear combination of the payoff values, and conclude Theorem 5 via an anti-concentration inequality and a union bound. Each step of the BRA is some player $u$, deviating to a new $\sigma \in [k]$, denoted as the (player,strategy) pair $(u, \sigma)$. Thus, an execution of the BRA is fully specified by a sequence of pairs $S = (u_1, \sigma_1), (u_2, \sigma_2), \ldots$, along with an initial strategy vector $\sigma^0 \in [k]^n$. The strategy profile at time $t$ is given by $\sigma^t := (\sigma_t, \sigma_{t-1}^{t-1})$.

We wish to control the value of $\Phi(\sigma^t) - \Phi(\sigma^{t-1})$ as a function of the payoff values. To this end, define the potential-change indicator matrix for a BR sequence as follows:

\section*{Definition 6.} For any fixed BR sequence $S$ of length $\ell$, let $L(S, \sigma^0) := \{\lambda_1, \lambda_2, \ldots, \lambda_{\ell}\}$, where $\lambda_t \in \{-1, 0, 1\}^{(|E| \times k^3)}$, for all $t$. The entries of $\lambda_t$ are indexed by indices of payoff matrix entries, denoted $((v, i)(w, j))$. The values of its entries are chosen as follows:

$$\lambda_t((v, i)(w, j)) := \begin{cases} 1 & \text{if: } u_t \in \{v, w\} \text{ and } \sigma^t_v = i \text{ and } \sigma^t_w = j. \\ -1 & \text{if: } u_t \in \{v, w\} \text{ and } \sigma^{t-1}_v = i \text{ and } \sigma^{t-1}_w = j. \\ 0 & \text{otherwise.} \end{cases}$$

Each entry denotes whether the payoff values remain in the payoff $(0)$, get added to the total payoff $(+1)$, or removed $(-1)$. This set of vectors – or equivalently the matrix whose rows consist of the $\lambda_t$’s – is termed the potential-change indicator matrix of a sequence.

The arguments $S, \sigma^0$ are omitted if they are clear from context. Observe $\Phi(\sigma^t) - \Phi(\sigma^{t-1}) = (\lambda_t, A)$, where $A$ is the vector of payoff values, so the product $LA$ represents the sequence of changes in $\Phi$ along an execution of the BRA. Bounding the probability of $LA \notin [0, \epsilon]^{\ell}$ for all sequences of length $\ell \geq 2nk$ then implies Theorem 5. We use the following.

\section*{Lemma 7 ([33]).} Let $X \in \mathbb{R}^d$ be a random vector such that the joint probability on any $a \leq d$ coordinates of $X$ is upper-bounded by $\phi^a$ at all points. Let $M$ be a rank $r$ matrix in $\eta \mathbb{Z}^{r \times d}$, i.e. all entries are multiples of $\eta$. Then the joint density of the vector $MX$ is bounded by $(\phi/\eta)^r$, and for any given $b_1, b_2, \ldots, b_r \in \mathbb{R}$ and $\epsilon > 0$,

$$\Pr \left[ |MX| \leq |b_1| \epsilon + \epsilon \times \cdots \times |b_r| \epsilon + \epsilon \right] \leq (\phi/\eta)^r$$

Observe that if $X$ is a vector whose entries are independently distributed, and each $X_i$ has probability density bounded by $\phi$, then the joint distribution over any $\ell$ coordinates of $X$ has density bounded by $\phi^\ell$. This statement is a generalization of a lemma from [33], but the proof therein easily extends.

To conclude Theorem 5, we first show that $L$ has large enough rank, then apply the above lemma with $M = L(S, \sigma^0)$ and $X = A$, and finally take a union bound over the choice of $S$ and $\sigma^0$. The following parameters are introduced for clarity of exposition.
Definition 8 (Active, Inactive, Repeating, and Non-Repeating players.). Let $S$ be a BR sequence, then player $u$ is said to be active if she appears in the sequence, and inactive otherwise. An active player $u$ is said to be repeating if there exists some strategy $i$ such that $(u, i)$ appears at least twice in $S$, or if $(u, \sigma_u^0)$ appears in $S$ at all. An active player who is not repeating is said to be non-repeating. We introduce the following notation:

<table>
<thead>
<tr>
<th>$p(S)$</th>
<th>number of active players in $S$,</th>
<th>$d(S)$</th>
<th>number of distinct $(u, i)$ moves in $S$,</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_1(S)$</td>
<td>number of non-repeating players in $S$,</td>
<td>$d_1(S)$</td>
<td>distinct moves by non-repeating players in $S$,</td>
</tr>
<tr>
<td>$p_2(S)$</td>
<td>number of repeating players in $S$,</td>
<td>$q_0(S)$</td>
<td>number of distinct $(u, \sigma_u^0)$ moves in $S$,</td>
</tr>
</tbody>
</table>

Observe that $p = p_1 + p_2$, $k \cdot p \geq d \geq p$, $k \cdot p_1 \geq d_1 \geq p_1$, and $q_0 \leq p_2$. We will often use the quantity $d(S) - q_0(S)$, which is the number of “new” strategies played by the players.

3.1 Inactive Players, Rank Bounds, and Union Bounds

As discussed above, the goal is to show that $L(S)$ has large rank, and apply Lemma 7, taking a union bound over all possible choices of $S$ and $\sigma^0$. Naively, there are $k^n(nk)^f$ choices for sequences of length $\ell$. However, if $p(S) \ll n$, the rank bound cannot exceed $d(S) \leq k \cdot p(S)$ in our model, which does not match the union bound. To circumvent this issue, we modify the matrix $L$ in two different ways, for the cases $p_1(S) \geq p_2(S)$ and $p_2(S) \geq p_1(S)$, respectively. This case analysis is similar to the proofs in [1, 8], however these two papers each use only one of the two constructions, whereas our analyses require both, as the large strategy space allows for more complex interactions between the rows of $L$, and each construction only allows bounds of one kind.

3.1.1 Control by rounding.

The first modification to $L$ builds on a technique of [1]. While the construction is valid for arbitrary graphs, the rank bounds hold only for complete graphs. Let $V_0 \subset V$ be the set of inactive players, and $V_1$ the active players. For any $u \in V_1$ and $i$ fixed, all $((u, i)(w, u_0^0))$ rows of $L$ for $w \in V_0$ are identical, up to flipping a row’s signs, since $w$’s strategy remains unchanged. Therefore, in the inner product $(\lambda_i, A)$, these $((u, i), (w, u_0^0))$ terms are added or subtracted together, and we may simply “guess” this value approximately, and take a union bound on the guesses, rather than guessing strategy choices. This is formalized below.

The quantity of interest is the change in $\Phi(\sigma^t)$ over $t$, so it is equivalent to instead consider $\Phi(\sigma^t) - \Phi(\sigma^0)$, a constant shift. Let $\hat{A}^t_{uw} = A((u, \sigma_u^t)(v, \sigma_v^t)) - A((u, \sigma_u^0)(v, \sigma_v^0))$.

$$\Phi(\sigma^t) - \Phi(\sigma^0) = \sum_{u,v \in V} A((u, \sigma_u^t)(v, \sigma_v^t)) - A((u, \sigma_u^0)(v, \sigma_v^0))$$

$$= \sum_{u,v \in V} \hat{A}_{uw}^t + \sum_{w,w' \in V_0} \hat{A}_{uww'}^{t-0} + \sum_{w \in V_1} \sum_{w' \in V_0} \hat{A}_{uw}^{t-0}$$

For $w \in V_0$, $\sigma_u^0 = \sigma_w^0$, so the “$\hat{A}_{uww'}^{t-0}$” terms are 0. Furthermore, the rightmost terms are in fact constants, depending only on $\sigma_u$. Let then $C(u, \sigma) := \sum_{w \in V_0} A((u, \sigma)(w, \sigma_w^0)) - A((u, \sigma_u^0)(w, \sigma_w^0))$. Note $C(u, \sigma_u^0) = 0$. The above sum is therefore equivalent to

$$\Phi(\sigma^t) - \Phi(\sigma^0) = \sum_{u,v \in V_1} \hat{A}_{uw}^{t-0} + 0 + \sum_{w \in V_1} C(u, \sigma_u^t)$$

For $p(S)$ fixed, we need only take a union bound over the $nk^f$ choices of BR sequence, $k^p(S)$ choices of initial strategy, and the $d(S) - q_0(S)$ different $C$ values for each $(u, \sigma \neq \sigma_u^0)$. We will round these to the nearest multiple of $\epsilon$, leaving $2n/\epsilon$ choices for each. With this, we have a union bound of size $k^{p(S)}(nk^f)(2n/\epsilon)^{d(S) - q_0(S)}$. 
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Critical Subsequences and Rank Bounds. It remains to argue that $L(S, \sigma^0)$ has sufficiently large rank bounds. The statements below are presented informally, in the interest of space. See the full version for complete details [10]. To this end, we define critical subsequences as follows, based on the definition of critical block from [11]:

- **Definition 9** (Critical Subsequence). Let $B$ be a contiguous subsequence of $S$. If $\ell(B) \geq 2(d(B) - q_0(B))$, but for every $B' \subseteq B$, $\ell(B') < 2(d(B') - q_0(B'))$, we say that $B$ is critical. Note that a return move – i.e., $q_0$-type move – for a subsequence $B$ which starts at time $t_B$ is a move $(u, \sigma^0_u)$, as opposed to a $(u, \sigma^0_u)$ move.

Observe that for any BR sequence $S$ of length $2nk$, $\ell(S) \geq 2(d(S) - q_0(S))$, and so a maximal (up-to-inclusion) subsequence satisfying $\ell \leq 2(d - q_0)$ will be critical. Thus, any sequence of length $2nk$ must contain a critical subsequence $B$, with $\ell(B) = 2(d(B) - q_0(B))$. Critical subsequences are key to the analysis, since their length and number of distinct moves are perfectly correlated. This will be used in conjunction with the notion of separated blocks.

- **Definition 10** (Separated Blocks). Fix a BR sequence $S$. For any active, non-repeating, player $u$, let $T_u$ be the set of indices where the moving player is $u$, and $T := \{t_1 < t_2 < \cdots < t_m\}$ be the union of the $T_u$'s. Note that $|T| = d_1(S)$. Let $S_i$ for $0 \leq i \leq m$ be the subsequences of $S$ from time $t_i$ to $t_{i+1}$ excluding boundaries, respectively, where $t_0 = 0$ and $t_{m+1} = |S|$. We say these $S_i$'s are the separated blocks of $S$.

The separated blocks allow us to isolate large-rank submatrices and combine their ranks. Let $w$ be any inactive player, and $(u_i, \sigma_i)$ be the non-repeating move which begins separated block $i$ for all $i$. Then, up to column permutations, the submatrix with rows from $T$ and columns indexed by $((u_i, \sigma_i)(w, \sigma_w))$ is upper-triangular with a non-zero diagonal. The diagonal is necessarily nonzero because the graph is complete. Furthermore, for a separated block $S'$ which begins at move $(u_i, \sigma_i)$, the submatrix of rows from $S'$ and columns $((v, \sigma_v)(u_i, \sigma_i))$ also form an upper-triangular matrix with non-zero diagonals, where the columns are sorted by the first appearance of $v, \sigma_v$ in $S'$. Finally, if we sort the rows of $T$ first, then by chronological order of separated blocks, we can form a block-upper-triangular submatrix with non-zero diagonal terms, of size $d_1(S) + \sum_{S' \text{sep.}} (d(S') - q_0(S'))$. As above, graph completeness is necessary for the diagonal to be nonzero. This submatrix is block-upper-triangular because $(\cdot, \cdot(u_i, \sigma_i))$ rows are all 0 before $u_i$ first enters $\sigma_i$, since $u_i$ is non-repeating. Assuming that the overall sequence $S$ is critical, this gives

$$\text{rank}(L) \geq d_1(S) + \sum_{S' \text{ sep.}} d(S') - q_0(S') > \frac{1}{2} d_1(S) + \frac{1}{2} d_1(S) + \sum_{S' \text{ sep.}} \frac{1}{2} \ell(S')$$

However, $\ell(S) = d_1(S) + \sum_{S' \text{ sep.}} \ell(S')$, so we have $\text{rank}(L) \geq \frac{1}{2} d_1(S) + \frac{1}{2} \ell(S)$. By criticality, $\ell(S) = 2(d(S) - q_0(S))$, which gives a rank bound of $\frac{1}{2}(d_1(S) + \ell(S)) = \frac{1}{2} d_1(S) + d(S) - q_0(S)$.

Combining Rank and Union bounds. Recall that we have shown, for any BR sequence of length $2nk$, it must contain a critical subsequence $B$. Assuming $B$ has length $\ell$, there are $k^{\ell(B)}(nk)^\ell$ choices for the (modified) matrix $L(B, \sigma^0)$, and $(4n\epsilon)^d(B) - q_0(B)$ choices for the approximate $C(u, \sigma)$ values. The $C(u, \sigma)$'s are rounded to the nearest $\epsilon$, so the true improvements lie in $(0, \epsilon)$ if the approximated improvements lie in $(-\epsilon, 2\epsilon)$, since there can be at most two $C$ terms in each change, and rounding introduces error at most $\epsilon/2$.

We have shown that $L(B, \sigma^0)$ has rank at least $\frac{1}{2} d_1(B) + d(B) - q_0(B)$. Applying Lemma 7, we conclude that the probability that every critical subsequence of a valid BR sequence of length at least $2nk$ has all improvements in $(0, \epsilon)$ is upper-bounded by
Thus, the we let whose columns lie in the span of \( \lambda_1 \) whose columns consist of the \( q \) in the sequence. Suppose \( u,\sigma \) in the sequence. Let \( q_{u,\sigma} := \sum_{j=1}^{m} \lambda_j \), noting that the \( \tau_0 \) is omitted. Let \( Q(S,\sigma^0) \) be the matrix whose columns consist of the \( q_{u,\sigma} \)'s. Observe, for any inactive player \( w \),

\[
q_{u,\sigma}(u,\sigma')(w,\sigma_0^w) = \sum_{j=1}^{m} \lambda_j ((u,\sigma')(w,\sigma_0^w)) = \sum_{j=1}^{m} \mathbb{I}[\sigma^w_0 = \sigma'] - \mathbb{I}[\sigma^w_{0-1} = \sigma'] = 0
\]

Thus, the \( q_{u,\sigma} \)'s are all 0 in entries corresponding to edges with inactive players, and therefore the \( Q \) matrix does not depend on the initial strategies of the inactive players. Thus, to union bound the possible \( Q \) matrices, it suffices to fix the initial strategy of only the active players and the BR sequence. Furthermore, \( L \cdot A \in [0,\epsilon]^{\ell} \implies Q \cdot A \in [0,\epsilon]^{d-1} \), so it suffices to apply Lemma 7 on the matrix \( Q \), with only polynomial blowup, since \( \ell \leq O(nk) \).

Fixing a critical subsequence \( B \), there are at most \((nk)^{\ell(B)}\) choices of the BR sequence, and \( k^{\ell(B)} \) choices of initial strategy profiles for the active players.

**Rank Bounds.** It remains to show that \( Q \) has large rank relative to this smaller union bound. Since we have eliminated inactive players, the high-rank submatrix will consist of interactions between active players. As in [22], construct an auxillary directed graph \( G' = (V,E') \), where \( V \) is the set of players, and \( E' \) is constructed as follows: for any repeating move \((u,\sigma)\), add the directed edge \((u,w)\) for every \( w \in V \), such that \( \exists \sigma' \in [k] : q_{u,\sigma}((u,\sigma)(w,\sigma')) \neq 0 \). Note that \( u \) and \( w \) must be connected in the game graph, and we do not need completeness.

Let \( P_2 \subseteq V \) be the set of repeating players, and note that they all have non-zero out-degree, since \( q_{u,\sigma} \neq 0 \) as this would contradict the fact that the sequence is improving. Repeatedly perform the following: choose \( r_1 \in P_2 \), and let \( T_1 \) be the BFS arborescence rooted at \( r_1 \) which spans all nodes reachable from \( r_1 \) in \( G' \). Delete \( V(T_1) \) from \( G' \) and repeat, picking an arbitrary root vertex \( r_2 \in P_2 \setminus V(T_1) \). Stop when every vertex of \( P_2 \) is covered by some arborescence. For all \( i \), let \( T_0^i \) and \( T_1^i \) be a partition of the nodes of \( T_i \) which are of even or odd distance from the root, respectively. Let \( P_0^i \) be the larger of \( V(T_0^i) \cap P_2 \) and \( V(T_1^i) \cap P_2 \), and let \( P_2^i := \bigcup_{j=1}^{\infty} P_2^j \), noting that \( |P_2^i| \geq |P_2|/2 = p_2(S)/2 \). We claim that the collection \( \mathcal{V} := \{q_{u,\cdot} : u \in P_2^i\} \) is linearly independent.

For every \( u \in P_2^i \), either \( u \) was an internal node to the arborescence that covers it, or a leaf. If it is internal, we may associate to \( u \) any of its children in the arborescence, which are not contained in \( P_2^i \), by definition. Let \( w \) be the chosen child, then the only \( \mathcal{V} \) vectors which have nonzero \((u,\cdot)(w,\cdot)\) entries are the \( q_{u,\cdot} \) vectors.
Conversely if \( u \) is a leaf, then its out-neighbours must be in previously constructed arborescences. Let \( w \) be any such neighbour, then \( q_w \) cannot contain a non-zero \((u, \cdot)\) entry, as otherwise \( u \) would have been in \( w \)'s arborescence. Therefore, \( q_w \) is the only vector in \( V \) to contain a nonzero \((u, \cdot)\) entry. Observe that these matrix entries are necessarily nonzero even if the graph is not complete. The above discussion demonstrates a \(|V| \times |V|\) diagonal submatrix of \( V \), which implies \( Q \) has rank at least \(|V| \geq p_2(S)/2\).

**Combining Rank and Union Bounds.** This section considers the complete graph case. These bounds will be extended to general graphs in the next section. Section 3.1.1 gives bounds for the case \( p_1(B) \geq p_2(B) \), and so we restrict our attention to the case \( p_2(B) \geq p_1(B) \implies p_2(B) \geq p(B)/2 \).

For any fixed critical subsequence \( B \), we have argued that the probability that \( L(B, \sigma^0) \) has all entries in \((0, \epsilon)\) is at most the probability that \( Q(B, \sigma^0) \) has all entries in \((0, \epsilon)\). By Lemma 7 and the above rank bounds, this occurs with probability at most \((\ell \phi \epsilon) p_2(B)/2 \). Recall that by criticality, \( \ell = 2(d(B) - q_0(B)) \leq 2k \cdot p(B) \). Thus, with the above union bound, the probability that all critical subsequences with \( p(B) \) active players and \( p_2(B) \geq p_1(B) \) have bad improvements is at most \( k(p(B))(nk)^2 k^2 B(B) (2k \cdot p(B) \cdot \epsilon \phi) p(B)/4 \leq (2nk)^2 k^4 (n \phi)^{1/4} B(S) \).

### 3.2 (Quasi-)Polynomial Smoothed Complexity for NetCoordNash

**Complete Game Graphs.** From Sections, 3.1.1 and 3.1.2, the probability that all valid BR sequences of length at least \( 2nk \) have all improvements in \((0, \epsilon)\) is at most

\[
\sum_{p=1}^{n} ((20n^3 k^3 \phi^2)^k \epsilon^{1/4})^p + (2(nk)^2 k^2 (nk^5 \phi)^{1/4})^p
\]

by simply taking a union bound over the value of \( p(B) \), and whether \( p_1(B) \geq p_2(B) \) or the converse hold. Setting \( \epsilon = (20n^2 k^3)^{-4k-4} \), we conclude that this probability is at most \( 1/(20n^2 k^3 - 1) \), which concludes the complete-graph portion of Theorem 5 noting that \( \phi > 1/2 \). We omit calculation details and handling edge-cases where all players are active. These are included in the full version [10].

**General Game Graphs.** For general game graphs, we will use the cyclical-sum construction, as it does not require completeness. Note that it was phrased in terms of critical subsequences, but never used this property. However, the cyclic-sum construction only gives bounds in terms of \( p_2(S) \). As in [22], we use the following lemma:

**Lemma 11** ([22], Lemma 3.4). Any valid BR sequence of length \( 5nk \) contains a contiguous subsequence \( S' \) with \(|S'|/(5 \log(nk))\) repeating moves (pairs).

This implies that any \( 5nk \)-length BR sequence \( S \) contains a subsequence \( S' \) with \( p_2(S') \geq |S'|/(5 \log(nk)) \). Therefore, the probability that all \( 5nk \)-length sequences have improvements in \((0, \epsilon)\) is at most \( \sum_{p=1}^{5nk} k^p (nk)^\ell (\phi)^{\ell/10 \log(nk)} \). Setting \( \epsilon = \phi^{-1}(2n^2 k^3)^{-20k \log(nk)} \), the probability is at most \( 1/(nk)^2 \). This concludes the general-graph portion of Theorem 5. As above, the details of calculation are omitted.

**Performance in Expectation.** The performance analysis of BRA in expectation is discussed in the full-version. It is derived as a consequence of the with-high-probability bounds, integrating over the choice of \( \epsilon \).
In this section, we refine standard Karp reductions to define smoothness preserving reductions, and outline the two reductions of Theorem 2. Recall from Section 2.2 that an algorithm is said to be smoothed-efficient if, on applying independent random perturbations to all inputs of an adversarially chosen instance, the algorithm runs in time polynomial in the input size and inverse perturbation size, with high probability.

Definition 12 (Strong and Weak Smoothness-Preserving Reductions). A weak (randomized) smoothness-preserving reduction from a search problem $P$ to problem $Q$ is defined by poly-time computable functions $f_1$ and $f_2$, a full-row-rank, integer, matrix $M$ with polynomially bounded entries, a constant $\eta \geq 1/\text{poly}$, and a real probability space $\Omega \subseteq \mathbb{R}^d$; such that the following holds: For any $I = (D, X) \in P$ and $R \in \Omega$, $J = (f_1(D), \eta M (X \circ R))$ is an instance of $Q$ whose solutions $\sigma$ map to solutions $f_2(\sigma)$ for $I$. Here, $\circ$ denotes concatenation.

We require that $|f_1(D)|$, the dimension of $R$, and the size of $M$, be polynomial in $|I|$; that the probability density of the entries of $R$ be polynomial in $|I|$ and the density bound on $X$; and that the entries of $R$ be independently distributed.

If $M$ is a diagonal matrix, then this is a strong smoothness-preserving reduction.

The $R$ variables may seem superfluous at first, but are included to ensure that $M$ has full-rank. A key fact to the proof of Lemma 7, the anti-concentration bound at the heart of this paper and previous local-max-cut papers, is the following:

Proposition 13 ([33]). Let $X \in \mathbb{R}^d$ be a random vector such that the joint probability on any $a \leq d$ coordinates of $X$ is upper-bounded by $\phi^a$ at all points, and let $M \in \mathbb{R}^{t \times d}$ be full-rank, with entries which are multiples of $\eta$, for $t \leq d$. Then the random variable $Y := MX$ also has bounded joint density $f_Y(y) \leq (\phi/\eta)^t$ for all $y \in \mathbb{R}^d$.

Thus, if the entries of $X$ and $R$ have bounded density, and $|\det(\eta M)| \geq \eta^d$, then the joint distribution on $M(X \circ R)$ has polynomially bounded density. A proof of this statement is provided in the full version of the paper [10].

When $M$ is diagonal, the reduced instance trivially has independent entries, which is sufficient for most smoothed-analysis results to hold. Hence, strong reductions easily extend smoothed efficient algorithms. We conjecture that for many problems, upper-bounding the joint density of the input values suffices for smoothed-efficient algorithms to exist.

Lemma 14. (a) Suppose problem $Q$ has (quasi-)polynomial smoothed complexity. If $P$ admits a strong smoothness-preserving reduction to $Q$, then $P$ also has (quasi-)polynomial smoothed complexity. (b) If $Q$ has a smoothed efficient algorithms when the input distribution has joint density bounds as in Proposition 13 and Lemma 7, then if $P$ admits a weak smoothness-preserving reduction to $Q$, $P$ has (quasi-)polynomial smoothed complexity.

The proof is straightforward modulo technicalities, and is included for completeness in the full version of this paper [10]. It is key that the matrix $M$ has full (row) rank, since this ensures that the joint density on the reduced parameters is sufficiently bounded.

Observe that local-max-cut satisfies the conditions of part (b), since the proofs of [22, 1] simply apply Lemma 7 to the input, similarly to the argument in Section 3. Thus weak reductions to local-max-cut do imply smoothed efficient algorithms. This would not be an interesting notion of reduction if it only held for reductions to max-cut. As mentioned above, we conjecture that many smoothed-analysis results satisfy the conditions for part (b).
As an example, we note that the analyses for the smoothed efficient algorithms for a TSP 2-approximation [21] and for multidimensional bin-packing [28], are robust to this form of input assumption.

The smoothed complexity of local-max-bisection is open, but we believe that the natural local search procedure may admit a similar smoothed analysis to local-max-cut. This would imply a smoothed efficient algorithm for \( k \)-NetCoordNash for non-constant \( k \).

### 4.1 Outline of Reductions

It suffices then, to provide weak smoothness-preserving reductions from NetCoordNash to local-max-cut and -bisection, as stated in Theorem 2. The main technical part involves the construction of \( M \) such that its rows are independent, and solutions of the resulting instance map to solutions of the original.

In this writeup, we give only a sketch of the reductions. The formal definitions and rank analyses may be found in the full version of this paper [10]. The reduction from 2-NetCoordNash to local-max-cut will be given first and in more detail, as it is cleaner, and is the basis for the reduction from \( k \)-NetCoordNash to local-max-bisection.

**2-NetCoordNash reduces to Local-max-cut.** Let \( G = (V, E) \) be the game graph, with payoff vector \( A \). Construct a weighted cut graph \( H = (V', E') \) where \( V' = V \cup \{s, t\} \), and \( E' = E \cup \bigcup_{u \in V} \{su, ut\} \). We will define edge weights such that (1) every locally maximal cut is an \( s-t \) cut, and (2) the value of the cut \((S, T)\) with \( s \in S \) and \( t \in T \) is equal to the total payoff of the game when \( \sigma_u = 1 \) if \( u \in S \), and 2 if \( u \in T \). Thus changing a player’s strategy is equivalent to flipping its vertex across the cut. In the reverse direction, local-max-cuts are exactly the local maxima of the game’s potential function, and thereby pure NE.

The following figure gives the edge weights for a small 2-player example which achieves the above properties, with the payoff matrix given as follows:

\[
\begin{pmatrix}
 a & b \\
 c & d
\end{pmatrix}
\]

We game payoffs: \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \)

\( \frac{1}{2}(c + d) + R_u \)

\( \frac{1}{2}(a + b) + R_a \)

\( \frac{1}{2}(b + c - a - d) \)

\( \frac{1}{2}(b + d) + R_v \)

\( \frac{1}{2}(a + c) + R_v \)

The general construction consists of placing copies of the above gadget on \( H \) for every game edge in \( E \), taking the sum of the edge-weights for the \( su, ut \), and \( st \) edges.

Observe that the above construction has edge weights which are linear combinations of the payoff values. Furthermore, for all values of \( R_u \) and \( R_v \), the cut values are equal to payoff values. The \( R \) values are added only to increase the rank of the reduction matrix, and choosing them negative ensures that only \( s-t \) cuts are maximal. We show [10] by induction on \( |V| \) that the matrix rows are independent, and so the reduction satisfies the necessary conditions. Note that the cut graph is complete if and only if the game graph is.

**\( k \)-NetCoordNash reduces to Local-max-bisection.** The reductions from games with \( k \) strategies are not as straightforward. Let \( G = (V, E) \) be the game graph with payoff vector \( A \). We construct a weighted cut graph \( H = (V', E') \) where \( V' = (V \times [k]) \cup \{s_0, s_1, \ldots, s_{n(k-2)}, t\} \), the (player, strategy) pairs, and construct \( E' \) as follows: for every node \( (u, i) \) and \( 0 \leq a \leq n(k-2) \), we add an \( \{s_a, (u, i)\} \) and \( \{(u, i), t\} \) edge; for every \( u \in V \)
and \( i \neq j \), we add a \( \{(u,i),(u,j)\} \) edge; and for every \( uv \in E \) and \( i,j \in [k] \), we add a \( \{(u,i),(v,j)\} \) edge. Call a cut \((S,T)\) valid if \( s_t \in S \) for all \( t \in T \), and \( S \) contains exactly one \( (u,i) \) node for all \( u \in V \). Note that all valid cuts are balanced.

By construction, there is a natural strategy profile associated with each valid cut, namely if node \((u,i)\) is in \( S \) then \( \sigma_u = i \). We wish to choose edge weights such that (1) all locally maximal bisections are valid, and (2) the cut value is equal to \( \Phi(\sigma) \). (1) will be achieved by giving low weight to the \( \{(u,i),(u,j)\} \) edges, and higher weight to the \( \{s_a,(u,i)\} \) edges, using the extra randomness available. This respectively ensures that it is always in our interest to have a small number of \((u,\cdot)\) nodes in \( S \), but not none. As above, we will introduce extra randomness to the edge weights to ensure that \( M \) is full-rank. In this case, we will show \( M \) is full rank by arguing that it is upper-triangular after basic row operations.

The cut graph is again complete if and only if the game graph is, and thereby we have shown the second part of Theorem 2. The edge weights are not given directly, but are instead found by solving for the total cut values. As it would not be of any value to the reader to be given the values of the edge-weights without the full exposition, the details are left to the full version of this paper [10].
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Abstract

Agreement expansion is concerned with set systems for which local assignments to the sets with almost perfect pairwise consistency (i.e., most overlapping pairs of sets agree on their intersections) implies the existence of a global assignment to the ground set (from which the sets are defined) that agrees with most of the local assignments.

It is currently known that if a set system forms a two-sided or a partite high dimensional expander then agreement expansion is implied. However, it was not known whether agreement expansion can be implied for one-sided high dimensional expanders.

In this work we show that agreement expansion can be deduced for one-sided high dimensional expanders assuming that all the vertices’ links (i.e., the neighborhoods of the vertices) are agreement expanders. Thus, for one-sided high dimensional expander, an agreement expansion of the large complicated complex can be deduced from agreement expansion of its small simple links.

Using our result, we settle the open question whether the well studied Ramanujan complexes are agreement expanders. These complexes are neither partite nor two-sided high dimensional expanders. However, they are one-sided high dimensional expanders for which their links are partite and hence are agreement expanders. Thus, our result implies that Ramanujan complexes are agreement expanders, answering affirmatively the aforementioned open question.

The local-to-global agreement expansion that we prove is based on the variance method that we develop. We show that for a high dimensional expander, if we define a function on its top faces and consider its local averages over the links then the variance of these local averages is much smaller than the global variance of the original function. This decreasing in the variance enables us to construct one global agreement function that ties together all local agreement functions.

1 Introduction

Agreement expansion has been extensively studied. It plays an important role in nearly all PCP constructions, and has found various applications in many recent works (see e.g., [8, 5, 1, 9] and [3]). Previous works could only prove agreement expansion for complexes which are two-sided local spectral expanders or partite one-sided local spectral expanders. However, the question for the general case of one-sided local spectral expanders remained open. In this work we show that all one-sided local spectral expanders are agreement expanders, given that
the local views of their vertices are agreement expanders. In particular, this solves an open question regarding the well studied Ramanujan complexes, which are not two-sided local spectral expanders nor partite, but the local views of their vertices are agreement expanders.

Our main theorem is a local-to-global agreement expansion. We show that agreement expansion of the entire complex can be deduced from agreement expansion of its vertices, i.e., if locally the complex is an agreement expander, then it is also globally expanding. In many cases of high dimensional expanders, the entire complex is a complicated object which is hard to understand, but it is composed of many simple local objects. We show that it is enough to argue regarding the simple local views of the complex, which then implies that the whole complicated complex is also an agreement expander.

The main theorem that we prove is based on the variance method that we develop. We show that for one-sided local spectral expanders, the variance of any function decreases as we go down the dimensions. Namely, if we define a function on the top faces of the complex and consider its local averages over the links then the variance of these local averages is much smaller than the global variance of the original function. This decreasing in variance enables us to construct a single global function that stitches together all the local agreement functions.

**Agreement tests**

Let $S$ a collection of subsets over some ground set $V$. A local assignment is a collection of functions $f = \{f_\sigma\}_{\sigma \in S}$, where each $f_\sigma$ is a function that specifies a 0, 1 value for each $u \in \sigma$. Any $f_\sigma$ is local in the sense that it gives values only to the elements in $\sigma$, independently of the rest of the functions and the ground set. A global assignment is a single function $g : V \rightarrow \{0, 1\}$ which specifies a value for every vertex in the ground set. We say that a local assignment $f = \{f_\sigma\}$ comes from a global assignment $g$, if for every $\sigma \in S$ it holds that $f_\sigma = g|_\sigma$, i.e., $f_\sigma$ is just the restriction of $g$ to $\sigma$.

Denote by $G$ the set of all global assignments. An agreement test is specified by a distribution $D$ on tuples $(\tau, \sigma_1, \sigma_2)$ such that $\sigma_1, \sigma_2 \in S$ and $\tau \subseteq \sigma_1 \cap \sigma_2$. The test picks $\tau, \sigma_1, \sigma_2$ according to $D$ and accepts if $f_{\sigma_1}$ and $f_{\sigma_2}$ agree on $\tau$, i.e., if for every $u \in \tau$, $f_{\sigma_1}(\tau) = f_{\sigma_2}(\tau)$.\(^1\) We denote the acceptance probability of the test by

$$\text{agree}_D(f) = \Pr_{\tau, \sigma_1, \sigma_2 \sim D}[f_{\sigma_1}|_{\tau} = f_{\sigma_2}|_{\tau}].$$

It is easy to see that if a local assignment comes from a global assignment then the test accepts with probability 1. Denote by $\text{dist}(f, g)$ the fraction of $\sigma \in S$ for which $f_\sigma \neq g|_\sigma$. An agreement theorem states that if $\text{agree}_D(f) \geq 1 - \epsilon$ then $f$ is $1 - O(\epsilon)$ close to a global assignment, i.e., there exists a global assignment $g \in G$ such that $\text{dist}(f, g) \leq O(\epsilon)$. In other words, an agreement theorem guarantees that the agreement test provides a good approximation for the distance of a local assignment from the global assignments.

**High dimensional expanders**

A $d$-dimensional simplicial complex $X$ is a $(d + 1)$-hypergraph which is closed under containment: For any $(d + 1)$-hyperedge $\sigma$ in $X$, all of its subsets $\tau \subseteq \sigma$ also belong to $X$. A hyperedge $\sigma$ is also called a face of the complex, and its dimension is $|\sigma| - 1$. The set of all $k$-dimensional faces of the complex is denoted by $X(k)$.

\(^1\) A weaker notion of an agreement test, which we do not discuss in this paper, is concerned with an approximate global consistency, i.e., that $f_\sigma$ agrees with $g|_\sigma$ on most of the elements in $\sigma$. 
For any face $\sigma \in X$, its link is the subcomplex obtained by all the faces in $X$ which contain $\sigma$ after removing $\sigma$ from all of them, and denoted by $X_\sigma = \{ \tau \setminus \sigma \mid \sigma \subseteq \tau \in X \}$. Note that if $X$ is of dimension $d$ then $X_\sigma$ is of dimension $d - |\sigma|$. 

**Definition 1.1 (Partite complex).** A $d$-dimensional complex $X$ is called partite if its vertices can be partitioned into $d + 1$ sets $X(0) = V_1 \cup V_2 \cup \cdots \cup V_{d+1}$ such that any $d$-dimensional face $\sigma \in X(d)$ contains a vertex from each $V_i$, i.e., $|\sigma \cap V_i| = 1$.

In recent years, several distinct notions of high dimensional expansion have been studied. For a detailed survey regarding high dimensional expanders we refer the reader to [10]. In this work we focus on the spectral expansion of the links of the complex.

**Definition 1.2 (Local spectral expansion).** A $d$-dimensional complex $X$ is called a $\lambda$-one-sided local spectral expander (or $\lambda$-two-sided local spectral expander) if for every $-1 \leq k \leq d-2$ and every $\sigma \in X(k)$, the underlying graph of $X_\sigma$ is a $\lambda$-one-sided spectral expander (or $\lambda$-two-sided spectral expander, respectively).

### High dimensional expanders and agreement expansion

The work of [4] initiated the relation of high dimensional expanders to agreement tests. We follow their definition of agreement expansion.

**Definition 1.3 (Agreement expansion).** A $d$-dimensional complex $X$ is called a $c$-agreement expander for dimension $k$ if there exists a distribution $D$ such that for every local assignment $f = \{ f_\sigma \}_{\sigma \in X(k)}$ there exists a global agreement function $g \in \mathcal{G}$ such that

$$\text{dist}(f, g) \leq c \cdot \text{disagree}_D(f),$$

where $\text{disagree}_D(f) = 1 - \text{agree}_D(f)$ is the rejection probability of the test.

The name “agreement expansion” comes from its similarity to other expansion measures, since $X$ is an agreement expander if and only if

$$\min_f \frac{\text{disagree}_D(f)}{\text{dist}(f, G)} \geq \frac{1}{c},$$

where the minimum is taken over all local assignments that do not come from a global assignment.

In [6], the authors prove that there exists a constant $c > 0$ such that the $d$-dimensional complete complex, which is the complex that contains all possible sets of size $\leq d + 1$, is a $c$-agreement expander for its top dimension. Building on [6], [4] show that there exists a constant $c > 0$ such that a $d$-dimensional two-sided local spectral expander is a $c$-agreement expander for dimension $k = O(\sqrt{d})$. Their proof goes by a reduction to the complete complex, and therefore they could not prove agreement expansion for the top dimension of the complex, but only for some lower dimension.

In a recent work, Dikstein and Dinur [2] prove that there exists a constant $c > 0$ such that a $d$-dimensional two-sided local spectral expander or a partite one-sided local spectral expander are $c$-agreement expanders for their top dimension. However, the general question for one-sided local spectral expanders remained open.

---

*The graph whose vertices are $X_\sigma(0)$ and its edges are $X_\sigma(1)$. 

---

**ITCS 2020**
Our main theorem in this work is that agreement expansion of a complex can be deduced from the agreement expansion of the links of its vertices. In particular, for any constant \( c > 0 \) there exists a constant \( c' > 0 \) which is dependent only on \( c \) such that a \( d \)-dimensional one-sided local spectral expander is a \( c' \)-agreement expander for its top dimension, given that the links of its vertices are \( c \)-agreement expanders for their top dimension.

\[ \textbf{Theorem 1.4} \text{ (Main Theorem, informal).} \quad \text{For any constant } c > 0 \text{ there exists a constant } c' = c'(c) \text{ such that if the links of the vertices of a one-sided local spectral expander are } c \text{-agreement expanders for their top dimension, then the entire complex is a } c' \text{-agreement expander for its top dimension. Moreover, the global agreement function that agrees with most of the local functions is defined by majority decoding.} \]

Our result extends [2] to general one-sided local expanders, which are not necessarily partite. Moreover, the result of [2] ensures that if the agreement test accepts with probability \( 1 - \epsilon \) then there exists some global function that agrees with \( 1 - c\epsilon \) of the local functions. The global function that [2] construct is not necessarily the majority function, but rather some conditional majority. We show here that the majority function agrees with \( 1 - c'\epsilon \) of the local functions, regardless of which functions agree with the local functions on each vertex. Our proof technique can be used for two-sided local spectral expanders and for partite one-sided local spectral expanders as well: As a first step use [2] to construct a local agreement function for each vertex, and then by our work conclude that the majority function agrees with most of these local agreement functions.

\[ \textbf{Corollary 1.5.} \quad \text{There exists a constant } c > 0 \text{ such that any } d \text{-dimensional two-sided local spectral expander and any } d \text{-dimensional partite one-sided local spectral expander is a } c \text{-agreement expander for its top dimension, where the global agreement function is defined by majority decoding.} \]

**Ramanujan complexes**

Much of the motivation for the study of high dimensional expanders comes from the existence of Ramanujan complexes, whose properties are optimal in almost every measure. Ramanujan complexes are the high dimensional analogs of the celebrated LPS Ramanujan graphs [11], which arise from number theory. In [12] the authors describe an explicit construction of a family of bounded degree Ramanujan complexes, i.e., every vertex is contained in a bounded number of faces. Thus, the number of \( d \)-dimensional faces in these complexes is linear in the number of vertices.

Ramanujan complexes are known to be one-sided local spectral expanders [7], and their links are also partite. However, Ramanujan complexes are not two-sided local spectral expanders nor partite, so previous works could not show that they are agreement expanders. As a corollary of our theorem, we settle this open question.

\[ \textbf{Corollary 1.6.} \quad \text{There exists a constant } c > 0 \text{ such that Ramanujan complexes are } c \text{-agreement expanders for their top dimension.} \]

**The variance method**

Our local-to-global agreement theorem is based on the variance method. The decreasing in variance idea has first appeared in [4], where the authors proved that in high dimensional expanders, the difference of variances of a function on successive dimensions is decreasing. The authors in [4] proved it only for two-sided local spectral expanders, and used it just for
the single purpose of showing that random walks on high dimensional expanders have an optimal convergence rate. We extend their work and show that the same holds for one-sided local spectral expanders as well. In addition, we show the general statement that the variance of any function on the top faces of a high dimensional expander decreases by a factor of $d$ when considered on the vertices.

▶ Theorem 1.7 (The variance method, informal). Let $X$ be a $d$-dimensional one-sided local spectral expander. For any function $h : X(d) \to \mathbb{R}$,

$$\operatorname{Var}_{u \in X(0)} \mathbb{E}_{\sigma \in X_{\natural}(d-1)} h(u \sigma) \leq O \left( \frac{1}{d} \right) \operatorname{Var}_{\sigma \in X(d)} h(\sigma).$$

The small variance is important in order to get a global function that agrees with $1 - O(\varepsilon)$ of the local functions. Recall that we are given a local assignment $f = \{f_v\}$ and a probability distribution $\mathcal{D}$ such that $\operatorname{disagree}_\mathcal{D}(f) \leq \varepsilon$ and our goal is to construct a global function $g$ such that $\operatorname{dist}(f, g) \leq O(\varepsilon)$. By a simple union bound argument, it is easy to get $\operatorname{dist}(f, g) \leq O(\varepsilon/d)$. In order to get an agreement which is not dependent on $d$, we must bound the probability of the bad events by $O(\varepsilon/d)$ and then by a union bound to get an agreement of $O(\varepsilon)$. Using the variance method, we can show that the variance on the vertices decreases by a factor of $d$, and thus the bad events happen with a probability bounded by $O(\varepsilon/d)$. We believe that this method will find many more applications in the future.

Organization

In Section 2 we provide some required preliminaries regarding expander graphs and high dimensional expanders. In Section 3 we introduce the variance method. In Section 4 we prove our main theorem.

2 Preliminaries

2.1 Expander graphs

Let $G = (V, E)$ be a graph with positive weights on the edges $w : E \to \mathbb{R}_{>0}$. Assume without loss of generality that the sum of the weights is 1 (otherwise just normalize), i.e., $w$ is a probability distribution on the edges. These weights induce a probability distribution on the vertices as well, where the probability of a vertex $u \in V$ is given by $\frac{1}{2} \sum_{e \ni u} w(e)$. All the following probabilities are taken according to these distributions.

For any two functions $h, h' : E \to \mathbb{R}$, we define their inner product by

$$\langle h, h' \rangle = \sum_{e \in E} w(e) h(e) h'(e) = \mathbb{E}_{e \in E} h(e) h'(e).$$

Similarly, for any two functions $g, g' : V \to \mathbb{R}$, their inner product is defined by

$$\langle g, g' \rangle = \mathbb{E}_{u \in V} g(u) g'(u).$$

The adjacency operator $A = A(G) : \mathbb{R}^V \to \mathbb{R}^V$ is defined by $A g(u) = \mathbb{E}_{v \sim u} g(v)$, where $u \sim v$ denotes the event that the edge $\{u, v\}$ was chosen given that the vertex $u$ was chosen.

Denote the eigenvalues of the adjacency operator of $G$ by $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_{|V|}$. It is easy to see that $\lambda_1 = 1$ (with corresponding eigenfunction $\mathbf{1}$) and that $\lambda_{|V|} \geq -1$. Let $0 < \lambda < 1$ be a positive constant. The graph $G$ is said to be a $\lambda$-one-sided spectral expander if $\lambda_2 \leq \lambda$, and $G$ is said to be a $\lambda$-two-sided spectral expander if both $\lambda_2 \leq \lambda$ and $\lambda_{|V|} \geq -\lambda$. 
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2.2 High dimensional expanders

Recall that a \(d\)-dimensional simplicial complex \(X\) is a \((d + 1)\)-hypergraph which is closed under containment. Throughout the paper we refer to the probability of choosing a face of the complex, which is given by the following probabilistic process. Consider the random sequence of faces \(\sigma_d \supset \sigma_{d-1} \supset \cdots \supset \sigma_0 \supset \emptyset\), where \(\sigma_d \in X(d)\) is chosen uniformly at random, and then for each \(k = d - 1, \ldots, 0\), \(\sigma_k\) is chosen by removing a uniformly random vertex from \(\sigma_{k+1}\). For any \(\sigma \in X(k)\), we denote the probability of choosing \(\sigma\) by

\[
\Pr[\sigma] = \Pr[\sigma_d \supset \sigma_{d-1} \supset \cdots \supset \sigma_0 \supset \emptyset \mid \sigma_k = \sigma].
\]

For any \(-1 \leq k < d\) and a face \(\sigma \in X(k)\), its link is the \((d - k - 1)\)-dimensional complex defined by \(X_\sigma = \{\tau \setminus \sigma \mid \sigma \subseteq \tau \in X\}\). The probability of choosing a face \(\tau \in X_\sigma\) is given by \(\Pr[\tau \in X_\sigma] = \Pr[\tau \cup \sigma \mid \sigma_k = \sigma]\).

For the agreement test, we use the \(D_{d,\ell}\) distribution as defined in [2].

Definition 2.1 (The \(D_{d,\ell}\) distribution). Let \(X\) be a \(d\)-dimensional simplicial complex and \(\ell < d\) be a positive integer. The \(D_{d,\ell}\) distribution is defined by the following random process:

1. Choose \(\tau \in X(\ell)\) at random.
2. Choose \(\sigma_1, \sigma_2 \in X_\tau(d - \ell - 1)\) independently at random.

The tuple that is then returned is \((\tau, \tau \cup \sigma_1, \tau \cup \sigma_2)\).

3 The Variance Method

We show in this section that for one-sided local spectral expanders, the variance of any function decreases as we go down the dimensions of the complex. We first bound the variance in one-sided spectral expander graphs, and then show how to use this bound in order to bound the variance on functions of a complex.

3.1 Bounding the variance in expander graphs

Let \(G = (V, E)\) be a weighted graph. Recall that the adjacency operator \(A : \mathbb{R}^V \to \mathbb{R}^V\) is defined by \(Ag(u) = \sum_{v \in u} g(v)\). We define the following two additional averaging operators:

\[
\begin{align*}
\text{A}^\dagger & : \mathbb{R}^E \to \mathbb{R}^V \text{ defined by } A^\dagger h(u) = \sum_{e \ni u} h(e). \\
A^\dagger & : \mathbb{R}^V \to \mathbb{R}^E \text{ defined by } A^\dagger g(e) = \sum_{u \ni e} g(u).
\end{align*}
\]

The following properties are pretty standard.

1. \(A^\dagger\) and \(A^\dagger\) are adjoint to each other, i.e., for any two vectors \(h \in \mathbb{R}^E\), \(g \in \mathbb{R}^V\),

\[
(A^\dagger h, g) = \sum_{u \ni e \cup u} h(e)g(u) = \sum_{e \ni u} h(e)g(u) = (h, A^\dagger g).
\]

2. Denote by \(\lambda_2(A^\dagger A^\dagger)\) and \(\lambda_2(A)\) the second largest eigenvalues of \(A^\dagger A^\dagger\) and \(A\) correspondingly. It is easy to check that \(A^\dagger A^\dagger = (A + I)/2\), where \(I\) is the identity operator. Thus,

\[
\lambda_2(A^\dagger A^\dagger) = \frac{1 + \lambda_2(A)}{2}.
\]

3. \(A^\dagger A^\dagger\) and \(A^\dagger A^\dagger\) have the same non-zero eigenvalues. In particular, \(\lambda_2(A^\dagger A^\dagger) = \lambda_2(A^\dagger A^\dagger)\).
By Rayleigh quotient
\[ \lambda_2(A^\top A^\downarrow) = \max_{h : E \to \mathbb{R}, h \perp 1} \frac{\langle A^\top A^\downarrow h, h \rangle}{\|h\|^2}. \]

We will use the following lemma, which is immediate from the aforementioned properties.

\[ \text{Lemma 3.1.} \quad \text{Let} \ G = (V, E) \text{ be a } \lambda\text{-one-sided spectral expander graph. For any function} \ h : E \to \mathbb{R} \text{ such that} \ h \perp 1 \text{ it holds that} \]
\[ \|A^\downarrow h\|^2 \leq \frac{1 + \lambda^2}{2} \|h\|^2. \]

\[ \text{Proof.} \quad \text{It follows immediately from the properties mentioned above, since} \]
\[ \|A^\downarrow h\|^2 = \langle A^\top A^\downarrow h, A^\downarrow h \rangle = \lambda_2(A^\top A^\downarrow) \|h\|^2 = \frac{1 + \lambda^2(A)}{2} \|h\|^2, \]
where we used properties (1), (4), (3) and (2) in that order.

We can now bound the variance of any function on the edges of the graph.

\[ \text{Lemma 3.2.} \quad \text{Let} \ G = (V, E) \text{ be a } \lambda\text{-one-sided spectral expander graph. For any function} \ h : E \to \mathbb{R} \text{ it holds that} \]
\[ \mathbb{E} \sum_{u \in \mathbb{E}} \text{Var} h(e) \geq \frac{1 - \lambda}{1 + \lambda} \mathbb{E} \sum_{u \in \mathbb{E}} \text{Var} h(e). \]

\[ \text{Proof.} \quad \text{Assume without loss of generality that} \ \mathbb{E} \sum_{u \in \mathbb{E}} h(e) = 0 \text{ (otherwise, define} \ h' = h - \mathbb{E} \sum_{u \in \mathbb{E}} h(e) \text{ and continue with} \ h'). \text{ Now, note that} \]
\[ \mathbb{E} \text{Var} h(e) = \mathbb{E} \left( \mathbb{E} h(e) \right)^2 = \|A^\downarrow h\|^2. \tag{1} \]

Note also that
\[ \mathbb{E} \text{Var} h(e) = \mathbb{E} \left( \mathbb{E} h(e)^2 - \left( \mathbb{E} h(e) \right)^2 \right) = \mathbb{E} h(e)^2 - \mathbb{E} \left( \mathbb{E} h(e)^2 \right) = \|h\|^2 - \|A^\downarrow h\|^2. \tag{2} \]

Since \( \mathbb{E} \sum_{u \in \mathbb{E}} h(e) = 0 \), by lemma 3.1 we have that
\[ \|h\|^2 \geq \frac{2}{1 + \lambda} \|A^\downarrow h\|^2. \tag{3} \]

Combining (1), (2) in (3) finishes the proof.

\[ \text{3.2 Bounding the variance in one-sided local spectral expanders} \]

The following lemma follows immediately from lemma 3.2.

\[ \text{Lemma 3.3.} \quad \text{Let} \ X \text{ be a } d\text{-dimensional } \lambda\text{-one-sided local spectral expander. For any} \]
\[ 1 \leq k \leq d \text{ and a function} \ h : X(k) \to \mathbb{R} \text{ it holds that} \]
\[ \mathbb{E} \text{Var}_{\sigma \in X(k-1)} \ h(\sigma u) \geq \frac{1 - \lambda}{1 + \lambda} \mathbb{E} \text{Var}_{\sigma \in X(k-2)} \mathbb{E}_{\sigma \in X \sigma(u)} h(\sigma uv). \]
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Proof. By definition, for every $\sigma \in X(k - 2)$, the underlying graph of $X_\sigma$ is a $\lambda$-one-sided spectral expander. Thus, by lemma 3.2,

$$\mathbb{E} \var{\sigma \in X_{(k-2)}} \mathbb{V}ar h(\sigma uv) \geq \frac{1 - \lambda}{1 + \lambda} \mathbb{E} \var{\sigma \in X_{k-2}} \mathbb{V}ar h(\sigma uv).$$

Averaging over all $\sigma \in X(k - 2)$ finishes the proof.

We can now prove the following two lemmas for one-sided local spectral expanders.

Lemma 3.4. Let $X$ be a $(d - 1)$-dimensional $\lambda$-one-sided local spectral expander, where $d \geq k \cdot \ell$ for $k \geq 2, \ell \geq 1$. If $\lambda \leq 1/2d$ then for any function $h : X(d - 1) \to \mathbb{R}$,

$$\mathbb{V}ar_{\sigma \in X(d-1)} h(\sigma) \leq \frac{k + 2}{k - 1} \mathbb{E}_{\tau \in X(\ell-1)} \mathbb{V}ar_{\sigma \in X(d-\ell-1)} h(\tau \sigma).$$

Proof. Note that

$$\mathbb{V}ar_{\sigma \in X(d-1)} h(\sigma) = \mathbb{E}_{u_1} \cdots \mathbb{E}_{u_d} h(u_1 \cdots u_d)^2 - \left( \mathbb{E}_{u_1} \cdots \mathbb{E}_{u_d} h(u_1 \cdots u_d) \right)^2 \leq \mathbb{E}_{u_1} \cdots \mathbb{E}_{u_d} h(u_1 \cdots u_d)^2 - \cdots - \left( \mathbb{E}_{u_1} \cdots \mathbb{E}_{u_d} h(u_1 \cdots u_d) \right)^2 + \cdots$$

where the second equality follows by a telescoping sum argument. Similarly,

$$\mathbb{V}ar_{\tau \in X(\ell-1)} h(\tau \sigma) = \mathbb{E}_{u_1} \cdots \mathbb{E}_{u_d} \var{\tau \in X(\ell-1)} \mathbb{V}ar_{u_{d-1}} \cdots \mathbb{V}ar_{u_d} h(u_1 \cdots u_d) + \cdots + \mathbb{V}ar_{u_1} \mathbb{E}_{u_{d-2}} \cdots \mathbb{E}_{u_d} h(u_1 \cdots u_d).$$

For any $1 \leq i \leq k - 1$, invoking lemma 3.3 $i \cdot \ell$ times on each of the last $\ell$ summands of (4) yields

$$\mathbb{E}_{u_1} \cdots \mathbb{E}_{u_i} \mathbb{E}_{v_{i+1}} \cdots \mathbb{E}_{u_{i+1}} h(u_1 \cdots u_d) + \cdots + \mathbb{E}_{u_1} \cdots \mathbb{E}_{u_{i+1}} h(u_1 \cdots u_d) \leq \left( \frac{1 + \lambda}{1 - \lambda} \right)^{\ell i} \mathbb{E}_{u_1} \cdots \mathbb{E}_{u_{(i+1)d-k+1}} \var{v_{i+1}} \cdots \var{v_{(i+1)d-k+1}} h(u_1 \cdots u_d) + \cdots$$

$$\leq \mathbb{E}_{u_1} \cdots \mathbb{E}_{u_{(i+1)d-k}} \mathbb{E}_{v_{i+1}} \cdots \mathbb{E}_{u_{(i+1)d-k}} h(u_1 \cdots u_d) + \cdots + \mathbb{E}_{u_1} \cdots \mathbb{E}_{u_{(i+1)d-k}} h(u_1 \cdots u_d).$$
where the last inequality follows since \( i \cdot \ell \leq d - 1 \) and \( \lambda \leq 1/2d \). Thus, by invoking lemma 3.3 \( i \cdot \ell \) times on the last \( \ell \) summands of (4) for \( i = 1, \ldots, k - 1 \) we get

\[
(k - 1) \mathbb{Var}_{\sigma \in X^{(d-1)}} h(\sigma) \leq (k - 1 + e) \mathbb{E}_{\tau \in X^{(\ell-1)}} \mathbb{Var}_{\sigma \in X^{(d-\ell-1)}} h(\tau \sigma),
\]

which finishes the proof. ▶

\[\textbf{Lemma 3.5.} \quad \text{Let } X \text{ be a } d \text{-dimensional } \lambda \text{-one-sided local spectral expander. If } \lambda \leq 1/(2d+1) \text{ then for any function } h : X(\ell) \to \mathbb{R}, \ell \leq d,
\]

\[
\mathbb{Var}_{u \in X(0)} \mathbb{E}_{\sigma \in X(\ell)} h(u\sigma) \leq \frac{8}{5d} \mathbb{Var}_{\sigma \in X(\ell)} h(\sigma).
\]

Proof. Note that

\[
\mathbb{Var}_{\sigma \in X(\ell)} h(\sigma) = \mathbb{E}_{u_1} \mathbb{Var}_{u_2 \ldots u_{\ell+1}} h(u_2 \ldots u_{\ell+1}) + \mathbb{E}_{u_1} \mathbb{Var}_{u_2 \ldots u_{\ell+1}} h(u_2 \ldots u_{\ell+1}) + \cdots
\]

\[
\cdots + \mathbb{Var}_{u_1 \ldots u_{\ell+1}} h(u_1 \ldots u_{\ell+1}).
\]

By invoking lemma 3.3 on each summand of (5), where on the \( i \)th summand we invoke it \( i - 1 \) times, we get

\[
\mathbb{Var}_{\sigma \in X(\ell)} h(\sigma) \geq \sum_{i=0}^{\ell} \left( \frac{1 - \lambda}{1 + \lambda} \right)^i \mathbb{Var}_{u \in X(0)} \mathbb{E}_{\sigma \in X(\ell-1)} h(u\sigma) \geq \ell (1 - e^{-1}) \mathbb{Var}_{u \in X(0)} \mathbb{E}_{\sigma \in X(\ell-1)} h(u\sigma),
\]

where the last inequality follows since \( \lambda \leq 1/(2d + 1) \). ▶

\[\textbf{Corollary 3.6.} \quad \text{By the assumptions of lemma 3.5, if the range of } h \text{ is } [0,1] \text{ then}
\]

\[
\mathbb{Var}_{u \in X(0)} \mathbb{E}_{\sigma \in X(\ell)} h(u\sigma) \leq \frac{8}{5d} \mathbb{E}_{\sigma \in X(\ell)} h(\sigma).
\]

Proof. It follows immediately since for \( h \) with range in \( [0,1] \), \( \mathbb{Var}_{\sigma \in X(\ell)} h(\sigma) \leq \mathbb{E}_{\sigma \in X(\ell)} h(\sigma) \). ▶

## 4 Local-to-Global Agreement Expansion

In this section we state and prove our main theorem.

\[\textbf{Theorem 4.1 (Main Theorem).} \quad \text{For any constant } c > 0 \text{ and two natural numbers } d > \ell \geq 2 \text{ such that } \ell = \Theta(d), \text{ there exists a constant } c' = c' (c,d/\ell) \text{ such that the following holds. Let } X \text{ be a } d \text{-dimensional } \lambda \text{-one-sided local spectral expander, } \lambda \leq 1/(2d+1). \text{ If for every vertex } v \in X(0), \text{ the link } X_v \text{ is a } c \text{-agreement expander with regard to the } D_{d-1,\ell-1} \text{ distribution, then } X \text{ is a } c' \text{-agreement expander with regard to the } D_{d,\ell} \text{ distribution. Moreover, the global agreement function is defined by majority decoding.}
\]

The general idea will be to decompose the global agreement probability to local agreements in the links, and to show that with high probability the local functions agree with the global majority function.

Let \( f = \{ f_{\sigma} \}_{\sigma \in X(d)} \). Define the majority function \( \text{maj} : X(0) \to \{0,1\} \) by

\[
\text{maj}(v) = \arg \max_{\alpha \in \{0,1\}} \left\{ \mathbb{P}_{\sigma \in X(d-1)} [ f_{\sigma}(v) = \alpha ] \right\}.
\]

Denote by \( \varepsilon = \text{disagree}(f) \). The proof will follow from the following claims.
Local-To-Global Agreement Expansion via the Variance Method

\[ \Pr_{v \in X(0) \sigma \in X_v(d-1)} \left[ f_{v\sigma}(v) \neq \text{maj}(v) \right] \leq 2 \left( 1 + \frac{3}{d/l - 1} \right) \varepsilon. \]

\[ \Pr_{v \in X(0) \sigma \in X_v(d-1)} \left[ g_{v\sigma} \neq \text{maj} \right] \leq 120 \left( \frac{2d}{\ell} \varepsilon^2 + 2\varepsilon + 1 + \frac{3}{d/l - 1} \right) \varepsilon, \]

where \( g_v : X_v(0) \rightarrow \{0,1\} \) is the function promised by the \( c \)-agreement expansion of \( X_v \).

**Proof of Main Theorem.** Consider a vertex \( v \in X(0) \) and a top face in its link \( \sigma \in X_v(d-1) \). Note that if the following three events happen then \( f_{v\sigma} \) agrees with \( \text{maj}_v \):

1. \( f_{v\sigma}(v) = \text{maj}(v) \),
2. \( f_{v\sigma}|_{\sigma} = g_v|_{\sigma} \),
3. \( g_v|_{\sigma} = \text{maj}_v \).

Therefore,

\[ \Pr_{\sigma \in X(d)} \left[ f_{\sigma} \neq \text{maj}_\sigma \right] = \mathbb{E}_{v \in X(0)} \Pr_{\sigma \in X_v(d-1)} \left[ f_{v\sigma} \neq \text{maj}_\sigma \right] \]

\[ \leq \mathbb{E}_{v \in X(0)} \left( \Pr_{\sigma \in X_v(d-1)} \left[ f_{v\sigma}(v) \neq \text{maj}(v) \right] + \Pr_{\sigma \in X_v(d-1)} \left[ f_{v\sigma}|_{\sigma} \neq g_v|_{\sigma} \right] + \Pr_{\sigma \in X_v(d-1)} \left[ g_v|_{\sigma} \neq \text{maj}|_{\sigma} \right] \right) \]

\[ \leq 2 \left( 1 + \frac{3}{d/l - 1} \right) \varepsilon + c \varepsilon + 120 \left( \frac{2d}{\ell} \varepsilon^2 + 2\varepsilon + 1 + \frac{3}{d/l - 1} \right) \varepsilon \]

\[ = \frac{240d}{\ell} \varepsilon^2 + 241c + 122 + \frac{366}{d/l - 1} \varepsilon, \]

where the second inequality follows by claims 4.2 and 4.3, and by the \( c \)-agreement expansion of the link of every vertex in the complex. Finally, the theorem follows since \( d/l = \Theta(1) \).

### 4.1 Proofs of Claims 4.2 and 4.3

**Proof of Claim 4.2.** The idea of the proof is by the variance method, as follows. For any vertex \( v \in X(0) \) we consider the indicator function on the \( d \)-faces whether a local function \( f_{\sigma} \) agrees with the majority on \( v \). We note that the global variance of this function indicates the disagreement probability of two \( d \)-faces on \( v \), and the average over \( \tau \in X_v(\ell-1) \) of local variances indicates the disagreement probability of two \( d \)-faces on \( v \) with intersection of size at least \( \ell \). Since \( \ell = \Theta(d) \) we conclude by the variance method that these two distributions are approximately equal. Details follow.

Let \( v \in X(0) \). Define the indicator function \( h_v : X_v(d-1) \rightarrow \{0,1\} \) by

\[ h_v(\sigma) = \begin{cases} 1 & f_{v\sigma}(v) \neq \text{maj}(v), \\ 0 & f_{v\sigma}(v) = \text{maj}(v). \end{cases} \]

By definition, \( \mathbb{E}_{\sigma \in X_v(d-1)} h_v(\sigma) \leq 1/2 \). Thus,

\[ \mathbb{E}_{\sigma \in X_v(d-1)} h_v(\sigma) \leq 2 \mathbb{E}_{\sigma \in X_v(d-1)} h_v(\sigma) \left( 1 - \mathbb{E}_{\sigma \in X_v(d-1)} h_v(\sigma) \right). \tag{6} \]

Since \( h_v \) is an indicator function

\[ \mathbb{E}_{\sigma \in X_v(d-1)} h_v(\sigma) \left( 1 - \mathbb{E}_{\sigma \in X_v(d-1)} h_v(\sigma) \right) = \frac{\text{Var}}{\mathbb{E}} h_v(\sigma). \tag{7} \]
Since $X$ is a $\lambda$-one-sided local spectral expander, by lemma 3.4
\[
\text{Var}_{\sigma \in X_v(d-1)} h_v(\sigma) \leq \frac{d + 2\ell}{d - \ell} \mathbb{E}_{\sigma \in X_v(d-1)} \text{Var}_{\tau \in X_v(d-\ell-1)} h_v(\tau \sigma).
\] (8)
Again, since $h_v$ is an indicator function
\[
\text{Var}_{\sigma \in X_v(d-\ell-1)} h_v(\tau \sigma) = \mathbb{E}_{\sigma \in X_v(d-\ell-1)} h_v(\tau \sigma) \left( 1 - \mathbb{E}_{\sigma \in X_v(d-\ell-1)} h_v(\tau \sigma) \right).
\] (9)
Combining (6), (7), (8) and (9) yields
\[
\text{Pr}_{\sigma \in X_v(d-1)} \left[ f_{v\sigma}(v) \neq \text{maj}(v) \right] \leq 2 \frac{d + 2\ell}{d - \ell} \mathbb{E}_{\tau \in X_v(\ell-1)} \text{Pr}_{\sigma_1, \sigma_2 \in X_v(d-\ell-1)} \left[ f_{v\tau\sigma_1}(v) \neq \text{maj}(v) \lor f_{v\tau\sigma_2}(v) = \text{maj}(v) \right].
\]

Finally, since $f_{v\tau\sigma_1}(v) \neq \text{maj}(v) \lor f_{v\tau\sigma_2}(v) = \text{maj}(v)$ implies that $f_{v\tau\sigma_1}(v) \neq f_{v\tau\sigma_2}(v)$, we can conclude that
\[
\mathbb{E}_{v \in X(0)} \text{Pr}_{\sigma \in X_v(d-1)} \left[ f_{v\sigma}(v) \neq \text{maj}(v) \right] \leq 2 \frac{d + 2\ell}{d - \ell} \mathbb{E}_{\tau \in X_v(\ell)} \text{Pr}_{\sigma_1, \sigma_2 \in X_v(d-\ell-1)} \left[ f_{v\tau\sigma_1}(v) \neq f_{v\tau\sigma_2}(v) \right]
\]
\[
\leq 2 \left( 1 + \frac{3}{d/\ell - 1} \right) \varepsilon.
\]

Before proving Claim 4.3, let us define the following set of “bad neighbors”. For any vertex $u \in X(0)$, by the agreement expansion of $X_u(0)$, there exists a function $g_u : X_u(0) \rightarrow \{0, 1\}$ that agrees with most of the top faces on $u$. We say that $v \in X_u(0)$ is a bad neighbor of $u$ if $g_u$ disagrees with many top faces that contain $v$:
\[
B_u = \left\{ v \in X_u(0) \left| \text{Pr}_{\sigma \in X_v(d-2)} \left[ f_{u\sigma|v \sigma} \neq g_u \right] > \frac{3}{10} \right\} \right.
\]
We will use the following two claims, which guarantee that on average almost all of the neighbors are not bad.

\begin{itemize}
\item \textbf{Claim 4.4.} \( \mathbb{E}_{v \in X(0)} \text{Pr}_{\sigma \in X_v(0)} \left[ v \in B_u \right] \leq 160 \left( \frac{d^2 + c}{d - 1} \right) \varepsilon \)
\item \textbf{Claim 4.5.} \( \mathbb{E}_{v \in X(0)} \text{Pr}_{u \in X_u(0)} \left[ g_u(v) \neq \text{maj}(v) \land v \notin B_u \right] \leq 80 \left( 1 + \frac{3}{d/\ell - 1} \right) \varepsilon \)
\end{itemize}

Proof of Claim 4.3. Note that
\[
\mathbb{E}_{u \in X(0)} \text{Pr}_{\sigma \in X_u(d-1)} \left[ g_u \neq \text{maj} \right] = \mathbb{E}_{u \in X(0)} \text{Pr}_{\sigma \in X_u(d-1)} \left[ \exists v \in \sigma \text{ s.t. } g_u(v) \neq \text{maj}(v) \right]
\]
\[
\leq d \mathbb{E}_{u \in X(0)} \text{Pr}_{v \in X_u(0)} \left[ g_u(v) \neq \text{maj}(v) \right].
\]
By the law of total probability
\[
\mathbb{E}_{u \in X(0)} \text{Pr}_{v \in X_u(0)} \left[ g_u(v) \neq \text{maj}(v) \right] = \mathbb{E}_{u \in X(0)} \text{Pr}_{v \in X_u(0)} \left[ g_u(v) \neq \text{maj}(v) \land v \in B_u \right] + \mathbb{E}_{v \in X(0)} \text{Pr}_{u \in X_u(0)} \left[ g_u(v) \neq \text{maj}(v) \land v \notin B_u \right]
\]
\[
\leq 160 \left( \frac{d^2 + c}{d - 1} \right) \varepsilon + 80 \left( 1 + \frac{3}{d/\ell - 1} \right) \varepsilon
\]
\[
= 80 \left( \frac{2d^2 + 2c + 1 + \frac{3}{d/\ell - 1}}{d - 1} \right) \varepsilon.
\]
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where the inequality follows by claims 4.4 and 4.5. Therefore,

$$
\mathbb{E}_{u \in X(0)} \Pr_{\sigma \in X_{u}(d-1)} [g_u | \sigma \neq \text{maj}|] \leq 120 \left( \frac{2d}{\ell} \epsilon^2 + 2c + 1 + \frac{3}{d/\ell - 1} \right) \epsilon,
$$

where the inequality follows by the assumption that $d \geq 3$. $\triangle$

4.2 Proofs of Claims 4.4 and 4.5

For any $u \in X(0)$, denote by $\varepsilon_u$ the disagreement probability conditioned on $u$:

$$
\varepsilon_u = \mathbb{E}_{\tau \in X_{u}(d-1)} \Pr_{\sigma_1, \sigma_2 \in X_{u\tau}(d-2)} [f_{u \tau \sigma_1} | u \sigma_1 \neq f_{u \tau \sigma_2} | u \sigma_2],
$$

and define the following set of vertices:

$$
S = \left\{ u \in X(0) \mid \varepsilon_u \leq \frac{1}{5c} \right\}.
$$

The proofs will follow from the following claims.

\begin{itemize}
\item[$\triangleright$] Claim 4.6. $\Pr_{u \in X(0)} [u \notin S] \leq 160 c^2 \frac{\varepsilon}{\ell}$.
\item[$\triangleright$] Claim 4.7. For any vertex $u \in S$,

$$
\Pr_{v \in X_{u}(0)} [v \in B_u \mid u \in S] \leq 160 c \frac{\varepsilon_u}{d-1}.
$$
\end{itemize}

Proof of Claim 4.4. Assuming claims 4.6 and 4.7 the proof follows immediately since

$$
\mathbb{E}_{u \in X(0)} \Pr_{v \in X_{u}(0)} [v \in B_u] \leq \Pr_{u \in X(0)} [u \notin S] + \mathbb{E}_{u \in S} \mathbb{E}_{v \in X_{u}(0)} [v \in B_u]
\leq 160 c^2 \frac{\varepsilon}{\ell} + 160 c \frac{1}{d-1} \mathbb{E}_{u \in S} \varepsilon_u
\leq 160 \left( \frac{d}{\ell} \epsilon^2 + c \right) \frac{\varepsilon}{d-1},
$$

where the last inequality follows since $\mathbb{E}_{u \in X(0)} \varepsilon_u \leq \varepsilon$. $\triangle$

Proof of Claim 4.5. Consider a vertex $v \in X(0)$ and the sets of top faces which disagree with the majority on $v$. By the variance method we know that almost all the vertices in the link of $v$ see the right amount of top faces that disagree with the majority on $v$. Thus, if for a vertex $u \in X_v(0)$, where $v$ is not bad neighbor of $u$, the function $g_u$ disagrees with the majority on $v$, it must see a lot of top faces that disagree with the majority. By the variance method we know that this happens with a small probability. Details follows.

For any vertex $v \in X(0)$ define the function $h_v : X_v(d-1) \rightarrow \{0, 1\}$ by

$$
h_v(\sigma) = \begin{cases} 
1 & f_{v \sigma}(v) \neq \text{maj}(v), \\
0 & f_{v \sigma}(v) = \text{maj}(v).
\end{cases}
$$

Note that $\mathbb{E}_{\sigma \in X_v(d-1)} h_v(\sigma) \leq 1/2$. Note also that for any vertex $u \in X_v(0)$,

$$
g_u(v) \neq \text{maj}(v) \land v \notin B_u \implies \mathbb{E}_{\sigma \in X_u(d-2)} h_v(u \sigma) > \frac{7}{10}.
$$
Therefore,
\[
\Pr_{u \in X_0} \left[ g_u(v) \neq \text{maj}(v) \land v \notin B_u \right] \leq \Pr_{u \in X_0} \left[ \frac{\mathbb{E}}{\sigma \in X_0(d-2)} h_u(u\sigma) - \frac{\mathbb{E}}{\sigma \in X_0(d-1)} h_u(\sigma) > \frac{1}{5} \right].
\]

By corollary 3.6
\[
\operatorname{Var}_{u \in X_0, \sigma \in X_0(d-2)} h_u(u\sigma) \leq \frac{8}{5(d-1)} \operatorname{Var}_{\sigma \in X_0(d-1)} h_u(\sigma).
\]

Thus, by Chebyshev inequality
\[
\Pr_{u \in X_0} \left[ \frac{\mathbb{E}}{\sigma \in X_0(d-2)} h_u(u\sigma) - \frac{\mathbb{E}}{\sigma \in X_0(d-1)} h_u(\sigma) > \frac{1}{5} \right] \leq \frac{40}{d-1} \operatorname{Var}_{\sigma \in X_0(d-1)} h_u(\sigma).
\]

Averaging over all \( v \in X(0) \) yields
\[
\mathbb{E}_{v \in X(0)} \Pr_{u \in X_0} \left[ g_u(v) \neq \text{maj}(v) \land v \notin B_u \right] \leq \frac{40}{d-1} \mathbb{E}_{\sigma \in X_0(d-1)} \operatorname{Var}_{\sigma \in X_0(d-1)} h_u(\sigma)
\]
\[
\leq 80 \left( 1 + \frac{3}{d/\ell - 1} \right) \varepsilon,
\]

where the last inequality follows by claim 4.2.

\section{4.3 Proofs of Claims 4.6 and 4.7}

Both of these claims follow immediately by the variance method. In claim 4.6 we use the small variance of the function that measures the disagreement probability on a face \( \tau \in X(\ell) \). Since the variance of the average of this function on the vertices is small, almost all the vertices have disagreement close to the expectation.

In claim 4.7 we use the small variance of the indicator function in the link of a vertex \( u \in X(0) \), which indicates whether a top face disagrees with the function \( g_u \). Since the variance of the average of this function on the vertices is small, almost all the vertices in the link of \( u \) see a small amount of top faces which disagree with \( g_u \), i.e., almost all the vertices in the link of \( u \) are not bad neighbors. Details follow.

Proof of Claim 4.6. Note that \( \mathbb{E}_{u \in X(0)} \varepsilon_u \leq \varepsilon \) and assume that \( \varepsilon \leq 1/10c \). Thus, for a vertex \( u \in X(0) \) to not be in \( S \), it has to deviate from its mean by more than \( 1/10c \). By corollary 3.6
\[
\operatorname{Var}_{u \in X(0)} \varepsilon_u \leq \frac{8}{5c} \mathbb{E}_{\tau \in X(\ell)} \mathbb{E}_{\sigma_1, \sigma_2 \in X_0(d-\ell-1)} \left[ f_{\sigma_1 \sigma_2} \mid_{\tau} \neq f_{\sigma_2 \sigma_2} \mid_{\tau} \right] \leq \frac{8c}{5c}.
\]

Thus, by Chebyshev inequality
\[
\Pr_{u \in X(0)} \left[ u \notin S \right] \leq \Pr_{u \in X(0)} \left[ \varepsilon_u - \mathbb{E}_{w' \in X(0)} \varepsilon_{w'} > \frac{1}{10c} \right] \leq \frac{160c^2 \varepsilon}{\ell}.
\]

Proof of Claim 4.7. Consider a vertex \( u \in S \). Since \( X_u \) is a \( c \)-agreement expander, there exists a local function \( g_u : X_u(0) \to \{0, 1\} \) such that
\[
\Pr_{\sigma \in X(u(d-1))} \left[ f_u \sigma \mid_{\sigma} \neq g_u \sigma \right] \leq c \varepsilon_u.
\]

Define the indicator function \( h_u : X_u(d-1) \to \{0, 1\} \) by
\[
h_u(\sigma) = \begin{cases} 1 & f_u \sigma \mid_{\sigma} \neq g_u \sigma, \\ 0 & f_u \sigma \mid_{\sigma} = g_u \sigma. \end{cases}
\]
By the definition of $S$, $\mathbb{E}_{\sigma \in X_u(d-1)} h_u(\sigma) \leq c \varepsilon_u \leq 1/5$. Thus, in order for a vertex $v \in X_u(0)$ to be in $B_u$, it has to deviate from its mean by more than $1/10$. By corollary 3.6

$$\text{Var}_{v \in X_u(0)} \mathbb{E}_{\sigma \in X_u(d-2)} h_u(v\sigma) \leq \frac{8}{5(d-1)} \mathbb{E}_{\sigma \in X_u(d-1)} h_u(\sigma) \leq \frac{8c \varepsilon_u}{5(d-1)}.$$ 

Thus, by Chebyshev inequality

$$\Pr_{v \in X_u(0)} [v \in B_u \mid u \in S] \leq \Pr_{v \in X_u(0)} \left[ \mathbb{E}_{\sigma \in X_u(d-2)} h_u(v\sigma) - \mathbb{E}_{\sigma \in X_u(d-1)} h_u(\sigma) > \frac{1}{10} \right] \leq \frac{160c \varepsilon_u}{d-1}.$$ 
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Abstract

Massively Parallel Computation (MPC) is a model of computation widely believed to best capture realistic parallel computing architectures such as large-scale MapReduce and Hadoop clusters. Motivated by the fact that many data analytics tasks performed on these platforms involve sensitive user data, we initiate the theoretical exploration of how to leverage MPC architectures to enable efficient, privacy-preserving computation over massive data. Clearly if a computation task does not lend itself to an efficient implementation on MPC even without security, then we cannot hope to compute it efficiently on MPC with security. We show, on the other hand, that any task that can be efficiently computed on MPC can also be securely computed with comparable efficiency. Specifically, we show the following results:

- any MPC algorithm can be compiled to a communication-oblivious counterpart while asymptotically preserving its round and space complexity, where communication-obliviousness ensures that any network intermediary observing the communication patterns learn no information about the secret inputs;
- assuming the existence of Fully Homomorphic Encryption with a suitable notion of compactness and other standard cryptographic assumptions, any MPC algorithm can be compiled to a secure counterpart that defends against an adversary who controls not only intermediate network routers but additionally up to $1/3 - \eta$ fraction of machines (for an arbitrarily small constant $\eta$) – moreover, this compilation preserves the round complexity tightly, and preserves the space complexity up to a multiplicative security parameter related blowup.

As an initial exploration of this important direction, our work suggests new definitions and proposes novel protocols that blend algorithmic and cryptographic techniques.
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1 Introduction

In the past decade, parallel computation has been widely adopted to manipulate and analyze large-scale data-sets, and numerous programming paradigms such as MapReduce, Hadoop, and Spark have been popularized to help program large computing clusters. This has partly served as a driving force for the algorithms community to better understand the power and limitations of such parallel computation models. The first theoretic model capturing modern parallel computation frameworks was proposed by Karloff, Suri, and Vassilvitskii [79]. Since then, a flurry of results have appeared proposing refinements to the model as well as novel algorithms with better asymptotical and practical efficiency [4,40,76,79,80,83,89,99].

With these amazing efforts, the community has converged on a model called Massively Parallel Computation (MPC), which is believed to best capture large computing clusters (e.g., those operated by companies like Google and Facebook) consisting of a network of Random-Access Machines (RAMs), each with a somewhat considerable amount of local memory and processing power – and yet each individual machine is not powerful enough to store the massive amount of data available. In the MPC model of computation, we typically assume a total of $N$ data records where $N$ is rather large (in practice, the data size can range from tens of terabytes to a petabyte). Each machine can locally store only $s = N^\varepsilon$ amount of data for some constant $\varepsilon \in (0, 1)$; and the number of machines $m \geq N^{1-\varepsilon}$ such that all machines can jointly store the entire dataset. In many MPC algorithms it is also desirable if $m \cdot s = \tilde{O}(N)$ or $m \cdot s \leq N^{1+\theta}$ for some small constant $\theta \in (0, 1)$, i.e., the total space consumed should not be too much larger than the dataset itself [2,5,79,83].

In the standard algorithms literature on MPC, a key focus has been the design of algorithms that minimize the round complexity, partly by harnessing the reasonably large local memory that is available on each processing unit. Using round complexity as a primary metric, a rich set of computational tasks have been investigated in the MPC model, including graph problems [2,4–6,10–13,15,19,20,29,36,40,52,60,63,81,83,93,97], clustering [16,17,46,61,107] and submodular function optimization [41,47,80,90]. Interestingly, it is also known that a number of tasks (such as sorting, parity, minimum spanning tree) that either suffered from an almost logarithmic depth lower bound on a classical Parallel Random-Access Machine (PRAM) now can be accomplished in $O(1)$ or sublogarithmic number of rounds on an MPC framework [40,67,79,93]. Note that a PRAM assumes that each processing unit has $O(1)$ local storage and thus PRAM is not the best fit for capturing modern parallel computing clusters.

1.1 Privacy-Preserving Data Analytics on MPC Frameworks

In this paper, we are the first to ask the question, how can we leverage an MPC cluster to facilitate privacy-preserving, large-scale data analytics? This question is of increasing importance because numerous data analytics tasks we want to perform on these frameworks involve sensitive user data, e.g., users’ behavior history on websites and/or social networks, medical records, or genomic data. We consider two primary scenarios:
**Scenario 1: MPC with secure end-points**

We may consider an MPC framework where the end-points\(^1\) are secured by trusted processors such as Intel SGX. Without loss of generality, we may assume that data is encrypted in memory or in transit such that all the secure processors can decrypt them inside a hardware-enabled sandbox where computation will take place (to achieve this the secure processors may employ standard cryptographic techniques to perform a secure handshake and establish a shared encryption key). Finally, when the computation result is ready, the secure processors can send encrypt results to an authorized analyst who has a corresponding key to decrypt the results.

In this scenario, we consider a network adversary (e.g., compromised operating systems, intermediate network routers, or system administrators) that can observe the communication patterns between the end-points, and we would like to make sure that the MPC algorithm’s communication pattern leak no information about the secret data.

Note that in Scenario 1, we make a simplifying assumption that the adversary cannot observe the memory access patterns on end-points: since known works on efficient Oblivious RAM (ORAM)\(^2\) have in principle solved this problem; not only so, in recent work the first secure processor with ORAM support has been taped out\(^3\).

**Scenario 2: MPC with insecure end-points**

In the second scenario, imagine that the adversary controls not only the intermediate network routers but also some of the end-points. For example, the end-points may be legacy machines without trusted hardware support, and they may have a comprised operating system. The adversary may also be a rogue system administrator who has access to a subset of the machines. We assume, however, that the adversary controls only a small subset of the end-points – such an assumption is reasonable if the end-points are hosted by various organizations, or by the same organization but in different data centers, or if they have diverse hardware/software configurations such that they are unlikely to be all hit by the same virus.

In this scenario, we would like to obtain a guarantee similar to that of cryptographic Secure Multi-Party Computation (SMPC)\(^2\), i.e., an adversary controlling a relatively small subset of the machines cannot learn more information beyond what is implied by the union of the corrupt machine’s outputs. Note that in this scenario, all machines’ outputs can also be in encrypted format such that only an authorized data analyst can decrypt the result; or alternatively, secret shared such that only the authorized data analyst can reconstruct – in this case, the adversary should not be able to learn anything at all from the computation.

With the aforementioned scenarios in mind, we ask, what computation tasks can be securely and efficiently computed on an MPC architecture? Clearly, if a computation task does not lend itself to efficient computation on MPC even without security, we cannot hope to attain an efficient and secure solution on the same architecture. Therefore, the best we can hope for is the following: for computational tasks that indeed have efficient MPC algorithms, we now want to compute the same task securely on MPC while preserving the efficiency of the original insecure algorithm. In other words, we ask the following important question:

Can we securely evaluate a function \(f\) on an MPC framework, while paying not too much more overhead than evaluating \(f\) insecurely on MPC?

---

\(^1\) By end-points, we mean the machines, as opposed to the communication/network.

\(^2\) In this paper, to avoid confusion, we use SMPC to mean cryptographic Secure Multi-Party Computation; and we use MPC to mean Massively Parallel Computation.
1.2 Our Results and Contributions

Conceptual and definitional contributions

We initiate the exploration of how to leverage Massively Parallel Computation (MPC) to secure large-scale computation. The widespread empirical success of MPC frameworks in practice, as well as the typically sensitive nature of the data involved in the analytics provide strong motivations for our exploration. We hope that the formal definitions and theoretical feasibility results in our work will encourage future work along this direction, and hopefully leading to practical solutions for privacy-preserving large-scale data analytics.

In comparison, although earlier works originating from the cryptography community have explored secure computation on parallel architectures, most known results [3, 24, 25, 32, 34, 35, 37, 38, 87, 92] adopt PRAM as the model of computation. As discussed later in Section 2, known results specialized for PRAMs do not directly lead to the type of results in this paper due to the discrepancy both in model and in metrics. As mentioned, the PRAM model is arguably a mismatch for the parallel computing architectures encountered in most practical scenarios. This is exactly why in the past decade, the algorithms community have focused more on the modern MPC model which better captures the massively parallel computing clusters deployed by companies like Google and Facebook. Therefore, we hope that our work will bring the MPC model to the attention of the cryptography community for exploring parallel secure computation.

We proceed to present a summary of our major results.

Communication-oblivious MPC

To securely compute a function in Scenario 1 and as a stepping stone towards enabling Scenario 2, we first define a notion of communication obliviousness for MPC algorithms. Informally speaking, we want that the adversary learns no information about the secret inputs after observing an MPC algorithm’s communication patterns. In this paper we require a very strong notion of communication obliviousness, where we simply want that the MPC algorithm’s communication patterns be deterministic and input independent.

We prove that any MPC algorithm $\Pi$ can be compiled to a communication-oblivious counterpart while asymptotically preserving its round complexity and space consumption.

\textbf{Theorem 1 (Communication-oblivious MPC algorithms).} \textit{Suppose that $s = N^\varepsilon$ and that $m$ is upper bounded by a fixed polynomial in $N$. Given any MPC algorithm $\Pi$ that completes in $R$ rounds where each of the $m$ machines has $s$ local space, there is a communication-oblivious MPC algorithm $\tilde{\Pi}$ that computes the same function as $\Pi$ except with $\exp(-\Omega(\sqrt{s}))$ probability, and moreover $\tilde{\Pi}$ completes in $O(R)$ rounds, and consuming $O(s)$ space on each of the $m$ machines. Furthermore, only $O(m \cdot s)$ amount of data are communicated in each round in an execution of $\tilde{\Pi}$.}

Note that numerous interesting MPC algorithms known thus far have total communication at least $\Omega(R \cdot m \cdot s)$ where $R$ denotes the protocol’s round complexity (ignoring polylogarithmic factors) [6, 59, 62, 67, 77], and for this class of MPC algorithms, our compilation also introduces very little asymptotical communication overhead.

\footnote{We stress that the algorithm itself can be randomized, we just want its communication patterns to be deterministic and fixed a-priori.}
Secure multi-party computation for MPC

We now turn to Scenario 2. In this setting security means that a relatively small corrupt coalition cannot learn anything more beyond the coalition’s joint outputs. We now ask the following natural question:

Can we compile any MPC protocol to a secure counterpart (where security is in the above sense), allowing only $O(1)$ blowup in round complexity and security parameter related blowup in the total space\(^4\)?

We answer this question affirmatively assuming that the adversary controls only $\frac{1}{3} - \eta$ fraction of machines for any arbitrarily small constant $\eta$. Note that $\frac{1}{3}$ is necessary since the MPC model assumes a point-to-point channel without broadcast, and in this model it is known that secure computation cannot be attained in the presence of $\frac{1}{3}$ or more corruptions [48,82].

To achieve this result, we need to assume the existence of a common random string and appropriate cryptographic hardness assumptions, including the Learning With Errors (LWE) assumption, enhanced trapdoor permutations, as well as the existence of a Fully Homomorphic Encryption (FHE) scheme with an appropriate notion of compactness [55,58].

It is well-known that such compact FHE schemes are implied by a suitable circularly secure variant of the LWE assumption [58], although our compiler can work in general given any such compact FHE scheme (not necessarily based on LWE). Our result is summarized in the following theorem:

\textbf{Theorem 2 (Secure computation for MPC).} Assume the existence of a common random string, the Learning With Errors (LWE) assumption, enhanced trapdoor permutations, as well as the existence of an FHE scheme with a suitable notion of compactness (see Appendix A.1 for a formal definition of compactness). Suppose that $s = N^\varepsilon$ and that $m$ is upper bounded by a fixed polynomial in $N$. Let $\kappa$ denote a security parameter, and assume that $s \geq \kappa$. Given any MPC algorithm $\Pi$ that completes in $R$ rounds where each of the $m$ machines has $s$ local space, there is an MPC algorithm $\tilde{\Pi}$ that securely realizes the same function computed by $\Pi$ in the presence of an adversary that statically corrupts at most $\frac{1}{3} - \eta$ fraction of the machines for an arbitrarily small constant $\eta$. Moreover, $\tilde{\Pi}$ completes in $O(R)$ rounds, consumes at most $O(s \cdot \text{poly}(\kappa))$ space per-machine, and incurs $O(m \cdot s \cdot \text{poly}(\kappa))$ total communication per round.

Now, one interesting question is whether the cryptographic assumptions we rely on in the above theorem can be avoided. We show that if one can indeed achieve the same result with statistical security, then it would imply (at least partial) solutions to long-standing open questions in the cryptography literature. Specifically, in Appendix B, we show that if we could construct such a compiler, it would immediately imply a constant-round Secure Multi-Party Computation protocol for a broad class of circuits that can be computed in small space, achieving total communication complexity that is (significantly) sublinear in the circuit size, regardless of the number of parties. As noted in numerous works [26,39,44,45], the existence of such constant-round, sublinear-communication multi-party computation (for circuits) with statistical security has been a long-standing open problem, even for special (but nonetheless broad) classes of circuits.

\(^4\) Since many well-known MPC algorithms [2, 4–6, 10–13, 15–17, 19, 20, 29, 36, 40, 41, 46, 47, 52, 60, 61, 63, 80, 81, 83, 90, 93, 97, 107] incur only constant to sub-logarithmic rounds, we would like to preserve the round complexity tightly; and thus we do not allow a security parameter related blowup for round complexity.
Interestingly, we note that barring strong assumptions such as Indistinguishable Obfuscation [53], the only known approach to construct constant-round, sublinear-communication multi-party computation for circuits of unbounded polynomial size is also through compact FHE [55,58]. We stress, however, that even with a compact FHE scheme, constructing our “MPC to SMPC-for-MPC” compiler is non-trivial and require the careful combination of several techniques.

2 Technical Roadmap

We now present a succinct and informal technical roadmap to capture our main ideas and new techniques.

Recall that in the MPC model of computation, there are $m$ machines each with $s$ local space. All machines will jointly compute a function over a large input containing $N$ words. We assume that $s = N^\varepsilon$ for some constant $\varepsilon \in (0,1)$, and that $m \in [N^{1-\varepsilon}, \text{poly}(N)]$. Note that although our results will hold as long as $m$ is upper bounded by some polynomial function in $N$, in known MPC algorithms typically we desire that $m \cdot s$ is not too much greater than $N$. At the beginning of the first round, every machine receives an input whose size is bounded by $s$. In every other round, each machine begins by receiving incoming messages from the network, and it is guaranteed that no more than $s$ words will be received such that the machine can write them down in its local memory – henceforth this is referred to as the $s$-receiver-constraint. After receiving the inputs or the network messages, all machines perform local computation, and then send messages to other machines. These messages will then be received at the beginning of the next round.

As explained earlier, in the algorithms literature on MPC, the primary metric of performance is the algorithm’s round complexity [2, 4–6, 10–13, 15–17, 19, 20, 29, 36, 40, 41, 46, 47, 52, 60, 61, 63, 80, 81, 83, 90, 93, 97, 107].

2.1 Achieving Communication Obliviousness: Oblivious Routing

Many known MPC algorithms are not communication oblivious, and thus the communication patterns of these algorithms can leak information about the secret inputs. For example, many graph algorithms for MPC have communication patterns that will leak partial information about the structure and properties of the graph, such as the degrees of nodes or the connectivity between vertices [6, 40, 62, 81, 93].

Our goal is to compile an MPC algorithm to a communication-oblivious counterpart while preserving its round and space complexity. To achieve this, we will compile each communication round of the original MPC to a constant-round, oblivious protocol that accomplishes the same message routing. Interestingly, the compiled protocol will respect communication-obliviousness in a very strong sense: its communication patterns are deterministic and independent of the input.

Sender and receiver constraints

In the MPC model of computation [6, 40, 93], we typically have that in each round, each machine sends at most $s$ words and receives at most $s$ words – henceforth these are referred to as the $s$-sender-constraint and the $s$-receiver-constraint respectively. Note that if a sender wants to send the same word to two machines, it is counted twice.
Oblivious routing

Oblivious routing basically aims to obliviously realize the message routing as long as both the s-sender- and s-receiver-constraints are satisfied.

More specifically, suppose that each machine receives at most $s$ send-instructions as input, where each send-instruction contains an outgoing word to be sent and a destination machine for the outgoing word. The joint inputs of all machines guarantee that each machine will receive no more than $s$ words. How can we design a constant-round, communication-oblivious protocol that routes the outgoing words to the appropriate destinations?

Remark 3. It seems that some MPC works in the algorithms literature respect only the s-receiver constraint but not the s-sender constraint. We think most likely, the folklore understanding is that as long as we assume the s-receiver constraint, whether or not there is an s-sender constraint do not really affect the expressive power of the computation model. For completeness, in Appendix C, we describe a round- and space-preserving transformation that compiles any MPC protocol that satisfies only the s-receiver-constraint to one that satisfies both $O(s)$-receiver- and $O(s)$-sender-constraints. This means that all of our results would be applicable to MPC algorithms that satisfy only the s-receiver-constraint but not the s-sender-constraint.

Background

Our approach is partly inspired by algorithmic techniques from the recent Oblivious RAM and oblivious sorting line of work [7, 33, 49, 96, 101]. Specifically, these works propose a RAM algorithm with a fixed memory access pattern that routes elements to random buckets and succeeds with $1 - \exp(-\Omega(Z))$ probability where $Z$ denotes each bucket’s capacity (and assuming that the total number of elements is polynomially bounded). To accomplish this, imagine that initially all $N$ elements are divided into $2N/Z$ buckets each of capacity $Z$ such that each bucket is at most half-loaded. Every element is assigned a random label declaring which bucket it wants to go to. Now, these prior works rely on a logarithmic-depth, butterfly network of buckets and move the elements along this butterfly network based on their respective labels, until eventually every element falls into its desired bucket – this is guaranteed to succeed with $1 - \exp(-\Omega(Z))$ probability where a failure can only occur if in the middle some bucket in the butterfly network exceeds its capacity – henceforth this is said to be an overflow event.

In summary, the insight we can gain from this elegant construction is the following: roughly speaking, a butterfly network of super-logarithmically sized buckets can obliviously route elements to their desired buckets in the final layer with a deterministic communication pattern (determined by interconnections in the butterfly network); but to ensure correctness, i.e., to ensure that overflow does not happen except with negligible probability, the elements should have random destination labels to achieve good load-balancing properties.

A first attempt

Our idea is to use such a butterfly-network to route the words to their destinations – specifically, one can imagine that each bucket is relatively small such that every machine holds $\Theta(\frac{1}{Z})$ of the resulting buckets; and moreover, the buckets are numbered $1, 2, \ldots, O(m \cdot s/Z)$ respectively. For convenience, we will use the term “element” to mean an outgoing word to be sent. Since every sender already knows the destination machines for each of its input elements, it can basically assign the element to a random bucket within the destination
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Henceforth, by “destination label”, we mean the index of the destination bucket (as opposed to the destination machine). We are, however, faced with two challenges which prevent us from adopting the known approach in its current form:

- **Load balancing challenge:** First, in our setting, the destination labels of the input elements are not completely random; and thus the load-balancing properties that hold in earlier works \([7,33,49]\) for randomly assigned labels no longer hold in our case;

- **Round complexity challenge:** Second, the natural way to adopt the butterfly network is to assign to each machine an appropriate subset of \(\Theta(\frac{s}{Z})\) buckets in each layer of the network. However, if \(\frac{s}{Z} = \Theta(1)\), then we will incur logarithmic number \(\Omega(\log m)\) of rounds (corresponding exactly to the depth of the butterfly network). Later, we shall set \(Z\) to be small enough (e.g., \(Z = O(\sqrt{s})\) in size) to reduce the number of rounds.

**Overcoming the load balancing challenge**

To overcome the load balancing challenge, our idea is to run this butterfly network twice: the first time we use it to route every element a random destination bucket just like in the earlier works; and the second time we use it to route every element to a random destination bucket within the destination machine they originally wanted to go to. At the end of the second phase, every element will be routed to the machine it wants to go to.

For the first phase, we can rely on the same load balancing arguments as in the previous works \([7,33,49]\) to prove that overflow events happen only with negligible probability. For the second phase, we will prove a new stochastic bound showing that the same load-balancing properties hold with a different starting condition (see Section 4.4): i) the starting condition must satisfy the \(s\)-receiver-constraint; and ii) initially the elements are assigned to random input buckets, which is guaranteed by phase 1.

It remains to overcome the round complexity challenge which we explain below.

**Overcoming the round complexity challenge**

The earlier works rely on a 2-way butterfly network where in each layer \(i\), a local 2-way routing decision is made for every element based on the \(i\)-th bit of its destination label. In our new construction, we will compress \(r\) layers of work in the original butterfly to a single round, exploiting the fact that each machine local space to store roughly \(2^r\) buckets, where \(2^r = \Theta(\frac{s}{Z})\).\(^5\) In this way our new approach requires \(O((\log \frac{1}{Z})/r) = O(1/\epsilon)\) rounds for \(Z = O(\sqrt{s})\) and \(s = N^\epsilon\). Effectively, in each round \(i\), each machine would be looking at the \(i\)-th \(r\)-bit-group of an element’s label to make a \(2^r\)-way routing decision for the element.

To make this idea work, the crux is to show that at the end of every round (corresponding to \(r\) layers in the old 2-way butterfly), there is a communication-efficient way for the machines to exchange messages and rearrange their buckets such that the interconnections in the graph are “localized” in the next round too. In this way, within each round, each machine can perform \(2^r\)-way routing on its local elements, simulating \(r\) layers of the old 2-way butterfly, without communicating with any other machine. Fortunately, we can accomplish this by exploiting the structure of the butterfly network. We defer the algorithmic details and proofs to Section 4.

\(^5\) Our techniques remotely reminiscient of the line of work on external-memory ORAM constructions with large, \(N^\epsilon\) CPU private cache \([33,68,69,96,101]\) – however, all previous works consider a sequential setting.
2.2 SMPC for MPC

2.2.1 Informal Problem Statement

We now turn our attention to Scenario 2 where the adversary controls not just the intermediate network routers but also a subset of the machines involved in large-scale computation. As before, given a computation task $f$ that has an efficient but insecure MPC algorithm, we now would like to securely realize $f$ also using the MPC model while preserving its efficiency. Here, our security goal is to guarantee that the adversary learns nothing more than what is already implied by the joint outputs of corrupt machines. Such a notion of security can be formally defined using a standard simulation-based paradigm [30], requiring that the real-world protocol must “securely emulate” an ideal-world protocol where all machines simply forward their inputs to a trusted ideal functionality who performs the desired computation task and forwards the outputs to each machine. Intuitively, we require that for any real-world attack that can be performed by a polynomially bounded adversary, there is an ideal-world adversary that can essentially implement the same attack in the ideal world. We refer the reader to Section 5 for a formal definition. Note that our definition follows the same style as the Universal Composition framework [30]. Henceforth, a secure multi-party computation protocol satisfying the aforementioned security notion is said to be an “SMPC-for-MPC” protocol.

Before we describe how to solve this problem, we need to clarify a few points about the model of execution as we marry SMPC and MPC. Since we now have corrupt machines and corrupt machines are allowed to send arbitrary messages to any machine, we can no longer guarantee that each honest machine receive at most $s$ words. Instead, we require that at the end of the every round $r - 1$, every machine can write down in its local memory a receiving schedule for round $r$ of the form $\{(f_j, w_j)\}_j$, where $f_j \in [m]$ denotes the index of a sender to anticipate a message from in round $r$ and $w_j$ denotes the number of words expected from $f_j$. In this way, an honest machine will only save the first $w_j$ words received from every anticipated sender $f_j$ contained in this receiving schedule; all other received messages are discarded immediately.

**Remark 4.** Recall that since we showed how to compile any MPC protocol to one that has a fixed communication schedule while asymptotically preserving round and space complexity (Section 2.1), requiring that receivers be able to anticipate their receiving schedule does not reduce the expressive power of the underlying computational model. However, somewhat more subtly, we do not insist that the communication patterns be deterministic (i.e., fully fixed a-priori) for our SMPC-for-MPC protocols in order not to rule out interesting SMPC-for-MPC protocols – it suffices for an honest machine to anticipate its receiving schedule of some round right before the round starts.

2.2.2 MPC to “SMPC-for-MPC” Compiler

Recall that we would like the compiled SMPC-for-MPC protocol to tightly preserve the original MPC program’s round complexity, and for per-machine space we only allow a security parameter related blowup. Although in the cryptography literature, secure multi-party computation (SMPC) techniques have been explored for various models of computation including circuits [21, 55, 65, 105, 106], RAM [1, 54, 56, 57, 71, 85, 86, 104], and PRAM [24, 25, 32, 34, 35, 37, 38, 87, 92], none of the existing approaches can satisfy our efficiency requirements due to a discrepancy in both model and metric of performance.

First, any approach whose round complexity depends at least on the depth of the circuit [9, 22, 65, 78] or on the parallel runtime of a PRAM [24] can be immediately ruled out, since MPC protocols can have high circuit/PRAM depth (e.g., if each machine’s local
computation is of a sequential nature). We thus turn our attention to known approaches that achieve small round complexity. For example, a line of works [18, 42, 84] showed a technique where multiple machines jointly garble a circuit/PRAM in constant number of rounds, then each individual machine simply evaluates the garbled circuit/PRAM locally. Although such a protocol would indeed complete in a small number of rounds, the garbled circuit/PRAM’s size would be at least linear in the total computation time of all parties (unless we make strong assumptions such as Indistinguishable Obfuscation [53]). This means that the per-machine space blowup will be proportional to the number of machines \( m \). Similarly, other constant-round approaches, including those relying on Threshold Fully Homomorphic Encryption [8] or Multi-Key Fully Homomorphic Encryption [14, 28, 72, 75, 91], also do not directly work due to a linear-in-\( m \) blowup in the per-machine space, e.g., due to the need to store all machines’ encrypted inputs (although later in our construction we will indeed leverage FHE-based MPC techniques as a building block, although this MPC will only be run among small committees).

Our approach

Henceforth we assume that the adversary controls only \( \frac{1}{3} - \eta \) fraction of the machines where \( \eta \) may be an arbitrarily small constant. As explained earlier, this is nearly optimal tolerance in a point-to-point network since an honest fraction of at least \( \frac{2}{3} \) is necessary for realizing broadcast in a point-to-point network. Without loss of generality, we may also assume that the original MPC has already been compiled to a communication-oblivious counterpart whose communication patterns are deterministic and input independent.

Our idea is to directly emulate the original (communication-oblivious) MPC round by round, by having a randomly elected small committee emulate each machine’s actions in the original MPC. Henceforth the committee acting on behalf of machine \( i \) in the original MPC is called the \( i \)-th committee. As long as the committee size is polylogarithmic in the security parameter, except with negligible probability each committee must have at least a \( \frac{2}{3} \)-fraction of honest machines. Therefore, we may employ an SMPC that tolerates less than \( \frac{1}{3} \) corruption (and satisfies suitable efficiency requirements to be described below) to securely emulate the following actions – note that in all cases this SMPC protocol will be executed among a small set of polylogarithmically many machines; and thus we call this SMPC building block \textbf{CommitteeSMPC}:

1. \textit{Share input}: initially each machine \( i \) secret shares its input with the \( i \)-th committee; the secret sharing scheme must be \textit{robust} such that correct reconstruction can be achieved in polynomial time even when corrupt machines provide false shares. Note that to achieve this we may run the aforementioned \textbf{CommitteeSMPC} protocol among machine \( i \) and the \( i \)-th committee;

2. \textit{Local compute}: in every round’s computation step, the \( i \)-th committee employ \textbf{CommitteeSMPC} to jointly evaluate what machine \( i \)’s is supposed to locally compute in the original MPC, and the result is again robustly secret-shared among the committee;

3. \textit{Communicate}: whenever machine \( i \) wants to send a message to machine \( j \) in the original MPC, now the \( i \)-th committee and the \( j \)-th committee employ \textbf{CommitteeSMPC} to accomplish this. At the end of this small protocol, every member of the \( j \)-th committee will obtain a fresh robust secret share of the message.
Instantiating CommitteeSMPC with suitable efficiency requirements

For our compilation to satisfy the stated efficiency goals, the CommitteeSMPC employed must meet certain efficiency requirements:

1. **Constant round:** the protocol must complete in constant number of rounds; and
2. **Weakly space efficient:** the space consumed by each machine in the CommitteeSMPC protocol asymptotically matches the RAM-space-complexity of the function being evaluated, allowing only a security-parameter-related blowup\(^6\). In this paper, we assume that the RAM-space-complexity accounts for the space for writing down the RAM program’s description and all inputs and outputs.

**Remark 5.** Note that since the RAM-space-complexity accounts for writing down all machines’ inputs and outputs, by definition the RAM-space-complexity of the function being evaluated incur a linear blowup in the number of machines. However, since CommitteeSMPC will only be run among at most 2 committees, the number of machines participating is small in our case. In fact, by the weak space efficiency condition, each machine’s space complexity may sometimes need to be sublinear in the circuit size, runtime, or even depth of the function being evaluated (depending on the function being evaluated).

The only known approach for achieving these guarantees simultaneously is through Threshold Fully Homomorphic Encryption (TFHE) [8] or Multi-Key Threshold Fully Homomorphic Encryption (MTFHE) [14,72,75] with a suitable notion of compactness (to be explained shortly after). Roughly speaking, to perform an SMPC, the following takes place where the encryption scheme employed is (M)TFHE:

(a) possibly after a setup phase, each machine encrypts their local input using the (M)TFHE scheme and computes a zero-knowledge proof attesting to the well-formedness of the ciphertext; now the machine broadcasts the ciphertext as well as the proof;

(b) now each machine homomorphically evaluates an encryption of all machines’ outputs;

(c) for every machine involved, compute the partial decryption share for that machine’s encrypted output, along with a zero-knowledge proof attesting to the correctness of decryption; now send the partial decryption share and the proof to the corresponding machine.

(d) a machine finally reconstructs the output after collecting enough decryption shares.

If the (M)TFHE scheme employed is compact in the sense that the public key, secret key, and ciphertext sizes depend only on the security parameter \(\kappa\) but not the size or the depth of the circuit being evaluated, then we can show that in the above steps each machine needs only \(O(m' \cdot s) \cdot \text{poly}(\kappa)\) space where \(m'\) denotes the number of machines involved in the CommitteeSMPC protocol and \(s\) denotes the RAM-space-complexity of the function being evaluated. Specifically, recall that any RAM machine with space complexity \(s\) can be converted to a layered circuit with width \(s\) (and moreover the circuit can be generated and written down layer by layer consuming space proportional to the RAM’s next-instruction circuit size). Thus in the above, Step (b) can be accomplished using \(O(m' \cdot s) \cdot \text{poly}(\kappa)\) space; and it is easy to verify that all other steps indeed consume at most \(O(m' \cdot s) \cdot \text{poly}(\kappa)\) too.

In existing (M)TFHE schemes [8,14,72], however, the key and ciphertext sizes are dependent on the depth of the circuit being evaluated and thus they do not satisfy the aforementioned compactness requirement. To make these schemes compact, we need to rely on the bootstrapping technique described in the original Gentry work on FHE [55]; and it is

---

\(^6\) We call this notion weakly space efficient, since one can imagine a stronger notion requiring that the total space consumed by all parties asymptotically matches the RAM-space-complexity of the function being evaluated.
well-known that to get provable security with bootstrapping, we need to assume that the (M)TFHE scheme employed satisfies circular security—informally speaking, ciphertexts must nonetheless remain semantically secure even when we use the encryption scheme to encrypt the secret decryption key.

Since there are relatively few known (M)TFHE constructions [14,72], rather than assuming that the existing constructions are circularly secure, we would like to further hedge our bet. Later in our technical sections, we further relax the assumption and base our scheme instead on LWE and the existence of any compact FHE. Note that compact FHE is known to exist assuming circularly secure variants of LWE; but for our purpose, we can work with any compact FHE scheme including ones that depend on different algebraic assumptions.

2.3 Related Work
As mentioned earlier, the cryptography literature has extensively considered secure computation on a parallel architecture but most existing works focus on the PRAM model [3,24,25,32,34,35,37,38,87,92]. Since most real-world large-scale parallel computation is now done on an MPC architecture, we hope that our work will bring the MPC computation model (which has been extensively studied in the algorithms literature) to the attention of the cryptography community. Besides the PRAM model, Parter and Yogev have considered secure computation on graphs in the so-called CONGEST model of computation [94,95].

3 Preliminaries
3.1 Massively Parallel Computation Model
We now describe the Massively Parallel Computation (MPC) model. Let $N$ be the input size in words where each word consists of $w = \Omega(\log N)$ bits, and $\varepsilon \in (0, 1)$ be a constant. The MPC model consists of $m$ parallel machines, where $m \in [N^{1-\varepsilon}, \text{poly}(N)]$ and each machine has a local space of $s = N^\varepsilon$ words. Hence, the total space of all machines is $m \cdot s \geq N$ words. Often in the design of MPC algorithms we also want that the total space is not too much larger than $N$, and thus many works [2,5,79,83] assume that $m \cdot s = \tilde{O}(N)$, or $m \cdot s = O(N^{1+\theta})$ for some small constant $\theta \in (0, 1)$. Henceforth the $m$ machines are numbered $1, 2, \ldots, m$ respectively. The $m$ machines are pairwise connected and every machine can send messages to every other machine.

In this paper we are interested in protocols (also called algorithms) in the MPC model. In this model, the computation proceeds in rounds. At the beginning of each round, if this is the first round then each machine receives $N/m$ words as input; else each machine receives incoming messages from the network, and a well-formed MPC algorithm must guarantee that each machine receives at most $s$ words since there is no additional space to store more messages. After receiving the incoming messages or inputs, every machine now performs local computation; and we may assume that the local computation is bounded by $\text{poly}(s)$ and the choice of the polynomial $\text{poly}$ is fixed once the parameters $s$ and $m$ are fixed. After completing the local computation, every machine may send messages to some other machines through a pairwise channel, and then all messages are received at the beginning of the next round. When the algorithm terminates, the result of computation is written down jointly by all machines, i.e., by concatenating the outputs of all machines. Every machine’s output is also constrained to at most $s$ words. An MPC algorithm may be randomized, in which case every machine has a sequential-access random tape and can read random coins from the random tape. The size of this random tape is not charged to the machine’s space consumption.
In the standard literature on MPC, we are most concerned about the round complexity of an MPC algorithm. Specifically, this model has been of interest to the algorithms community since numerous tasks that are known to have logarithmic depth lower bounds on the classical Parallel Random-Access Machine (PRAM) model are known to have sublogarithmic- or even constant-round algorithms in the MPC model [40,67,79,93].

**Useful notations and conventions**

We introduce a couple useful notations and conventions:

- Given an MPC algorithm $\Pi$, we use the notation $(y_1, y_2, \ldots, y_m) \leftarrow \Pi(x_1, x_2, \ldots, x_m)$ to denote a possibly randomized execution of the algorithm where each machine $i$'s input is $x_i$ and its output is $y_i$ for $i \in [m]$.

- When we say the input to an MPC algorithm, we mean the concatenation of all machines’ inputs. When we say that an input array $I$ is evenly spread across the $m$ machines, we mean that every machine but the last one obtains $\lfloor |I|/m \rfloor$ elements and the last machine obtains $|I| \mod m$ elements where $|I|$ denotes the total number of elements in $I$.

- We use the term $s$-receiver-constraint to refer to the requirement that a well-formed MPC algorithm must ensure that each machine receives no more than $s$ words in each round. One may also consider, symmetrically, an $s$-sender-constraint, that is, in each round every machine can send at most $s$ words (where sending the same word to two machines counts twice). Many MPC algorithms in the literature respect both constraints. However, it seems that some other works in the MPC literature require only the $s$-receiver-constraint but not the $s$-sender-constraint.

It turns out that the two modeling approaches are equivalent in terms of expressive power as we show in Appendix C. Therefore, in the main body of the paper, we simply assume that both constraints must be respected, but our results also extend to MPC algorithms that respect only the $s$-receiver-constraint.

- Like in the standard algorithms literature on MPC, we are concerned about asymptotical complexity. For this reason, whenever convenient, we shall assume that each machine is allowed $O(s)$ local space rather than $s$. Similarly, the $s$-receiver-constraint is sometimes interpreted as each machine receiving no more than $O(s)$ data per-round.

- We assume that the original MPC protocol to be compiled runs in a fixed number of rounds. If not, we can always pad its round complexity to be the worst case. This ensures that no information will be leaked through the number of rounds.

### 3.2 Communication-Oblivious MPC Algorithms

**Communication-oblivious MPC algorithms**

To compile an MPC algorithm to a secure counterpart, we go through an important stepping stone where we first compile the original MPC algorithm to a communication-oblivious counterpart. As mentioned earlier in Section 1, communication-oblivious MPC algorithms are also interesting in their own right, e.g., for MPC clusters where the end points are secured with secure processors such as Intel SGX, such that the adversary can observe only the communication patterns.

Intuitively, an MPC algorithm is said to be communication-oblivious, iff an adversary who can observe the communication patterns of the machines learn nothing about the secret input. When we execute an MPC algorithm on some input $I$, the communication pattern incurred in the execution is the concatenation of the following:
1. For each round $r$, a matrix $P_r \in [s]^{m \times m}$ where $P_r[i,j] \in [s]$ indicates how many words machine $i$ sends to machine $j$ in round $r$;

2. An ordered list containing the number of words each machine outputs at the end of the algorithm.

In this paper, we define a very strong notion of communication obliviousness: we say that an MPC algorithm is communication-oblivious, iff the communication pattern of the algorithm is deterministic, input independent, and known a-priori. Note that this also implies that the algorithm must run for a deterministic number of rounds.

**Defining correctness of MPC algorithms**

We will define a notion of $\delta$-correctness for an MPC algorithm. Let $(y_1, y_2, \ldots, y_m) \leftarrow F(x_1, x_2, \ldots, x_m)$ be a (possibly randomized) ideal functionality which, upon receiving inputs $x_1, x_2, \ldots, x_m$, outputs $y_1, y_2, \ldots, y_m$. Here $x_i$ represents machine $i$’s input and $y_i$ represents machine $i$’s output for $i \in [m]$; without loss of generality we may assume that each $x_i$ contains exactly $s$ words (if not we can always pad it with dummies to exactly $s$ words).

We say that an MPC algorithm denoted $\Pi$ $\delta$-correctly realizes the ideal functionality $F$ iff for any input $I = (x_1, \ldots, x_m)$ the statistical distance between $\Pi(I)$ and $F(I)$ is at most $\delta$.

**Definition 6** ($\delta$-oblivious realization of an ideal functionality). We say that an MPC algorithm $\Pi$ $\delta$-obliviously realizes an ideal functionality $F$, iff $\Pi$ is communication-oblivious and moreover $\Pi$ $\delta$-correctly realizes $F$.

**Remark 7.** One can alternatively consider a weaker notion for an MPC algorithm $\Pi$ to “$\delta$-oblivious realize” the ideal functionality $F$, that is, we require that there exists a simulator $\text{Sim}$, such that for any input $I$ of appropriate length, the following distributions must have statistical distance at most $\delta$:

- **Real**$^\Pi(1^m, 1^s, I)$: outputs the outcome of the MPC algorithm $\Pi$ on input $I$ and its communication patterns;
- **Ideal**$^F(1^m, 1^s, I)$: outputs $F(I)$ and $\text{Sim}(1^m, 1^s)$. Notice that the simulator $\text{Sim}$ is not given the input $I$.

It is not hard to see that our notion (i.e., Definition 6) implies this weaker notion. This weakened definition would permit the communication patterns to be randomized and also not necessarily known a-priori. In this paper we focus on the stronger notion since we can achieve even the stronger notion in an efficiency-preserving manner.

4 Oblivious Routing and Communication-Oblivious Compiler

4.1 Problem Definition

Recall that our first goal is to obtain an MPC protocol communication oblivious, and the crux of the problem is to realize an oblivious form of routing. Imagine that in the original MPC protocol, in some round, every machine has a list of at most $s$ words that they want to send, and each outgoing word has an intended destination machine. It is also guaranteed that every machine will receive no more than $s$ words. The question is how to route these messages obliviously such that the communication patterns leak no information.

More formally, the **Routing** problem has the following syntax:

- **Input.** Every machine $i \in [m]$ has at most $s$ send instructions where each send instruction consists of a word to be sent, and the index of the recipient machine. All machines’ send instructions must jointly satisfy the $s$-receiver-constraint, i.e., every machine receives no more than $s$ words.
Output. Every machine outputs the list of words it is supposed to receive as uniquely defined by the joint input (i.e., all machines’ send instructions); and moreover, these received words are sorted based on a lexicographically increasing order. If fewer than \( s \) words are received, the machine pads the output array with dummies to a length of exactly \( s \).

The above abstraction defines a most natural ideal functionality \( F_{\text{Routing}} \) which implements the routing task correctly.

In the remainder of this section, we will devise an oblivious MPC protocol that accomplishes routing. In the process we will need two intermediate building blocks called “Bucket Route” and “Random Bucket Assignment” respectively.

Notational convention: a global Overflow indicator

Throughout this section, we shall assume that each machine maintains a global variable denoted \( \text{Overflow} \). Initially the \( \text{Overflow} \) bit is set to \( 0 \). During the algorithm’s execution, a machine may set the \( \text{Overflow} \) bit to \( 1 \). If at the end of the algorithm, all machines’ \( \text{Overflow} \) indicators remain unset, we say that the algorithm is successful; otherwise the algorithm is said to have failed.

4.2 Building Block: Bucket Route

4.2.1 Syntax

The goal is to classify elements into buckets based on each element’s label indicating its desired destination bucket. The algorithm is not always guaranteed to succeed; however, should it succeed, the final assignment should be correct. Recall that an algorithm is said to be successful if no machine has set their \( \text{Overflow} \) indicator by the end of the algorithm. We consider both the input and output configuration as a list of buckets spread evenly across the machines, where each bucket contains either real or dummy elements.

More formally, a \( \text{BucketRoute}^Z \) algorithm, parametrized by a bucket size \( Z \), satisfies the following syntax – recall that there are in total \( m \) machines each of which has local space \( O(s) \); without loss of generality, we may assume that \( m \) and \( s \) are both powers of \( 2 \):

- Input. In the beginning, each machine stores \( 2^r \) number of buckets each of capacity \( Z \) where \( 2^r \cdot Z = 2s \). Each bucket contains \( Z \) elements, some of which are real and others are dummy. Each real element carries an \( \ell \)-bit label where \( 2^\ell = m \cdot 2^r \) – henceforth if a real element’s label is \( k \in \{0,1\}^\ell \), we say that the element wants to go to the \( k \)-th bucket out of a total of \( 2^\ell = m \cdot 2^r \) buckets.

- Output. The machines jointly output a list of \( 2^\ell = m \cdot 2^r \) buckets, each of capacity \( Z \). We require that if the algorithm is successful (i.e., no machine’s \( \text{Overflow} \) indicator is set), then every bucket must contain all the real elements wanting to go there plus an appropriate number of dummy elements.

4.2.2 Protocol

We now describe a \( \text{BucketRoute}^Z \) algorithm that tries to move every real element to the desired destination bucket but will possibly fail in the middle due to overflow events. Later in Section 4.4, we will show that if the input configuration satisfies certain nice conditions, then the overflow probability can be made negligibly small. Roughly speaking, by “nice conditions”, we want that all input buckets are at most half-full; and moreover the input elements’ labels are randomly chosen. In this section, we first focus on presenting the algorithm and we will worry about the probability analysis in Section 4.4.
Algorithm 1 Bucket Route.

Input: Let $2^r \cdot Z = 2^s$ and let $\ell = \log_2 m + r$. The input consists of $2^\ell$ buckets denoted $\mathcal{L} := \{B_i : i \in [2^\ell]\}$ each with capacity $Z$, where each real element in a bucket contains an $\ell$-bit label. There are $m = 2^{\ell - r}$ parallel machines, each of which has enough memory to store and process $2^r$ buckets.

1: procedure $\text{BucketRoute}^Z(\mathcal{L} := \{B_i : i \in [2^\ell]\})$  \Comment{The input is a list of $2^\ell$ buckets.}
2: Each bucket in $\mathcal{L}$ receives an empty bit string as its label.
3: for $\left\lfloor \frac{\ell}{r} \right\rfloor$ sequential iterations do
4: Partition the buckets in $\mathcal{L}$ into $m$ groups of equal size $2^r$, where the buckets in each group have the same label; a machine is assigned to each group.
\Comment{Step 4 requires the machines to exchange their buckets according to a predetermined fashion.}
5: for each of $m$ machines in parallel do
6: Every machine calls $2^r$-way $\text{LocalClassify}^{r,Z}$ on its group of buckets to produce its modified group of buckets (whose labels have lengths increased by $r$).
7: Update the list $\mathcal{L}$ to be the union of all machines’ modified groups of buckets.
8: if $t := \ell \mod r \neq 0$ then
9: In the last iteration, each machine receives $2^{\ell-t}$ sub-groups of buckets, where each sub-group contains $2^t$ buckets with the same label.
10: for each of $m$ machines in parallel do
11: Every machine calls $2^t$-way $\text{LocalClassify}^{t,Z}$ on every of its sub-groups of buckets.
12: Let $\mathcal{L}$ be the union of all machines’ updated buckets.
13: return the list $\mathcal{L}$ of $2^r$ buckets, each of which receives a unique label in $\{0, 1\}^r$. Recall that if any instance of multi-way $\text{LocalClassify}$ encounters Overflow, the failure-indicator Overflow will be set to 1 but the algorithm will continue after truncating the excessive elements in the overflowing bucket(s).

At a very high level, our $\text{BucketRoute}^Z$ algorithm will proceed in iterations such that at the end of the $i$-th iteration, elements will be sorted based on the first $i \cdot r$ bits of their respective labels. During each iteration $i$, every machine will obtain a list of buckets containing elements whose labels all share the same $((i - 1) \cdot r)$-bit prefix, and the machine will locally further classify these elements into buckets based on the next $r$ bits of their respective labels. This subroutine is henceforth called $\text{LocalClassify}$ which is described more formally below. We will then describe the full $\text{BucketRoute}^Z$ algorithm after specifying this subroutine.

A multi-way $\text{LocalClassify}$ subroutine

We introduce a subroutine called a $2^r$-way $\text{LocalClassify}^{r,Z}$. The $2^r$-way $\text{LocalClassify}^{r,Z}$ subroutine is always performed by a single machine locally which operates on a list of $2^r$ buckets:
Imagine that a machine has as input a list of $2^t$ buckets each of capacity $Z$ where $2^t \cdot Z \leq 2s$. All of the $2^t$ buckets must have the same bucket-label $x \in \{0, 1\}^{\ell}$, where $|x|$ is the bit-length of $x$. Moreover, every real element contained in the buckets has an $\ell$-bit label of the form $x||y$, i.e., the element’s label must be prefixed by $x$, followed by a suffix denoted $y$ (that has length at least $r$). It is guaranteed that $|x| + r \leq \ell$.

Now, the machine locally rearranges the input to form $2^t$ output buckets as follows: for each $i \in \{0, 1\}^t$, the $i$-th output bucket has the bucket-label $x||i$, and contains all the real elements from the input whose label is prefixed with $x||i$, padded with dummies to a capacity of $Z$. Moreover, in each output bucket the real elements must appear before the dummies.

If the above rearrange fails due to the overflow of some output bucket, then set the indicator $\text{Overflow}$ to 1; moreover, truncate the bucket to a load of $Z$ and continue with the algorithm. Note that if $\text{Overflow}$ is set, then some elements can be lost due to the truncation.

**The BucketRoute algorithm**

We describe the BucketRoute$^Z$ algorithm in Algorithm 1 which calls LocalClassify as a subroutine. Assuming that no $\text{Overflow}$ is encountered, then the algorithm proceeds in the following way: first, using the $2^t$-way LocalClassify subroutine, all machines rearrange their local $2^t$ buckets of elements based on the first $r$ bits of the elements’ labels, such that all elements whose labels have the same $r$-bit prefix fall into the same bucket, and this common $r$-bit prefix also become the bucket’s label. At the end of this iteration, for each $r$-bit bucket label, there will be $2^{\ell-r}$ buckets with the same bucket label. We will then assign $2^{\ell-2r}$ machines to work on buckets sharing each $r$-bit bucket label, and each machine now locally calls LocalClassify to further classify the elements based on the next $r$-bits of their input labels; and this goes on. In general, after the end of the $i$-th iteration, buckets will acquire labels of length $i \cdot r$ bits, and there will be $2^{\ell-i \cdot r}$ buckets sharing each unique $(i \cdot r)$-bit label; we now assign all buckets with the same label to $2^{\ell-(i+1) \cdot r}$ machines which further classifies the elements based on the next $r$ bits in the input labels. The algorithm will have ended by iteration $i$ if $i \cdot r \geq \ell$, i.e., after $O(\ell/r)$ iterations – at the end, all buckets across all machines will have a unique $\ell$-bit label. Algorithm 1 formalizes the above idea and in particular, treats the last iteration more formally for the case when $\ell$ is not divisible by $r$.

- **Fact 8.** Using the parameters in Algorithm 1, the number of rounds is $O(\frac{\ell}{r}) = O(\log \frac{m}{r})$.
- **Fact 9 (Communication pattern).** The communication pattern of Algorithm 1 is deterministic, and depends only on the parameters $m$, $\ell$, $r$ and $Z$. Moreover, in every round, the total communication is upper bounded by $O(m \cdot s)$.

**Proof.** Step 4 of Algorithm 1 is where the communication happens, and it is not hard to check that this fact holds.

### 4.3 Building Block: Oblivious Random Bucket Assignment

Based on the BucketRoute$^Z$ primitive described above, we realize another intermediate building block called “random bucket assignment”. The problem, henceforth denoted RandBucket$^Z$, is parametrized by an appropriate bucket size $Z$ and is described below:

- **Input.** The input is an array of $m \cdot s$ elements spread evenly across the machines where each machine receives exactly $s$ elements; each element can either be real or dummy. We assume that each element can be stored in $O(1)$ words.
Output. Each machine receives \(2^r = 2s/Z\) output buckets each of capacity \(Z\). The contents of the buckets are determined below:

- Every real element in the input array is assigned to a random bucket out of the \(2^r \cdot m\) buckets;
- If a bucket receives more than \(Z\) real elements, choose the \(Z\) lexicographically smallest elements to populate the bucket (and the remaining elements are lost);
- Else if a bucket receives \(Z\) or fewer real elements, then the bucket should contain all of these elements, in a lexicographically increasing order, and padded at the end with an appropriate number of dummies to a capacity of \(Z\).

Note that the above abstraction also defines the most natural ideal functionality \(F^Z_{\text{RandBucket}}\) which correctly implements the above task.

Protocol

Using \(\text{BucketRoute}^Z\), we can obliviously realize random bucket assignment using the following simple algorithm where we assume that \(m\) and \(s\) are powers of 2 without loss of generality (if not, we can pad them to the nearest power of 2):

1. Choose \(r, \ell\) based on \(Z, m,\) and \(s\), such that \(2^r = 2s/Z\) and \(2^\ell = m \cdot 2^r\). Henceforth \(2^r\) denotes the number of buckets on each machine, and \(2^\ell\) denotes the total number of buckets across all machines.
2. Each machine places \(Z/2\) elements from the input array to each of its \(2^r\) buckets, and pads each bucket with an additional \(Z/2\) dummies to a capacity of \(Z\) – note that each bucket is at most half full.
3. Every machine assigns a random \(\ell\)-bit label to each real element in its buckets, indicating which bucket the element wants to go to.
4. Call \(\text{BucketRoute}^Z\) (Algorithm 1) to produce the list of output buckets, and for each resulting bucket, sort the elements in it based on a lexicographically increasing order, placing all dummies at the end.

Recall that in the \(\text{BucketRoute}^Z\), a machine may encounter a bucket overflow exception which will cause the Overflow indicator to be set. Below we bound the probability of seeing Overflow using the fact that the initial labels are randomly chosen and that the initial buckets are at most half full – this allows us to prove good load-balancing properties. We use the standard Chernoff Bound to analyze overflow probability.

Fact 10 (Chernoff Bound). Suppose \(X\) is a sum of independent \(\{0, 1\}\)-random variables. Then, for any \(\beta \geq 2\), \(\Pr[X \geq \beta E[X]] \leq \exp(-\frac{\beta E[X]}{6})\).

Lemma 11 (Overflow probability for random bucket assignment algorithm). In the above algorithm, the probability that some machine sets the Overflow indicator is at most \(O(\frac{1}{r}) \cdot 2^\ell \cdot e^{-\frac{Z}{6}}\).

Proof. Observe that there are \(O(\frac{1}{r})\) iterations in Algorithm 1. We fix some iteration and some bucket \(B\), and analyze the overflow event of that bucket after that iteration.

Observe that if we assume that all buckets from previous iterations have infinite capacity, then no element will be lost in previous iterations. Hence, the resulting number of elements ending up at bucket \(B\) after this iteration in this alternate world will stochastically dominate that in the actual world. The property of no overflow in previous iterations is used to ensure that different elements do not influence one another so that we can apply Chernoff Bound. By stochastic dominance, it suffices to analyze the overflow probability of bucket \(B\) after this iteration under this additional assumption.
Suppose after this iteration, this bucket has received a label with \( k \) bits. This means that the elements in this bucket could only have come from \( 2^k \) possible input buckets, each of which contains at most \( \frac{Z}{2} \) elements.

Observe that each such element receives a random \( \ell \)-bit label, whose \( k \)-bit prefix coincides with this bucket’s label with probability \( \frac{1}{2^k} \). Hence, the expected number of elements entering this bucket after this iteration is at most \( \frac{Z}{2} \).

Therefore, using Chernoff Bound (Fact 10), after each iteration, each bucket overflows with probability at most \( e^{-\frac{Z}{6}} \).

Finally, the union bound over all iterations and all buckets gives the result.

Lemma 12 (Correctness of random bucket assignment). The above algorithm, parametrized with \( Z, \delta \), correctly realizes \( F^Z_{\text{RandBucket}} \) where \( \delta = O(\frac{1}{Z}) \cdot 2^{\ell} \cdot e^{-\frac{Z}{6}} \) (note that the parameters \( \ell, r \) are determined once \( Z \) is determined).

Proof. Follows from Lemma 11 and the fact for every random string \( \rho \) assigning real elements to destination buckets, if \( \rho \) does not cause Overflow in the algorithm, then the algorithm’s output must correctly match that output by the ideal functionality \( F^Z_{\text{RandBucket}} \) consuming the same randomness \( \rho \).

Fact 13. The communication patterns of the algorithm is deterministic and depends only on the parameters \( m, \ell, r \) and \( Z \).

Proof. The communication pattern of the algorithm stems from that of \( \text{BucketRoute}^Z \) since all other steps are performed locally on each machine and incur no communication. The fact now follows directly from Fact 9.

4.4 Putting it Together: Oblivious Routing

Using the building blocks \( \text{BucketRoute}^Z \) and \( \text{RandBucket}^Z \), we can realize oblivious routing as follows:

(a) Without loss of generality, we may assume that both \( m \) and \( s \) are powers of 2 and \( s \) is a perfect square. Choose the parameter \( Z = 2\sqrt{s} \) and \( 2' = 2s/Z \), and \( \ell := \log_2 m + r \).

(b) Every machine does the following: let \( X \) be an input array containing all the words the machine wants to send (also called outgoing words), padded with dummies to a length of \( s \). Each real outgoing word in the input array has a label of the form \( x||\rho \) where \( x \in \{0,1\}^{\log_2 m} \) encodes the identifier of the recipient machine, and \( \rho \sim \{0,1\}^{\ell - \log_2 m} \) is chosen at random and indicates the index of the destination bucket within machine \( x \).

(c) Invoke an oblivious \( \text{RandBucket}^Z \) algorithm to assign each outgoing word to a random bucket among a total of \( 2^\ell \) buckets, and recall that each machine stores \( 2r \) of these buckets.

We emphasize that the labels selected earlier in Step (b) are not used as destination labels for the \( \text{RandBucket}^Z \) algorithm since the \( \text{RandBucket}^Z \) algorithm itself internally assigns a random bucket to each element. However, these labels selected earlier will be used in the next step.

(d) Invoke an instance of \( \text{BucketRoute}^Z \) to route each outgoing word to the destination bucket encoded in the label chosen in Step (b). Now, every machine looks at the resulting \( 2^r \) buckets it stores and outputs all received (real) words in a lexicographically increasing order, padded with an appropriate number of dummies to a length of \( s \).

Fact 14. In the above routing algorithm, the communication pattern is deterministic and depends only on the parameters \( Z, m, r, \ell \).
Proof. The communication pattern of the above algorithm is determined by the communication pattern of the RandBucket algorithm and the BucketRoute algorithm. The fact now follows directly from Fact 9 and Fact 13.

Lemma 15 (Correctness of routing). Suppose that RandBucket δ-correctly realizes F_{RandBucket}. Then, the above algorithm δ′-correctly realizes F_{Routing} for some δ′ ≤ δ + O(λ) · q · e^{−δ}\frac{\delta}{2}.

Proof. We consider a sequence of hybrids.

Real(I). We will use Real(I) to denote the outcome of the real-world algorithm.

Hyb_1(I). We now consider a hybrid execution denoted Hyb_1, which is defined almost the same as the real-world execution, except that we now replace the RandBucket algorithm with F_{RandBucket}. We define Hyb_1(I) to output the outcome of this hybrid execution upon the input I.

Since RandBucket δ-correctly realizes F_{RandBucket}, it holds that for any I, Hyb_1(I) has at most δ statistical distance from Real(I).

Lemma 16. For any I, in the execution defined by Hyb_1(I), the probability that some machine sets the Overflow indicator is bounded by O(\frac{\delta}{2}) · 2^q · e^{−\frac{\delta}{2}}.

Proof. To prove this, we instead consider an execution Hyb_\infty where the parameters Z, ℓ, and r are chosen as before; however, we do not impose a Z-capacity limit on any of the buckets, including the buckets in F_{RandBucket} or any bucket in the hybrid execution Hyb_1. It is not hard to see that the probability of seeing Overflow in Hyb_\infty is upper bounded by the probability that there is some bucket storing more than Z real elements in Hyb_\infty. This can be formally proven through a standard stochastic domination argument.

Therefore, it suffices for us to prove that in Hyb_\infty, the probability that some bucket needs to store more than Z real elements is upper bounded by O(\frac{\delta}{2}) · 2^q · e^{−\frac{\delta}{2}}, and below we prove this statement.

The analysis is similar to the proof of Lemma 11. We fix some iteration in Algorithm 1 and some bucket B. Let X_{i,B} denote an indicator random variable indicating the contribution of the i-th outgoing word in the input to the load of the bucket B. Our goal is to prove a tail bound for \sum X_{i,B} which denotes bucket B’s total load. Note that X_{i,B} depends only on the i-th outgoing word’s destination bucket and the initial bucket placement chosen by F_{RandBucket} for the i-th outgoing word. Therefore, all of the random variables \{X_{i,B}\}_i are independent which will allow us to apply the standard Chernoff bound. To do so, we will first show that the expected number of real elements the bucket contains after this iteration is at most \frac{Z}{2}. Hence, in the execution Hyb_\infty, we analyze the expected number of elements for this bucket B after this iteration based on the number k of bits of the label received by this bucket after this iteration. Let L be the list of buckets obtained after F_{RandBucket}.

1. Suppose k ≤ \log q m. The k-bit label indicates a subset of 2^m − k destination machines. Then, only elements going to these 2^m − k machines can end up in this bucket. There are totally at most 2^m − k · s such elements.

Moreover, only elements from 2^k buckets in L can end up in bucket B after this iteration. Due to F_{RandBucket}, an element is in one of those 2^k buckets independently with probability \frac{\lambda}{2^k}.

Hence, the expected number of elements in bucket B after this iteration is at most 2^m − k · s · \frac{\lambda}{2^k} = \frac{s \lambda}{2^k} = \frac{s}{2^m}.
2. Suppose \( k > \log_2 m \). The \( k \)-bit label then identifies \( 2^\ell - k \) buckets within a certain destination machine \( M \).

Recall that at most \( s \) elements are supposed to go to machine \( M \). In order for an element to end up in bucket \( B \) after this iteration, it has to satisfy the following independent events:

a. The element is in one of \( 2^k \) buckets in \( \mathcal{L} \) whose elements can end up in \( B \) after this iteration. Due to \( F_{\text{randbucket}} \), this happens with probability \( 2^k / 2^\ell \).

b. The element has chosen a destination bucket that is among those \( 2^\ell - k \) buckets whose identity agrees with the \( k \)-bit label of the bucket \( B \). This happens with probability \( 2^\ell - k / 2^r \).

Hence, the expected number of elements that enter this bucket \( B \) after this iteration is at most \( s \cdot 2^k / 2^\ell \cdot (2^\ell - k / 2^r) = s / 2^r = Z / 2^r \), as required.

Finally, we apply a standard Chernoff bound and then a union bound over all iterations and all buckets just like in Lemma 11, which leads to the lemma statement.

\[ \text{Ideal}(I) \]. The experiment \text{Ideal}(I)\ outputs the result of \( F_{\text{Routing}} \) upon the input \( I \).

We now show that for any \( I \), \text{Ideal}(I) and \text{Hyb}^Z_1 \) have statistical distance at most \( O(\ell r) / 2^\ell \cdot e^{-Z/6} \). Note that conditioned on 1) seeing no \text{Overflow} in \text{Hyb}^Z_1 \) and 2) that \( F_{\text{randbucket}} \) does not pick bad randomness such that some bucket initially exceeds \( Z \) load, then the outcome obtained in \text{Hyb}^Z_1 \) would be the same as the output of \text{Ideal}(I). In Lemma 16, we have shown that the probability of some machine setting the \text{Overflow} indicator in \text{Hyb}^Z_1 \) is \( O(\ell) \cdot 2^\ell \cdot e^{-Z/6} \), therefore it suffices to show that the probability that \( F_{\text{randbucket}} \) internally exceeds \( Z \) load is upper bounded by \( O(\ell) \cdot 2^\ell \cdot e^{-Z/6} \). Due to a simple application of the Chernoff bound, we can show that the probability that some fixed bucket exceeds load \( Z \) is at most \( e^{-Z/6} \). Now, applying a union bound over all \( 2^\ell \) buckets, the conclusion follows.

In summary, applying a standard hybrid argument, we can complete the proof of this lemma.

\[ \text{Corollary 17.} \ The \ above \ algorithm \ \delta\text{-obliviously realizes } F_{\text{Routing}} \ by \ Definition \ 6 \ for \ \delta = \exp(-\Omega(\sqrt{s})). \]

\[ \text{Proof.} \ Straightforward \ by \ Fact \ 14, \ Lemma \ 15 \ and \ Lemma \ 12 \ and \ the \ parameters \ chosen \ in \ the \ algorithm. \]

4.5 Oblivious Sorting

Given our oblivious routing primitive, one immediate and interesting application is to construct a constant-round MPC algorithm that obliviously realizes sorting.

To achieve this, recall that Goodrich [67] constructed a non-oblivious MPC algorithm that accomplishes sorting in \( O(1) \) rounds; and moreover, his algorithm satisfies both the \( s\)-receiver-constraint and the \( s\)-sender-constraint.

\[ \text{Lemma 18 (Constant-round sorting, Theorem 3.5 of Goodrich [67]).} \ Let \ m = N^{1-\epsilon} \] and \( s = O(N^\epsilon) \) for any constant \( \epsilon \in (0, 1) \). Suppose that each item to be sorted can be stored in \( O(1) \) words. There exists a deterministic, comparison-based sorting algorithm that can correctly sort \( N \) items stored on \( m \) machines each with \( s \) local space consuming an \( a\)-priori fixed constant number of rounds; and moreover, the algorithm satisfies both the \( s\)-sender-constraint and the \( s\)-receiver-constraint.
The idea is to apply our Routing algorithm to realize each round of communication in Goodrich’s algorithm. In this way, we obtain the following theorem:

**Theorem 19 (Constant-round oblivious sorting on MPC).** Let \( m = N^{1-\varepsilon} \) and \( s = O(N^\varepsilon) \) for any constant \( \varepsilon \in (0, 1) \), and suppose that each items to be sorted can be represented in \( O(1) \) words. There exists an MPC algorithm that obliviously sorts \( N \) items stored on \( s \) machines in \( O(1) \) number of rounds and the result is correct with \( 1 - \exp(-\Omega(\sqrt{s})) \) probability.

**Proof.** Note that Goodrich’s algorithm runs for an apriori-fixed constant number of rounds. Thus, if we apply our oblivious Routing algorithm to realize each round of communication in Goodrich’s algorithm, the resulting algorithm has a deterministic communication pattern; and moreover, due to Corollary 17, the resulting algorithm correctly sort the input with \( 1 - \exp(-\Omega(\sqrt{s})) \) probability.

Although our secure multi-party computation compiler later will not directly rely on oblivious sorting as a building block, we state this result explicitly nonetheless since sorting is such an important and fundamental algorithmic building block.

### 4.6 Communication-Oblivious Compiler

We can now arrive at Theorem 1 which we restate below for the reader’s convenience.

**Theorem 20 (Communication-oblivious MPC algorithms: Restatement of Theorem 1).** Suppose that \( s = N^\varepsilon \) and that \( m \) is upper bounded by a fixed polynomial in \( N \). Given any MPC algorithm \( \Pi \) that completes in \( R \) rounds where each of the \( m \) machines has \( s \) local space, there is a communication-oblivious MPC algorithm \( \tilde{\Pi} \) that computes the same function as \( \Pi \) except with \( \exp(-\Omega(\sqrt{s})) \) probability, and moreover \( \tilde{\Pi} \) completes in \( O(R) \) rounds, and consuming \( O(s) \) space on each of the \( m \) machines. Furthermore, only \( O(m \cdot s) \) amount of data are communicated in each round in an execution of \( \tilde{\Pi} \).

**Proof.** We apply the oblivious Routing algorithm developed earlier in this section to realize every communication round of the original MPC protocol \( \Pi \). The theorem now follows directly from Corollary 17.

### 5 Secure Multi-Party Computation for Massively Parallel Computing

In this section, we consider how to perform secure computation on a Massively Parallel Computing (MPC) architecture. As before, we consider a set of \( m \) machines each of which is \( s \)-space-bounded. Without loss of generality, we consider a setting where each machine receives some input denoted \( x_1, x_2, \ldots, x_m \) respectively where each input contains at most \( s \) words. Now, these machines would like to jointly evaluate a function \( (y_1, y_2, \ldots, y_m) \leftarrow f(x_1, x_2, \ldots, x_m) \) such that at the end, the \( i \)-th machine obtains the \( s \)-bounded output \( y_i \) for \( i \in [m] \). We would like to ensure that an adversary controlling a relatively small subset of the machines will not learn anything beyond the outputs of the machines in its control.

The question we are concerned about is the following: suppose that there is an efficient, insecure MPC protocol \( \Pi \) to evaluate the function \( f \). Can we now securely evaluate the function \( f \) while preserving the efficiency relative to the insecure protocol \( \Pi \)?

#### 5.1 Execution Model: SMPC for MPC

We consider an MPC protocol \( \Pi \) executing on \( m \) machines each with maximum space \( s \). To define Secure Multi-Party Computation (SMPC), we augment the protocol execution model used so-far in the paper as follows to capture a polynomial-time adversary who can corrupt a
subset of the machines. Most of the definitions below directly follow the standard approach in the cryptography literature – there is, however, one subtlety that needs to be clarified when we marry SMPC and MPC: since corrupt machines can send arbitrary messages to honest machines, we must now redefine the $s$-receiver-constraint (see details in the “communication model” paragraph).

- We now parametrize the protocol’s execution with a security parameter denoted $κ$. Therefore we may write $Π$ as $Π(1^κ, 1^m, 1^s)$, i.e., it is parametrized by the security parameter $κ$ and the MPC framework’s parameters $1^m$ and $1^s$.

- A subset of the machines which are said to be corrupt are controlled by an adversary $A(1^κ)$. We assume that corruption is static, i.e., $A$ decides which machines to corrupt before the protocol execution starts. All protocol messages received by corrupt machines are visible to $A$, and $A$ fully controls what messages corrupt machines send.

- Machines that are not in $A$’s control are said to be honest, and honest machines faithfully follow the prescribed protocol.

- All machines’ inputs are chosen by some environment denoted $Z(1^κ)$; and at the end of the protocol, all honest machines send their respective output to $Z$.

- During the execution $A$ and $Z$ may communicate freely.

**Communication model**

The protocol proceeds in rounds and machines communicate with each other through a pairwise point-to-point network. At the beginning of each round, honest machines receive messages from the network; and afterwards they perform computation and send messages. If an honest machine sends a message in round $r$, then an honest recipient will receive the message at the beginning of the next round. We assume that honest machines communicate through a pairwise *secure channel* such that the adversary can observe who is communicating with whom, the length of each honest message sent, but not the contents of the message – note that since we can realize secure channels from authenticated channels with key exchange and authenticated encryption, assuming secure channels is without loss of generality.

Recall that in this new setting, some machines can be corrupt and corrupt machines send arbitrary, unwanted messages to honest machines. We cannot guarantee that the $s$-receiver-constraint is respected in the presence of corrupt nodes; instead, we require the following:

at the end of the previous round, an honest machine must have written down in a designated location in its memory a receiving schedule for the next round, i.e., a list of $\{(f_j, w_j)\}_j$ pairs where $f_j \in [m]$ denotes the index of a sender and $w_j \in [s]$ denotes the number of words the machine is expecting to receive from machine $f_j$. Additionally, it must hold $\sum_j w_j \leq s$.

Every sender whose index appears in this receiving schedule is called an anticipated sender. Now, a machine will save only the first $w_j$ words received from each anticipated sender $f_j$; it will ignore all words received from unanticipated senders; and also ignore all excessive words received from anticipated senders.

---

Later on, in our compiled protocol, $s$ will actually be substituted with $O(s) \cdot \text{poly}(κ)$ where $s$ is the per-machine space complexity of the original MPC to be compiled.
5.2 Security Definition

Security is defined through (computational) observational equivalence of the environment \( Z \) in an ideal-world and a real-world execution. In the real-world execution, machines run the real protocol \( \Pi \). In the ideal-world execution, the computation task is performed by an ideal functionality \( F^f \) which computes the intended function \( f \) and distributes the results to everyone.

Formally, we define a real-world and an ideal-world execution formally as below:

- **Real**\( ^A,Z,\Pi (1^n, 1^m, 1^*) \): \( Z(1^n) \) chooses and provides inputs \( x_1, x_2, \ldots, x_m \) for each of the \( m \) machines. Now the \( m \) machines engage in a protocol execution as explained above, where honest machines will faithfully execute the prescribed protocol \( \Pi \) using the input they obtained from \( Z \) but corrupt machines that are controlled by \( A \) can behave arbitrarily. At the end of the protocol, the honest machines send their output to \( Z \).

- **Ideal**\( ^S,Z,F^f (1^n, 1^m, 1^*) \): The ideal-world execution involves the environment \( Z \) and an ideal-world adversary denoted \( S \). \( Z \) and \( S \) can communicate arbitrarily during the ideal-world execution. Now the execution is defined as below where Honest \( \subseteq [m] \) denotes the set of honest machines; and Crypt := \([m]\)\( \setminus \) Honest denotes the set of corrupt machines all of which are controlled by \( S \):
  1. First, \( Z \) chooses and provides inputs \( x_1, x_2, \ldots, x_m \) for each of the \( m \) machines.
  2. Every honest machine \( i \in \) Honest receives the input \( x_i \) from \( Z \) to \( F^f \), and \( F^f \) records \( \tilde{x}_i := x_i \).
  3. For a corrupt machine \( j \in \) Crypt, \( F^f \) may receive an input \( x'_j \) from \( j \), and if so, it records \( \tilde{x}_j := x'_j \). Note that corrupt machines may use arbitrary inputs, and not necessarily the ones provided by \( Z \).
  4. As soon as all \( m \) machines have provided input, \( F^f \) computes the outputs \((y_1, y_2, \ldots, y_m) := f(\tilde{x}_1, \tilde{x}_2, \ldots, \tilde{x}_m) \) and gives \( \{y_i\}_{i \in \text{Crypt}} \) to \( S \).
  5. Upon receiving deliver from the ideal-world adversary denoted \( S \), if any corrupt machine \( j \) has not yet provided input, set \( \tilde{x}_j := \bot \) and compute \((y_1, y_2, \ldots, y_m) := f(\tilde{x}_1, \tilde{x}_2, \ldots, \tilde{x}_m) \). Now for \( i \in [m] \), give \( y_i \) to machine \( i \).
  6. Upon receiving an output from \( F^f \), an honest machine forwards the output to \( Z \).

In this paper, we define a notion of compositional security for multi-party computation analogous to the guarantees of Universal Composability [30]; moreover, our definition captures the requirement of guaranteed output, i.e., a small corrupted coalition should not be able to stop honest machines from producing output. The formal definition is provided below – note that the requirement of guaranteed output is captured since we require that the ideal-world adversary \( S \) send deliver to the ideal functionality:

**Definition 21 (SMPC for MPC).** We say that an MPC protocol \( \Pi \) securely realizes some ideal functionality \( F^f \) against a \( t \)-bounded adversary where \( t < m \) iff for any non-uniform polynomial-time adversary \( A \) that statically corrupts at most \( t \) out of \( m \) machines, there is a non-uniform polynomial-time ideal-world adversary \( S \) which is required to send deliver to \( F^f \), such that for any non-uniform polynomial-time environment \( Z \),

\[
\left\{ \text{View}^Z (\text{Real}^{A,Z,\Pi}(1^n, 1^m, 1^*)) \right\}_\kappa \approx \left\{ \text{View}^Z (\text{Ideal}^{S,Z,F^f}(1^n, 1^m, 1^*)) \right\}_\kappa
\]

where View\( ^Z \)(Expt) denotes the view of \( Z \) in the experiment Expt and \( \approx \) denotes computational indistinguishability of two probability ensembles.
Resilience assumption

Henceforth we will assume that the adversary controls no more than $\frac{1}{3} - \eta$ fraction of the machines for an arbitrarily small constant $\eta$. Such a corruption threshold is (almost) the best one can hope for in a pairwise point-to-point network, since it takes at least $2/3$ honest to realize broadcast [48,82] (note that multi-party computation with guaranteed output implies broadcast).

5.3 Building Block: Constant-Round, Weakly Space-Efficient SMPC

We will leverage a universally composable SMPC protocol as a building block, and we would like this protocol to be not only constant round, but also somewhat efficient in space. Specifically, if the function $f(x_1,\ldots,x_{m'})$ evaluated requires $S \geq |x_1| + |x_2| + \ldots + |x_{m'}|$ space to compute insecurely on a RAM, then for $m'$ machines to securely compute the function $f$ would require each machine to expend about $O(S)$ space, and moreover, allowing a $\text{poly}(\kappa)$ blowup due to the use of cryptography. While this seems somewhat conserving in terms of space from the perspective of each individual machine, from the perspective of all $m'$ machines, we are expending $m'$ times more total space than the original RAM — for this reason, we call this notion weakly space-efficient. More formally, we require the following efficiency guarantees:

1. Constant round: the protocol must complete in $O(1)$ rounds;
2. Weak space efficiency: suppose that the function $f(x_1,x_2,\ldots,x_{m'})$ can be computed insecurely on a Random Access Machine (RAM) with $S$ space where $S$ must account for the space needed to write down all $m'$ inputs and outputs, we would then like a protocol running on $m'$ machines that securely realize $F_f$, requiring only $\text{poly}(\kappa) \cdot O(S)$ space on each machine.
3. Communication efficiency: total communication must be asymptotically not more than the total space of all machines;

Note that we cannot directly use this SMPC protocol to compile an MPC protocol to a secure counterpart if we want to preserve the efficiency of the original (insecure) MPC, since weak space efficiency still blows up each machine’s space complexity to at least the size of the whole input. Looking ahead, we will run this SMPC building block within a randomly elected poly-logarithmic-sized committee to emulate a MPC machine with small space.

On the other hand, since a machine cannot receive messages of length greater than its space complexity, a constant-round, weakly space efficient SMPC protocol has communication complexity at most $\text{poly}(\kappa) \cdot O(m' \cdot S)$, independent of the time complexity of the functionality $f$. Constant-round protocols based on garbled circuits or garbled RAM do not achieve desired efficiency. Thus, we consider FHE-based SMPC protocols, and furthermore, we would require the FHE schemes to satisfy a strong notion of compactness [55,58] to avoid dependency on the circuit depth complexity of the functionality (which is the case if standard leveled FHE schemes are used). FHE schemes with this compactness property can be achieved by assuming circular security for standard FHE constructions [55,58] or using indistinguishability obfuscation [31,53].

There is a long line of work on constant-round FHE-based SMPC that construct SMPC protocols based on threshold FHE (TFHE) or multi-key FHE (MKFHE) [14,28,72,75,91]. For our purpose, relying on these protocols would require to assume above-mentioned compactness for TFHE or MKFHE (and trusted setup for some of them). Ideally, we would like to construct a protocol based on any compact (plain) FHE.
To achieve this goal, we follow the approach of constructing SMPC based on threshold FHE (e.g., [8]) and obtain the threshold FHE in use by applying the universal thresholdizer of Boneh et al. [23] to any compact FHE. We show that this yields a constant-round weakly space efficient SMPC protocol, but it requires a trusted setup. We further remove the setup by invoking another constant-round FHE-based SMPC protocol of Badrinarayanan et al. [14] to instantiate the setup. The protocol of [14] does not require a trusted setup. Furthermore, since the setup of threshold FHE has complexity independent of the complexity of the functionality, we do not need to assume compactness for the underlying (multi-key) FHE in the protocol of [14] to achieve weak space efficiency.

Later in our construction, we actually require that each machine receives different output in this SMPC protocol. Namely, the functionality to be securely computed is \( f = (f_1, \ldots, f_{m'}) \) where each machine \( M_i \) receives output \( f_i(x_1, \ldots, x_{m'}) \). In this case, we consider the space complexity as the maximal space complexity of \( f_1, \ldots, f_{m'} \). Formally, we obtain the following theorem, which will serve as the building block of our SMPC for MPC construction. We prove the theorem in Appendix A.

**Theorem 22** (Constant-round, weakly space-efficient, and communication efficient SMPC). Assume that the LWE assumption holds, the existence of enhanced trapdoor permutations, and the existence of FHE with an appropriate notion of compactness defined in Appendix A.1. Then, for any polynomial-time computable functions \( f = (f_1, \ldots, f_{m'}) \), there is a constant-round, weakly space-efficient, and communication efficient protocol that securely realizes \( F_f \) on \( m' \) machines against a \( t \)-bounded adversary as long as \( m' \geq 3t + 1 \).

**Proof.** Deferred to Appendix A.

### 5.4 Intuition

Given an original insecure MPC protocol that computes some function \( f \) over \( m \) machines’ respective inputs, we would like to compile it to an SMPC protocol that securely realizes the functionality \( F_f \). We would like the compilation to be efficiency-preserving, that is, if the original MPC protocol completes in \( R \) rounds consuming \( s \) space per machine, then the compiled SMPC protocol completes in \( O(R) \) rounds, and consumes \( O(s \cdot \text{polylog} \lambda \cdot \text{poly}(\kappa)) \) space per machine. Specifically, \( \kappa \) and \( \lambda \) denote a computational and a statistical security parameter respectively: the \( \text{poly}(\kappa) \) blowup is due to the use of cryptography and the \( \text{polylog} \lambda \) blowup stems from random committee election.

Inspired by Boyle et al. [24, 27], our idea is to randomly elect a small, polylogarithmically sized committee to securely emulate each machine of the original MPC protocol. We use \( m' = \text{polylog} \lambda \) to denote the size of each committee to distinguish from the total number of machines \( m \). Suppose that \((1/3 - \eta)m \) machines are corrupt where \( \eta \) is an arbitrarily small constant, then by Chernoff bound, within each committee, only \( t' \leq (1/3 - \eta/2)m' \) are corrupt except with negligible (in both \( \lambda \) and \( \kappa \)) probability.

Without loss of generality, henceforth we may assume that the original MPC protocol is communication-oblivious. If not, we can always take the compiler of Section 4.6 and compile the protocol to a communication-oblivious counterpart incurring only constant round and space blowup.

The state of each machine \( i \in [m] \) in the original MPC protocol will now be secret shared among the \( i \)-th committee using a \( t'^{-}\text{out-of-}m' \) robust secret sharing scheme. This means that at the beginning of the protocol, after each machine \( i \in [m] \) receives an input it will invoke a protocol to secret share its input among the \( i \)-th committee. To accomplish this, machine \( i \) and the \( i \)-th committee will jointly perform a constant-round, weakly space-efficient,
and communication efficient SMPC (see Section 5.3) that realizes a robust secret-sharing functionality. Within each round, each machine $i \in [m]$ in the original MPC protocol must perform some local computation; in the compiled secure protocol, this computation will now be jointly performed by the $i$-th committee using a constant-round, weakly space-efficient, and communication efficient SMPC protocol (see Section 5.3). At end of this SMPC protocol, every committee member obtains a robust secret-share of machine $i$’s new state in the original MPC. Finally, for a machine $i \in [m]$ to send a message to a machine $j \in [m]$ in the original MPC protocol, this communication will now also be implemented by an instance of a constant-round, weakly space-efficient SMPC protocol among the $i$-th and the $j$-th committees. At the end of the protocol, each member of the $j$-th committee should receive a robust secret share of the message.

5.5 Assumptions and Notations

5.5.1 Assumptions on the Original MPC

Without loss of generality, we can make the following assumptions on the original MPC to be compiled:

WLOG$_1$: We assume that the original MPC to be compiled has a deterministic communication pattern; and moreover, in every round every machine sends at most $s$ words (where sending the same word to two machines is counted twice). Not only so, we may assume that in every round, every machine can compute on the fly and write down 1) an ordered list of at most $s$ machines it wants to send words to and 2) an ordered list of at most $s$ machines it is expecting to receive data from; and moreover this can be accomplished in $O(s)$ space. If this is not the case, we can always apply the oblivious-compiler of Section 4.6 to make it so while incurring only constant blowup in round complexity and space.

WLOG$_2$: We may in fact assume that in the original MPC, at the end of the computation step in every round, every machine writes down at a designated location in memory (e.g., address 0) a list of at most $s$ words to be sent. Recall that by WLOG$_1$, the destinations of these outgoing words are deterministic and a-priori known.

WLOG$_3$: We assume that in each round, after receiving messages from the network, a machine appends the received messages to its local memory in an arbitrary order. This is without loss of generality since during the computation step, the machine can always sort the received messages locally based on any order that is desired.

5.5.2 Notations

We will use the following notations:

- Let $\text{mem}' \leftarrow M_i^r(\text{mem})$ be the description of the RAM corresponding to machine $i$’s computation in the $r$-th round in the original MPC; it takes in machine $i$’s current memory $\text{mem}$ and outputs a new memory state $\text{mem}'$.

- Let $m' = \text{polylog} \lambda$ denote each small committee’s size, let $\eta$ be an arbitrarily small constant, and let $t' = (1/3 - \eta/2)m'$ such that each committee has at most $t'$ corrupt nodes except with negligible probability (see also the proof of Theorem 23).

- Let $(\text{Share}, \text{Recons})$ denote a $t'$-out-of-$m'$ robust secret sharing scheme (see Appendix D). If the Share algorithm is provided with a string consisting of multiple words, we always assume that Share will perform secret sharing word by word; and similarly Recons will be performed word by word too.
Later in our protocol, a small committee will be elected to emulate each machine in the original MPC protocol. Henceforth the committee that is emulating machine $i$ in the original MPC is called the $i$-th committee.

### 5.5.3 Computing Relevant Committee Information on the Fly

To enable the pseudo-random committee election, a common reference string $crs$ will be distributed to all honest machines at protocol start, and thus $crs$ is common knowledge. In our protocol, committee election relies only on the $crs$. Specifically, the $i$-th committee is decided by $PRF_{crs}(i)$ where $PRF$ is a pseudorandom function. At this point, it might seem safe to assume that the members of all committees are common knowledge. There is a slight subtlety here in that a machine in fact cannot store the members of all committees since this would consume too much space. Fortunately, by consuming $poly \log \lambda \cdot O(s)$ additional space, a machine $i$ can always compute on the fly and temporarily store members of committees relevant to itself in some round, including

1. which committees it is serving on, and all members of every committee it is serving on – we will show that every machine serves on at most $\Theta(m'') = poly \log \lambda$ committees except with negligible probability (see proof of Theorem 23);
2. all members of every committee it wants to communicate with in the present round: there are at most $2s$ such committees due to the $s$-sender-constraint and the $s$-receiver-constraint – note that to write this information down we rely on the fact that the original MPC to be compiled has a deterministic and fixed communication pattern;
3. all members of the committee emulating machine $i$ itself.

Because of the above observations, later in Section 5.6, for simplicity it is unambiguous to parametrize our ideal functionalities that serve 1 or 2 committees with the relevant committee’s indices – if a machine needs interact with some ideal functionality, it can be computed on-the-fly exactly which other machines will also be involved. Except with negligible probability, the additional per-machine space needed to compute on-the-fly and store the committee information relevant to the present round is bounded by $poly \log \lambda \cdot O(s)$.

### 5.6 Intermediate Building Blocks

We will adopt the constant-round, weakly space efficient, and communication efficient SMPC protocol of Section 5.3 among one to two small committee(s) to securely realize a few useful ideal functionalities which we can adopt as intermediate building blocks:

- $F_{\text{share}}[i]$ is the ideal functionality that allows machine $i$ to secret share its state among the $i$-th committee; $F_{\text{share}}[i]$ involves $m' + 1$ participants among whom at most $t' + 1$ can be corrupt;
- $F_{\text{comp}}[i]$ is the ideal functionality that allows the $i$-th committee to jointly emulate the computation of machine $i$ in the $r$-th round in the original MPC; $F_{\text{comp}}[i]$ involves $m'$ participants among whom at most $t'$ corruptions; and
- $F_{\text{send}}[i,i']$ is the ideal functionality that emulates machine $i$ sending a message to machine $i'$ in the original MPC; $F_{\text{send}}[i,i']$ involves $2m'$ participants (i.e., the sending and receiving committees), among whom at most $2t'$ can be corrupt.

More formally, to define each of $F_{\text{share}}[i]$, $F_{\text{comp}}[i]$, and $F_{\text{send}}[i,i']$, we only need to specify what the functions $\text{share}[i]$, $\text{comp}^r[i]$, and $\text{send}[i,i']$ compute respectively and among which players.
1. **share[i]**: a function that anticipates inputs from machine \(i\) as well as members of the \(i\)-th committee. The function ignores everyone’s input and looks at only machine \(i\)’s input henceforth denoted \(x\), and computes \((\overline{x}_1, \ldots, \overline{x}_{m'}) \leftarrow \text{Share}(x)\). It outputs \(\perp\) to machine \(i\), and \(\overline{f}_j\) to the \(j\)-th member of the \(i\)-th committee for \(j \in [m']\).

2. **comp’[i]**: the function \(\text{comp’}[i]\) anticipates inputs from members of the \(i\)-th committee denoted \(\overline{mem}_1, \overline{mem}_2, \ldots, \overline{mem}_{m'}\). It internally evaluates \(\overline{mem}' \leftarrow M'_i(\text{Recons}(\{\overline{x}_j\}_{j \in [m']}))\), and \((\overline{mem}'_1, \ldots, \overline{mem}'_{m'}) \leftarrow \text{Share}(\overline{mem}')\). Now, the \(j\)-th member of the \(i\)-th committee is supposed to get \(\overline{mem}'_j\) for \(j \in [m']\).

3. **send[i, i’]**: this function anticipates inputs from the \(i\)-th committee and the \(i’\)-th committee. It ignores the inputs from the \(i’\)-th committee, and looks at only inputs from the \(i\)-th committee henceforth denoted \(\overline{x}_1, \ldots, \overline{x}_{m'}\). It internally evaluates \(x \leftarrow \text{Recons}(\overline{x}_1, \ldots, \overline{x}_{m'})\), and \(\overline{y}_1, \ldots, \overline{y}_{m'} \leftarrow \text{Share}(x)\). Now, \(\overline{y}_j\) is meant as the output for the \(j\)-th member of the \(i\)-th committee for \(j \in [m']\).

### 5.7 Compilation to a Hybrid Protocol

Since a machine may participate in multiple committees, henceforth when the machine we are concerned with is clear from the context, we often use the notation \(\overline{mem}_i\), a machine’s robust secret share pertaining to the \(j\)-th committee (assuming that \(i\) indeed participates in the \(j\)-th committee). Given an original communication-oblivious MPC protocol, our SMPC compiler works as follows where \(\text{PRF} : \{0, 1\}^\kappa \times [m] \rightarrow [m]^{\kappa'}\) denotes a pseudo-random function:

- **Initialize.** At protocol start, a random common reference string denoted \(\text{crs} \leftarrow \{0, 1\}^\kappa\) is chosen which will be used for committee election. Every machine \(i\) now receives an input \(x_i\) from the environment \(Z\), and each machine is also informed of \(\text{crs}\).

- **Committee election.** Now, the pseudo-random string \(\text{PRF}_{\text{crs}}(j)\) can be used to determine the \(m'\) members of the \(j\)-th committee for \(j \in [m]\). Note that instead of storing all members of every committee, relying on the observations in Section 5.5.3, machines will instead compute all the relevant committee information on the fly, in all of the subsequent steps of the protocol; and this will not consume too much space. For simplicity, in our description below, we will not explicitly describe how a machine computes the relevant committee information needed in every round.

- **Secret-share input.** Each machine \(i \in [m]\) sends its input \(x_i\) to \(\mathcal{F}^{\text{share}[i]}\). For every committee \(i\) serves on, machine \(i\) sends \(\perp\) to \(\mathcal{F}^{\text{share}[i]}\). As a result every member of the \(i\)-th committee obtains a robust secret share of \(x_i\) from \(\mathcal{F}^{\text{share}[i]}\). When a machine \(i\) participating in the \(j\)-th committee receives a robust secret share \(\overline{\pi}\) from \(\mathcal{F}^{\text{share}[i]}\), it sets \(\overline{mem}_j := \overline{\pi}\).

- **Emulate protocol.** For every round \(r \in [R]\) where \(R\) denotes the worst-case round complexity of the original MPC protocol, every machine \(i \in [m]\) does the following:
  - **Emulate computation:** For each committee \(j \in [m]\) the machine \(i\) serves on, machine \(i\) sends \(\overline{mem}_i\) to \(\mathcal{F}^{\text{comp’}[i]}\). It will obtain from \(\mathcal{F}^{\text{comp’}[i]}\) an updated share of the new memory denoted \(\overline{mem}'_i\). Machine \(i\) overwrites its \(\overline{mem}_i\) variable with \(\overline{mem}'_i\).
  - **Emulate sending:** For each committee \(j \in [m]\) the machine \(i\) serves on, do the following: recall that by WLOG, shares of the words to be sent are written at a designated location in \(\overline{mem}_j\). By WLOG, the total number of words committee \(j\) wants to send in this round \(s' \leq s\) is deterministic and a-priori known; and moreover the \(s'\) destination machines can be computed on the fly and written down in \(O(s)\) space. Henceforth let \(d_1, d_2, \ldots, d_{s'}\) be the \(s' \leq s\) destination machines’ identifiers, and let \(\overline{y}_1, \ldots, \overline{y}_{s'}\) denote the shares of the words to send to them respectively. For each \(d_k\) where \(k \in [s']\), send \(\overline{y}_k\) to \(\mathcal{F}^{\text{send}(j, d_k)}\).
Emulate receiving: For every committee $j'$ that machine $i$ serves on, in the original MPC machine $j \in [m]$ is supposed to send message to machine $j'$ (all such $j$'s can be computed and written down on the fly due to WLOG$_1$), then for every such $j$:
1. send $\perp$ to $F^{\text{send}[j,j']}$ indicating participation as a receiver;
2. the machine $i$ will receive a secret share $\overline{\gamma}$ from $F^{\text{send}[j,j']}$, now append $\overline{\gamma}$ to its $\text{mem}_j$.

Output. After emulating all rounds of the original MPC in the above manner, machine $i$ does the following: for every committee $j$ it serves on, send $\text{mem}_j$ to machine $j$. When each machine $i$ receives shares from at least $2m' /3$ members of the $i$-th committee, call Recons with the $2m'/3$ shares received and output the corresponding output.

Theorem 23. Suppose that the PRF scheme employed is secure$^8$, and that the MPC protocol $\Pi$ to be compiled obliviously realizes the ideal functionality $f$ by Definition 6. Then, if we apply the above compiler to $\Pi$ to obtain a hybrid-world protocol $\Pi_{\text{hyb}}$, $\Pi_{\text{hyb}}$ must securely realizes $F^f$ by Definition 21, as long as the adversary controls no more than $1/3 - \eta$ fraction of the machines (for an arbitrarily small constant $\eta$).

Proof. Let $A$ be a PPT adversary and $\text{Crupt} \subseteq [m]$ of size $|\text{Crupt}| \leq (1/3 - \eta) \cdot m$ be the set of machines corrupted by $A$. We first show that except with negligible probability, (i) all the committees elected by $\text{PRF}_{\text{crs}}$ have at most $(1/3 - \eta/2) \cdot m'$ corrupted machines, and (ii) each machine participates in at most $2m'$ committees.$^9$ Suppose the committees were elected using truly uniform randomness, then the expected corrupted machines in a committee is $m' \cdot |\text{Crupt}| / m \leq (1/3 - \eta) \cdot m'$ and the expected number of committees a machine participate is $m'$. By a Chernoff Bound and union bound, both (i) and (ii) hold except with probability $e^{-\Omega(m')} = \text{negl}(\lambda)$. Since both properties can be checked efficiently, by the security of PRF, the probability that the committees elected by $\text{PRF}_{\text{crs}}$ violates violate (i) or (ii) is at most $\text{negl}(\kappa) + \text{negl}(\lambda)$. Hence, in the rest of the proof, we assume both (i) and (ii) hold. We proceed to define a simulator $S$:

Initialize and Committee election. $S$ simply simulate a random $\text{crs}$. There is no communication in the committee election step.

Secret-share input. In this step, $S$ extracts the adversary $A$'s input $\{x_i\}_{\text{Crupt}}$ from $F^{\text{share}[\cdot]}$ for $i \in \text{Crupt}$. $S$ sends $\{x_i\}_{\text{Crupt}}$ to the ideal functionality. For the output of $F^{\text{share}[\cdot]}$ that $A$ receives, since each committee has at most $(1/3 - \eta/2) \cdot m'$ corrupted machines, $S$ can simulate the shares outputted by each $F^{\text{share}[\cdot]}$ by generating a fresh $\text{Share}(0)$.

Emulate protocol. Note both $F^{\text{comp}[\cdot]}$ and $F^{\text{send}[\cdot]}$ also output shares, by the same reason, $S$ can simulate the shares outputted by each $F^{\text{comp}[\cdot]}$ and $F^{\text{send}[\cdot]}$ to $A$ by fresh secret sharings $\text{Share}(0)$.

Output. $S$ sends $\text{deliver}$ to the ideal functionality and receives the output $\{y_i\}_{\text{Crupt}}$. For each $i \in \text{Crupt}$, $S$ generates $\text{Share}(y_i)$ and sends the shares that machine $i$ should receive from the honest machines in the $i$-th committee.

By perfect privacy of the RSS, it is clear that the shares outputted by $F^{\text{share}[\cdot]}$, $F^{\text{comp}[\cdot]}$ and $F^{\text{send}[\cdot]}$ are simulated perfectly.

---

$^8$ In fact, this hybrid-world theorem secures against even computationally unbounded adversaries despite the use of the PRF, since the PRF is used to defeat only the polynomial checkable function whether some committee has $1/3$ or more corruption.

$^9$ In fact, property (ii) is not needed for proving security but we will use it to analyze efficiency of the protocol later.
Now, note that our protocol $\Pi_{hyb}$ emulate the underlying MPC protocol by committees, where all the input and messages are stored by shares of the robust secret sharing scheme (RSS) in each committee. Since all committee has at most $(1/3 - \eta) \cdot m' < m'/3$ corrupted machines, by robustness of RSS, the adversary cannot change the value stored in the RSS. Hence the underlying MPC protocol is emulated correctly, and at the end, each machine $i \in \mathcal{Crupt}$ receives shares of $\text{Share}(y_i)$ from the $i$-th committee. Hence, $S$ also simulates the shares in the output step perfectly.

Therefore, $\Pi_{hyb}$ securely realizes $\mathcal{F}^f$, in fact, with statistical security in this hybrid model.

### 5.8 Compilation to a Real-World Protocol

In Section 5.7, we compiled a communication-oblivious MPC protocol $\Pi$ to a secure counterpart $\Pi_{hyb}$ assuming the existence of ideal functionalities $\mathcal{F}^{\text{share}[i]}$, $\mathcal{F}^{\text{comp}[i]}$, and $\mathcal{F}^{\text{send}[i,i']}$ respectively. Eventually we would like to replace these ideal functionalities with real-world building blocks. This is easy:

- Let $\Pi^{\text{share}[i]}$, $\Pi^{\text{comp}[i]}$, and $\Pi^{\text{send}[i,i']}$ be SMPC protocols that securely realize (by Definition 21) $\mathcal{F}^{\text{share}[i]}$, $\mathcal{F}^{\text{comp}[i]}$, and $\mathcal{F}^{\text{send}[i,i']}$ respectively. Note that $\Pi^{\text{share}[i]}$ is a protocol among machine $i$ and the $i$-th committee, $\Pi^{\text{comp}[i]}$ is a protocol among the $i$-th committee, and $\Pi^{\text{send}[i,i']}$ is a protocol among the $i$-th committee and the $i'$-th committee.

- In the compiled hybrid-world protocol in Section 5.7, whenever a machine invokes some ideal functionality $\mathcal{F}^{\text{share}[i]}$, $\mathcal{F}^{\text{comp}[i]}$, or $\mathcal{F}^{\text{send}[i,i']}$ with the input $x$, it now invokes the corresponding protocol, $\Pi^{\text{share}[i]}$, $\Pi^{\text{comp}[i]}$, or $\Pi^{\text{send}[i,i']}$ respectively, also with the input $x$.

- In the compiled hybrid-world protocol in Section 5.7, whenever a machine is to receive output from the ideal functionality $\mathcal{F}^{\text{share}[i]}$, $\mathcal{F}^{\text{comp}[i]}$, or $\mathcal{F}^{\text{send}[i,i']}$, it now instead receives the output from $\Pi^{\text{share}[i]}$, $\Pi^{\text{comp}[i]}$, or $\Pi^{\text{send}[i,i']}$ respectively.

Note that due to the observations made in Section 5.5.3, at the beginning of every round, every machine can compute on the fly and temporarily store members of all committees relevant to itself in this round, including committees it serves on and committees it will interact with – and this will only incur $O(s) \cdot \text{poly log } \lambda$ additional space. Therefore, for every protocol $\Pi^{\text{share}[i]}$, $\Pi^{\text{comp}[i]}$, or $\Pi^{\text{send}[i,i']}$ invoked, the machine already knows exactly who are the other machines involved in the protocol. Not only so, in fact, at the beginning of every round, a machine has written down a receiving schedule for this round, again consuming $O(s) \cdot \text{poly log } \lambda$ additional space. As mentioned, if a machine receives any message from unanticipated senders or excessive messages from anticipated senders, these messages get discarded immediately and will not be stored or processed.

**Efficiency of the compiled protocol**

Let $\Pi_{\text{real}}$ denote the compiled real-world protocol by applying the compiler described above to an original MPC communication-oblivious protocol $\Pi$. Since all of $\Pi^{\text{share}[i]}$, $\Pi^{\text{comp}[i]}$, and $\Pi^{\text{send}[i,i']}$ complete in constant number of rounds, clearly, the round complexity of $\Pi_{\text{real}}$ is only a constant factor more than the original $\Pi$.

We now analyze the per-machine space complexity. We will use the fact that $\Pi^{\text{share}[i]}$, $\Pi^{\text{comp}[i]}$, and $\Pi^{\text{send}[i,i']}$. are weakly space efficient. We first focus on the space expended by each machine for every committee it serves on. Recall that each robust secret share of a machine’s state in the original MPC is only $O(s)$ in size. The dominant part is the space consumed during $\Pi^{\text{share}[i]}$, $\Pi^{\text{comp}[i]}$, and $\Pi^{\text{send}[i,i']}$. protocols. Note that all of the
functions evaluated by \( \Pi^{\text{share}[i]}, \Pi^{\text{comp}[i]}, \) and \( \Pi^{\text{send}[i,i']}, \) protocols have at most \( O(s) \) RAM-space complexity. Now, observe that a RAM consuming space \( s \) can be converted to a layered circuit of width \( s \). Recall also that at most \( 2m' \) machines participate in each of \( \Pi^{\text{share}[i]}, \Pi^{\text{comp}[i]}, \) and \( \Pi^{\text{send}[i,i']}. \) Thus by weak space efficiency, the space consumed by each \( \Pi^{\text{share}[i]}, \Pi^{\text{comp}[i]}, \) or \( \Pi^{\text{send}[i,i']}. \) instance is at most \( O(m'r \cdot s \cdot \text{poly}(\kappa)). \) So far we have focused on the space per machine per committee it serves on. The total space consumption of any single machine is at most \( 2m' \cdot O(m' \cdot s \cdot \text{poly}(\kappa)), \) where \( m' \) is an upper bound on the number of committees a machine can participate in by the proof of Theorem 23 (except for a negligible probability). Since \( m' = \text{poly} \log \lambda, \) the total space per machine is upper bounded by \( \text{poly} \log \lambda \cdot \text{poly}(\kappa) \cdot O(s) \) (for some other suitable polynomial poly).

Finally, the total communication is asymptotically no more than the total space by the communication efficiency requirement.

\[ \textbf{Corollary 24.} \] Suppose that the PRF employed is secure, and that the \( \Pi^{\text{share}[i]}, \Pi^{\text{comp}[i]}, \) and \( \Pi^{\text{send}[i,i']}. \) protocols employed securely realize \( F^{\text{share}[i]}, F^{\text{comp}[i]}, \) and \( F^{\text{send}[i,i']}. \) protocols respectively by Definition 21 as long as at least \( 2/3 \) fraction of the machines participating in each protocol instance are honest; and moreover suppose that they are constant-round, weakly space efficient, and communication efficient as defined in Section 5.3. Suppose that the MPC protocol \( \Pi \) obliviously realizes the ideal functionality \( f \) by Definition 6. Then, if we apply the above compiler to \( \Pi \) to obtain a real-world protocol \( \Pi_{\text{real}} \), \( \Pi_{\text{real}} \) must securely realizes \( F_f \) by Definition 21. Moreover, \( \Pi_{\text{real}} \) ‘s round complexity is asymptotically the same as \( \Pi \); its per-machine space consumption is at most \( O(s) \cdot \text{poly}(\kappa) \) where \( \kappa \) denotes the security parameter and \( s \) is the per-machine space of the original \( \Pi \), and its total communication is upper bounded \( O(m' \cdot s) \cdot \text{poly}(\kappa) \).

\[ \textbf{Proof.} \] As shown in the proof of Theorem 23, indeed, in each committee at least \( 2/3 \) fraction of the machines must be honest. Now, security follows from a standard compositional argument: for any real-world adversary \( A \) attacking \( \Pi_{\text{real}}, \) we can construct a hybrid-world adversary \( A' \) that basically calls the simulators of all instances of \( \Pi^{\text{share}[i]}, \Pi^{\text{comp}[i]}, \) and \( \Pi^{\text{send}[i,i']}, \) and no polynomial-time environment \( Z \) should be able distinguish whether it is in the real world interacting with \( A \) or the hybrid world interacting with \( A'. \) Now, by Theorem 23, for this hybrid-world adversary \( A' \) corresponding to the real-world adversary \( A, \) we can construct an ideal-world adversary \( S, \) such that no polynomial-time environment \( Z \) can distinguish whether it is in the hybrid world or the ideal world. Thus we can conclude that no polynomial-time environment \( Z \) can distinguish whether it is in the real world interacting with \( A \) or the ideal world interacting with \( S. \)

Finally, the efficiency statements follow from the analysis in the paragraph before the corollary.

\[ \textbf{Main theorem statement for SMPC-for-MPC} \]

Recall that the main theorem statement for our “MPC to SMPC-for-MPC” compiler is Theorem 2. We restate it below for the reader’s convenience and complete our presentation with a proof.

\[ \textbf{Theorem 25 (Secure computation for MPC: Restatement of Theorem 2).} \] Assume the existence of a common random string, the Learning With Errors (LWE) assumption, enhanced trapdoor permutations, as well as the existence of an FHE scheme with a suitable notion of compactness (see Appendix A.1 for a formal definition of compactness). Suppose that \( s = N^\varepsilon \) and that \( m \) is upper bounded by a fixed polynomial in \( N \). Let \( \kappa \) denote a security parameter,
and assume that $s \geq \kappa$. Given any MPC algorithm $\Pi$ that completes in $R$ rounds where each of the $m$ machines has $s$ local space, there is an MPC algorithm $\tilde{\Pi}$ that securely realizes the same function computed by $\Pi$ in the presence of an adversary that statically corrupts at most $\frac{1}{3} - \eta$ fraction of the machines for an arbitrarily small constant $\eta$. Moreover, $\tilde{\Pi}$ completes in $O(R)$ rounds, consumes at most $O(s) \cdot \text{poly}(\kappa)$ space per-machine, and incurs $O(m \cdot s) \cdot \text{poly}(\kappa)$ total communication per round.

Proof. We may first apply the communication-oblivious compiler corresponding to Theorem 1 to compile $\Pi$ to a communication-oblivious counterpart $\Pi'$, we then apply the compiler corresponding to Corollary 24 on $\Pi'$. The theorem then follows in a straightforward fashion due to Theorem 1 and Corollary 24.
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A Proof of Theorem 22: the CommitteeMPC Protocol

In this section, we construct a constant-round, weakly space efficient, and communication efficient SMPC protocol as stated in Theorem 22. Starting from a compact FHE, we first apply the universal thresholdizer of Boneh et al. [23] to obtain a compact threshold FHE. We show that the resulting threshold FHE has desired security by Definition 21. Thus we can use it to construct a semi-malicious secure constant-round, weakly space efficient SMPC in a trusted setup model. The protocol can then be converted to a maliciously secure one by a generic transformation [14,75], and the setup can be removed by invoking the SMPC protocol of Badrinarayanan et al. [14]. We start with the definitions.

Notation

We will use the variable $m$ to denote the number of machines, although keep in mind that when the SMPC protocol in this section is employed in our “MPC to SMPC-for-MPC” compiler, this SMPC building block is in fact applied to at most $2m' = \text{polylog}\, \lambda$ number of machines.

A.1 Preliminaries

Fully Homomorphic Encryption

We first define fully homomorphic encryption schemes (FHE) with a strong compactness property. A FHE scheme is a tuple of PPT algorithms $\Pi_{\text{FHE}} = (\text{FHE.KeyGen}, \text{FHE.Enc}, \text{FHE.Eval}, \text{FHE.Dec})$ defined as follows:

- $\text{FHE.KeyGen}(1^\kappa) \rightarrow (pk, sk)$: On input the security parameter $\kappa$, the key generation algorithm outputs a public key $pk$ and a secret key $sk$.
- $\text{FHE.Enc}(pk, x) \rightarrow ct$: On input a public key $pk$ and a message $x \in \{0, 1\}$, the encryption algorithm outputs a ciphertext $ct$. For convenience, for a message $x \in \{0, 1\}^\ell$, we use $\text{FHE.Enc}(pk, x) = \text{FHE.Enc}(pk, x_1) \ldots \text{FHE.Enc}(pk, x_\ell)$ to denote the bit by bit encryptions of $x$.
- $\text{FHE.Eval}(pk, C, ct_1, \ldots, ct_\ell) \rightarrow \hat{ct}$: On input a public key $pk$, a circuit $C : \{0, 1\}^\ell \rightarrow \{0, 1\}$ and ciphertexts $ct_1, \ldots, ct_\ell$, the homomorphic evaluation algorithm outputs another ciphertext $\hat{ct}$.
- $\text{FHE.Dec}(sk, \hat{ct}) \rightarrow \hat{\mu}$: On input a secret key $sk$ and a ciphertext $\hat{ct}$, the decryption algorithm outputs a bit $\hat{\mu}$.

Correctness

We require that for all $\kappa \in \mathbb{N}$, $(pk, sk) \leftarrow \text{FHE.KeyGen}(1^\kappa)$, circuit $C : \{0, 1\}^\ell \rightarrow \{0, 1\}$ and corresponding inputs $x_1, \ldots, x_\ell \in \{0, 1\}$, it holds that

$$\Pr[\text{FHE.Dec}(sk, \text{FHE.Eval}(pk, C, ct_1, \ldots, ct_\ell)) \neq C(x_1, \ldots, x_\ell)] \leq \negl(\kappa)$$

where $(pk, sk) \leftarrow \text{FHE.KeyGen}(1^\kappa)$ and $ct_i \leftarrow \text{FHE.Enc}(pk, x_i)$. 

ITCS 2020
MPC for MPC: Secure Computation on a Massively Parallel Computing Architecture

Security

We require the usual semantic security. Namely, we require that for all \( \kappa \in \mathbb{N} \), \((pk, Enc(pk, 0)) \approx_c (pk, Enc(pk, 1))\), where \((pk, sk) \leftarrow \text{FHE.KeyGen}(1^k)\).

Compactness

We require the following strong compactness property. There exists a polynomial \( \text{poly} \) such that the following holds: \( |pk|, |sk|, |ct| \leq \text{poly}(\kappa) \) for the public and secret key, and any ciphertext \( ct \) generated from the algorithms of FHE. Furthermore, for a layered circuit\(^{10}\) \( C \) with width \( w \), homomorphic evaluation of \( C \) can be done in space \( \text{poly}(\kappa) \times w \), independent of the size or depth of the circuit.\(^{11}\)

FHE schemes with this compactness property can be achieved by assuming circular security for standard FHE constructions \([55, 58]\) or using indistinguishability obfuscation \([31, 53]\).

Universal Thresholdizer

The following definition of universal thresholdizer is taken from Boneh et al. \([23]\), who constructed universal thresholdizer based on the learning with error assumption. For our purpose, we do not require the verification algorithm, so we omit it from the definition for simplicity.

\(\text{Definition 26.} \) Fix a security parameter \( \kappa \) and a data space \( \mathcal{X} \). A universal thresholdizer scheme is a tuple of algorithm \( \Pi_{\text{UT}} = (\text{UT.Setup}, \text{UT.Eval}, \text{UT.Combine}) \) defined as follows:

- \( \text{UT.Setup}(1^\kappa, 1^m, 1^t, 1^d, x) \rightarrow (pp, \{sk_i\}_{i \in [m]}): \) On input the security parameter \( \kappa \), a number of users in the system \( m \), a threshold \( t \in [m] \), a bound on the depth \( d \), and a secret \( x \in \mathcal{X} \), the setup algorithm generates the public parameters \( pp \) and a set of secret keys \( sk_1, \ldots, sk_m \) for each user in the system.

- \( \text{UT.Eval}(pp, sk_i, C) \rightarrow p_i: \) On input the public parameters \( pp \), a secret key \( sk_i \), and a circuit \( C \), the evaluation algorithm outputs a partial evaluation \( p_i \).

- \( \text{UT.Combine}(pp, \{p_i\}_{i \in S}) \rightarrow \hat{\mu}: \) On input the public parameter \( pp \), and a set of partial evaluations \( \{p_i\}_{i \in S} \), the combining algorithm outputs the final evaluation \( \hat{\mu} \).

Evaluation Correctness

We say that a universal thresholdizer scheme \( \Pi_{\text{UT}} = (\text{UT.Setup}, \text{UT.Eval}, \text{UT.Combine}) \) satisfies evaluation correctness if the following conditions are true. For all \( \kappa, m, t, d \in \mathbb{N}, x \in \mathcal{X}, \) let \((pp, \{sk_i\}_{i \in [m]}) \leftarrow \text{UT.Setup}(1^\kappa, 1^m, 1^t, 1^d, x), S \subset [m] \) of size \( |S| = t \), and circuit \( C: \mathcal{X} \rightarrow \{0, 1\} \) of depth at most \( d \), we have that

\[ \Pr[\text{UT.Combine}(pp, \{\text{UT.Eval}(pp, sk_i, C)\}_{i \in S}) = C(x)] = 1 - \text{negl}(\kappa), \]

where the probability is over the randomness of \( \text{UT.Setup}, \text{UT.Eval}, \) and \( \text{UT.Combine} \).

\(^{10}\) A circuit is layered if the circuit can be represented as a layered graph with no wires crossing the layers.

\(^{11}\) Here the space complexity measures the working space of \( \text{FHE.Eval} \) but not the description size of \( C \).

Looking ahead, we will consider uniform circuits whose description can be generated in small space.
Privacy

We say that a universal thresholdizer scheme $\Pi_{\text{UT}} = (\text{UT.Setup}, \text{UT.Eval}, \text{UT.Combine})$ satisfies privacy if there exists a PPT simulator $\text{Sim}$ such that for all $\kappa \in \mathbb{N}$, polynomial $m, t, d$, PPT adversary $A = (A_1, A_2, A_3)$, there exists a negligible function $\text{negl}(\kappa)$ such that

$$\left| \Pr[\text{Exp}_{\Pi_{\text{UT}.A}}^{\text{Real}}(\kappa, m, t, d) = 1] - \Pr[\text{Exp}_{\Pi_{\text{UT}.A}}^{\text{Random}}(\kappa, m, t, d) = 1] \right| \leq \text{negl}(\kappa)$$

where the experiments $\text{Exp}_{\Pi_{\text{UT}.A}}^{\text{Real}}$ and $\text{Exp}_{\Pi_{\text{UT}.A}}^{\text{Random}}$ are defined as follows:

1. $\text{Exp}_{\Pi_{\text{UT}.A}}^{\text{Real}}(\kappa, m, t, d)$:
   1. $(x^*, s_{t1}) \leftarrow A_1(1^\kappa)$.
   2. $(pp, \{sk_i\}_{i \in [m]}) \leftarrow \text{UT.Setup}(1^\kappa, 1^m, 1^t, 1^d, x^*)$.
   3. $(S^*, s_{t2}) \leftarrow A_2(pp, s_{t1})$ where $|S^*| = t - 1$.
   4. $b \leftarrow A_3^{\text{Eval}(\{sk_i\}_{i \in [m]}, \cdot)}(\{sk_i\}_{i \in S^*}, s_{t2})$.
   5. Output $b$.

2. $\text{Exp}_{\Pi_{\text{UT}.A}}^{\text{Random}}(\kappa, m, t, d)$:
   1. $(x^*, s_{t1}) \leftarrow A_1(1^\kappa)$.
   2. $(pp, \{sk_i\}_{i \in [m]}) \leftarrow \text{UT.Setup}(1^\kappa, 1^m, 1^t, 1^d, 0^{|x^*|})$.
   3. $(S^*, s_{t2}) \leftarrow A_2(pp, s_{t1})$ where $|S^*| = t - 1$.
   4. $b \leftarrow A_3^{\text{Sim}^{\text{Sim}(\cdot)}(\{sk_i\}_{i \in S^*}, \cdot)}(\{sk_i\}_{i \in S^*}, s_{t2})$.
   5. Output $b$.

where the oracles $\mathcal{O}_{\text{Eval}}(\{sk_i\}_{i \in [m]}, \cdot)$ and $\mathcal{O}_{\text{Sim}}(\cdot)$ are defined as follows:

- $\mathcal{O}_{\text{Eval}}(\{sk_i\}_{i \in [m]}, C, j)$: On input the set of key $\{sk_i\}_{i \in [m]}$, a circuit $C$, and an index $j \in [m] \setminus S^*$, outputs $\text{UT.Eval}(pp, sk_j, C)$.
- $\mathcal{O}_{\text{Sim}}(C)$: On input a circuit $C$, if there exists a query $(C, j)$ for some $j \in [m] \setminus S^*$ previously made by $A_3$, the algorithm outputs $C(x^*)$. Otherwise, it outputs $\bot$.

A.2 Threshold FHE

We now define a notion of threshold FHE schemes with a simulation security that is sufficient to directly construct a semi-malicious SMPC protocol in a trusted setup model. We then show that applying the above universal thresholdizer to a FHE scheme yields such a threshold FHE scheme.

Syntax

A threshold FHE scheme is a tuple of PPT algorithms $\Pi_{\text{TFHE}} = (\text{TFHE.Setup}, \text{TFHE.SimSetup}, \text{TFHE.Enc}, \text{TFHE.Eval}, \text{TFHE.PartDec}, \text{TFHE.FinDec})$ defined as follows:

- $\text{TFHE.Setup}(1^\kappa, 1^m, 1^t) \rightarrow (tpk, \{tsk_i\}_{i \in [m]}):$ On input the security parameter $\kappa$, a number of users in the system $m$, and a threshold $t \in [m]$, the setup algorithm generates the public key $tpk$ and a set of secret keys $tsk_1, \ldots, tsk_m$ for each user in the system.

- $\text{TFHE.SimSetup}(1^\kappa, 1^m, 1^t) \rightarrow (tpk, \{tsk_i\}_{i \in [m]}):$ On input the security parameter $\kappa$, a number of users in the system $m$, and a threshold $t \in [m]$, the simulation setup algorithm generates the simulated public key $tpk$ and a set of simulated secret keys $tsk_1, \ldots, tsk_m$ for each user in the system.

- $\text{TFHE.Enc}(tpk, x) \rightarrow ct$: On input a public key $tpk$ and a message $x \in \{0,1\}$, the encryption algorithm outputs a ciphertext $ct$. 
TFHE.Eval(tpk, C, ct₁, ..., ct₇) → ẑ: On input a public key tpk, a circuit C : {0, 1}ˡ → {0, 1} and ciphertexts ct₁, ..., ct₇, the homomorphic evaluation algorithm outputs another ciphertext ẑ.

TFHE.PartDec(i, tpk, tskᵢ, ẑ) → pᵢ: On input an index i ∈ [m], a secret key tskᵢ, and a ciphertext ẑ, the partial decryption algorithm outputs a partial decryption pᵢ.

TFHE.FinDec(tpk, [pᵢ]ᵢ∈S) → ẑ: On input the public key tpk, and a set of partial decryptions [pᵢ]ᵢ∈S, the final decryption algorithm outputs the final decryption value ẑ.

**Correctness**

We require that for all κ, m, t ∈ N, S ⊂ [m], circuit C : {0, 1}ˡ → {0, 1} and corresponding input x₁, ..., x₇ ∈ [0, 1], the following holds except with negligible probability in κ: Let (tpk, {tskᵢ}ᵢ∈[m]) ← TFHE.Setup(1κ, 1ᵐ, 1ᵗ), ctᵢ ← TFHE.Eval(tpk, xᵢ) for i ∈ [7], let ẑ = TFHE.Eval(tpk, C, ct₁, ..., ct₇), let pᵢ ← TFHE.PartDec(i, tpk, tskᵢ, ẑ), and ẑ ← TFHE.FinDec(tpk, [pᵢ]ᵢ∈S). Then ẑ = C(x₁, ..., x₇) if |S| ≥ t, and ẑ = ⊥ otherwise.

**Compactness**

We require the same compactness property as in FHE. There exists a polynomial poly such that the following holds. |pk|, |sk|, |ctest| ≤ poly(κ) for the public and secret key, and any ciphertext ct generated from the algorithms of TFHE. Furthermore, for a layered circuit C with width w, homomorphic evaluation of C can be done in space poly(κ) × w, independent of the size or depth of the circuit.

**Simulation Security**

We require the following simulation-based security for the purpose of constructing SMPC protocols. There exists PPT algorithms Sim₁, Sim₂ such that for all κ, polynomial m, t, s ∈ N with m ≥ 3t + 1, S ⊂ [m] of size |S| ≤ t, polynomial size circuits Cᵢ : {0, 1}ᵐₛ → {0, 1} for j ∈ S, PPT adversary A = (A₁, A₂, A₃), there exists a negligible function negl(κ) such that

\[ |Pr[Exp^{Real}_{TFHE, A}(κ, m, t, S, [Cᵢ]ᵢ∈S) = 1] − Pr[Exp^{Ideal}_{TFHE, A}(κ, m, t, S, [Cᵢ]ᵢ∈S) = 1]| \leq negl(κ) \]

where the experiments Exp^{Real}_{TFHE, A} and Exp^{Ideal}_{TFHE, A} are defined as follows:

- \( Exp^{Real}_{TFHE, A}(κ, m, t, S, [Cᵢ]ᵢ∈S) \):
  1. (tpk, {tskᵢ}ᵢ∈[m]) ← TFHE.Setup(1κ, 1ᵐ, 1ᵗ).
  2. (\{xᵢ\}ᵢ∈[m]; S, st₁) ← A₁(tpk, {tskᵢ}ᵢ∈S) where xᵢ ∈ {0, 1}³s.
  3. ctᵢ ← TFHE.Eval(tpk, xᵢ) for i ∈ [m] \ S.
  4. (\{xᵢ, tᵢ^{Enc}\}ᵢ∈S; st₂) ← A₂(st₁, \{ctᵢ\}ᵢ∈[m] \ S).
  5. ctᵢ ← TFHE.Eval(tpk, xᵢ, tᵢ^{Enc}) for i ∈ S; ctᵢ ← TFHE.Eval(tpk, Cᵢ, \{ctᵢ\}ᵢ∈[m]) for j ∈ S.
  6. pᵢ,j ← TFHE.PartDec(i, tpk, tskᵢ, ctᵢ) for i ∈ [m] \ S and j ∈ S.
  7. b ← A₃(st₂, \{pᵢ,j\}ᵢ∈[m] \ S, j∈S).
  8. Output b.

- \( Exp^{Ideal}_{TFHE, A}(κ, m, t, S, [Cᵢ]ᵢ∈S) \):
  1. (tpk, {tskᵢ}ᵢ∈[m]) ← TFHE.Setup(1κ, 1ᵐ, 1ᵗ).
  2. (\{xᵢ\}ᵢ∈[m]; S, st₁) ← A₁(tpk, {tskᵢ}ᵢ∈S) where xᵢ ∈ {0, 1}³s.
  3. (\{ctᵢ\}ᵢ∈[m] \ S, st₁) ← Sim_1(tpk, \{tskᵢ\}ᵢ∈S)
  4. (\{xᵢ, tᵢ^{Enc}\}ᵢ∈S; st₂) ← A₂(st₁, \{ctᵢ\}ᵢ∈[m] \ S).
  5. ctᵢ ← TFHE.Eval(tpk, xᵢ, tᵢ^{Enc}) for i ∈ S; ctᵢ ← TFHE.Eval(tpk, Cᵢ, \{ctᵢ\}ᵢ∈[m]) for j ∈ S.
We now show that the above construction satisfies simulation security defined above. We show that applying the universal thresholdizer to a FHE scheme yields a threshold FHE scheme with above security. Let $\Pi_{\text{FHE}} = (\text{FHE.KeyGen}, \text{FHE.Enc}, \text{FHE.Eval}, \text{FHE.Dec})$ be a FHE scheme with circular security. Let $\Pi_{\text{UT}} = (\text{UT.Setup}, \text{UT.Eval}, \text{UT.Combine})$ be a universal thresholdizer. Formally, we construct a threshold FHE scheme as follows.

**Construction**

We show that applying the universal thresholdizer to a FHE scheme yields a threshold FHE scheme with above security. Let $\Pi_{\text{FHE}} = (\text{FHE.KeyGen}, \text{FHE.Enc}, \text{FHE.Eval}, \text{FHE.Dec})$ be a FHE scheme with circular security. Let $\Pi_{\text{UT}} = (\text{UT.Setup}, \text{UT.Eval}, \text{UT.Combine})$ be a universal thresholdizer. Formally, we construct a threshold FHE scheme as follows.

1. $\{p_{j,i}\}_{i \in [m] \setminus S, j \in S} \leftarrow \text{Sim}_2(st_1, \{(x_j, r_j^\text{Enc})\}_{j \in S}, \{\mu_j\}_{j \in S})$, where $\mu_j = C_j(x_1, \ldots, x_m)$ for $j \in S$.
2. $b \leftarrow A_3(st_2, \{p_{j,i}\}_{i \in [m] \setminus S, j \in S})$.

**Security**

We now show that the above construction satisfies simulation security defined above. We define simulators $\text{Sim}_1, \text{Sim}_2$ using the simulator of the universal thresholdizer (denoted by $\text{UT.Sim}$) as follows.

1. $\text{Sim}_1(tpk, \{sk_i\}_{i \in [m]})$: Simply run $ct_i \leftarrow \text{FHE.Enc}(pk, 0^{d_i})$ for $i \in [m] \setminus S$, store $tpk, \{sk_i\}_{i \in [m] \setminus S}$ in $st_1$, and output $\{(ct_i)_{i \in [m] \setminus S}, st_1\}$.
2. $\text{Sim}_2(st_1, \{(x_j, r_j^\text{Enc})\}_{j \in S}, \{\mu_j\}_{j \in S})$: Run $p_{j,i} \leftarrow \text{UT.Sim}^{\text{Sim}_1}(\{sk_i\}_{i \in [m]}, C_{j,i})$ for $i \in [m] \setminus S$ and $j \in S$, where $\text{Sim}_1$ on input query $C' \in S$ returns $\hat{\mu}_j$ if $C' = C_j$ for $j \in S$, and $\bot$ otherwise. Output $\{p_{j,i}\}_{i \in [m] \setminus S, j \in S}$.

Indistinguishability of $\text{Exp}_{\text{Real-UT}_{\text{FHE,A}}}^{\text{Real-UT}_{\text{FHE,A}}}$ and $\text{Exp}^{\text{Ideal-UT}_{\text{FHE,A}}}_{\text{Ideal-UT}_{\text{FHE,A}}}$ follows by considering a hybrid experiment that runs $\text{TFHE.SimSetup}$ and $\text{Sim}_2$ in Step 1 and 6 respectively as the ideal experiment, but still encrypts $x_i$ in Step 3. Formally, we define $\text{Exp}_{\text{Hyb-UT}_{\text{FHE,A}}}^{\text{Hyb-UT}_{\text{FHE,A}}}(\kappa, m, t, C, S)$:

1. $(tpk, \{sk_i\}_{i \in [m]}) \leftarrow \text{TFHE.SimSetup}(1^\kappa, 1^m, 1^t)$.
2. $\{(x_i)_{i \in [m]} \setminus S, st_1) \leftarrow A_1(tpk, \{sk_i\}_{i \in [m]})$ where $x_i \in \{0,1\}^{d_i}$.
3. $ct_i \leftarrow \text{TFHE.Enc}(tpk, x_i)$ for $i \in [m] \setminus S$.
4. $\{(x_i, r_i^\text{Enc})\}_{i \in [m] \setminus S, st_2} \leftarrow A_2(st_1, \{ct_i\}_{i \in [m] \setminus S})$.
5. $ct_i \leftarrow \text{TFHE.Enc}(tpk, x_i, r_i^\text{Enc})$ for $i \in S$; $ct_j \leftarrow \text{TFHE.Eval}(tpk, C_j, \{ct_i\}_{i \in [m]})$ for $j \in S$.
6. $\{p_{j,i}\}_{i \in [m] \setminus S, j \in S} \leftarrow \text{Sim}_2(st_1, \{(x_j, r_j^\text{Enc})\}_{j \in S}, \{\mu_j\}_{j \in S})$, where $\mu_j = C_j(x_1, \ldots, x_m)$ for $j \in S$.
7. $b \leftarrow A_3(st_2, \{p_{j,i}\}_{i \in [m] \setminus S, j \in S})$.
8. Output $b$. 

It is clear by inspection that correctness follows by that of the underlying FHE scheme and universal thresholdizer. For compactness, note that universal thresholdizer is applied to evaluate the FHE decryption circuit $\text{FHE.Dec}$, which has a fixed polynomial complexity in $\kappa$. Hence, the complexity of universal thresholdizer is upper bounded by a fixed poly($\kappa$) and compactness follows by compactness of the underlying FHE scheme.
We proceed to construct a semi-malicious secure constant-round, weakly space efficient SMPC protocol. For notational simplicity, we consider functions with one-bit output. It is straightforward to extend the protocol to handle long outputs.

### A.3 Semi-Malicious Secure SMPC in a Trusted Setup Model

We claim that indistinguishability of $\text{Expt}_{\text{Hyb}}^{\text{Real}}$ and $\text{Expt}_{\text{Hyb}}^{\text{Ideal}}$ follows directly by privacy of universal thresholdizer. Indeed, observe that the difference between $\text{TFHE.Setup}$ and TFHE.SimSetup is in the call of UT.Setup, where TFHE.Setup uses actual FHE secret key $sk$ and TFHE.SimSetup uses $0^{sk}$. Also in Step 6, partial decryptions TFHE.PartDec of $ct_j$ for $j \in S$, which in turn are the partial evaluations UT.Eval on the FHE decryption circuit $FHE.Dec(\cdot, sk)$, is replaced by the simulator of the universal thresholdizer UT.Sim, where $O_{\text{Sim}}$ is emulated correctly by returning $\hat{\mu}_j = C_j(x_1, \ldots, x_m)$ when queried by $C_j$ for $j \in S$.

Hence, $\text{Expt}_{\text{Hyb}}^{\text{Real}}$ and $\text{Expt}_{\text{Hyb}}^{\text{Ideal}}$ correspond to $\text{Expt}_{\text{UT}}^{\text{Real}}$ and $\text{Expt}_{\text{UT}}^{\text{Ideal}}$ for universal thresholdizer, and the indistinguishability follows by privacy of universal thresholdizer.

Now, observe that the difference between $\text{Expt}_{\text{Hyb}}^{\text{Real}}$ and $\text{Expt}_{\text{Hyb}}^{\text{Ideal}}$ is only the messages encrypted in Step 3 and that the FHE secret key is not used in the experiments. Hence, indistinguishability of $\text{Expt}_{\text{Hyb}}^{\text{Real}}$ and $\text{Expt}_{\text{Hyb}}^{\text{Ideal}}$ follows directly by semantic security of FHE. This completes the proof of security for the constructed TFHE scheme.

### Input and functionality:
- Each machine $M_i$ has input $x_i \in \{0,1\}^{\beta s}$ and wishes to learn $f_i(x_1, \ldots, x_m)$ for functions $f_i : \{0,1\}^{m \beta s} \rightarrow \{0,1\}$.

### Setup Stage:
- Run $(\text{tpk}, \{\text{tsk}_i\}_{i \in [m]}) \leftarrow \text{TFHE.Setup}(1^c, 1^m, 1^t)$.
- Send $(\text{tpk}, \text{tsk}_i)$ to each machine $M_i$ for $i \in [m]$.

### Round 1:
- Each machine $M_i$ does the following:
  - Run $ct_i \leftarrow \text{TFHE.Enc}(\text{tpk}, x_i)$.
  - Broadcast $ct_i$.

### Round 2:
- Each machine $M_i$ does the following:
  - Record each $ct_j$ received from machine $M_j$. If $M_j$ aborts, then use $ct_j \leftarrow \text{TFHE.Enc}(\text{tpk}, 0^{2\beta}; 0^*)$ as a default ciphertext.
  - Compute $ct_i \leftarrow \text{TFHE.Eval}(\text{tpk}, C_j, \{ct_i\}_{i \in [m]})$ for $j \in [m]$.
  - Compute $p_{j,i} \leftarrow \text{TFHE.PartDec}(i, \text{tpk}, \text{tsk}_i, ct_j)$ for $j \in [m]$.
  - Send $p_{j,i}$ to machine $M_j$ for each $j \in [m]$.

---

12 For notational simplicity, we consider functions with one-bit output. It is straightforward to extend the protocol to handle long outputs.
Output Computation: Each machine $M_i$ does the following:
- Record each $p_{i,j}$ received from machine $M_j$. Let $S_i$ be the set of partial decryptions received by $M_i$.
- Compute $\hat{\mu}_i \leftarrow \text{TFHE.Eval}(tpk, \{p_{i,j}\}_{j \in S_i})$.
- Output $\hat{\mu}_i$.

Correctness

Correctness follows directly from the correctness of TFHE. Furthermore, since the number of honest machines is greater than $t + 1$, the honest machines always learn the output.

Weak Space Efficiency

We first note that by compactness, except for the homomorphic evaluation TFHE.Eval, the remaining step takes space at most $\text{poly}(\kappa) \cdot O(ms)$. Let $S_{\text{RAM}}$ denote the space complexity for computing $f_1, \ldots, f_n$ using a RAM machine. It is not hard to see that we can emulate the RAM computation by a uniform layered circuit of width $O(S_{\text{RAM}})$: for example, a naive way is to emulate CPU and memory by circuits and for each RAM computation step, emulate CPU accessing memory by constructing a linear-sized circuit gadget that goes over every memory cell to select the position requested. Thus, it follows by compactness that TFHE.Eval can be done in space $\text{poly}(\kappa) \cdot O(S_{\text{RAM}})$.

Semi-malicious Security

The security follows directly from the simulation security of TFHE. For completeness, we formally define the simulator $S$ for $\Pi_{\text{SMPC}}$ as follows. Let Honest and Crupt denote the set of honest and corrupted machines, respectively.

Setup Stage: $S$ simulates the setup by running TFHE.SimSetup instead of TFHE.Setup. Namely,
- Run $(tpk, \{tsk_i\}_{i \in [m]}) \leftarrow \text{TFHE.Setup}(1^s, 1^m, 1^t)$.
- Send $\{(tpk, tsk_i)\}_{i \in \text{Crupt}}$ to the adversary $A$.

Round 1:
- $S$ simulates the honest machines’ messages by running $\text{Sim}_1$ of TFHE. Namely, $S$ runs $\{(ct_{i,j})_{i \in \text{Honest}}, st_1\} \leftarrow \text{Sim}_1(tpk, \{tsk_i\}_{i \in \text{Crupt}})$. $S$ sends $\{ct_{i,j}\}_{i \in \text{Honest}}$ to $A$.
- Upon receiving $\{(x_{i,j}, r^\text{Enc}_{i,j})\}_{i \in \text{Crupt}}$ from $A$, $S$ sends it to the ideal functionality. If any corrupted machine $i$ aborts, then $S$ sends $x_i = 0^t$ to the ideal functionality.
- $S$ receives the outputs $\{\hat{\mu}_i\}_{i \in \text{Crupt}}$ from the ideal functionality.

Round 2:
- $S$ simulates the honest machines’ messages by running $\text{Sim}_2$ of TFHE. Namely, $S$ runs $\{p_{j,i}\}_{i \in \text{Honest}, j \in \text{Crupt}} \leftarrow \text{Sim}_2(st_1, \{(x_{j,i}, r^\text{Enc}_{j,i})\}_{j \in \text{Crupt}}, \{\hat{\mu}_j\}_{j \in \text{Crupt}})$. $S$ sends $\{p_{j,i}\}_{i \in \text{Honest}, j \in \text{Crupt}}$ to $A$.
- $S$ sends $\text{deliver}$ to the ideal functionality.

It is not hard to see that the real world and ideal world execution of $\Pi_{\text{SMPC}}$ directly corresponds to the experiments $\text{Exp}^\text{Real}_{\text{TFHE}, A}$ and $\text{Exp}^\text{Ideal}_{\text{TFHE}, A}$ in the simulation security of TFHE with corresponding adversary. Hence, indistinguishability of the simulation for $\Pi_{\text{SMPC}}$ follows by the simulation security of TFHE.
A.4 Achieving Malicious Security and Removing the Trusted Setup

Finally, we briefly discuss how to upgrade to malicious security and remove the trusted setup in Π_{SMPC}. To upgrade to malicious security, we can apply the standard generic transformation using a simulation-extractable multi-string NIZK which can be constructed from enhanced trapdoor permutations without extra setup [14, 74, 75]. Note that NIZK is used to prove that TFHE.Enc and TFHE.PartDec are done correctly, both statements have a fixed poly(κ) complexity. The NIZK proofs can be generated in a fixed poly(κ) space as well. Thus, the transformation preserves weak space efficiency.

To remove the setup, we rely on an SMPC protocol by Badrinarayanan et al. [14]. The protocol of [14] (Theorem 10) is constant-round, achieves guaranteed output delivery, and does not require any setup. We remove the trusted setup by invoking the protocol of Badrinarayanan et al. [14] to securely realize the setup stage in Π_{SMPC}. Note that TFHE.Setup has a fixed poly(κ) complexity (independent of the functionalities f_1, ..., f_m). As a result, we obtain a malicious security, constant-round, weakly space efficient and communication efficient SMPC protocol, as required in Theorem 22.

B Potential Barriers Towards Achieving Statistical Security

We have shown how to compile an MPC protocol to a secure counterpart that defends against slightly less than 1/3 corruption while preserving its efficiency; but our compiler relied on a few computational assumptions such as enhanced trapdoor permutations, LWE, and an appropriate notion of compact FHE. One intriguing question is whether we can accomplish the same, but unconditionally, i.e., without making any cryptographic hardness assumptions. Such protocols are also said to be statistically secure. We now show that if one could achieve the same result unconditionally, it will imply solutions to long-standing open questions in cryptography. Specifically, we prove the following theorem:

**Theorem 27.** Let κ denote the security parameter. Suppose that there exists a compiler that compiles any MPC protocol Π computing the function f among m machines into an SMPC-for-MPC protocol Π′ among m machines that securely realizes F_f unconditionally, as long as m is polynomially bounded by s and s ≥ κ. Furthermore, suppose that the compiler incurs only O(1) blowup in round complexity and poly(κ) blowup in terms of per-machine space complexity.

Then, for m ≥ κ, for any m-input, m-output uniform layered circuit C with width m, as long as C’s size is a sufficiently large polynomial in m (related to the parameter α later), then there exists a constant-round protocol that allows m parties to securely realize $F^C$ unconditionally, incurring total communication that is $|C|^α$ for an arbitrarily small constant $α ∈ (0, 1)$.

**Proof.** If such a compiler existed, we can use it to compile the following insecure 1-round MPC protocol among m machines each of which has $s = O(m)$ space. Every one now sends their input to the first machine, the first machine computes the circuit C locally, and sends to each machine their respective output. Note that since the circuit is uniform and layered with maximum width m, the first machine can evaluate it in total space $O(m)$.

Now consider the compiled protocol: it will complete in O(1) rounds, and moreover the total communication must be upper bounded by the number of rounds multiplied by $m \cdot O(s) \cdot poly(κ) = O(m^2)$, which can be made $|C|^α$ as long as the circuit size is a sufficiently large polynomial in m where $|C|$ denotes the size of C.
As noted in numerous works in the cryptography literature [26,39,44,45], the existence of such constant-round, sublinear-communication multi-party computation (for circuits) with statistical security has been a long-standing open problem, even for the special class of circuits that we consider. To the best of our knowledge, the best known $n$-party, statistically secure computation protocol achieves the following\(^{13}\)

- $O(n|C|)$ total communication and $d$ number of rounds without preprocessing [43,73] where $d$ denotes the circuit depth, and
- $O(n|C|/\log|C|)$ total communication and $d/\log\log|C|$ number of rounds with (polynomially-bounded) preprocessing (for layered circuits) [39].

Interestingly, we note that barring strong assumptions such as Indistinguishable Obfuscation [53], the only known approach to construct constant-round, sublinear-communication multi-party computation for circuits of unbounded polynomial size is also through compact FHE [55,58]. In our earlier sections, we essentially showed that making a similar assumption, combined with other standard cryptographic assumptions, we can construct an efficiency-preserving “MPC to SMPC-for-MPC” compiler. From a technical perspective, the main new challenge we encountered is the fact that the machines are now also space-constrained (which was not a concern in the standard multi-party computation for circuit literature), and thus we could not just apply existing techniques to the entire set of machines.

Besides the feasibility of achieving statistical security, another interesting direction is to weaken the cryptographic assumption necessary in achieving such a compiler. Similarly, new results in this vein would imply new breakthroughs for constant-round, sublinear-communication multi-party computation for circuits too – and even partial results for special classes of circuits (like the family we considered in Theorem 27) would be interesting.

### C Removing the Sender Constraint

As mentioned earlier, some works in the MPC literature do not seem to respect the $s$-sender-constraint, and only respect the $s$-receiver-constraint. In this section, we generalize our results even to such MPC algorithms.

To achieve this, it suffices to show that given an MPC protocol denoted $\Pi$ that respects only the $s$-receiver-constraint, we can compile it to a counterpart denoted $\Pi'$ that satisfies not just the $O(s)$-receiver-constraint, but also the $O(s)$-sender-constraint. Furthermore, the compilation should preserve both round- and space-complexity; and moreover, the compiled protocol $\Pi'$ should run in a fixed number of rounds (since the oblivious Routing primitive applied to emulate the communication of $\Pi'$ will not hide total round complexity).

**Intuition**

The idea is the following: in the first phase (called the replication phase), if a sender wants to send in total $\mu$ words in some communication round (where sending the same word to two machines is counted twice), it will replicate all of its local memory to $\lceil\mu/s\rceil$ helper-machines where each helper is assigned a unique index from 1 to $\lceil\mu/s\rceil$. This must be accomplished using an $s$-sender-bounded communication pattern. In the second phase (called the distribution phase), each helper distributes $s$ words on behalf of the sender it represents. Note that in the same round, many machines may be trying to send data simultaneously.

\(^{13}\)For this reason, in fact even if we relaxed the round complexity blowup in Theorem 27 to polylogarithmically many rounds or any number that does not depend on circuit depth, having such an MPC-to-SMPC compiler would still imply improving the state-of-the-art for statistically secure MPC.
Thus the above procedure is performed in parallel among all senders. It must be guaranteed that every machine serves as a helper at most for one sender. In this way, the distribution phase will satisfy the \( s \)-sender-constraint.

### C.1 Replication Protocol

A replication protocol allows senders to replicate their local memory to an appropriate number of helpers.

#### Definition

Formally, replication, henceforth denoted \texttt{Replicate}, is the following problem.

- **Input.** Suppose that among the \( m \) machines, some machines are senders and others are non-senders. Each machine \( i \) obtains an input pair \((\beta_i, c_i)\) where \( \beta_i \in \{0, 1\} \) is a bit indicating whether machine \( i \) is a sender; and if \( \beta_i = 1 \), \( c_i \geq 1 \) denotes the total number of machines to replicate machine \( i \)'s state – henceforth we refer to \( c_i \) as sender \( i \)'s multiplicity.

It is guaranteed that \( \sum_{i=1}^{m} \beta_i c_i \leq m \), i.e., in total there are enough machines around to act as receivers.

- **Output.** At the end of the replication protocol, the following output configuration is produced:
  - each sender \( i \) has its entire machine state (i.e., a total of \( s \) words) replicated on exactly \( c_i \) receivers;
  - each machine acts as a receiver for at most 1 sender;
  - suppose sender \( i \) has \( c_i \) receivers, each of these receivers output \( i \) and also a unique index \( j \) from the range \([c_i]\), i.e., each of these receiver knows that it acts as the \( j \)-th receiver for its sender.

We will next construct a \texttt{Replicate} protocol. Note that the protocol need not be communication-oblivious. The idea is that all machines will first perform a prefix sum computation which allows each sender to discover a range of indices which are meant to become its helpers; moreover, all senders’ helpers, identified by the range, are disjoint. It is well-known that prefix sum can be accomplished on MPC in \( O(1) \) rounds with an \( s \)-sender-bounded communication style. Now, we employ a \texttt{RangeCast} protocol for the sender to replicate its state to the range of machines discovered above. Below we first explain how to construct the \texttt{RangeCast} building block and then describe our \texttt{Replicate} protocol.

#### Building block: \texttt{RangeCast}

As mentioned, \texttt{RangeCast} allows a sender to replicate its state to a set of machines defined by a range \([a, b] \subseteq [m] \). To realize such a \texttt{RangeCast} primitive, we first realize a weaker form denoted \texttt{WeakRangeCast} which only works if the range’s size is at most \( s \). Our \texttt{RangeCast} is similar to the “broadcast” algorithm in the “bulk-synchronous parallel (BSP)” model [103], but we describe it again for completeness.
WeakRangeCast

**Input:** let \(a, b\) be any two machines such that \(1 \leq a \leq b \leq m\), let \(I\) be an array of \(s\) words. The machine \(a\) receives the input \((I, a, b)\) where the range \([a, b]\) is small enough such that \(b - a + 1 \leq s\).

**Output:** every machine \(k \in [a, b]\) outputs \(I\).

**Protocol:**

1. Let \(c := b - a + 1\) and \(t := \lfloor s/c \rfloor\). For each \(j \in [c]\), let \(I_j := I[(j-1)t+1 : jt]\) be the substring of \(I\) where \(I_j\) consists of at most \(t\) words (if \(jt\) or \((j-1)t+1\) is less than \(s\), \(I_j\) is by definition a shorter or empty string). In this round, the machine \(a\) sends to the machine \(a + j - 1\) the message tuple \((a, b, I_j)\) for each \(j \in [c]\), while all other machines send nothing.

2. In the next round, machine \(a + j - 1\) receives \((a, b, I_j)\) for each \(j \in [c]\), and it sends the same message \((j, I_j)\) to every machine \(k \in [a, b]\).

3. Every machine \(k \in [a, b]\) receives a copy of \((j, I_j)\) for all \(j \in [c]\), and it recovers \(I\) by concatenating \((I_j)_{j \in [c]}\).

**Theorem 28.** For any \(1 \leq a \leq b \leq m\) such that \(b - a + 1 \leq s\), WeakRangeCast correctly implements range-cast in 2 rounds and satisfies both \(O(s)\)-sender- and \(O(s)\)-receiver-constraints, where each machine takes \(O(s)\) space and time locally.

**Proof.** The correctness, rounds, and local-machine complexity follows directly. The \(O(s)\)-sender-constraint holds because in Step 1, machine \(a\) sends to each machine \(O(s/c + 2)\) words, and thus the total number of words sent is \(O(s + c) = O(s)\). The \(O(s)\)-receiver-constraint holds because in Step 3, each machine receives \(c\) messages each consists of \(O(s/c + 1)\) words.

Given WeakRangeCast as a building block, we can construct RangeCast where the range \([a, b]\) may be arbitrary in size. The protocol basically builds a distribution tree of fanout \(s\) such that the sender first distributes to \(s\) machines, then the \(s\) machines distribute to upto \(s^2\) machines, and so on. The protocol can be described formally below.

RangeCast

**Input and output:** Same as WeakRangeCast but without any constraint on the range \([a, b]\).

**Protocol:**

1. (Base case.) Let \(c := b - a + 1\). If \(c \leq 1\), then there is only one machine \(a\) and it outputs \(I\) directly. Otherwise, \(c > 1\), continue with the following steps.

2. Let \(r := \min(c, s)\). Run WeakRangeCast on the first \(r\) machines (i.e., in the range \([a, a + r - 1]\)) to copy \(I\) from machine \(a\) to machines \([a, a + r - 1]\).

3. The machine \(a\) computes a partition \([a_1, b_1], [a_2, b_2],\ldots, [a_r, b_r]\) of the range \([a, b]\) such that the ranges \([a_i, b_i]\) are as even as possible (i.e., for any \(i_1, i_2 \in [r]\), it holds that \(|(b_{i_1} - a_{i_1}) - (b_{i_2} - a_{i_2})| \leq 1\)). The pair \((a_i, b_i)\) is sent from machine \(a\) to both machines \(a + i - 1\) and \(a_i\); Afterwards, machine \(a + i - 1\) sends the received \(I\) to machine \(a_i\) for each \(i \in [r]\).

4. For each \(i \in [r]\), the machine \(a_i\) performs recursively RangeCast on the received \(I\) and the range \([a_i, b_i]\).
Lemma 29. For any $1 \leq a \leq b \leq m$, $\text{RangeCast}$ correctly implements range-cast in $O\left(\frac{\log m}{\log s}\right)$ rounds and satisfies both $O(s)$-sender- and $O(s)$-receiver-constraints, where each machine takes $O(s)$ space and time locally.

Proof. In Step 3, if $c < s$, then $r = c$ and all $c$ machines receive $I$ in $O(1)$ rounds. Else, the first $s$ machines receive $I$ and then forward $I$ to groups of size $[c/s]$, and it takes at most $O\left(\log_s m\right) = O\left(\frac{\log m}{\log s}\right)$ iterations to divide any problem of size $c \leq m$ to a constant size. The correctness follows directly. The local-machine complexity, $O(s)$-sender and $O(s)$-receiver constraints follow by $\text{WeakRangeCast}$.

Protocol Replicate

We are now ready to describe the $\text{Replicate}$ protocol. We will use the following terminology: we use the term ball to refer to a machine’s entire state consisting of up to $s$ words. Each ball is always tagged the ball’s identifier denoted $id \in [m]$, i.e., which machine’s state it represents.

The building block $\text{PrefixSum}$ is the following primitive: every machine starts with a number, and machine $i$ would like to learn the sum of machine 1 to machine $i$’s numbers. As described by Goodrich et al. [70], this can be accomplished in $O(1)$ rounds with an $s$-sender-bounded MPC protocol, and consuming $O(m)$ total communication.

1. Each ball is additionally tagged with its outputting range computed as follows.
   a. Given as input $(\beta_i, c_i)$, each machine $i \in [m]$ sets $c_i = 0$ iff $\beta_i = 0$. All $m$ machines jointly run the $\text{PrefixSum}$ protocol on $(c_i)_{i \in [m]}$. As the result, each machine $i$ gets the prefix sum $p_i = \sum_{j \in [i]} c_j$.
   b. Let $p_0 = 0$. Every machine $i$ calculates $p_{i-1} = p_i - c_i$ locally. For each machine $i$ such that $c_i \geq 1$ (i.e., the range $[p_{i-1} + 1, p_i]$ is non-empty), machine $i$ tags the range $[p_{i-1} + 1, p_i]$ to its ball and then sends the ball to machine $p_i + 1$.
2. Now each ball $i$ is received by the first machine in its outputting range $[p_{i-1} + 1, p_i]$. To replicate the ball $i$ to all machines in the range, for each ball $i$ and the tagged range $[p_{i-1} + 1, p_i]$, the machine $p_{i-1} + 1$ performs $\text{RangeCast}$ on the ball $i$ and the range of machines $[p_{i-1} + 1, p_i]$. This $\text{RangeCast}$ is performed simultaneously for all balls and hence all machines. To ensure all machines finish at the same round, every instance of $\text{RangeCast}$ is programmed to finish at the $O\left(\frac{\log m}{\log s}\right)$-th round specified in Lemma 29.
3. For each machine $i$ such that has a ball tagged with a range $[a, b]$, let $j := i - a + 1$. Output the ball and $j$.

Lemma 30. The MPC protocol $\text{Replicate}$ is a correct replicate protocol such that takes $O(1)$ rounds and $O(m \cdot s)$ communication, satisfies $O(s)$-sender- and $O(s)$-receiver-constraints, and each machine locally takes $O(s)$ time and $O(s)$ space.

Proof. The correctness holds as each ball $i$ is replicated exactly $c_i$ copies and the ranges $[p_{i-1} + 1, p_i]$ are disjoint. The complexities follow directly by $\text{PrefixSum}$ [70] and $\text{RangeCast}$ (Lemma 29).

C.2 Sender-Bounded Compiler

We will now compile any MPC protocol that respects only the $s$-receiver-constraint to one that respects both the $s$-receiver- and $s$-sender-constraints.
Without loss of generality, we may assume that at the end of the local computation stage of each round, there is a deterministic polynomial time algorithm\(^{14}\) that takes each machine’s local state as input, and can write down sequentially in a stream a set of send instructions where each send instruction contains an outgoing word to be sent and the destination machine’s identifier. Note that the sender may not have space to write down all these instructions since each word sent multiple times need to be duplicated multiple times, taking more than \(O(s)\) space. However, if the sender replicates its state to enough helpers, every helper can locally repeat the same computation, and write down the range of at most \(O(s)\) instructions it is responsible for implementing.

**Sender-bounded compiler**

Every communication round of the original MPC is replaced with the following protocol:

1. Invoke an instance of the non-oblivious \texttt{Replicate} algorithm: if machine \(i\) is trying to send in total \(\mu_i\) words\(^{15}\), it replicates its local state onto \(\lceil \mu_i/s \rceil\) machines. At the end of this phase, every machine \(i'\) may receive the local state of at most one machine \(i\) and if so, it also learns that it will act as the \(j\)-th helper for machine \(i\).
2. If a machine \(i'\) is the \(j\)-th helper for machine \(i\), it uses machine \(i\)'s state to compute the \(((j-1)s+1)\)-th send instruction through the \(\min(j \cdot s, \mu_i)\)-th send instruction.
3. Now, every machines executes all send instructions written down in the previous step.

Note that this sender-bounded compiler may not compile each round of the original MPC to a fixed number of rounds. To obtain a compiler that always emits a protocol with a fixed number of rounds, we can simply pad the resulting protocol to the worst-case number of rounds: if there is no more work to be done, just execute empty rounds that do nothing.

\textbf{Theorem 31 (Sender-bounded compiler with a fixed number of rounds).} Assume that \(s = N^\varepsilon\) and \(m\) is upper bounded by a fixed polynomial in \(N\). Given any \(m\)-machine MPC protocol \(\Pi\) that completes in \(R\) rounds in the worst case and consuming \(s\) per-machine space, there is an MPC protocol \(\Pi'\) that computes the same function as \(\Pi\), consuming \(O(R)\) rounds, \(O(s)\) per-machine space, and \(O(m \cdot s)\) total communication per round, and moreover \(\Pi'\) additionally satisfies the \(O(s)\)-sender-constraint, and executes for a fixed number of rounds. Note that for well-formedness, both \(\Pi\) and \(\Pi'\) must satisfy the \(s\)-receiver-constraint.

\textbf{Proof.} By Lemma 30, the above compiler replaces each round of the original MPC with \(O(1)\) rounds of communication, and moreover the resulting protocol satisfies \(O(s)\)-sender- and \(O(s)\)-receiver-constraints. The fixed total rounds is guaranteed due the padding mechanism mentioned above.

\section{D Additional Preliminary: Robust Secret Sharing}

We recall the notion of robust secret sharing schemes [88]. Here, we only consider robust secret sharing schemes with threshold \(t < m/3\).

\(^{14}\)In the case that the algorithm for generating send instructions is randomized, we may assume that the randomness is pseudo-randomly generated with a small seed using a cryptographically secure pseudo-random generator. This way, the MPC’s outputs are computationally indistinguishable no matter whether true randomness or pseudorandomness is used in determining the send instructions.

\(^{15}\)This can be determined with polynomial-time computation based on its local state.
Definition 32 (Robust Secret Sharing). A $t$-out-of-$m$ robust secret sharing scheme over a message space $\mathcal{M}$ and share space $\mathcal{S}$ is a tuple $(\text{Share}, \text{Recons})$ of algorithms defined as follows:

- $\text{Share}(\text{msg}) \rightarrow (s_1, \ldots, s_m)$: This is a randomized algorithm that takes as input a message $\text{msg} \in \mathcal{M}$ and outputs a sequence of shares $s_1, \ldots, s_m \in \mathcal{S}$.

- $\text{Recons}(s_1, \ldots, s_m) \rightarrow \text{msg}'$: This is a deterministic algorithm that takes as input $m$ shares $(s_1, \ldots, s_m)$ with $s_i \in \mathcal{S} \cup \{\bot\}$ and outputs a message $\text{msg}' \in \mathcal{M}$.

We require the following properties.

- **Perfect Privacy**: Any $t$ out of $m$ shares of a secret give no information on the secret itself. Namely, for any $\text{msg}, \text{msg}' \in \mathcal{M}$ and $S \subset [m]$ of size $|S| = t$, the distributions of $\text{Share}(\text{msg})_S$ and $\text{Share}(\text{msg}')_S$ are identical. Here, $\text{Share}(\text{msg})_S$ denotes the set of shares $\{s_i\}_{i \in S}$ generated by $\text{Share}(\text{msg})$.

- **Robustness**: An adversary modifies up to $t$ shares can cause the wrong secret to be recovered with probability at most $\delta$. Specifically, for any $\text{msg} \in \mathcal{M}$, $S \subset [m]$ of size $|S| = t$ and (unbounded) adversary $A$,

$$\Pr[\text{Recons}(\text{Share}(\text{msg})_{[m]\setminus S}, A(\text{Share}(\text{msg})_S)) \neq \text{msg}] \leq \delta.$$  

It is known that Shamir’s secret sharing scheme is an efficient $t$-out-of-$m$ robust secret sharing scheme for $t < m/3$. 
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Abstract

We analyse the following random walk process inspired by the power-of-two-choice paradigm:
starting from a given vertex, at each step, unlike the simple random walk (SRW) that always moves
to a randomly chosen neighbour, we have the choice between two uniformly and independently
chosen neighbours. We call this process the choice random walk (CRW).

We first prove that for any graph, there is a strategy for the CRW that visits any given vertex in
expected time $O(|E|)$. Then we introduce a general tool that quantifies by how much the probability
of a rare event in the simple random walk can be boosted under a suitable CRW strategy. We believe
this result to be of independent interest, and apply it here to derive an almost optimal $O(n \log \log n)$
bound for the cover time of bounded-degree expanders. This tool also applies to so-called biased
walks, and allows us to make progress towards a conjecture of Azar et al. [STOC 1992]. Finally, we
prove the following dichotomy: computing an optimal strategy to minimise the hitting time of a
vertex takes polynomial time, whereas computing one to minimise the cover time is NP-hard.
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1 Introduction

Motivation and Related Work. The power of choice paradigm is the phenomenon that
when a random process is offered a choice between two or more uniformly selected options,
as opposed to just being supplied with a uniformly random one, then a series of choices can
be made to improve overall performance [32]. The power of two choices was first considered
for balanced allocation of balls to bins [7, 11, 31]. Here the surprising discovery was made
that if each ball is offered two randomly selected bins and the bin containing fewer balls
is chosen then the maximum load when assigning $n$ balls to $n$ bins decreases significantly
from $\Theta\left(\frac{\log n}{\log \log n}\right)$ to $\Theta(\log \log n)$. The power of choice was later studied for random graphs
under the broader class of rule-based random graph processes known as Achlioptas processes.
In the standard random graph process, a graph on a fixed vertex set is built up by adding
random edges one by one. Achlioptas suggested that if instead an edge to add is chosen from
two random options, this may be done in such a way as to shift the position of the critical
window in which a giant component emerges. This is indeed the case and now much is known
about the effect of various rules on the phase transition [12, 13, 2, 36, 35]. The effect of the
power of choice on the degree distribution in the Preferential Attachment process has also
been studied [30, 25].

In this paper we apply the power of two choices to a random walk on a graph with the
hope of speeding up the cover and hitting times. One motivation behind this is to improve
the efficiency of random walks used in algorithmic applications such as searching, routing,
self-stabilization, and query processing in wireless networks, peer-to-peer networks and other
distributed systems. One practical setting where routing using the power of choice walk
may be advantageous is in relatively slowly evolving dynamic networks such as the internet.
For example, say a packet has a target destination \( v \) and each node stores a pointer to a
neighbour which it believes leads most directly to \( v \). If this network is perturbed then the
deterministic scheme may get stuck in “dead ends” whereas a random walk would avoid this
fate. The choice random walk which prefers edges pointed to by a node may be the best of
both worlds as it would also avoid traps but may see a speed up over the simple random
walk when the original paths are still largely intact.

To the best of our knowledge, Avin and Krishnamachari [5] were the first to apply the
principle of power of choices to random walks. However, their version only considers a simple
choice rule where the vertex with fewer previous visits is always preferred, and ties are broken
randomly.

Their results are mainly empirical and suggest a decrease in the variance of the cover
time, and a significant improvement in visit load balancing. This is related to the greedy
random walk of Orenshtein and Shinkar [34], which chooses uniformly from adjacent vertices
that have not yet been visited (if possible). This model is well studied for expanders [10, 15].

Alon, Benjamini, Lubetzzy and Sodin [4] studied the mixing rate and asymptotic number
of visits made to vertices by the non-backtracking walk. These authors mention the power of
two choices paradigm and ask if the number of visits to any vertex can be further reduced
by choosing between two independent non-backtracking walks at each step. Fitzner and van
der Hofstad [21] obtained more mixing time results and Bordenave, Lelarge and Massoulié
have also studied this process in relation to community detection [14].

Perhaps closest to our work, Azar, Broder, Karlin, Linial and Phillips [6] introduced the
\( \epsilon \)-bias random walk where at each step with probability \( \epsilon \) a controller can choose a neighbour
of the current vertex, otherwise one is uniformly selected. They obtained bounds on the
stationary probabilities and show that optimal strategies for max/minimising stationary
probabilities or hitting times can be computed in polynomial time (cf. Section 4.3).

Other related strategies for speeding up the hitting and cover times include degree-biased
random walk models [28, 1, 17] or performing multiple walks in parallel [3, 19, 20]. The
Power of two choices concept has also been studied in the context of deterministic variants
of random walks [16, 8].

Our Results and Techniques. Our first result is a general upper bound of \( O(|E|) = O(n^2) \)
on the maximum hitting time of a vertex (Theorem 3). This is tight and improves considerably
over the well-known \( O(n|E|) \) worst-case bound for the simple random walk. This is achieved
by approximating the (not necessarily reversible) CRW by a suitable reversible walk.

In Section 4, we present bounds on hitting and cover times in terms of the spectral gap
of the lazy random walk. Our general cover time result (Theorem 4) constitutes a significant
improvement over the corresponding best possible bound for the simple random walk [33].
In particular, it implies an almost-optimal $O(n \log \log n)$ bound for any bounded-degree expander. The same result also holds for a natural variant of the biased random walk of [6]. Our hitting time result (Theorem 5) is quite different from Theorem 3 and shows that for a large class of graphs that the hitting times of the choice and biased random walk are sublinear. The main technical contribution to derive these bounds is Theorem 6, which shows that any rare event in the simple random walk case can be amplified substantially under a suitable choice (or time-biased) random walk strategy. If one thinks of a simple random walk as running a program with random bits as input then the “tree gadget” used to prove Theorem 6 is a novel way to quantify the effect of the non-determinism added by the power of two choices. We apply the results of this section to a conjecture of Azar et al. [6]; since our approach is orthogonal to theirs, we manage to confirm their conjecture for class of graphs different to those previously treated. As our amplification result applies to arbitrarily defined events and general stochastic processes, we believe this result may find further applications in other areas.

In Section 5, we investigate the complexity of computing optimal strategies for hitting times, cover times and maximising stationary probabilities. Our main insight is a surprising dichotomy, essentially saying that computing complete optimal strategies for hitting times is easy (i.e., polynomial-time), while computing a sequence of optimal choices for cover times, even in an on-line fashion, is $\text{NP}$-hard. To the best of our knowledge, this is the first negative result for processes involving random walks with choice.

2 Notation and Preliminaries

Throughout this paper all graphs will be finite and connected.

Choice Random Walk. The Choice Random Walk (CRW) is a discrete time stochastic process $(X_t)_{t \geq 0}$ on the vertices of a connected graph $G = (V, E)$, influenced by a controller. The starting state is a fixed vertex; at each time $t \in \mathbb{N}$ the controller is presented with two neighbours $\{c^1_t, c^2_t\}$ of the current state $X_t$ chosen uniformly at random with replacement and must choose one of these neighbours as the next state $X_{t+1}$. We assume that at each time $t$ the controller knows the graph $G$, its current position $X_t \in V$, and $H_t = (X_t, \{c^1_t, c^2_t\})_{t=0}$ the history of the process so far. The controller has access to arbitrary computational resources and an infinite string of random bits $\omega$ in order to choose $X_{t+1}$ from $\{c^1_t, c^2_t\}$. A strategy for a given task on $G$ is a function which given any $t$, $H_t$ and $\omega$ outputs a single vertex from $c^t$ where $c^t = \{c^1_t, c^2_t\} \subseteq \Gamma(X_t)$ (here, as is usual, we write $\Gamma(v) := \{w : vw \in E\}$ for the neighbourhood of $v$).

The aim of the CRW is to make a sequence of choices which most effectively complete a given objective. Examples of objectives may be as follows:

1. to visit every vertex of the graph;
2. to hit a given vertex or set of vertices;
3. to maximise or minimise the stationary probability of a given vertex or set.

Efficacy in tasks (1) and (2) is determined by the expected number of steps taken. Note that an optimal solution to task (1) will necessarily make use of the history of the process, whereas task (3) only applies in the context of strategies which do not change over time. We say that a CRW strategy is unchanging if it is independent of both time and the history of the walk. As the walk has access to random bits the strategy may be randomised; we say a strategy is deterministic if random bits are not used to make a choice.
For a strategy $\alpha$ and for a vertex $v$ and distinct neighbours $i, j$ let $\alpha_{v,i}^j$ be the probability that when the walk is at $v$ it chooses $i$ when offered \{i, j\} as choices, i.e.

$$\alpha_{v,i}^j := \mathbb{P} \left[ X_{t+1} = i \mid X_t = v, e^t = \{i, j\} \right]$$

(this probability is also conditional on $\mathcal{H}_t$ but we suppress this for notational convenience).

These are the only parameters we may vary, but we shall find it convenient to define $\alpha_{v,i} := 1/2$ for each $i$ adjacent to $v$. Thus

for each $v \in V : \alpha_{v,i}^j \in [0, 1]$ and $\alpha_{v,j} = 1 - \alpha_{v,i}$ for all $i, j \in \Gamma(v)$. (1)

The transition probabilities $q_{v,i}$ for the strategy $\alpha$ are then given by

$$q_{v,i} = \frac{2 \sum_{j \in \Gamma(v)} \alpha_{v,j} \alpha_{v,i}}{d(v)^2}.$$  (2)

Note, any family of parameters $\alpha_{v,i}^j$ satisfying (1) gives a valid set of transition probabilities.

Let $C_v^{\text{cov}}(G)$ denote the minimum expected time (taken over all strategies) for the CRW to visit every vertex of $G$ starting from $v$, and define the cover time $t_{\text{cov}}(G) := \max_{v \in V} C_v^{\text{cov}}(G)$. Analogously, let $H_x^{\text{hit}}(y)$ denote the minimum expected time for the CRW to reach $y$, which may be a single vertex or a set of vertices, starting from a vertex $x$ and define the hitting time $t_{\text{hit}}(G) := \max_{x,y \in V} H_x^{\text{hit}}(y)$.

**$\varepsilon$-Biased and $\varepsilon$-Time-Biased Random Walks.** Azar et al. [6], building on earlier work [9], introduced the $\varepsilon$-biased random walk ($\varepsilon$-BRW) on a graph $G$. Each step of the $\varepsilon$-B walk is preceded by an $(\varepsilon, 1 - \varepsilon)$-coin flip. With probability $1 - \varepsilon$ a step of the simple random walk is performed, but with probability $\varepsilon$ the controller gets to select which neighbour to move to. The selection can be probabilistic, but it is time independent. Thus if $P$ is the transition matrix of a random walk, then the transition matrix $Q^{\text{BR}}$ of the $\varepsilon$-biased random walk is given by

$$Q^{\text{BR}} = (1 - \varepsilon)P + \varepsilon B,$$  (3)

where $B$ is an arbitrary stochastic matrix chosen by the controller, with support restricted to $E(G)$. In both the $\varepsilon$-Biased and Choice random walks the controller has full knowledge of $G$.

Azar et al. focused on bias strategies for maximising stationary probabilities and minimising or maximising hitting times of vertices or sets. For each of these tasks one may apply tools from Markov decision theory [18] to show there is a time-independent optimal strategy, so the definition above is sufficient for their purposes. For us a time-dependent version, where the bias matrix $B_t$ may depend on the time $t$ and the history of the process up to time $t$, will be useful; we refer to this as the $\varepsilon$-time-biased walk ($\varepsilon$-TBRW). We shall show that the $\varepsilon$-TBRW may be simulated, for suitable $\varepsilon$, by a CRW.

**Proposition 1.** For any graph $G$ of maximum degree $d_{\text{max}}$, and for any $\varepsilon \leq 1/d_{\text{max}}$, the CRW can simulate the $\varepsilon$-TBRW and $\varepsilon$-BRW on $G$.

**Remark 2.** The dependence of $\varepsilon$ on $d_{\text{max}}$ in Proposition 1 is tight. In the reverse direction, the $\varepsilon$-TB walk can only simulate the CRW if $\varepsilon > 1 - 1/d_{\text{max}}$. We write $t_{\text{cov}}^{TB}$ for the cover time of the $\varepsilon$-TBRW under an optimal strategy. There is always a time-independent optimal strategy for hitting a given vertex [6, Thm. 11], thus the maximum hitting times of the $\varepsilon$-TBRW and $\varepsilon$-BRW are the same; we use $t_{\text{hit}}^B$ to denote them. Any unchanging strategy on a finite connected graph results in an irreducible Markov chain and thus, when appropriate, we refer to its stationary distribution as $\pi$. 


3 A Tight Upper Bound on the Hitting Time in General Graphs

Our first result is the following asymptotically tight bound on the maximal hitting time:

▶ Theorem 3. For any graph \( G \) we have \( t_{hit}^\text{two}(G) < 3e(G) \) and \( t_{hit}^\text{two}(G) < n^2 \).

Both bounds are best possible up to the implied constants: for the path, \( t_{hit}^\text{two} \) is about twice the number of edges, and for a clique with a pendant path, where the length of the path is growing much slower than the size of the clique, it is about \( 3n^2/8 \).

We say that an unchanging strategy is reversible if it can be realised as a random walk on a weighted graph. The main idea used to prove Theorem 3 is that on any graph the CRW can implement a reversible strategy with a strong drift towards the target vertex. We can then employ tools from reversible Markov chains to bound the hitting time. See Appendix A.2 for a proof. While the reversible strategy constructed gives a bound on the optimal strategy, the latter need not be reversible; for an example, see Appendix A.2.

4 Hitting and Cover Times in Expanders

In this section we prove the following bounds on the cover and hitting times of the \( \varepsilon \)-TBRW and CRW on a graph \( G \) in terms of \( n \), its extremal and average degrees \( d_{\max}, d_{\min} \) and \( d_{\avg} \), and its relaxation time \( t_{\text{rel}} := \frac{1}{\lambda_2} \), where \( \lambda_2 \) is the second largest eigenvalue of the transition matrix of the lazy random walk (LRW) on \( G \) with loop probability \( 1/2 \).

▶ Theorem 4. For any graph \( G \), and any \( \varepsilon \in (0, 1) \), we have

\[
\begin{align*}
t_{\text{cov}}^\text{two}(G) &= O\left(n \cdot d_{\max} \cdot \frac{d_{\avg}}{d_{\min}} \cdot \sqrt{t_{\text{rel}}} \cdot \left(1 + \frac{\log t_{\text{rel}}}{\log \log n}\right) \cdot \log \log n\right) ; \\
t_{\text{cov}}^{\text{TB}}(G) &= O\left(n \cdot \varepsilon^{-1} \cdot \frac{d_{\avg}}{d_{\min}} \cdot \sqrt{t_{\text{rel}}} \cdot \left(1 + \frac{\log t_{\text{rel}}}{\log \log n}\right) \cdot \log \log n\right). \\
\end{align*}
\]

In particular, the CRW cover time of a bounded degree (not necessarily regular) expander is \( O(n \log \log n) \), significantly less than that of the SRW, which is \( \Theta(n \log n) \).

▶ Theorem 5. For any graph \( G \), and any \( \varepsilon \in (0, 1) \), we have

\[
\begin{align*}
t_{\text{hit}}^\text{two}(G) &\leq 12 \left(\frac{n \cdot d_{\max}}{d_{\min}}\right)^{1-1/d_{\max}} \cdot t_{\text{rel}} \cdot \ln n \quad \text{ and } \quad t_{\text{hit}}^B(G) \leq 12 \left(\frac{n \cdot d_{\avg}}{d_{\min}}\right)^{1-\varepsilon} \cdot t_{\text{rel}} \cdot \ln n;
\end{align*}
\]

these bounds hold also for return times.

Theorems 4 and 5 will follow from Theorem 6. Let \( G, t \geq 0 \) and \( S \) be a set of trajectories of length \( t \). In the following we use bold characters to denote trajectories in \( G \) and if \( u \in V(G) \) then \( \nu \) will denote the length 0 trajectory from \( u \). Let \( p_{x,S} \) denote the probability that extending a trajectory \( x \) to length \( t \) according to the law of a SRW results in a member of \( S \). Let \( q_{x,S}(\varepsilon) \) and \( \tilde{q}_{x,S} \) denote the corresponding probabilities under the \( \varepsilon \)-TBRW or CRW laws respectively; the values of these probabilities will depend on the particular strategies used. These functions can encode probabilities of many events of interest such as “the graph is covered by time \( t' \), “the walk is in a set \( X \) at time \( t' \)” or “the walk has hit a vertex \( x \) by time \( t' \)” for example. However, let us emphasise that our result in fact applies to any possible event.

▶ Theorem 6. Let \( G \) be a graph, \( u \in V, t > 0, 0 \leq \varepsilon < 1 \) and \( S \) be a set of trajectories of length \( t \) from \( u \). Then there exist strategies for the \( \varepsilon \)-TBRW and the CRW such that

\[
q_{u,S}(\varepsilon) \geq (p_{u,S})^{1-\varepsilon} \quad \text{ and } \quad \tilde{q}_{u,S} \geq (p_{u,S})^{1-1/d_{\max}}.
\]
By Proposition 1, the results for the CRW in Theorems 4, 5 and 6 follow immediately from those for the \( \varepsilon \)-TBRW by taking \( \varepsilon = 1/d_{\max} \). We shall therefore only consider the \( \varepsilon \)-TBRW. After stating a technical lemma in Section 4.1, we then explain an alternative way of considering the \( \varepsilon \)-TBRW in Section 4.2, which enables the proof of Theorem 6 to be completed. The proof of Theorems 4 and 5 via Theorem 6 is given in Appendix A.3.

### 4.1 The \( \varepsilon \)-Max/Average Operation

For \( 0 < \varepsilon < 1 \) define the \( \varepsilon \)-max/average operator \( \text{MA}_\varepsilon : [0, \infty)^m \to [0, \infty) \) by

\[
\text{MA}_\varepsilon(x_1, \ldots, x_m) = \varepsilon \cdot \max_{1 \leq i \leq m} x_i + \frac{1 - \varepsilon}{m} \sum_{i=1}^m x_i.
\]

This can be seen as an average which is biased in favour of the largest element, indeed it is a convex combination between the largest element and the arithmetic mean.

For \( p \in \mathbb{R} \setminus \{0\} \), the \( p \)-power mean \( M_p \) of non-negative reals \( x_1, \ldots, x_m \) is defined by

\[
M_p(x_1, \ldots, x_m) = \left( \frac{x_1^p + \cdots + x_m^p}{m} \right)^{1/p},
\]

and

\[
M_\infty(x_1, \ldots, x_m) = \max\{x_1, \ldots, x_m\} = \lim_{p \to \infty} M_p(x_1, \ldots, x_m).
\]

Thus we can express the \( \varepsilon \)-max/ave operator as \( \text{MA}_\varepsilon(\cdot) = (1 - \varepsilon)M_1(\cdot) + \varepsilon M_\infty(\cdot) \). We use a key lemma, Lemma 7, which could be described as a multivariate anti-convexity inequality.

**Lemma 7.** Let \( 0 < \varepsilon < 1, \ m \geq 1 \) and \( \delta \leq \varepsilon/(1 - \varepsilon) \). Then for any \( x_1, \ldots, x_m \in [0, \infty) \),

\[
M_{1+\delta}(x_1, \ldots, x_m) \leq \text{MA}_\varepsilon(x_1, \ldots, x_m).
\]

A proof of this Lemma may be found in [26].

**Remark 8.** The dependence of \( \delta \) on \( \varepsilon \) given in Lemma 7 is best possible. This can be seen by setting \( x_1 = 0 \) and \( x_i = 1 \) for \( 2 \leq i \leq m \), and letting \( m \) tend to \( \infty \).

### 4.2 The Tree Gadget for Graphs

In this section we prove Theorem 6. To achieve this we introduce the *Tree Gadget* which encodes walks of length at most \( t \) from \( u \) in a rooted graph \((G, u)\) by vertices of an arborescence \((T_t, r)\), i.e. a tree with all edges oriented away from the root \( r \). Given \((G, u)\) we represent each walk of length \( i \leq t \) started from \( u \) in \( G \) as a node at distance \( i \) from the root \( r \) in the tree \( T_t \). The root \( r \) represents the walk of length 0 from \( u \). There is an edge from \( x \) to \( y \) in \( T_t \) if \( x \) is obtained from \( y \) by deleting the final vertex.

Also for \( x \in V(T_t) \) let \( \Gamma^+(x) = \{ y \in V(T_t) : xy \in E(T_t) \} \) be the offspring of \( x \) in \( T_t \); as usual we write \( d^+(x) \) for the number of offspring. Write \( |x| \) for the length of the walk \( x \). To prove Theorem 6 we shall need to discuss simple random walk paths; let \( W_u(k) := \bigcup_{i=0}^k \{X_i\} \) be the trajectory of a simple random walk \( X_i \) on \( G \) up to time \( k \), with \( X_0 = u \).

**Proof of Theorem 6.** To each node \( x \) of the tree gadget \( T_t \) we assign the value \( q_{x,S} \) under the the \( \varepsilon \)-TB strategy of biasing towards a neighbour in \( G \) which extends to a walk \( y \in \Gamma^+(x) \) maximising \( q_{y,S} \). This is well defined because both the strategy and the values \( q_{x,S} \) can be computed in a “bottom up” fashion starting at the leaves, where if \( x \in V(T_t) \) is a leaf then \( q_{x,S} \) is 1 if \( x \in S \) and 0 otherwise.
We now show that $\delta$ for Recalling (4), to establish $\Phi$ given by the...

We define the following potential function $\Phi(i)$ on the $i^{th}$ generation of the tree gadget $T$:

$$\Phi(i) = \sum_{|x| = i} q_{x,S}^{1+\delta} \cdot \mathbb{P}[W_u(i) = x];$$

We now show that $\Phi(i)$ is non-increasing in $i$. By combining (5) and (6) we can see that the difference $\Phi^{(i-1)} - \Phi^{(i)}$ is given by

$$\sum_{|x| = i-1} \left( q_{x,S}^{1+\delta} - \frac{1}{d^+(x)} \sum_{y \in \Gamma^+(x)} q_{y,S}^{1+\delta} \right) \mathbb{P}[W_u(i-1) = x].$$

Recalling (4), to establish $\Phi^{(i-1)} - \Phi^{(i)} \geq 0$ it is sufficient to show the following inequality holds whenever $x$ is not a leaf:

$$\text{MA}_\varepsilon \left( (q_{y,S})_{y \in \Gamma^+(x)} \right)^{1+\delta} \geq \frac{1}{d^+(x)} \sum_{y \in \Gamma^+(x)} q_{y,S}^{1+\delta}.$$

By taking $(1 + \delta)^{th}$ roots this inequality holds for any $\delta \leq \varepsilon/(1 - \varepsilon)$ by Lemma 7, and thus for $\delta$ in this range $\Phi^{(i)}$ is non-increasing in $i$.

Observe $\Phi^{(0)} = q_{u,S}^{1+\delta}$. Also if $|x| = t$ then $q_{x,S} = 1$ if $x \in S$ and 0 otherwise, it follows that

$$\Phi^{(t)} = \sum_{|x| = t} q_{x,S}^{1+\delta} \cdot \mathbb{P}[W_u(t) = x] = \sum_{|x| = t} \mathbb{1}_{x \in S} \cdot \mathbb{P}[W_u(t) = x] = p_{u,S}.$$
Thus since $\Phi(t)$ is non-decreasing $q_{u,S}^{1+\delta} = \Phi(t) \geq \Phi(0) = p_{u,S}$. The result for the $\varepsilon$-TBRW follows by taking $\delta = \varepsilon/(1 - \varepsilon)$. If we let $\varepsilon = 1/d_{\text{max}}$ we can apply the bound on $q_{u,S}$ for the $\varepsilon$-TBRW to the CRW by Proposition 1.

4.3 A Conjecture of Azar et al. for the $\varepsilon$-Biased Walk

Azar, Broder, Karlin, Linial and Phillips [6] make the following conjecture for the $\varepsilon$-BRW.

**Conjecture ([6, Conjecture 1]).** In any graph, a controller can increase the stationary probability of any vertex from $p$ to $p^{1-\varepsilon}$.

They prove a weaker bound of $p^{1-O(\varepsilon)}$ for bounded-degree regular graphs. As a corollary of Theorem 5 we obtain a slightly weakened form of the conjecture for any graph where $d_{\text{max}}/d_{\text{min}}$ and $t_{\text{rel}}$ are both subpolynomial in $n$. Our techniques are different and allow us to cover a larger class of graphs, including dense graphs as well as sparse ones, as well as getting closer to the conjectured bound.

**Corollary 9.** For any family of graphs such that $\log(t_{\text{rel}} \cdot d_{\text{max}}/d_{\text{min}}) = o(\log n)$, a controller can increase the stationary probability of any vertex from $p$ to $p^{1-\varepsilon+o(1)}$.

The corollary follows from Theorem 5 and can be found in [26].

**Remark 10.** As proven in Theorem 16, the optimal strategy is computable in polynomial time; thus a strategy achieving the above performance bound is also computable in polynomial time.

The original conjecture fails for the graph $K_2$, as no strategy for the $\varepsilon$-BRW can increase the stationary probability over that of a simple random walk. This motivates weakening the conjecture by replacing $p^{1-\varepsilon}$ by $p^{1-\varepsilon+o(1)}$, as in Corollary 9, however this fails for the star on $n$ vertices, and non-bipartite counterexamples may be obtained by adding a small number of extra edges to the star. While these counterexamples have large degree discrepancy, their relaxation time is bounded. We believe the following should hold.

**Conjecture 11.** For any family of graphs such that $d_{\text{max}}/d_{\text{min}} = o(n)$, a controller can increase the stationary probability of any vertex from $p$ to $p^{1-\varepsilon+o(1)}$.

5 Computing Optimal Choice Strategies

In this section we focus on the following problem: given a graph $G$ and an objective, how can we compute a series of choices for the walk which achieves the given objective in optimal expected time? In particular we consider the following computational problems related to our main objectives of max/minimising hitting times, cover times and stationary probabilities $\pi_v$.

\[
\begin{align*}
\text{Stat}(G,w) & : \text{ Find a CRW strategy min/maximising } \sum_{v \in V} w_v \pi_v \text{ for vertex weights } w_v \geq 0. \\
\text{Hit}(G,v,S) & : \text{ Find a CRW strategy minimising } H^\text{max}(S) \text{ for a given } S \subseteq V(G) \text{ and } v \in V(G). \\
\text{Cov}(G,v) & : \text{ Find a CRW strategy minimising } C^\text{max}(G) \text{ for a given } v \in V(G).
\end{align*}
\]

We restrict the strategy in Stat to be unchanging so the stationary distribution is well defined. The analogous problems to Stat$(G,w)$ and Hit$(G,v,S)$ were studied in [6] for the biased random walk. While Stat is not one of our primary objectives, we include it here both as a natural problem to consider but also because of its relationship to Hit in the case where $w$ is the indicator function of a set $S$; we shall abuse notation by writing Stat$(G,S)$.
for this case. Clearly for $\text{Stat}$ we must restrict ourselves to unchanging strategies for the stationary probabilities $\pi_v$ to be well-defined; we shall show that $\text{Hit}$ also has an unchanging optimal strategy.

For $\text{Hit}$ and $\text{Cov}$, there are two possible interpretations of what it means to “find” a CRW strategy. Perhaps the most natural is to compute a sequence of optimal choices in an on-line fashion, that is at each time step to compute which of the two offered choices to accept. For any particular walk, with suitable memoisation, at most a polynomial number of such computations will be required for either problem: which choice to accept depends only on the current vertex, the two choices, and in the case of $\text{Cov}$ the vacant set, which can change at most $n$ times. We might alternatively want to compute a complete optimal strategy in advance; for $\text{Hit}$ this requires only a polynomial number of single-choice computations, but for $\text{Cov}$ the number of possible situations our strategy must cover will be exponential. However, we shall show that $\text{Cov}$ is hard even for individual choices.

5.1 A Polynomial-Time Algorithm for $\text{Stat}$ and $\text{Hit}$

First, we show how the (unknown) optimal values $H^\text{two}_x(v)$ determine an optimal strategy for $\text{Hit}(G,x,v)$. In the following two lemmas we will need to work with a multigraph $F$; in this context the choice offered at each stage is between two random edges from the current vertex.

Lemma 12. Let $F$ be a multigraph and fix a vertex $v$. Let $v = v_0, v_1, \ldots$ be an ordering of the vertices such that for all $i < j$ we have $H^\text{two}_v(v_i) \leq H^\text{two}_v(v_j)$. Let $\beta$ be the deterministic unchanging strategy given by $\beta_{v_i,v_j} = 1$ whenever $j < k$. Then $\beta$ is optimal (among all strategies) for $\text{Hit}(F,x,v)$ for every $x \neq v$, and also for the problem of minimising $E_v[\tau_v^+]$.

Remark 13. In particular, recalling that for an unchanging strategy $\pi_v = 1/E_v[\tau_v^+]$, it follows that $\beta$ is an optimal strategy for $\text{Stat}(F,\{v\})$. However, this is true in a somewhat stronger sense, since optimality for $\text{Stat}$ only requires minimising $E_v[\tau_v^+]$ among unchanging strategies, whereas Lemma 12 shows that $\beta$ minimises this quantity among all strategies; we shall need this extra strength.

Note that there may be other deterministic unchanging optimal strategies for $\text{Hit}(F,x,v)$. For example, if there are multiple vertices with the same optimal hitting time, we may choose between them arbitrarily, and in particular may have a cyclic order of preference which is not consistent with any single ordering. The following lemmas will enable us to show that a good enough approximation to an optimal strategy must itself be optimal.

Lemma 14. Let $F$ be a multigraph with at most $n$ vertices and at most $\binom{n}{2}$ edges, and fix a vertex $v$. Let $\alpha$ be any unchanging strategy for $\text{Stat}(F,\{v\})$. Suppose there exist vertices $x,y,z$ with $y,z \in \Gamma^+(x)$, $H^\text{two}_v(x) < H^\text{two}_v(y)$ and $\alpha_{x,y}^2 \leq 1/2$. Then $\pi_v^\alpha$ differs from the optimal value by at least $n - 4n^2(1/2 - 1/2) = n^2$.

Lemma 15. For any simple graph $G$ of order $n$ and every pair of vertices $x,y$ with $H^\text{two}_x(S) < H^\text{two}_y(S)$ we have $H^\text{two}_y(S) - H^\text{two}_x(S) > n^{-2n^2}$. 
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For any graph $G$, $v \in V$ and weighting $w : V \rightarrow [0, \infty)$ on the vertices of $G$ we can phrase $\text{Stat}(G, w)$ as an optimisation problem as follows, where we shall encode our actions using the probabilities $\alpha^e_{x, y} = \mathbb{P}[X_{t+1} = y \mid X_t = x, c = \{y, z\}]$ from Section 2.

$$\begin{align*}
\text{maximize: } & \sum_{v \in V} w_v \pi(v) \\
\text{subject to: } & \pi(x) = \sum_{y \in \Gamma(x)} \pi(y) \cdot \frac{2 \sum_{z \in \Gamma(y)} \alpha^x_{y, z}}{d(x)^2}, \quad \forall x \in V \\
& \sum_{x \in V} \pi(x) = 1, \\
& \alpha^y_{x, z} \in [0, 1], \quad \forall x, y, z \\
& \alpha^y_{x, z} = 1 - \alpha^y_{x, y}, \quad \forall x, y, z 
\end{align*}$$

(7)

For minimising the stationary probabilities we maximise $-1$ times the objective function.

**Theorem 16.** For any multigraph $G$ and weight function $w : V \rightarrow [0, \infty)$ a policy solving the problem $\text{Stat}(G, w)$ to within an additive $\varepsilon$ factor can be computed in time $\text{poly}(|E|, \log(1/\varepsilon))$.

To prove Theorem 16 the quadratic terms in (7) can be eliminated using the same substitution as [6], we can then solve (7) as a Linear Program.

**Theorem 17.** For any graph $G$ and any $S \subset V$, a solution to $\text{Hit}(G, x, S)$ for every $x \in V \setminus S$ can be computed in time $\text{poly}(n)$.

**Proof.** Contract $S$ to a single vertex $v$ to obtain a multigraph $F$; where a vertex $x$ has more than one edge to $S$ in $G$, retain multiple edges between $x$ and $v$ in $F$. Note that $F$ has at most $n$ vertices and at most $\binom{n}{2}$ edges. Provided that the CRW on $G$ has not yet reached $S$, there is a natural correspondence between strategies on $G$ and $F$ with the same transition probabilities, and it follows that $H^\text{two}_x(S)$ for $G$ and $H^\text{two}_x(v)$ for $F$ are equal for any $x \in V(G) \setminus S$. We compute an optimal strategy to $\text{Stat}(F, \{v\})$ to within an additive error of $\varepsilon := n^{-100^2}$; note that $\log(1/\varepsilon) = o(n^3)$ and so this may be done in time $\text{poly}(n)$ by Theorem 16. Applying Lemma 14 to $F$ and Lemma 15 to $G$, using the equality of corresponding hitting times, implies that this strategy has $\alpha^e_{x, y} > 1/2$ whenever $H^\text{two}_x(v) < H^\text{two}_x(v)$, and so rounding each of the probabilities $\alpha^e_{x, y}$ to the nearest integer gives an optimal strategy (on $F$) for every $x$, which may easily be converted to an optimal strategy for $G$. ▶

### 5.2 A Hardness Result for $\text{Cov}(G, v)$

We show that in general even the on-line version of $\text{Cov}(G, v)$ is NP-hard. To that end we introduce the following problem, which represents a single decision in the on-line version. The input is a graph $G$, a current vertex $u$, two vertices $v$ and $w$ which are adjacent to $u$, and a visited set $X$, which must be connected and contain $u$.

$\text{NextStep}(G, u, v, w, X)$: Choose whether to move to $v$ or $w$ so as to minimise the expected time for the CRW to visit every vertex not in $X$, assuming an optimal strategy is followed thereafter.

Any such problem may arise during a random walk with choice on $G$ starting from any vertex in $X$, no matter what strategy was followed up to that point, since with positive probability no real choice was offered in the previous walk.

**Theorem 18.** $\text{NextStep}$ is NP-hard, even if $G$ is constrained to have maximum degree 3.
Proof. We give a (Cook) reduction from the NP-hard problem of either finding a Hamilton path in a given graph $H$ or determining that none exists. This is known to be NP-hard even if $H$ is restricted to have maximum degree 3 [22].

We shall find it more convenient to work with the following problem, which takes as input a graph $G$, a current vertex $u$ and a connected visited set $X$ containing $u$.

BestStep$(G, u, X)$: Choose a neighbour of $u$ to move to so as to minimise the expected time for the CRW to visit every vertex not in $X$, assuming an optimal strategy is followed thereafter.

We may solve BestStep$(G, u, X)$ by computing NextStep$(G, u, v, w, X)$ for every pair $v, w$ of neighbours of $u$; since all optimal neighbours must be preferred to all others, this will identify a set of one or more optimal choices for BestStep$(G, u, X)$. Consequently, it is sufficient to reduce the Hamilton path search problem to BestStep.

Given an $n$-vertex graph $H$, construct the graph $G$ as follows. First replace each edge of $H$ by a path of length $2cn^2$ through new vertices. Next add a new pendant path of length $n^3$ starting at the midpoint of each path corresponding to an edge of $H$. Finally, add edges to form a cycle consisting of the end vertices of these pendant paths (in any order). Note that if $H$ has maximum degree 3, so does $G$.

Fix a starting vertex $u$ and a non-empty unvisited set $Y \subseteq V(H) \setminus \{u\}$, and set $X = V(G) \setminus Y$. (The purpose of the second and third stages of the construction is to make $X$ connected without affecting the optimal strategy.) Suppose that $H$ contains at least one path of length $|Y|$ starting at $u$ which visits every vertex of $Y$; in particular if $Y = V(H) \setminus \{u\}$ this is a Hamilton path of $H$. We claim that any optimal next step is to move towards the next vertex on some such path. Assuming the truth of this claim, an algorithm to find a Hamilton path starting at $x$, if one exists, is to set $u = x$ and $Y = V(H) \setminus \{x\}$, then find the vertex $y$ such that moving towards $y$ is optimal, set $u = y$ and remove $y$ from $Y$, then continue. If this fails to find a Hamilton path, repeat for other possible choices of $x$.

To prove the claim, first we argue by induction that there is a strategy to visit every vertex in $|Y|$ in expected time $(4cn^2 + O(n))|Y|$, where the implied constant does not depend on $c$. This is clearly true for $|Y| = 0$. Let $y$ be the next vertex on a suitable path in $H$, and let $z$ be the middle vertex of the path corresponding to the edge $uy$. Attempting to reach $z$ by a straightforward strategy, the distance to $z$ evolves as a random walk with probability $3/4$ of decreasing unless the current location is a branch vertex. We thus reach $z$ in expected time $2cn^2 + O(1)$ plus an additional constant time for each visit to $u$, of which we expect $O(d(u)) = O(n)$, giving a total expected time of $2cn^2 + O(n)$ (if the walker is forced to a different branch vertex first, the expected time to return from this point is polynomial in $n$, but this event occurs with exponentially small probability). Similarly, the time taken to reach $y$ from $z$ is $2cn^2 + O(1)$. Once $y$ is reached, there is (by choice of $y$) a path of length $|Y| - 1$ in $H$ starting from $y$ and visiting all of $Y \setminus \{y\}$. Thus, by induction, the required bound holds. Secondly, suppose that an optimal first step in a strategy from $u$ moves towards a vertex $y'$ of $H$ which is not the first step in a suitable path. Since the expected remaining time decreases whenever an optimal step is taken, two successive optimal steps cannot be in opposite directions unless the walker visits a vertex of $Y$ in between. Thus the optimal strategy is to continue in the direction of $y'$ if possible, and such a strategy reaches $y'$ before returning to $u$ with at least constant probability $p$, and this takes at least $2cn^2$ steps. Note that the expected time taken to reach another vertex of $H$ from a vertex in $H$, even if the walker is purely trying to minimise this quantity, is at least $4cn^2$, and from either $u$ or $y'$ at least $|Y|$ such transitions are necessary to cover $Y$. Thus such a strategy, conditioned on the first step being in the direction of $y'$, has expected time at least $4cn^2 + 2pcn^2$, which, for suitable choice of $c$, proves the claim.

\end{proof}
5.3 Computing $\text{Cov}(G, v)$ via Markov Decision Processes

To compute a solution for $\text{Cov}(G, v)$ we can encode the cover time problem as a hitting time problem on a (significantly) larger graph. For a proof of the following lemma see [23].

- **Lemma 19.** For any graph $G = (V, E)$ let the (directed) auxiliary graph $\tilde{G} = (\tilde{V}, \tilde{E})$ be given by $\tilde{V} = V \times \mathcal{P}(V)$ and $\tilde{E} = \{(i, S), (j, S \cup j) \mid ij \in E\}$. Then solutions to $\text{Cov}(G, v)$ correspond to solutions to $\text{Hit}(\tilde{G}, \tilde{v}, W)$ and vice versa, where $W = \{(u, V) \mid u \in V\}$.

In light of Lemma 19 it may appear that we can solve $\text{Cov}(G, v)$ by converting it to an instance of $\text{Hit}(\tilde{G}, \tilde{v}, W)$ and appealing to Theorem 17. This is unfortunately not the case as $\tilde{G}$ is a directed graph and Theorem 17 cannot handle directed graphs. Lemma 19 is still of use as we can phrase $\text{Hit}$ in terms of Markov Decision processes and then standard results tell us that an optimal strategy for the problem can be computed in finite time.

A Markov Decision Process (MDP) is a discrete time finite state stochastic process controlled by a sequence of decisions [18]. At each step a controller specifies a probability distribution over a set of actions which may be taken and this has a direct affect on the next step of the process. Costs are associated with each step/action and the aim of the controller is to minimise the total cost of performing a given task, for example hitting a given state. In our setting the actions are orderings of the vertices in each neighbourhood and the cost of each step/action is one unit of time. $\text{Hit}(G, u, v)$ is then an instance of the optimal first passage problem which can be solved as a linear program. In our setting actions are orderings of neighbourhoods and so the linear program has $\sum_{x \neq v} d(x)!$ many constraints [18, page 58]. Since, by the construction in Lemma 19, the out degrees of vertices in the directed graph $\tilde{G}$ are the same as those of the corresponding vertices of $G$ we obtain.

- **Corollary 20.** For any graph $G$ and $v \in V$ an optimal policy for the problem $\text{Cov}(G, v)$ can be computed in exponential time.

- **Remark 21.** Applying the LP from [18, page 58] to graphs with degrees of order higher than $\text{poly}(\log n)$ will not result in a polynomial time algorithm for $\text{Hit}$. This is why we took a different approach to find a polynomial time algorithm in Section 5.1.

6 Summary and Future Work

In this paper we proposed a new random walk process inspired by the power-of-two-choices paradigm. We derived several quantitative bounds on the hitting and cover times, and also presented a surprising dichotomy with regards to computing optimal strategies. Some tools we developed were also applicable to $\varepsilon$-biased walks and we made progress on a long standing conjecture [6].

While we were able to show that on expanders, the CRW significantly outperforms the SRW in terms of its cover time, it is natural to ask whether the cover time is $\Theta(n)$. In fact, it might even be possible for this bound to apply to any bounded-degree graph.

We have shown that $\text{Cov} \in \text{EXP}$ and that the problem is $\text{NP}$-Hard, it would be interesting to find a complexity class for which the problem is complete.

Our focus here was on hitting and cover times, as well as maximising stationary probabilities, but another natural question is whether we can define a meaningful notion of mixing time and analyse the speed-up achieved by a CRW in comparison to a simple random walk.
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A Appendix

A.1 Proofs Omitted from Section 1

Proof of Proposition 1. It is sufficient to provide a strategy to simulate a given bias matrix, since we may then vary the strategy depending on $t$ and $H_t$ in order to simulate the $\varepsilon$-TBRW. Fix a bias matrix $B$ with elements $b_{x,y}$ and let the weights $\alpha_{x,y}^z$ for the CRW be given by

$$\alpha_{x,y}^z = \frac{1}{2} \left[ 1 + \varepsilon d(x) \left( b_{x,y} - b_{x,z} \right) \right]$$

for each $x \in V(G)$ and $y, z \in \Gamma(x)$. Since $\varepsilon \leq 1/d_{\text{max}} \leq 1/d(x)$, these weights satisfy (1), so this gives a valid CRW strategy.

For adjacent vertices $x$ and $y$, let $q_{x,y}^{\text{two}}$ and $q_{x,y}^B$ denote the transition probabilities of the CRW and $\varepsilon$-biased walks respectively. By (3) we have

$$q_{x,y}^B = 1 - \varepsilon d(x) + \varepsilon b_{x,y},$$

and $\sum_{y \in \Gamma(x)} b_{x,y} = 1$ by definition of $B$. Also, by (2) we have

$$q_{x,y}^{\text{two}} = \frac{2}{d(x)^2} \sum_{z \in \Gamma(x)} \alpha_{x,y}^z = \frac{1}{d(x)^2} \sum_{z \in \Gamma(x)} \left( 1 + \varepsilon d(x) \left( b_{x,y} - b_{x,z} \right) \right) = \frac{1}{d(x)} + \varepsilon b_{x,y} - \frac{\varepsilon}{d(x)} = q_{x,y}^B,$$

as required. ◼

A.2 Proof of Theorem 3

We first need a lemma establishing that the CRW can simulate random walks on a suitable weighting of $G$.

Lemma 22. Fix a vertex $v$, and partition its neighbours into two sets, $A$ and $B$. There is an unchanging strategy for the CRW such that whenever the walker is at $v$ it moves to a random neighbour according to the probability distribution in which every vertex in $B$ is twice as likely as every vertex in $A$.

By considering the strategy at each vertex separately, we immediately obtain the following consequence.

Corollary 23. Let $G$ be a weighted graph with weight function $w$, having the property that for any two incident edges $xy, xz$ either $w(xy) = w(xz), w(xy) = 2w(xz)$ or $2w(xy) = w(xz)$. Then there is an unchanging strategy for the CRW on $G$ which simulates a random walk according to the weights $w$.

For a weighted graph $(G, w)$, write $w(G) = \sum_{e \in E(G)} w(e)$. We need an additional result on edge-crossing times of weighted graphs.

Lemma 24. Let $(G, w)$ be a weighted graph, and let $x$ be a vertex such that every edge incident with $x$ has weight 1. Then for any vertex $y$ adjacent to $x$, $H_y(x) \leq w(G) + w(G \setminus x)$.
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Proofs of the three Lemmas above can be found [23, Sec. 3]. We are now ready to prove the main result of this section.

**Proof of Theorem 3.** We have to show that the above bounds apply to $H_y^{mono}(x)$ for two arbitrary vertices $x, y$. Define a weight function $w : E(G) \to \mathbb{Q}^+$ by $w(uv) = 2^{|d(u, x) - d(v, x)|}$. Note that $w$ satisfies the requirements of Corollary 23, so we can bound $H_y^{mono}(x)$ by the corresponding hitting time of the random walk on $(G, w)$. We will bound that hitting time now.

Write $d$ for the maximum distance of a vertex from $x$, and $V_k$ for the set of vertices at distance exactly $k$ from $x$. Note that if $y \in V_{k+1}$ then

$$H_y(x) \leq H_y(V_k) + \max_{z \in V_k} H_z(x),$$

and consequently

$$\max_{y \in V(G)} H_y(x) \leq \sum_{k=0}^{d-1} \max_{z \in V_{k+1}} H_z(V_k).$$

For each $0 \leq k \leq d - 1$ let $G_k$ be the simple weighted graph obtained by deleting $\bigcup_{i<k} V_i$ and identifying vertices in $V_k$ to give a vertex $v_k$; if a vertex in $V_{k+1}$ has multiple edges to $V_k$, delete all but one of them to leave a simple graph. Since removing edges between $V_{k-1}$ and $V_k$ cannot reduce the hitting time of $V_k$, we have for any $z \in V_{k+1}$ that $H_z^G(V_k) \leq H_z^{G_k}(v_k)$. Note that the latter hitting time is unchanged by multiplying all weights by $2^k$, and since every $z \in V_{k+1}$ is adjacent to $v_k$ in $G_k$, by Lemma 24 we have $H_z^{G_k}(v_k) \leq 2^k(w(G_k) + w(G_k \setminus v_k))$. Thus

$$\max_{y \in V(G)} H_y(x) \leq \sum_{k=0}^{d-1} 2^k(w(G_k) + w(G_k \setminus v_k)).$$

If $e$ is an edge between $V_j$ and $V_{j+1}$ then the contribution of $e$ to the $k$th term of the above sum is $2^{k-j+1}$ if $k < j$, at most 1 if $k = j$ and 0 otherwise, so its total contribution is less than 3, and is less than 2 if $e$ is one of the edges deleted to make $G_j$ simple. If $e$ is an edge within $V_j$ then its contribution to the $k$th term is $2^{k-j+1}$ if $k < j$ and 0 otherwise, so its total contribution is less than 2. The first bound follows. Note that of the edges of the first type which are not deleted, there is exactly one from each vertex (other than $x$) to a vertex in a lower layer of $G$, and so these edges form a tree. Thus there are $n - 1$ such edges, whose contribution is bounded by 3, and at most $\binom{n}{2} - (n-1)$ other edges, whose contribution is bounded by 2, giving a bound of $2\binom{n}{2} + n - 1 = n^2 - 1$. \hfill \blacktriangle

### A.3 Deducing Theorems 4 & 5 from Theorem 6

To prove Theorems 4 & 5 from Theorem 6 we need some elementary lemmas concerning random walks. The Proofs of Lemmas 25 & 26 can be found in [23].

**Lemma 25.** Let $U(t)$ be the number of unvisited vertices at time $t$ by a SRW on a graph and let $T_{n/2^e}$ be the number of SRW steps taken before $U \leq n/2^e$. Then

$$E[U(2x \cdot \text{hit})] \leq \frac{n}{2^e} \quad \text{and} \quad E\left[T_{n/2^e}\right] \leq 4(x+1)\text{hit}.$$  

Theorems 4 & 5 bound the hitting/cover times in terms of $t_{\text{rel}} = 1/(1 - \lambda_2)$, where $\lambda_2$ is the largest non-trivial eigenvalue of the transition matrix of the lazy random walk (LRW). The relaxation time of LRW is more commonly studied than that of the simple random walk.
(SRW) since laziness ensures that the walk is an aperiodic Markov chain, and hence the relaxation time is well defined. This provides a further obstacle to overcome since Theorem 6 uses the SRW rather than the LRW; our next lemma resolves this issue.

Let \( p_x^{(t)} \) be the distribution of the simple random walk after \( t \) steps, and write \( \pi(S) \) for the stationary probability of a set \( S \).

\[ \textbf{Lemma 26.} \] For any graph \( G, S \subset V \) and \( x \in V \) there exists \( t \leq 4t_{\text{rel}} \ln n \) such that \( p_x^{(t)} \geq \pi(S)/3 \).

\[ \textbf{Proof of Theorem 4.} \] We first let a simple random walk cover all but all \( \alpha = \lceil n/\log^C n \rceil \) vertices, for some \( C \) to be specified later. By Lemma 25 if we let a simple random walk run for \( 4t_{\text{hit}} \cdot C \log_2 \log n \) steps then the expected size of the unvisited set will be at most \( n/\log^C n \) as required. For a simple random walk \( t_{\text{hit}} = O\left( \frac{d_{\text{avg}}}{d_{\text{min}}} n \sqrt{t_{\text{rel}}} \right) \) by [33, Thm. 1]. Thus it follows that the expected time \( \tau_1 \) to complete the first phase is \( O\left( C (\log \log n) \cdot \frac{d_{\text{avg}}}{d_{\text{min}}} n \sqrt{t_{\text{rel}}} \right) \).

We then have \( \alpha \) different phases, labelled \( \alpha, \alpha - 1, \ldots, 1 \), where in each phase we reduce the number of uncovered vertices by one. Consider any phase \( i \) where a set of \( i \) vertices are still uncovered; call this set \( S_i \subseteq V \). By Lemma 26 there is some \( T \leq 4t_{\text{rel}} \log n \) and \( t \leq T \) such that \( p_x^{(t)} \geq \pi(S)/3 \geq d_{\text{avg}} \cdot i/(3n d_{\text{avg}}) \) and thus \( q_x^{(t)} \geq (d_{\text{min}} \cdot i/(3n d_{\text{avg}}))^{1-\varepsilon} \) by Theorem 6. By considering independent trials with walks of length \( T \) the expected time until at least one vertex in \( S_i \) is visited is at most \( O\left( \left( \frac{n}{i \cdot d_{\text{min}}} \right)^{1-\varepsilon} \cdot t_{\text{rel}} \cdot \log n \right) \).

Hence the expected time \( \tau_2 \) to complete all \( \alpha \) phases satisfies

\[
\tau_2 = \sum_{i=1}^{\lceil n/\log^C n \rceil} O\left( \left( \frac{n d_{\text{avg}}}{i d_{\text{min}}} \right)^{1-\varepsilon} \cdot t_{\text{rel}} \log n \right) = O\left( \left( \frac{n d_{\text{avg}}}{d_{\text{min}}} \right)^{1-\varepsilon} \cdot t_{\text{rel}} \log n \right) \sum_{i=1}^{n/\log^C n} i^{\varepsilon-1}.
\]

Then, since \( \sum_{i=1}^{n/\log^C n} i^{\varepsilon-1} \leq \left( n/\log^C n \right)^\varepsilon \cdot \sum_{i=1}^{n/\log^C n} i^{-1} \leq \left( n/\log^C n \right)^\varepsilon \cdot \log n \),

\[
\tau_2 = O\left( \left( \frac{n d_{\text{avg}}}{d_{\text{min}}} \right)^{1-\varepsilon} \cdot t_{\text{rel}} \log n \right) \cdot O\left( \left( \frac{n}{\log^C n} \right)^\varepsilon \cdot \log n \right) \] \[= O\left( n \cdot \left( \frac{d_{\text{avg}}}{d_{\text{min}}} \right)^{1-\varepsilon} \cdot t_{\text{rel}} \cdot \frac{\log^2 n}{\log^C n} \right).\]

Now if we let \( C = \left( 2 + \frac{\log \log \log n}{\log \log n} \right)/\varepsilon \) then \( \log^C n = t_{\text{rel}} \cdot \log^2 n \) and thus \( \tau_2 = o(\tau_1) \). It follows that the contribution from the first phase dominates the second. Thus the total time is \( O(\tau_1) \) and for \( C \) above this is given by \( \tau_1 = O\left( n \cdot \varepsilon^{-1} \cdot \frac{d_{\text{avg}}}{d_{\text{min}}} \cdot \sqrt{t_{\text{rel}}} \cdot \left( 2 + \frac{\log \log n}{\log \log \log n} \right) \cdot \log \log n \right) \).

\[ \textbf{Proof of Theorem 5.} \] Let \( T = 4 \cdot t_{\text{rel}} \cdot \ln n \) then for any \( x, y \in V \) there exists some \( t \leq T \) such that \( p_x^{(t)} \geq \pi(y)/3 \) by Lemma 26. By Theorem 6 for any \( x, y \in V \) there exists an \( \varepsilon \)-TB strategy and some \( t \leq T \) such that \( q_x^{(t)} \geq (\pi(y)/3)^{1-\varepsilon} \geq (d_{\text{min}}/n d_{\text{avg}})^{1-\varepsilon} \). Thus for any target vertex \( y \) and start vertex \( x \) we need in expectation at most \( 3 (n d_{\text{avg}}/d_{\text{min}})^{1-\varepsilon} \) attempts to hit \( y \) in at most \( T = 4t_{\text{rel}} \ln n \) steps, the result follows.
A.4 Proofs from section 5.1

Proof of Theorem 16. We prove the simple graph case; this proof may be easily extended for multigraphs with suitably adapted notation. The optimisation problem (7) above can be rephrased as a Linear Program by making the substitution $r_{x,y,z} = \pi(x) \cdot \alpha_{x,y}$. Either the Ellipsoid method or Karmarkar’s algorithm will approximate the solution to within an additive $\varepsilon > 0$ factor in time which is polynomial in the dimension of the problem and $\log(1/\varepsilon)$, see for example [29, 24].

Proof of Lemma 12. Fix an optimal strategy $\alpha$ for $\text{Hit}(F, x, v)$, and for each $y \in \Gamma(x)$ write $q_y$ for the probability that the first step under this strategy is from $x$ to $y$. Recall that $q_y = \sum_{z \in \Gamma(x)} \frac{2\alpha_{x,z} \gamma_{x,y}}{d(x,y)^2}$. Now given that the first step is at $y$, an optimal strategy for the remaining steps is precisely an optimal strategy for $\text{Hit}(F, y, v)$, and thus

$$H^{\text{goal}}_x(v) = \sum_{y \in \Gamma(x)} q_y H^{\text{goal}}_y(v).$$

Suppose there exist $y, z \in \Gamma(x)$ with $H^{\text{goal}}_y(v) < H^{\text{goal}}_z(v)$ but $\alpha_{x,y}^z < 1$ at the first step. By instead (at time 1 only) always choosing $y$ in preference to $z$, the expected hitting time is decreased by $\frac{2d(x,y)}{d(y,z)}(1 - \alpha_{x,y}^z(H^{\text{goal}}_z(v) - H^{\text{goal}}_y(v)))$, a contradiction. Thus we have $\alpha_{x,y}^z = 1$ if $H^{\text{goal}}_y(v) < H^{\text{goal}}_z(v)$ and $\alpha_{x,y}^z = 0$ if $H^{\text{goal}}_y(v) > H^{\text{goal}}_z(v)$. If $H^{\text{goal}}_y(v) = H^{\text{goal}}_z(v)$ then the expected hitting time does not depend on $\alpha_{x,y}^z$, and so any strategy satisfying these conditions at time 1, and thereafter following an optimal strategy, is itself optimal.

It follows by induction that following $\beta$ for $k$ turns and thereafter following $\alpha$ is optimal; since this gives arbitrarily good approximations of the expected hitting time under $\beta$, $\beta$ is itself optimal for $\text{Hit}(F, x, v)$, and, since the definition of $\beta$ does not depend on $x$, for $\text{Hit}(F, y, v)$ for any $y \neq v$.

Next we show that $\beta$ is also an optimal strategy for minimising $\mathbb{E}_v[\tau_v]$. Suppose not, and let $\gamma$ be an optimal strategy. Write $q_\gamma^v$ for the probability of moving from $v$ to $x$ at time 1 under $\gamma$, and $H^{\gamma}_x(v^+) \geq \mathbb{E}_v[\tau_v^+]$ under $\gamma$. Now

$$H^{\gamma}_x(v^+) = \sum_{x \in \Gamma(v)} q_\gamma^v H^{\gamma}_x(v) \geq \sum_{x \in \Gamma(v)} q_\gamma^y H^{\beta}_y(v),$$

by optimality of $\beta$ for $\text{Hit}(F, x, v)$. Suppose $\gamma_{x,y}^\gamma \neq \beta_{x,y}^\beta$ for some $x, y \in \Gamma(v)$. Replacing $\gamma_{x,y}^\gamma$ and $\gamma_{x,y}^\gamma$ by $\beta_{x,y}^\beta$ and $\beta_{x,y}^\gamma$ respectively changes $\sum_{x \in \Gamma(v)} q_\gamma^v H^{\beta}_x(v)$ by $\frac{2}{d(x,v)}(\gamma_{x,y}^\gamma - \gamma_{x,y}^\gamma)(H^{\beta}_y(v) - H^{\beta}_y(v))$, which is non-positive by choice of $\beta$. Thus after a sequence of such changes we obtain

$$H^{\gamma}_x(v^+) \geq \sum_{x \in \Gamma(v)} q_\gamma^v H^{\beta}_x(v) = H^{\beta}_x(v^+).$$

Proof of Lemma 14. First we bound $H^{\alpha}_x(v^+) - H^{\alpha}_x(v^+)$, where $\beta$ is as described in Lemma 12. Consider the strategy of following $\alpha$ until the first time the walk either reaches $v$ or is at $x$ and offered a choice between $y$ and $z$, and in the latter case following $\beta$ until $v$ is reached. The difference between this strategy and following $\alpha$ is $p(\alpha_{x,y}^\alpha H^{\alpha}_y(v) + \alpha_{x,z}^\alpha H^{\alpha}_z(v) - H^{\beta}_\alpha(v))$, where $p$ is the probability of the latter event occurring before the walk returns to $v$. Note
that
\[
\alpha_{x,y}^z H_y^v(v) + \alpha_{x,z}^y H_z^v(v) - H_y^v(v) \geq (\alpha_{x,y}^z - 1) H_y^v(v) + \alpha_{x,z}^y H_z^v(v) \\
= (1 - \alpha_{x,y}^z) (H_z^{\text{tmo}}(v) - H_y^{\text{tmo}}(v)) \\
\geq (H_z^{\text{tmo}}(v) - H_y^{\text{tmo}}(v))/2
\]
by Lemma 12 and the assumptions. Further,
\[
p \geq 2 \left( \frac{1}{\Delta(F)^2} \right) d(v,x)^{+1} \geq \left( \frac{n}{2} \right)^{-2n},
\]
since with at least this probability the walk is forced along a specific shortest path to \( x \), then offered a choice of \( y \) or \( z \).

Thus the difference in \( E_v[\tau^+_v] \) between \( \alpha \) and this hybrid strategy is at least
\[
\zeta := \frac{1}{2} \left( \frac{n}{2} \right)^{-2n} (H_z^{\text{tmo}}(v) - H_y^{\text{tmo}}(v)),
\]
and since \( \beta \) minimises this quantity among all strategies by Lemma 12, the same bound applies to the difference between \( \alpha \) and \( \beta \), giving
\[
\pi_\alpha(v) - 1 \geq \pi_\beta(v) - 1 + \zeta,
\]
and consequently
\[
\pi_\alpha(v) \leq \pi_\beta(v) - \zeta \frac{\pi_\beta(v)^2}{1 + \pi_\beta(v)\zeta}. \tag{8}
\]

We have \( 1 \geq \pi_\beta(v) \geq (\frac{n}{2})^{-1} \) by comparison with a simple random walk. Also we may crudely bound \( t_{\text{hit}} F \) by noting that a SRW has probability at least \( (\frac{n}{2})^{1-n} \) of reaching any given vertex in at most \( n - 1 \) steps, giving \( \zeta < 1 \). Combining these bounds with (8) gives the required result. \( \blacksquare \)

**Proof of Lemma 15.** Note that the hitting times \( (h_x)_{x \in V} \) for any given unchanging strategy are uniquely determined by the equations
\[
h_x = \begin{cases} 
1 + \sum_y P_{xy} h_y & \text{if } x \notin S \\
0 & \text{if } x \in S,
\end{cases}
\]
where \( P \) is the transition matrix for the strategy. This set of equations can be written as \( Ah = b \), where \( A := (I - Q) \), \( Q_{i,j} = P_{x,y} \) if \( i, j \notin S \) and 0 otherwise, and \( b \) is a 0-1 vector. Notice that since \( S \neq \emptyset \) we have \( \|Q\| < 1 \) and so \( A^{-1} \) exists [27, Cor. 5.6.16.]. For any non-random strategy, and in particular for the optimal strategy described above, every transition probability from \( x \) is a multiple of \( d(x)^{-2} \). Thus all the elements of \( A \) can be put over a common denominator \( D \), where \( D := \text{LCM}(d(x)^2)_{x \in V} < (n!)^2 < n^{2n}/2 \).

We have \( h = A^{-1} b = |A|^{-1} C^T b \), where \( C \) is the matrix of cofactors. Each entry in \( C \) can be put over a common denominator which is at most \( D^n \), and so the same applies to each entry of \( C^T b \). Also, \( |A| < 2^n \) by Hadamard’s inequality [27, Thm. 7.8.1]. It follows that if two hitting times differ, they differ by at least \( (2D)^{-n} \). \( \blacksquare \)
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Graph spanners are sparse subgraphs which approximately preserve all pairwise shortest-path distances in an input graph. The notion of approximation can be additive, multiplicative, or both, and many variants of this problem have been extensively studied. We study the problem of computing a graph spanner when the edges of the input graph are distributed across two or more sites in an arbitrary, possibly worst-case partition, and the goal is for the sites to minimize the communication used to output a spanner. We assume the message-passing model of communication, for which there is a point-to-point link between all pairs of sites as well as a coordinator who is responsible for producing the output. We stress that the subset of edges that each site has is not related to the network topology, which is fixed to be point-to-point. While this model has been extensively studied for related problems such as graph connectivity, it has not been systematically studied for graph spanners. We present the first tradeoffs for total communication versus the quality of the spanners computed, for two or more sites, as well as for additive and multiplicative notions of distortion. We show separations in the communication complexity when edges are allowed to occur on multiple sites, versus when each edge occurs on at most one site. We obtain nearly tight bounds (up to polylog factors) for the communication of additive 2-spanners in both the with and without duplication models, multiplicative \((2k - 1)\)-spanners in the with duplication model, and multiplicative 3 and 5-spanners in the without duplication model. Our lower bound for multiplicative 3-spanners employs biregular bipartite graphs rather than the usual Erdős girth conjecture graphs and may be of wider interest.
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1 Introduction

In modern computational settings, graphs are often stored in a distributed setting with edges living across multiple servers. This may happen when traditional, single-server methods for representing and processing massive graphs are no longer feasible and require parallel processing capability to complete. In other real world settings, different sites collect
information in different locations, naturally leading to a computational setting with an input graph distributed across servers. For example, the sites may correspond to sensor networks, different network servers, etc. Furthermore, the bottleneck in these settings is often in the communication between the servers, rather than the computation time within each of the servers. Computing synopses of distributed graphs in a communication-efficient manner has therefore become increasingly important.

We consider the problem of efficiently constructing a graph spanner in the message-passing model of communication. A graph spanner is a subgraph of the input graph, for which shortest path distances are approximately preserved in the subgraph. This property can immediately be used to approximately answer shortest path queries, diameter queries, connectivity queries, etc. Spanners have applications to internet routing [49, 22, 23, 47], using protocols in unsynchronized networks to simulate synchronized networks [46], distributed and parallel algorithms for shortest paths [19, 20, 27], and for constructing distance oracles [50, 12].

There are various notions of approximation provided by a spanner, such as additive, for which there is an integer $\beta \geq 1$ and one wants for all pairs $u,v$ of vertices, that $d_H(u,v) \leq d_G(u,v) + \beta$, as well as multiplicative, in which case there is an integer $\alpha \geq 1$ and one wants for all pairs $u,v$ of vertices, that $d_H(u,v) \leq \alpha \cdot d_G(u,v)$.

Message-Passing Model

In the message-passing model (see, e.g., [48, 55, 14, 56, 36]) there are $s$ players, denoted $P^1, P^2, \ldots, P^s$, and each player holds part of the input. In our context, player $P^i$ holds a subset $E_i$ of a set of edges on a common vertex set $V$, and we define the graph $G$ with vertex set $V$ and edgset $\bigcup E_i$. We focus on two input models, the without duplication edge model in which the $E_i$ are pairwise disjoint, and the with duplication edge model in which the $E_i$ are allowed to overlap.

In this model there is also a coordinator $C$ who is required to compute a function defined on the union of the inputs of the players. The communication channels in this model are point-to-point. For example, if $C$ is communicating with $P^i$, then the remaining $s - 1$ players do not see the contents of the message between $C$ and $P^i$. We also do not allow the players to talk directly with each other; rather, all communication happens between the coordinator and a given player at any given time\(^1\). The coordinator $C$ is responsible for producing the output.

The main resource measure we study is the communication complexity, that is, the total number of bits required to be sent between the servers in order to output such a spanner with high probability. While graph spanners have been studied in the offline model, as well as in various distributed models such as the CONGEST and LOCAL models, e.g., [16, 28, 25, 34, 15, 45] as well as in the local computation algorithms model [44], they have not been systematically studied in the message-passing model. The few related results we are aware of in the message-passing model are given in [56], where (1) the problem of testing graph connectivity was studied, which can be viewed as a very special case of a spanner, and (2) a result on additive 2-spanners which we discuss more and improve upon below. There is also work in related models such as [41], but such models require that the edges be randomly distributed, which may not be a realistic assumption in certain applications, e.g., if data is collected at sensors with different input distributions.

\(^1\) This model only mildly increases the communication cost over a complete point-to-point network in which each pair of players can communicate with each other. Indeed, if $P^i$ wishes to speak to $P^j$, then $P^i$ can forward a message through the coordinator who can send it to $P^j$. Thus the communication increases by a multiplicative factor of 2 and an additive $O(\log s)$ per message to specify where to forward the message. As these factors are small in our context, we will focus on the coordinator model.
We also study a variant of the communication complexity in the message-passing model known as the simultaneous communication complexity for the multiplicative $(2k - 1)$-spanner problem, in which each server is only allowed to send one round of communication to the coordinator [9, 52].

**Turnstile Streaming Model**

Finally, we present some simple results in the turnstile streaming model, in which the input graph is presented as a stream of insertion and deletion updates of edges. That is, we view our graph as an $(\frac{n}{2})$-dimensional vector $x$ starting with the zero vector, and we receive updates of the form $(e_i, \Delta_i) \in \binom{[n]}{2} \times \{\pm 1\}$ and increment the $e_i$th entry of $x$ by $\Delta_i$. Our input graph is then the graph that has the edge $e$ iff $\sum_{i:e_i=e} \Delta_i > 0$. We assume that the input graph has no self-loops. In this model, we wish to design algorithms using low space and low number of passes through the stream. The study of graph problems in this model were pioneered by [2] and were subsequently studied by many other works, including [3, 4, 40, 38, 39].

### 1.1 Our Results

We summarize our results in Table 1. Note that the $\tilde{O}$ and $\tilde{\Omega}$ notation hides $\text{poly}(\log n)$ factors. Often our upper bounds are stated in terms of edges, but since each edge can be represented using $O(\log n)$ bits, we obtain the same upper bound in terms of bits up to an $O(\log n)$ factor. We study both the with duplication and without duplication edge models, and in all cases we consider a worst-case distribution of edges.

We give a number of communication versus approximation quality tradeoffs for additive spanners and multiplicative spanners. We describe each type of spanner we consider in the sections below, together with the results that we obtain. We obtain qualitatively different results depending on whether edges are allowed to be duplicated across the players, or if each edge is an input to exactly one player.

We point out some particular notable aspects of our results. First, we obtain nearly tight bounds (up to poly$(\log n)$ factors) for the communication of additive 2-spanners in both the with and without duplication models, multiplicative $(2k - 1)$-spanners in the with duplication model, and multiplicative 3 and 5-spanners in the without duplication model. Second, in proving our tight lower bound for 3-spanners in the without duplication model (Theorem 16), we employ results from extremal graph theory on biregular bipartite graphs, which, to the best of our knowledge, is the first explicit use of such graphs in the context of lower bounds for spanners. All other lower bounds that we are aware of are obtained from

<table>
<thead>
<tr>
<th>Spanner</th>
<th>With duplication</th>
<th>Without duplication</th>
</tr>
</thead>
<tbody>
<tr>
<td>+2</td>
<td>$\Omega(sn^{\frac{1}{5}})$</td>
<td>$\tilde{O}(sn^{\frac{1}{5}})$</td>
</tr>
<tr>
<td>$+k$</td>
<td>$\Omega(sn^{\frac{1}{5} - o(1)})$</td>
<td>$\Omega(sn^{\frac{1}{5} - o(1)} + sn)$</td>
</tr>
<tr>
<td>$\times 3$</td>
<td>$\Omega(sn^{\frac{1}{3}})$</td>
<td>$\tilde{O}(sn^{\frac{1}{3}})$</td>
</tr>
<tr>
<td>$\times 5$</td>
<td>$\Omega(sn^{\frac{1}{5}})$</td>
<td>$\tilde{O}(sn^{\frac{1}{5}})$</td>
</tr>
<tr>
<td>$\times (2k - 1)$, $k \geq 3$</td>
<td>$\Omega(sn^{1 + \frac{1}{k}})$</td>
<td>$\tilde{O}(sn^{1 + \frac{1}{k}})$</td>
</tr>
<tr>
<td>$\times (2k - 1)$, (sim.)</td>
<td>$\Omega(sn^{1 + \frac{1}{k}})$</td>
<td>$\tilde{O}(sn^{1 + \frac{1}{k}})$</td>
</tr>
</tbody>
</table>
extremal graphs given by the Erdős girth conjecture (e.g., lower bounds in the streaming [10], local computation algorithm [44], and distributed [16, 28, 25, 34, 15, 45] models), and we believe that our use of biregular bipartite graphs may inspire tight lower bounds in other models in the future as well.

We note that our results slightly differ from traditional results on spanners, in that the sparsity of our spanner may be far from optimal. For instance, we show an algorithm for computing an additive 2-spanner in the without duplication model with near-optimal communication complexity of $\tilde{O}(\sqrt{sn^{3/2}})$ bits of communication, but the size of this spanner is $\tilde{O}(\sqrt{sn^{3/2}})$ edges, which may be much larger than the optimal $O(n^{3/2})$ edges when the number of servers $s$ is very large. It is an interesting question to characterize the communication complexity of computing spanners of optimal size.

### 1.1.1 Additive Spanners

In the case of additive spanners, one is given an arbitrary graph $G$ on a set $V$ of $n$ vertices and an integer parameter $\beta \geq 1$, and we want to output a subgraph $H$ containing as few edges as possible so that $d_H(u, v) \leq d_G(u, v) + \beta$ for all pairs of vertices $u, v \in V$. The first such spanner was constructed by Aingworth et al. [5], which was slightly improved in [26, 29]. They showed, surprisingly, that for $\beta = 2$, it is always possible to achieve $|H| = O(n^{3/2})$.

The next additive spanner was constructed in [11], where it was shown that for $\beta = 6$ one can achieve $O(n^{4/3})$ edges; see also [54] where the time complexity was optimized. Recently, it was shown in [18] how to achieve an additive spanner with $\tilde{O}(n^{7/5})$ edges for $\beta = 4$. In a breakthrough work [1], an $\Omega(n^{4/3-o(1)})$ lower bound was shown for any constant $\beta$.

The one previous result we are aware of for computing spanners in the message-passing model is for additive 2-spanners given in [56], for which an $O(sn^{3/2})$ upper bound was given which works with edge duplication. We first show that with edge duplication, the algorithm of [56] is optimal, by proving a matching $\Omega(sn^{3/2})$ lower bound. Our lower bound is a reduction from the $s$-player set disjointness problem [14]. We next consider the case when there is no edge duplication, and perhaps surprisingly, show that one can achieve an additive 2-spanner with $\tilde{O}(\sqrt{sn^{3/2}})$ communication, improving upon the $O(sn^{3/2})$ bound of [56], and given our lower bound in the case of edge duplication, providing a separation for additive spanners in the models with and without edge duplication. Our upper bound is based on observing that the dominant cost in implementing additive spanner algorithms in a distributed setting is that of performing a breadth-first search. We instead perform fewer breadth first searches to obtain a better overall communication cost than one would obtain by naively implementing an offline additive spanner algorithm, as is done in [56]. This algorithm is the starting point for our technically more involved upper bound, where we show that it is possible to obtain an additive $k$-spanner with $\tilde{O}(\sqrt{s/kn^{3/2}} + snk)$ total communication. We complement this result with a lower bound of $\Omega(n^{4/3-o(1)})$ for this problem.

We note that we are not able to obtain constant additive spanners with fewer than $n^{3/2}$ edges, as the dominant cost comes from having to do breadth first search trees, which is communication-intensive in the message-passing model. We conjecture that $\Theta(n^{3/2})$ may be the optimal communication bound for any additive spanner with constant distortion, unlike in the offline model where an $O(n^{4/3})$ edge bound is achievable.

### 1.1.2 Multiplicative Spanners

In the case of multiplicative spanners, we are given an arbitrary graph $G$ on a set $V$ of $n$ vertices and an integer parameter $\alpha \geq 1$, and wish to output a subgraph $H$ containing as few edges as possible so that $d_H(u, v) \leq \alpha \cdot d_G(u, v)$ for all pairs of vertices $u, v \in V$. For odd
We show that for computing a multiplicative \( \Theta(sn^{1+1/k}) \) with duplication model and a lower bound of \( \Omega(n^{1+2/(3k-3)}) \) for odd \( k \) and \( \Omega(n^{1+2/(3k-2)}) \) for even \( k \) for the Erdős girth conjecture, showing that the complexity is \( \tilde{\Theta}(s^{1/3}n^{4/3}) \) additively \( 2 \) of \( \alpha \). The theory of \( biregular bipartite cages \), which may be of wider interest. For \( k \geq 3 \), we again show that there is a separation in the \( s \) parameter between the models with and without edge duplication, by showing that carefully balancing the complexity of a lesser known variant of the classic algorithm of [13], the cluster-cluster joining variant, can be implemented to use only \( \tilde{O}(ks^{1-2/k}n^{1+1/k} + snk) \) communication. We complement this result with a lower bound of \( \Omega(s^{1/2-1/2k}n^{1+1/k} + sn) \) communication via a reduction from the edge model with duplication, essentially by splitting vertices to transform the input instance with duplication into one without duplication. This bound is off by a factor of \( O(s^{1/2-3/2k}) \).

### 1.1.2.1 Message-Passing Model

We show that for computing a multiplicative \( (2k-1) \)-spanner with \( s \) players, in the edge model with duplication on \( n \)-node graphs, there is an \( \Omega(s \cdot OPT_k) \) communication lower bound, where \( OPT_k \) is the maximum size of a \( (2k-1) \)-spanner of any graph. Our lower bound is again based on a reduction from the multiplayer set disjointness communication problem. A greedy algorithm shows that this bound is optimal, that is, we provide a matching \( \tilde{O}(s \cdot OPT_k) \) upper bound.

If instead each edge occurs on exactly one server, note that the additive \( 2 \)-spanner algorithm already gives a separation in the \( s \) parameter by providing a \( \tilde{O}(\sqrt{sn^{1/2}} + sn) \) algorithm. We show that this is optimal up to polylog factors by showing a lower bound of \( \Omega(\sqrt{sn^{3/2}}) \) for multiplicative 3-spanners. This then gives near optimal lower bounds for additive 2-spanners as well. Our lower bound here uses for the first time, to the best of our knowledge, the theory of \( biregular bipartite cages \), which may be of wider interest. For \( k \geq 3 \), the exponent on \( s \) is exactly correct, giving a nearly tight characterization of \( \tilde{O}(s^{1/3}n^{4/3}) \) communication for the problem of computing multiplicative 5-spanners.

### 1.1.2.2 Simultaneous Communication

In the simultaneous communication model, we show an upper bound of \( \tilde{O}(sn^{1+1/k}) \) in the with duplication model and a lower bound of \( \Omega(sn^{1+1/k}) \) without duplication model under the Erdős girth conjecture, showing that the complexity is \( \tilde{O}(sn^{1+1/k}) \) in all cases. The upper bound simply comes from locally computing a multiplicative \( (2k-1) \)-spanner of size \( \Theta(n^{1+1/k}) \) at each server, while the lower bound comes from constructing \( s \) edge-disjoint graphs on \( n \) vertices and \( \Omega(n^{1+1/k}) \) edges, a constant fraction of which must be sent to the server in the simultaneous communication model, as we show.
1.1.2.3 Turnstile Streaming Model

Finally, we note that implementing the cluster-cluster joining algorithm of \[13\] in the turnstile streaming model gives an algorithm for computing a multiplicative \((2k - 1)\)-spanner with \(\left\lceil \frac{k}{2} \right\rceil + 1\) passes and \(\tilde{O}(n^{1+1/k})\) space. Our algorithm follows the techniques of [3], but implements a different version of the Baswana-Sen algorithm than they do, which allows us to save on the number of passes. Previously, in the regime of a small constant number of passes, \([40]\) gave an algorithm for computing multiplicative spanners with distortion \(2^k\) in \(\tilde{O}(n^{1+1/k})\) space with two passes. Our result improves upon this in the distortion for \(k = 3\), achieving an optimal space-distortion tradeoff.

2 Preliminaries

We use \([n]\) to denote \(\{1, \ldots, n\}\). We often use capital letters \(X, Y, \ldots\) for sets, vectors, or random variables, and lower case letters \(x, y, \ldots\) for specific values of the random variables \(X, Y, \ldots\). For a set \(S\), we use \(|S|\) to denote the size of \(S\).

Let \(G = (V, E)\) be an undirected graph, where \(V\) is the vertex set and \(E\) is the edgeset. Let \(n = |V|\) and \(m = |E|\) denote the number of vertices and the number of edges, respectively. For a pair of vertices \(u, v\) in \(G\), the distance between \(u\) and \(v\) is denoted by \(d_G(u, v)\), which indicates the length of the shortest path connecting \(u\) to \(v\). The results in this paper are for unweighted graphs, thus the length of a path is equal to the number of edges it contains.

We will also assume in this paper that \(s \ll n\), e.g. \(s = O(n^{\epsilon})\) for a small constant \(\epsilon\): this is typically the case in practice, as well as the interesting regime for most of our bounds.

As for messages and communication, we assume that all communication is measured in terms of bits. All logarithms in this paper are base 2.

We make use of the Set Disjointness problem in the message-passing model, see, e.g., [17].

▶ Definition 1 (DISJ\(_n, s\)). There are \(s\) players and each of them holds a set \(X_i \subseteq [n]\), and the goal is to determine whether \(\bigcap_{i=1}^{s} X_i\) is empty or not.

Recently in [14], the authors obtained a tight lower bound for this problem.

▶ Theorem 2 ([14], Theorem 1.1). For every \(\delta > 0\), \(n \geq 1\) and \(s = \Omega(\log n)\), the randomized communication complexity of set disjointness in the message-passing model is \(\Omega(sn)\) bits. That is, for every randomized protocol which succeeds with probability at least \(2/3\) on any given set of inputs, there exists a set of inputs and random coin tosses of the players which causes the sum of message lengths of the protocol to be \(\Omega(sn)\) bits. Further, for any \(s \geq 2\), the randomized communication complexity of set disjointness is \(\Omega(n)\) ([37]).

3 Additive Spanners

In this section we study how to compute additive spanners of graphs in the message-passing model. Recall the definition of additive spanners.

▶ Definition 3 (Additive spanners). Given a graph \(G\), a subgraph \(H\) is an additive \(\beta\)-spanner for \(G\) if for all \(u, v \in V\), \(d_G(u, v) \leq d_H(u, v) \leq d_G(u, v) + \beta\), where \(d_G(u, v)\) and \(d_H(u, v)\) are lengths of the shortest paths in \(G\) and \(H\), respectively.

3.1 Additive 2-Spanners with Duplication

As a warmup, we first consider the case when \(\beta = 2\), and edge duplication is allowed. We will show the following:
Theorem 4. The optimal communication cost of the additive 2-spanner problem with edge duplication in the message passing model is $\tilde{\Theta}(sn^{3/2})$ bits.

The following lemma is well known and follows from Theorem 2 of [33].

Lemma 5. For every $n$, there is a family of graphs on $n$ vertices with $\Theta(n^{3/2})$ edges and girth at least 6.

It is easy to see that if a graph $G$ has girth 6, then $G$ is the only possible spanner for $G$. Thus, we can tell whether a subgraph $H$ of $G$ is all of $G$ or not just by looking at a valid spanner of $H$. We use this fact to reduce the set disjointness problem to the problem of computing spanners. We state our reduction in the following general lemma:

Lemma 6. Let $R$ be a binary relation between graphs and members of a set $P$. Suppose there is a family of graphs $\{G_n\}_n$ such that $G_n$ has $n$ vertices and $f(n)$ edges, and:
1. $p_n$ is the unique member of $P$ with $(G_n, p_n) \in R$.
2. for any proper subgraph $H$ of $G_n$, $(H, p_n) \notin R$.

Then for a graph $G$ on $n$ vertices, the communication complexity in the edge duplication case of computing $p$ such that $(G, p) \in R$ is $\Omega(sf(n))$ bits.

For concreteness, in this example we may think of $P$ as the set of all graphs, and define $R$ to be the set of pairs $(G, S)$ such that $S$ is an additive 2-spanner of $G$.

Proof. We reduce from the set disjointness problem in the message-passing model. Given an instance of set disjointness with $s$ players each holding $X_i \subseteq [f(n)]$, we create a graph $G_n$ on $n$ vertices. We give player $i$ the edge indexed by $j$ if $j \notin X_i$. If the coordinator outputs $p = p_n$, we output that $\bigcap_i X_i \neq \emptyset$, otherwise we output that $\bigcap_i X_i = \emptyset$. The coordinator outputs $p_n$ if and only if all the edges of $G_n$ are present among the players, which is the case if and only if $\bigcap_i X_i \neq \emptyset$. Therefore this procedure correctly decides set disjointness. Theorem 2 implies a $\Omega(sf(n))$ bit lower bound for the communication cost of computing $p$.

Together, these pieces yield the following:

Proof of Theorem 4. For the lower bound, we observe that for a graph $G$ as in Lemma 5 removing any edge $(u, v)$ increases the distance from $u$ to $v$ to at least 5, and thus the only additive-2 spanner of $G$ is $G$ itself. By Lemma 6 with $P$ as the set of all graphs and $R$ as the set of pairs $(G, H)$ such that $H$ is an additive 2-spanner of $G$, we immediately have that the communication cost of finding a subgraph that is an additive 2-spanner is $\Omega(s|E(G)|) = \tilde{\Omega}(sn^{3/2})$.

For the upper bound, one can show that the well known algorithm of [26] for computing additive 2-spanners can be implemented in the message passing model with $O(sn^{3/2})$ bits of communication, even in the case of edge duplication. See the proof of Theorem 5 of [56] for details.

3.2 Additive $k$-Spanners with Duplication

Unfortunately, we are not able to design algorithms with improved communication over the above additive 2-spanners even if we allow for larger additive distortion, despite the existence of algorithms for additive 6-spanners that achieve $O(n^{4/3})$ edges [11, 54]. In this section, we show a lower bound of $\Omega(sn^{4/3-\alpha(1)})$ on the communication of additive $k$-spanners via a similar argument to the lower bound in Theorem 4.
Theorem 7. The randomized communication complexity of the additive $k$-spanner problem with edge duplication is $\Omega(sn^{1/3-o(1)})$.

Proof. The proof follows essentially from applying Lemma 6 on the extremal graph of [1], with minor modifications. The details are in the appendix of the full version of the paper. ▶

### 3.3 Additive 2-Spanners without Duplication

We next show how to improve the upper bound of Theorem 4 when edges are not duplicated across servers. We note that we can assume all servers know the degree of every vertex, since this involves exchanging at most $n$ numbers per player or $O(ns \log n)$ bits of communication. This is negligible compared to the rest of the communication assuming $s \ll n$.

First we write down some simple lemmas that we will make use of multiple times. The proofs of these can be found in the full version.

Lemma 8. Let $\mathcal{C}$ be a collection of sets over a ground set $U$ each of size at least $t$. If we sample $|U|/t \log |\mathcal{C}/\delta|$ elements from $U$ uniformly with replacement, with probability at least $1 - \delta$ we sample at least one element from each set in $\mathcal{C}$.

Lemma 9. The deterministic communication complexity of computing a BFS (breadth first search) tree from a given node in the message passing model (with or without duplication) is $\tilde{O}(sn)$.

We are ready to state the main algorithm of this section:

Theorem 10. The randomized communication complexity of the additive-2 spanner problem without edge duplication is $\tilde{O}(\sqrt{sn^{3/2}})$.

**Algorithm 1** +2 spanner without edge duplication.

**Input:** $G = (V,E)$.

**Output:** $H$, +2 spanner of $G$.

1. $V_1 = \{x \in V : \text{degree of } x \leq \sqrt{sn}\}$.
2. Each player sends the coordinator all edges adjacent to $V_1$. The coordinator aggregates these and compiles the set $E_1 = \{(u,v) \in E : u \in V, v \in V_1\}$.
3. The coordinator samples $2 \log n \cdot \sqrt{\frac{n}{s}}$ vertices uniformly at random with replacement from $V$, and let $R$ denote the sampled vertex set.
4. Grow a BFS tree $T_x$ from each $x \in R$, let $E(T_x)$ be its edge set.
5. $F = E_1 \cup \bigcup_{x \in R} E(T_x)$.
6. return $H = (V,F)$.

Proof. First we will show this algorithm provides a +2 spanner of $G$ with constant probability.

Consider the set $V \setminus V_1$ of vertices with degree $\geq \sqrt{sn}$. Let $\mathcal{E}$ denote the event that $R$ contains at least one vertex from the neighborhood of every vertex in this set. Applying Lemma 8 with $U = V$, with $\mathcal{C}$ as the collection of neighborhoods of vertices in $V \setminus V_1$, and with $t = \sqrt{sn}$, we have that $\mathcal{E}$ occurs with probability at least $1 - o(1)$.

Now for an arbitrary pair of vertices $u, v$, let us consider the shortest path $P$ connecting them in $G$. Suppose an edge $(x, y) \in P$ is missing from $E_1$. This implies that both $x$ and $y$ are in $V \setminus V_1$ and have degree strictly larger than $\sqrt{sn}$. If $\mathcal{E}$ holds, then $x$ has a neighbor $w$ sampled in $R$. Then:

$$d_H(u, v) \leq d_H(u, w) + d_H(w, v) \leq d_G(u, w) + d_G(w, v)$$

$$\leq d_G(u, x) + 1 + d_G(x, v) + 1 = d_G(u, v) + 2$$  \hspace{1cm} (1)
Above the first and third line follow from the triangle inequality, the second holds since $H$ includes a BFS-tree rooted at $w$, and the last line since $x$ is on the shortest path between $u$ and $v$.

Next we bound the communication. Line 2 requires $\tilde{O}(\sqrt{sn^{3/2}})$ communication since each edge is in $N(V_1)$ is sent exactly once. By Lemma 9, growing $\log n / \sqrt{n/s}$ BFS trees on line 4 requires $\tilde{O}(sn \cdot \sqrt{n/s} = \sqrt{sn^{3/2}})$ communication as well. Thus the total communication is $\tilde{O}(\sqrt{sn^{3/2}})$.

We will later show that this is nearly optimal by showing a lower bound of $\Omega(\sqrt{sn^{3/2}})$ for the weaker problem of computing a multiplicative 3-spanner in Theorem 16 later in the paper.

### 3.4 Additive $k$-Spanners without Duplication

We now study the additive spanner problem with larger distortion in the without duplication model. Unfortunately, we are not able to get tight tight results in this setting, and closing this gap remains and outstanding question.

A lower bound of $\Omega(n^{4/3-o(1)})$ on the communication complexity follows from the strong incompressibility result of additive spanners in Theorem 2 of [1], the proof for which can be found in the full version.

**Theorem 11.** The randomized communication complexity of the additive $k$-spanner problem without edge duplication is $\Omega(n^{4/3-o(1)} + sn)$.

On the algorithms side, we generalize the additive 2-spanner algorithm, showing that the communication drops off by a factor of $\sqrt{k}$ for larger additive distortions $k$.

**Theorem 12.** The randomized communication complexity of the additive $k$-spanner problem without edge duplication is $\tilde{O}(\sqrt{sn^{3/2} + snk})$.

#### Algorithm 2 $+k$ spanner without edge duplication.

**Input:** $G = (V,E)$

**Output:** $H$, $+s$ spanner of $G$

1. $V_1 = \{x \in V : \text{degree of } x \leq \sqrt{sn/k}\}$, $E_1 = \{(u,v) \in E : u \in V, v \in V_1\}$
2. Uniformly sample $\tilde{O}(\sqrt{n/k}) + \tilde{O}(k)$ vertices from $V$, and let $R_1$ denote the set of sampled vertices.
3. Grow a BFS tree $T_x$ from every $x \in R_1$, $E_2 = \{e \in E : e \in T_x \text{ for some } x \in R_1\}$.
4. Uniformly sample $\tilde{O}(\sqrt{n/k})$ vertices from $V$, and let $R_2$ denote the sampled vertices.
5. Grow a truncated BFS tree $T_x$ from every $x \in R_2$, such that $|T_x| = n/k$. (In the last level of building the tree, arbitrarily include edges until $|T_x| = n/k$.) Let $E_3 = \{e \in E : e \in T_x \text{ for some } x \in R_2\}$
6. $F \leftarrow E_1 \cup E_2 \cup E_3$
7. return $H = (V,F)$

**Proof.** We will first show that Algorithm 2 gives an additive $k$-spanner with probability at least $1 - o(1)$, then argue that it achieves the stated communication complexity. We may assume that $k \geq 6$, since otherwise Theorem 10 directly implies the claim. For convenience, let $N_{\ell}(e)$ denote the set of vertices within $\ell$ hops of either of the endpoints of $e$. Suppose
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we have added only the edges $E_1$ which are adjacent to vertices of degree at most $\sqrt{sn/k}$, which is the case at the end of line 3, and consider the shortest path $P$ in $G$ between an arbitrary pair of vertices $u, v$. Let $D$ be the set of edges of $P$ missing from $E_1$.

- **Case 1**: $|D| \geq k$
  Since $P$ is a simple path and we have already included all edges adjacent to low-degree vertices, there are collectively at least $k\sqrt{sn/k}/2 = \Omega(\sqrt{snk})$ vertices in the union of the $N_1(e)$ for all $e$ missing from $P$. Let $E_1$ be the event that $R_1$ contains a vertex from this neighborhood for every choice of $u, v$ with at least $k$ missing path edges. If $E_1$ holds, since in line 5 we include a BFS tree from each sampled vertex, this implies that the returned $H$ is a $+2$ spanner for each such pair of $u, v$ by the same reasoning as in the proof of Theorem 10.

- **Case 2**: $|D| < k$
  In what follows, we will argue that our construction either bridges each missing $e = (u', v') \in D$ with a 2-hop path, or places the root of a full BFS within distance 3 of $P$. If all $e \in D$ are bridged by 2-hop paths, we will argue that these paths are contained in truncated BFS trees included in line 5. Since there are at most $k$ edges missing from $P$, and since the distance between the endpoints of $e$ changes from $d_G(u', v') = 1$ to $d_H(u', v') = 2$, we will have that $d_H(u, v) \leq d_G(u, v) + k$. On the other hand if there is a BFS tree center $a$ within distance 3 of $u'$, then by the triangle inequality

$$d_H(u, v) \leq d_H(u, a) + d_H(a, v) \leq d_G(u, a) + d_G(a, u') + d_G(u', v) \leq d_G(u, u') + d_G(u', v) + 3 + 3 = d_G(u, v) + 6$$

and since we may assume that $k \geq 6$, we will again have that $d_H(u, v) \leq d_G(u, v) + k$.

Let $E_2$ denote the event that $R_2$ samples a vertex $u_e$ in $N_1(e)$ for every missing edge $e$. Furthermore, let $E_3$ denote the event that $R_1$ samples at least one vertex $v_e$ from $N_2(u_e)$ for every edge $e$ for which $|N_2(u_e)| \geq n/k$. If $E_2$ and $E_3$ both hold, then:

- **Case a**: for all $e \in D$, we have $N_2(u_e) \leq n/k$
  By $E_2$, there is a truncated BFS center in $N_1(e)$ for all $e \in D$ that reaches both endpoints of $e$. So all missing edges have 2-hop paths.

- **Case b**: for some $e \in D$, we have $N_2(u_e) > n/k$
  By $E_3$, there is a full BFS center $v_e$ in $N_2(u_e)$, which is at a distance at most $d_G(P, v_e) \leq d_G(P, u_e) + d_G(u_e, v_e) \leq 1 + 2 = 3$ of $P$.

By the arguments above, this sub-case analysis implies that $H$ is a $+s$ spanner for all $u, v$ for which at most $s$ edges are missing from $P$.

It remains to show that $E_1, E_2$ and $E_3$ hold simultaneously with probability $1 - o(1)$. All three can be made to hold individually with probability $1 - o(1)$ by applying Lemma 8, and this will determine the $\tilde{O}$ factors in Algorithm 2. By a union bound all three events hold simultaneously with probability $1 - o(1)$.

We now consider the communication complexity. Identifying the vertices of degree at most $\sqrt{sn/k}$ and communicating their incident edges in line 2 requires $\tilde{O}(\sqrt{s/kn^{3/2}})$ communication. By Lemma 9 the full BFS trees constructed in line 3 require $\tilde{O}(\sqrt{s/kn^{3/2}} + snk)$ communication. Similarly, the truncated BFS trees found in step 8 require $\tilde{O}(sn/k)$ communication each, for a total of $\tilde{O}(\sqrt{s/kn^{3/2}} + snk)$. Adding, we obtain an upper bound of $\tilde{O}(\sqrt{s/kn^{3/2}} + snk)$.
4 Multiplicative Spanners

In this section we study how to compute multiplicative spanners of graphs in the message-passing model. Recall the definition of multiplicative spanners.

Definition 13 (Multiplicative spanners). Given a graph $G$, a subgraph $H$ is a multiplicative $\alpha$-spanner for $G$ if for all vertex pairs $u, v \in V$, $d_H(u, v) \leq \alpha \cdot d_G(u, v)$. We call $d_G(u, v)$ the shortest path distances in $G$ and $d_H(u, v)$ are the shortest path distances in $H$.

4.1 Multiplicative $(2k - 1)$-Spanners with Duplication

One can show that the classic greedy algorithm for computing multiplicative $(2k - 1)$-spanners can be implemented to match the lower bound that follows the same techniques as Theorem 4:

Theorem 14. The communication cost of the multiplicative $(2k - 1)$-spanner problem with edge duplication is $\tilde{O}(sn^{1+1/k})$. Under Erdős’ girth conjecture [30], the bound is tight, in other words the cost is $\Theta(sn^{1+1/k})$.

The details can be found in the full version.

4.2 Multiplicative $(2k - 1)$-Spanners without Duplication

For $k = 2$, the additive 2-spanner algorithm of Theorem 10 immediately gives us a multiplicative $(2k - 1) = 3$-spanner algorithm with $O(\sqrt{n})$ communication. We show that this bound is in fact tight. We will use the following fact about bipartite biregular graphs follows from Theorem 2 of [57] by taking an appropriate subgraph of their construction:

Corollary 15. Let $s, n$ be such that $\sqrt{n}$ be a prime power and $\sqrt{n}/s$ is an integer. Then, there exists a bipartite biregular graph of girth 6 on $\Theta(n)$ vertices where one side has size $\Theta(n/s)$ with common degree $\sqrt{n}$ and one side with size $\Theta(n)$ with common degree $\sqrt{n}/s$.

Using this extremal graph, we obtain the following theorem:

Theorem 16. The randomized communication cost of the multiplicative 3-spanner problem without edge duplication is $\Omega(\sqrt{n^{3/2}})$.

Proof. Recall the graph $Z$ from Corollary 15 and let $U$ be the partite set with $\Theta(n/s)$ vertices and common degree $\sqrt{n}$ and let $V$ be the partite set with $\Theta(n)$ vertices and common degree $\sqrt{n}/s$. Note that this graph has $m := \Theta(n^{3/2}/\sqrt{s})$. We will reduce $s$ players set disjointness on $m$ elements to the problem of finding multiplicative 3-spanners without edge duplication.

Consider $s$ copies of the vertex sets $U^1, U^2, \ldots, U^s$, each belonging to each of the $s$ players, as well as one copy of the vertex set $V$ belonging to the coordinator. Now given an instance of set disjointness with $s$ players each holding a set $X_i \subseteq [m]$, we define our input graph $G$ by giving the $i$th player the edge indexed by $j \in [m]$ if and only if $j \notin X_i$. That is, if $\{a, b\} \in Z$ is the edge indexed by $j$, then we give $P_i$ the edge $\{(a, i), b\}$, where $(a, i) \in U^i$ is the copy of the vertex $a \in U$ and $b$ is the single copy of the vertex $b \in V$ that belongs to the coordinator. Note that this graph consists of $\Theta(n)$ vertices for the one copy of $V$ and $\Theta(s \cdot n/s) = \Theta(n)$ for the $s$ copies of $U$, and $\Theta(\sqrt{n^{3/2}})$ edges without duplication.

We now show that the $s$ sets $X_i$ simultaneously intersect if and only if there is an edge $\{a, b\} \in Z$ that is missing from all $s$ copies of the graph $Z$ in the spanner $H$. It’s clear that if $j \in \bigcap_{i=1}^s X_i$, then the edge $\{a, b\} \in Z$ indexed by $j$ cannot be in the spanner $H$. Now
suppose that no copy of the edge \{a, b\} ∈ Z indexed by j is in the spanner \(H\) and suppose for contradiction that \(j \notin X_i\) for some i, that is, the edge \{a, b\} ∈ G belonged to some player \(P_i\).

We claim that there is no path of length at most 3 in the spanner \(H\), contradicting that \(H\) is a multiplicative 3-spanner. Indeed, suppose for contradiction that a path \((a, i), v_1, (v_2, i'), b\) were in the spanner. Then \(v_1 \neq b\) since we assumed that there were no copies of \{a, b\} in the spanner, and similarly, \(v_2 \neq a\). Then since \{a, b\} is also an edge of \(Z\), this implies that there is a 4-cycle \(a, v_1, v_2, b\) in \(Z\), which contradicts that \(Z\) is of girth 6.

We thus conclude that the randomized communication complexity of this problem is

\[
\Omega(sm) = \Omega\left(\frac{n^{3/2}}{\sqrt{s}}\right) = \Omega(\sqrt{sn^{3/2}}),
\]

as desired.

\[\Box\]

\begin{remark}
For bipartite biregular graphs of larger girth, the optimal size of the graph is unknown. However, a simple counting argument known as the Moore bound gives a lower bound on the number of vertices of a bipartite biregular graph of prescribed bidegree and girth [35, 32, 6], which shows limitations of the above technique for proving communication lower bounds for multiplicative spanners of larger distortion. More specifically, let \(g = 2k + 2\) be the girth and let the two degrees be \(\{d, sd\}\) (as we require one side of the bipartite graph to be of size \(\Theta(n/s)\) in our proof technique). Then the Moore bound states that when \(k\) is odd, then the number of vertices is at least

\[
n = \Omega\left((sd)^{(k+1)/2}d^{(k-1)/2}\right) = \Omega(s^{(k+1)/2}d^k)
\]

which implies that we can’t get a bound better than \(\Omega(sdn) = \Omega(s^{1/2 - 1/2k}n^{1+1/k})\). We will in fact be able to show this bound under the Erdős girth conjecture for all \(k\), as we show next. On the other hand, when \(k\) is even, then the Moore bound is

\[
n = \Omega((sd)^{k/2}d^{k/2}) = \Omega(s^{k/2}d^k)
\]

which implies that the best we can do is \(\Omega(sdn) = \Omega(s^{1/2}n^{1+1/k})\), which is slightly better than the previous bound. However, it is known that these Moore bounds are not tight everywhere, and counterexamples exist in some limited parameter regimes, e.g. Theorem 4 of [24].

Finally, we note that more robust versions of the Moore bound have been shown for bipartite biregular graphs [35], where an analogue of the above bound holds even for irregular graphs.

For \(k \geq 3\), one can implement the multiplicative spanner algorithm of [13] to get asymptotically better dependence on the number of servers \(s\) than the lower bound of Theorem 14. This separates the with edge duplication model from the without duplication model for all \(k\), given the lower bound of Theorem 14.
Theorem 18. For \( k \geq 3 \), the randomized communication complexity of the multiplicative \((2k - 1)\)-spanner problem without edge duplication is \( \tilde{O}(ks^{1-2/k}n^{1+1/k} + snk) \).

Furthermore, this algorithm can be made deterministic with small modifications, essentially by having the players send \( \tilde{O}(s^{1-2/k}n^{1+1/k} + sn) \) edges that allows for the coordinator to do the randomized part by themselves, which can then in turn be done deterministically by brute force.

Theorem 19. For \( k \geq 3 \), the deterministic communication complexity of the multiplicative \((2k - 1)\)-spanner problem without edge duplication is \( \tilde{O}(ks^{1-2/k}n^{1+1/k} + snk) \).

The details for both of these algorithms can be found in the full version.

We also show that in this model, a polynomial dependence on the parameter \( s \) is necessary. Specifically, we prove a \( \Omega(s^{1/2-1/2k}n^{1+1/k}) \) lower bound via a reduction from the lower bound for the multiplicative \((2k - 1)\)-spanner problem with duplication. The lower bound matches the algorithm of Theorem 18 exactly for \( k = 3 \) up to polylog factors, giving a communication complexity of \( \tilde{O}(s^{1/3}n^{4/3}) \) in this case. For general \( k \), the bounds are off by a factor of \( \tilde{O}(s^{1/2-3/2k}) \).

Theorem 20. Under Erdős’ girth conjecture, the randomized communication cost of the multiplicative \((2k - 1)\)-spanner problem without edge duplication is \( \Omega(s^{1/2-1/2k}n^{1+1/k} + sn) \).

Figure 2 illustrates the main idea of the proof: we can split vertices into \( \sqrt{s} \) different vertices so that an instance with edge duplication on \( n \) vertices can be converted into one without \( \sqrt{s}n \) vertices without duplication. Proofs for the lower and upper bounds are detailed in the full version.

4.3 Simultaneous Communication of Multiplicative \((2k - 1)\)-Spanners

We now prove our results for simultaneous communication for multiplicative \((2k - 1)\)-spanners.

Our algorithm comes from observing that for multiplicative spanners, each server can just locally compute a multiplicative \((2k - 1)\)-spanner of size \( O(n^{1+1/k}) \) and send it to the server for a \( \tilde{O}(sn^{1+1/k}) \) communication algorithm, which turns out to be optimal.

Theorem 21. The deterministic simultaneous communication complexity of multiplicative \((2k - 1)\)-spanners problem with duplication is \( \tilde{O}(sn^{1+1/k}) \).

To prove the lower bound, we will make use of the following lemma.

Lemma 22. Let \( s = o(n^{1/3-1/3k}) \). Then under the Erdős girth conjecture, there exist \( s \) pairwise edge-disjoint graphs \( E_1, E_2, \ldots, E_s \) on \( n \) vertices and \( \Theta(n^{1+1/k}) \) edges, each of girth \( 2k + 2 \).
Theorem 23. The randomized simultaneous communication complexity of multiplicative $(2k - 1)$-approximate distance oracle problem without duplication is $\Omega(sn^{1+1/k})$.

The above intuition is formalized in the full version.

4.4 Multiplicative $(2k - 1)$-Spanners in the Dynamic Streaming Model

Finally, we note that implementing the Baswana-Sen cluster-cluster joining algorithm [13] in the turnstile streaming model gives a $(\lfloor k/2 \rfloor + 1)$-pass algorithm.

Theorem 24. There exists an algorithm for constructing a multiplicative $(2k - 1)$-spanner using $\tilde{O}(n^{1+1/k})$ space and $\lfloor k/2 \rfloor + 1$ passes in the dynamic streaming model.

The space-distortion tradeoff here is optimal under the Erdős girth conjecture, as graphs given by this conjecture must output themselves as spanners, which takes $\Omega(n^{1+1/k})$ bits of space.

5 Conclusions

We initiated the study of communication versus spanner quality in the message-passing model of communication, in which the edges of a graph are arbitrarily distributed, with or without duplication, across two or more players, and the players wish to execute a low communication protocol to compute a spanner. We believe there are several surprising aspects of these problems illustrated by our work, illustrating separations between models with and without edge duplication.

One open question is whether it is possible to obtain an additive spanner with constant distortion with $O(n^{4/3})$ communication for constant $s$. We show it is possible to obtain $O(n^{3/2})$ communication and constant distortion, but in the non-distributed setting it is...
possible to obtain an additive 6-spanner with $O(n^{4/3})$ edges. Since known constructions involve computing many partial breadth-first search trees, we are not able to implement them in the message-passing model, nor are we able to exploit any of the literature for computing distributed BFS trees (see, e.g., [8]), without spending $\Omega(n^2)$ communication in the message-passing model. Yet another question is to extend our techniques to other notions of spanners, such as distance preservers [21] or mixed additive and multiplicative spanners [29]; see also the $(k, k - 1)$ spanners in [11].
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Given a random $n \times n$ symmetric matrix $W$ drawn from the Gaussian orthogonal ensemble (GOE), we consider the problem of certifying an upper bound on the maximum value of the quadratic form $x^\top Wx$ over all vectors $x$ in a constraint set $S \subset \mathbb{R}^n$. For a certain class of normalized constraint sets we show that, conditional on a certain complexity-theoretic conjecture, no polynomial-time algorithm can certify a better upper bound than the largest eigenvalue of $W$. A notable special case included in our results is the hypercube $S = \{\pm 1/\sqrt{n}\}^n$, which corresponds to the problem of certifying bounds on the Hamiltonian of the Sherrington-Kirkpatrick spin glass model from statistical physics. Our results suggest a striking gap between optimization and certification for this problem.

Our proof proceeds in two steps. First, we give a reduction from the detection problem in the negatively-spiked Wishart model to the above certification problem. We then give evidence that this Wishart detection problem is computationally hard below the classical spectral threshold, by showing that no low-degree polynomial can (in expectation) distinguish the spiked and unspiked models. This method for predicting computational thresholds was proposed in a sequence of recent works on the sum-of-squares hierarchy, and is conjectured to be correct for a large class of problems. Our proof can be seen as constructing a distribution over symmetric matrices that appears computationally indistinguishable from the GOE, yet is supported on matrices whose maximum quadratic form over $x \in S$ is much larger than that of a GOE matrix.
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1 Introduction

An important phenomenon in the study of the computational aspects of random problems is the appearance of statistical-to-computational gaps, wherein a problem may be solved by an inefficient algorithm – typically a brute-force search – but empirical evidence, heuristic formal calculations, and negative results for classes of powerful algorithms all suggest that the same problem cannot be solved by any algorithm running in polynomial time. Many examples of this phenomenon arise from Bayesian estimation tasks, in which the goal is to recover a planted signal from noisy observations. Bayesian problems exhibiting statistical-to-computational gaps in certain regimes include graph problems such as community detection [16], estimation for models of structured matrices and tensors [42, 30], statistical problems arising from imaging and microscopy tasks [53, 10], and many others. A different family of examples comes from random optimization problems that are signal-free, where there is no “planted” structure to recover; rather, the task is simply to optimize a random objective function as effectively as possible. Notable instances of problems of this kind that exhibit statistical-to-computational gaps include finding a large clique in a random graph [33], finding a submatrix of large entries of a random matrix [25], or finding an approximate solution to a random constraint satisfaction problem [1].

In this paper, we study a problem from the latter class, namely the problem of maximizing the quadratic form $\mathbf{x}^\top W \mathbf{x}$ over a constraint set $\mathbf{x} \in \mathcal{S} \subset \mathbb{R}^n$, where $W$ is a random matrix drawn from the Gaussian orthogonal ensemble, $^1 W \sim \text{GOE}(n)$. Unlike previous works that have studied whether an efficient algorithm can optimize and find $\mathbf{x} = \mathbf{x}(W)$ that achieves a large objective value, we study whether an efficient algorithm can certify an upper bound on the objective over all $\mathbf{x} \in \mathcal{S}$. In the notable case of the Sherrington-Kirkpatrick (SK) Hamiltonian [59, 49], where $\mathcal{S} = \{ \pm 1/\sqrt{n} \}^n$, while there is an efficient algorithm believed to optimize arbitrarily close to the true maximum [46], we give evidence – based on the low-degree likelihood ratio recently studied in the sum-of-squares literature [9, 31, 29, 28], which we describe in Section 2.4 – that there is no efficient algorithm to certify an upper bound that improves on a simple spectral certificate. Thus, the certification task for this problem appears to exhibit a statistical-to-computational gap, while the optimization task does not.

1.1 Computational tasks in random optimization problems

To formalize the above discussion, consider a generic random optimization problem:

$$\begin{align*}
\text{maximize} & \quad f_\omega(\mathbf{x}) \\
\text{subject to} & \quad \mathbf{x} \in \mathcal{S} \\
\text{where} & \quad \omega \sim \mathbb{P},
\end{align*}$$

for $\mathbb{P}$ a probability distribution over some set of problem instances $\Omega$. We will contrast two important computational tasks in this setting. The first, most obvious task is that of optimization, producing an algorithm that computes $\text{alg}_{\text{opt}} : \Omega \rightarrow \mathcal{S}$ such that $f_\omega(\text{alg}_{\text{opt}}(\omega))$ is as large as possible (say, in expectation, or with high probability as the size of the problem diverges).

Another task is that of certification, producing instead an algorithm that computes a scalar $\text{alg}_{\text{cert}} : \Omega \rightarrow \mathbb{R}$, such that for all $\omega \in \Omega$ and all $\mathbf{x} \in \mathcal{S}$ we have $f_\omega(\mathbf{x}) \leq \text{alg}_{\text{cert}}(\omega)$. The main challenge specific to certification is that $\text{alg}_{\text{cert}}$ must produce a valid upper bound on

---

$^1$ Gaussian orthogonal ensemble (GOE): $W$ is symmetric with $W_{ij} = W_{ji} \sim \mathcal{N}(0, 1/n)$ for $i \neq j$ and $W_{ii} \sim \mathcal{N}(0, 2/n)$, all independent.
\( f_\omega \) for every possible instance \( \omega \in \Omega \), no matter how unlikely \( \omega \) is to occur under \( P \). Subject to this requirement, we seek to minimize \( \text{alg}_{\text{cert}}(\omega) \) (again, in a suitable probabilistic sense when \( \omega \sim P \)). Convex relaxations are a common approach to certification, where \( S \) is relaxed to a convex superset \( S' \supset S \) over which it is possible to optimize exactly and efficiently using convex optimization. Often, such algorithms admit an alternative interpretation of proving a bound on \( f_\omega(x) \) in some limited proof system (see, e.g., [27] for such discussion of sum-of-squares algorithms).

If \( x^* = x^*(\omega) \) is the true maximizer of \( f_\omega \), then for any pair of optimization and certification algorithms as above, we have

\[
f_\omega(\text{alg}_{\text{opt}}(\omega)) \leq f_\omega(x^*) \leq \text{alg}_{\text{cert}}(\omega).
\]

Thus, in the case of a maximization problem, optimization algorithms approximate the true value \( f_\omega(x^*) \) from below, while certification algorithms approximate it from above. We are then interested in how tight either inequality can be for random problems of growing dimension. Of course, we can achieve “perfect” optimization and certification (equality on either side of (2)) by exhaustive search over all \( x \in S \), but we are interested in whether this is still possible when we restrict our attention to computationally-efficient algorithms.

To make these definitions concrete, we review an instance of each type of algorithm for the problem of optimizing the Sherrington-Kirkpatrick Hamiltonian.

**Example 1.1.** The “SK problem” is the random optimization problem

\[
\begin{align*}
\text{maximize} & \quad x^\top W x \\
\text{subject to} & \quad x \in \{\pm 1/\sqrt{n}\}^n \\
\text{where} & \quad W \sim \text{GOE}(n).
\end{align*}
\]

Here, two related spectral algorithms give simple examples of algorithms for both optimization and certification. For certification, writing \( \lambda_{\text{max}} \) for the largest eigenvalue of \( W \), we may use the bound

\[
x^\top W x \leq \lambda_{\text{max}} \cdot \|x\|^2 = \lambda_{\text{max}} \approx 2
\]

for all \( x \in \{\pm 1/\sqrt{n}\}^n \), whereby \( \lambda_{\text{max}} \) is a certifiable upper bound on (3). From classical random matrix theory (see, e.g., [5]), it is known that \( \lambda_{\text{max}} \approx 2 \) as \( n \to \infty \).

For optimization, for \( v_{\text{max}} \) the eigenvector of \( \lambda_{\text{max}} \), we may take \( x = x(W) := \text{sgn}(v_{\text{max}})/\sqrt{n} \) where \( \text{sgn} \) denotes the \( \{\pm 1\} \)-valued sign function, applied entrywise. The vector \( v_{\text{max}} \) is distributed as an uniform random unit vector in \( \mathbb{R}^n \), so the quality of this solution may be computed as

\[
x^\top W x = \lambda_{\text{max}} \cdot \langle x, v_{\text{max}} \rangle^2 + O\left(\frac{1}{\sqrt{n}}\right) = \lambda_{\text{max}} \cdot \frac{\|v_{\text{max}}\|^2}{n} + O\left(\frac{1}{\sqrt{n}}\right) \approx 4 \pi \approx 1.2732
\]

with high probability as \( n \to \infty \). (The error in the first equation is obtained as \( \sum \lambda_i \langle v_i, x \rangle^2 \approx \frac{1}{n} \text{Tr}(W)(1 - \langle v_{\text{max}}, x \rangle^2) \), where the sum is over all eigenvectors \( v_i \) except \( v_{\text{max}} \). This analysis appeared in [3], an early rigorous mathematical work on the SK model.)

On the other hand, deep results of statistical physics imply that the true optimal value approaches

\[
x^*^\top W x^* \approx 2P_* \approx 1.5264
\]

as \( n \to \infty \), where the constant \( P_* \) is expressed via the celebrated Parisi formula for the free energy of the SK model [50, 49, 62]. The approximate value we give above was estimated with numerical experiments in previous works (see, e.g., [51, 15]).
Thus, neither for optimization nor for certification does the naive spectral algorithm achieve the optimal value, which suggests the question: can more sophisticated algorithms improve on the spectral algorithm for either task? For optimization, the recent result of [46] implies, assuming a widely-believed conjecture from statistical physics, that for any \( \epsilon > 0 \) there exists a polynomial-time optimization algorithm achieving with high probability a value of \( 2P^* - \epsilon \) on the SK problem.\(^{2}\) On the other hand, there are few results addressing certification in the SK problem. The only previous work we are aware of in this direction is [48], where a simple semidefinite programming relaxation (which coincides with degree-2 sum-of-squares) is shown to achieve the same value as the spectral certificate (4). More recently (after the initial appearance of this paper) the same was shown for degree-4 sum-of-squares [39, 45].

1.2 Our contributions

The main result of this paper, which we now state informally, gives formal evidence that for the SK certification problem, the simple spectral certificate (4) is optimal among efficient algorithms. See Corollary 3.8 for the precise statement.

\[\text{Theorem 1.2 (Informal).} \quad \text{Conditional on the correctness of the low-degree likelihood ratio method (see Section 2.4), for any} \quad \epsilon > 0, \quad \text{there is no polynomial-time algorithm that certifies the upper bound} \quad 2 - \epsilon \quad \text{on the SK problem (3) with probability} \quad 1 - o(1) \quad \text{as} \quad n \to \infty.\]

In fact, we expect that there is not even a subexponential-time algorithm; see Remark 3.6. Theorem 1.2 reveals a striking gap between optimization and certification: it is possible to efficiently give a tight lower bound on the maximum objective value by exhibiting a solution \( x \), but it seems impossible to efficiently give a tight upper bound. In other words, an algorithm can efficiently find a near-optimal solution, but cannot be sure that it has done so. The same result also holds for a wide variety of constraints other than \( x \in \{\pm 1/\sqrt{n}\}^n \) (see Corollary 3.8). Due to the high-dimensional setting of the problem, we expect the value of an optimal certification algorithm to concentrate tightly; thus we expect Theorem 1.2 to still hold if \( 1 - o(1) \) is replaced by any positive constant.

Our result has important consequences for convex programming. A natural approach for optimizing the SK problem (3) would be to use a convex programming relaxation such as a semidefinite program based on the sum-of-squares hierarchy [60, 52, 41] (see [55] for a survey). Such a method would relax the constraints of the SK problem to weaker ones for which the associated optimization problem can be solved efficiently. One can either hope that the relaxation is tight and gives a valid solution \( x \in \{\pm 1/\sqrt{n}\}^n \) (with high probability), or use a rounding procedure to extract a valid solution from the relaxation. The optimal value of any convex relaxation of (3) provides an upper bound on the optimal value of (3) and therefore gives a certification algorithm. Thus Theorem 1.2 implies that (conditional on the correctness of the low-degree likelihood ratio method) no polynomial-time convex relaxation of (3) can have value \( \leq 2 - \epsilon \) (resolving a question posed by [32]) and in particular cannot be tight.\(^{3}\) As a result, we expect that natural relax-and-round approaches for optimization should fail to find a solution of value close to \( 2P^* \). This would suggest a fundamental weakness of convex programs: even the most powerful convex programs (such as sum-of-squares relaxations)

\[\text{\footnotesize\(^{2}\) The work [46] builds on that of [2, 61], and these works taken together formalize the heuristic idea from statistical physics that optimization is tractable for certain optimization problems exhibiting full replica symmetry breaking.}\]

\[\text{\footnotesize\(^{3}\) Our results suggest that} \quad \Omega(n^{1 - o(1)}) \quad \text{rounds of sum-of-squares are required to certify a value} \quad 2 - \epsilon; \quad \text{see Remark 3.6.}\]
seem to fail to optimize (3), even though other methods succeed (namely, the message-passing algorithm of [46]). An explanation for this suboptimality is that convex relaxations are actually solving a fundamentally harder problem: certification.

1.3 Related work

A related example of an optimization–certification gap comes from random constraint satisfaction problems (CSPs).

Example 1.3. In random MAX-3SAT, the decision variable is a boolean vector $\mathbf{x} \in \{0, 1\}^n$, and the optimization task is to maximize the number of satisfied clauses $C_1, \ldots, C_m$, each of which is a boolean expression of the form $C_i = a_{i_1} \lor a_{i_2} \lor a_{i_3}$, where each $a_{i_j}$ is chosen uniformly among the $x_i$ and their boolean negations. Let $s_C(\mathbf{x})$ denote the number of clauses satisfied by $\mathbf{x}$.

If $m/n \to \infty$ as $n \to \infty$, the optimal value $\max_{\mathbf{x}} s_C(\mathbf{x})$ is $\left(\frac{7}{8} + o(1)\right)m$ with probability $1 - o(1)$ [11]. This is achieved by the trivial optimization algorithm that chooses a uniformly random assignment $\mathbf{x}$. On the other hand, sum-of-squares lower bounds suggest that it is hard to certify even $s_C(\mathbf{x}) < m$ unless $m \gg n^{3/2}$ [26, 58, 38]. Along similar lines, a well-known conjecture of Feige asserts this cannot be certified (by any certification algorithm) in polynomial time for $m/n$ an arbitrarily large constant [22].

As in the SK problem, there is an efficient algorithm for near-perfect optimization, while there does not seem to be such an algorithm for near-perfect certification. However, here the optimization algorithm is trivial (a random guess), so arguably a more natural optimization task would be to achieve the best possible advantage over random guessing, assessing the quality of a solution on a finer scale.

Prior work has used sum-of-squares lower bounds to argue for hardness of certification in problems such as random CSPs [26, 58, 38], planted clique [19, 44, 9], tensor injective norm [30, 29], graph coloring [8], community detection in hypergraphs [37], and others. These results prove that the sum-of-squares hierarchy (at some degree) fails to certify. If sum-of-squares fails at every constant degree (e.g., [9, 38, 29]), this suggests that all polynomial-time algorithms should also fail. In our case, it appears difficult to prove such sum-of-squares lower bounds for the SK problem, although recent work (appearing after the initial version of this paper) has shown lower bounds at degree 4 [39, 45]. We instead take a new approach based on a related heuristic for computational hardness, which we explain in Section 2.4. One advantage of this approach over sum-of-squares is that it is substantially simpler. Perhaps the prior work that is closest to our approach is [63], which also gives a reduction from a hypothesis testing problem to a certification problem.

Overview of techniques

The proof of Theorem 1.2 has two parts. First, we give a reduction from hypothesis testing in the negatively-spiked Wishart model [34, 6, 7, 54] to the SK certification problem. We then use a method introduced in the sum-of-squares literature based on the low-degree likelihood ratio [9, 31, 29, 28] to give formal evidence that detection in that negatively-spiked Wishart model is computationally hard.

\footnote{In contrast, simple rounded convex relaxations are believed to approximate many similar problems optimally in the worst-case (rather than average-case) setting [36].}
In the spiked Wishart model, we observe either $N$ i.i.d. samples $y_1, \ldots, y_N \sim N(0, I_n)$, or $N$ i.i.d. samples $y_1, \ldots, y_N \sim N(0, I_n + \beta xx^\top)$ where the “spike” $x \in \{-1, 1\}^n$ is a uniformly random hypercube vector, and $\beta \in [-1, \infty)$. The goal is to distinguish between these two cases with probability $1 - o(1)$ as $n \to \infty$. In the negatively-spiked ($\beta < 0$) case with $\beta \approx -1$, this task amounts to deciding whether there is a hypercube vector $x \in \{-1, 1\}^n$ that is nearly orthogonal to all of the samples $y_i$. When $N = \Theta(n)$, a simple spectral method succeeds when $\beta^2 > n/N$ [6, 7], and we expect the problem to be computationally hard when $\beta^2 < n/N$.

Let us now intuitively explain the relation between the negatively-spiked Wishart model and the SK certification problem. Suppose we want to certify that

$$\text{SK}(W) := \max_{x \in \{-1, 1\}^n} x^\top W x \leq 2 - \varepsilon$$

where $W \sim \text{GOE}(n)$, for some small constant $\varepsilon > 0$. Since the eigenvalues of $W$ approximately follow the semicircle distribution on $[-2, 2]$ [64], we need to certify that the top $\delta n$-dimensional eigenspace of $W$ does not (approximately) contain a hypercube vector, for a small $\delta > 0$ depending on $\varepsilon$. In particular, we need to distinguish a uniformly random $\delta n$-dimensional subspace (the distribution of the actual top eigenspace of $W \sim \text{GOE}(n)$) from a $\delta n$-dimensional subspace that contains a hypercube vector. Equivalently, taking orthogonal complements, we need to distinguish a uniformly random $(1 - \delta)n$-dimensional subspace from a $(1 - \delta)n$-dimensional subspace that is orthogonal to a hypercube vector. This is the problem of detection in the negatively-spiked Wishart model with $\beta \approx -1$ and $N = (1 - \delta)n$, and these parameters lie in the “hard regime” $\beta^2 < n/N$.

Formally, we construct a distribution $D(n)$ over $n \times n$ symmetric matrices with $\text{SK}(W) \geq 2 - \varepsilon/2$ when $W \sim D(n)$. This $D(n)$ also has the property that, conditional on the hardness of the above detection problem, it is computationally hard to distinguish $W \sim D(n)$ from $W \sim \text{GOE}(n)$. The existence of such $D(n)$ implies hardness of certification for the SK problem, because if an algorithm could certify that $\text{SK}(W) \leq 2 - \varepsilon$ when $W \sim \text{GOE}(n)$, then it could distinguish $D(n)$ from $\text{GOE}(n)$.

Borrowing terminology from [65, 66], we refer to this idea of “planting” a hidden solution (in our case, a hypercube vector $x$) in such a way that it is difficult to detect, as quiet planting\(^5\). Our quiet planting scheme $D(n)$ draws $W \sim \text{GOE}(n)$ and then rotates the top eigenspace of $W$ to align with a random hypercube vector $x$, while leaving the eigenvalues of $W$ unchanged. (The more straightforward planting scheme, $W + (2 - \varepsilon/2)xx^\top$ with $W \sim \text{GOE}(n)$, is not quiet because it changes the largest eigenvalue of $W$.)

The question of how to design optimal quiet planting schemes in general remains an interesting open problem.

The final ingredient in our proof is to give formal evidence (in the form of the low-degree likelihood ratio) that detection in the spiked Wishart model is computationally hard below the spectral threshold. This consists of a calculation involving the projection of the likelihood ratio (between the “null” and “planted” distributions) onto the subspace of low-degree polynomials. This method suggests that the correct strategy for quiet planting is to match the low-degree moments of the distributions $D(n)$ and $\text{GOE}(n)$. We discuss the details of this method further in Section 2.4.

Our results on hardness in the spiked Wishart model may be of independent interest: our low-degree calculations suggest that, for a large class of spike priors, no polynomial-time algorithm can successfully distinguish the spiked and unspiked models below the classical

\(^5\) However, our notion of quiet planting is not quite the same as that of [65, 66].
spectral threshold [6, 7], both in the negatively-spiked and positively-spiked regimes. (For positive spikes there was existing evidence for this based on failure of approximate message passing [24]; no such evidence was known for negative spikes.)

2 Background

2.1 Probability Theory

Our asymptotic notation (e.g., $O(\cdot), o(\cdot)$) always pertains to the limit $n \to \infty$. Parameters of the problem (e.g., $\beta, \gamma, \mathcal{X}, \mathcal{S}$) are held fixed as $n \to \infty$. Thus the constants hidden by $O(\cdot)$ and $o(\cdot)$ do not depend on $n$ but may depend on the other parameters. When $A_n$ is a sequence of events in probability spaces with measures $\mathbb{P}_n$, we say $A_n$ holds with high probability if $\mathbb{P}_n[A_n] = 1 - o(1)$.

Definition 2.1. A real-valued random variable $\pi$ with $\mathbb{E}[\pi] = 0$ is subgaussian if there exists $\sigma^2 \geq 0$ (the variance proxy) such that, for all $t \in \mathbb{R}$, $M(t) := \mathbb{E}[\exp(t\pi)] \leq \exp(\sigma^2 t^2/2)$.

The name subgaussian refers to the fact that if $\pi \sim \mathcal{N}(0, \sigma^2)$, then $M(t) = \exp(\sigma^2 t^2/2)$. A random variable with law $\mathcal{N}(0, \sigma^2)$ is therefore subgaussian. Any bounded centered random variable is also subgaussian: if $\pi \in [a, b]$ almost surely, then $\pi$ is subgaussian with $\sigma^2 = \frac{1}{b-a}^2$ (see, e.g., [56]).

We next give some background facts from random matrix theory (see, e.g., [5]).

Definition 2.2. The Gaussian orthogonal ensemble $\text{GOE}(n)$ is a probability distribution over symmetric matrices $W \in \mathbb{R}^{n \times n}$, under which $W_{ii} \sim \mathcal{N}(0, 2/n)$ and $W_{ij} \sim \mathcal{N}(0, 1/n)$ when $i \neq j$, where the entries $W_{ij}$ are independent for distinct pairs $(i, j)$ with $i \leq j$.

Our scaling of the entries of $\text{GOE}(n)$ ensures a spectrum of constant width.

Proposition 2.3. Let $W_n \sim \text{GOE}(n)$. Then, almost surely, $\lambda_{\min}(W_n) \to -2$ and $\lambda_{\max}(W_n) \to 2$ as $n \to \infty$. In particular, for any $\varepsilon > 0$, $\|W_n\| \leq 2 + \varepsilon$ with high probability. Also, the empirical distribution of eigenvalues of $W_n$ converges weakly to a semicircle distribution supported on $[-2, 2]$.

2.2 Constrained PCA

Definition 2.4. A constraint set is a sequence $\mathcal{S} = (S_n)_{n \in \mathbb{N}}$ where $S_n \subset \mathbb{R}^n$. The constrained principal component analysis (PCA) problem with constraint set $\mathcal{S}$, denoted $\text{PCA}(\mathcal{S})$, is

\[
\begin{align*}
\text{maximize} & \quad x^\top W x \\
\text{subject to} & \quad x \in S_n \\
\text{where} & \quad W \sim \text{GOE}(n).
\end{align*}
\]

We will work only with constraint sets supported on vectors of approximately unit norm. General problems of this kind have been studied previously in, e.g., [20].

Example 2.5. Problems that may be described in the constrained PCA framework include:

- the Sherrington-Kirkpatrick (SK) spin glass model: $S_n = \{ \pm 1/\sqrt{n} \}^n$ [59, 49],
- the Wigner sparse PCA null model: $\mathcal{S}_n = \{ x \in \mathbb{R}^n : \| x \| = 1, \| x \|_0 \leq \rho \}$ [17, 43],
- the spherical $2\rho$-spin spin glass model: $S_{\rho n} = \{ x^{2\rho} : x \in \mathbb{R}^n, \| x \| = 1 \}$ [14, 13],
- the positive PCA null model: $S_n = \{ x \in \mathbb{R}^n : x_i \geq 0, \| x \| = 1 \}$ [47].
Our results apply to the first two examples: the SK model, and sparse PCA when \( \rho = \Theta(n) \).

- **Definition 2.6.** Let \( f \) be a (randomized) algorithm\(^6\) that takes a square matrix \( W \) as input and outputs a number \( f(W) \in \mathbb{R} \). We say that \( f \) certifies a value \( B \) on \( \text{PCA}(S) \) if
  1. for any symmetric matrix \( W \in \mathbb{R}^{n \times n} \), \( \max_{x \in S_n} x^T W x \leq f(W) \), and
  2. if \( W_n \sim \text{GOE}(n) \) then \( f(W_n) \leq B + o(1) \) with high probability.

### 2.3 Spiked Wishart Models

- **Definition 2.7.** A normalized spike prior is a sequence \( \mathcal{X} = (\mathcal{X}_n)_{n \in \mathbb{N}} \) where \( \mathcal{X}_n \) is a probability distribution over \( \mathbb{R}^n \), such that if \( x \sim \mathcal{X}_n \) then \( \|x\| \to 1 \) in probability as \( n \to \infty \).

- **Definition 2.8 (Spiked Wishart model).** Let \( \mathcal{X} \) be a normalized spike prior, let \( \gamma > 0 \), and let \( \beta \in [-1, \infty) \). Let \( N = [n/\gamma] \). We define two probability distributions over \( (\mathbb{R}^n)^N \):
  1. Under \( \mathcal{Q} \), the null model, draw \( y_i \sim N(0, I_n) \) independently for \( i \in [N] \).
  2. Under \( \mathcal{P} \), the planted model, draw \( x \sim \mathcal{X}_n \). If \( \beta\|x\|^2 \geq -1 \), then draw \( y_i \sim N(0, I_n + \beta xx^T) \) independently for \( i \in [N] \). Otherwise, draw \( y_i \sim N(0, I_n) \) independently for \( i \in [N] \).

  Taken together, \( \mathcal{P} \) and \( \mathcal{Q} \) form the spiked Wishart model \( (\mathcal{P}, \mathcal{Q}) =: \text{Wishart}(n, \gamma, \beta, \mathcal{X}) \). For fixed \( \gamma \) and \( \beta \) we denote the sequence \( (\text{Wishart}(n, \gamma, \beta, \mathcal{X}))_{n \in \mathbb{N}} \) by \( \text{Wishart}(\gamma, \beta, \mathcal{X}) \).

Several remarks on this definition are in order. First, we make the explicit choice \( N = [n/\gamma] \) for concreteness, but our results apply to any choice of \( N = N(n) \) for which \( n/N \to \gamma \) as \( n \to \infty \). Second, often the Wishart model is described in terms of the distribution of the sample covariance matrix \( \frac{1}{N} \sum_{i=1}^{N} y_i y_i^T \). We instead work directly with the samples \( y_i \) so as not to restrict ourselves to algorithms that only use the sample covariance matrix. (This modification only makes our results on computational hardness of detection more general.) Finally, the definition of \( \mathcal{P} \) has two cases to ensure that the covariance matrix \( I_n + \beta xx^T \) is positive semidefinite. We will work in the setting \( \beta > -1 \) where the first case \( (\beta\|x\|^2 \geq -1) \) occurs with high probability.

We consider the algorithmic task of distinguishing between \( \mathcal{P} \) and \( \mathcal{Q} \) in the following sense.

- **Definition 2.9.** For sequences of distributions \( \mathcal{P} = (\mathcal{P}_n)_{n \in \mathbb{N}} \) and \( \mathcal{Q} = (\mathcal{Q}_n)_{n \in \mathbb{N}} \) over measurable spaces \( (\Omega_n, \mathcal{F}_n)_{n \in \mathbb{N}} \), an algorithm \( f_n : \Omega_n \to \{0, 1\} \) achieves strong detection between \( \mathcal{P} \) and \( \mathcal{Q} \) if

\[
\mathcal{Q}_n[f_n(y) = 0] = 1 - o(1) \quad \text{and} \quad \mathcal{P}_n[f_n(y) = 1] = 1 - o(1).
\]

The celebrated BBP transition [6] implies a spectral algorithm for strong detection in the spiked Wishart model whenever \( \beta^2 > \gamma \).

- **Theorem 2.10 ([6, 7]).** Let \( \mathcal{X} \) be any normalized spike prior. If \( \beta^2 > \gamma \) then there exists a polynomial-time algorithm for strong detection in \( \text{Wishart}(\gamma, \beta, \mathcal{X}) \).

The algorithm thresholds the largest eigenvalue (if \( \beta > 0 \)) or smallest eigenvalue (if \( \beta < 0 \)) of the sample covariance matrix \( \frac{1}{N} \sum_{i=1}^{N} y_i y_i^T \). This eigenvalue converges almost surely to a limiting value which is different under \( \mathcal{P} \) and \( \mathcal{Q} \).

---

\(^6\) We allow \( f \) to be randomized; i.e., it may use randomness in its computations, but the output \( B \) must be an upper bound almost surely. We do not expect certification algorithms to require randomness, but it may be convenient, e.g., to randomly initialize an iterative optimization procedure.
We will give evidence that (see Corollary 3.5) if \(X\) has i.i.d. subgaussian entries with suitable scaling, then no polynomial-time algorithm achieves strong detection below the BBP threshold \((\beta^2 < \gamma)\). Exponential-time strong detection is possible below the BBP threshold for some priors, such as i.i.d. Rademacher when \(\beta < -0.84\) [54]. Very sparse priors with \(x\) supported on \(O(\sqrt{n})\) entries give rise to the sparse PCA regime, where polynomial-time strong detection is possible below the BBP threshold [35, 4, 18]; our results will not apply in this setting (although see [29, 21] for some related work that addresses this regime).

### 2.4 The Low-Degree Likelihood Ratio

Inspired by the sum-of-squares hierarchy (e.g., [60, 52, 41]) and in particular the pseudocalibration approach [9], recent works [31, 29, 28] have proposed a strikingly simple method for predicting computational hardness of Bayesian inference problems. This method recovers widely-conjectured computational thresholds for high-dimensional inference problems such as planted clique [9, 28], community detection [31, 28], sparse PCA [21], tensor PCA [29, 28, 40], and the spiked Wigner matrix model [40]. We now give an overview of this method (see also [40] for a survey).

Consider the problem of distinguishing two simple hypotheses \(P_n\) and \(Q_n\) which are probability distributions on some domain \(\Omega_n = \mathbb{R}^{d(n)}\) (where typically the dimension \(d(n)\) grows with \(n\)). One example is the spiked Wishart model \(Wishart(\gamma, \beta, X)\) for some fixed choice of the parameters \(\beta, \gamma, X\). The idea is to take low-degree polynomials as a proxy for polynomial-time algorithms and consider whether there are such polynomials that can distinguish \(P_n\) from \(Q_n\).

#### Definition 2.11

Let \(D : \mathbb{N} \rightarrow \mathbb{N}\). We say that distinguishing \(P_n\) from \(Q_n\) is \(D(n)\)-low-degree easy if there exists a sequence of nonzero polynomials \(f_n \in \mathbb{R}[y_1, \ldots, y_{d(n)}]\) with \(\deg f_n \leq D(n)\) such that

\[
\lim_{n \to \infty} \frac{\mathbb{E}_{y \sim P_n} f_n(y)}{\sqrt{\mathbb{E}_{y \sim Q_n} f_n(y)^2}} = +\infty,
\]

and \(D(n)\)-low-degree hard otherwise.

We view \(Q_n\) as the “null” distribution, which is often i.i.d. Gaussian (as in the Wishart model) or i.i.d. Rademacher (±1-valued). \(Q_n\) induces an inner product on \(L^2\) functions \(f : \Omega_n \rightarrow \mathbb{R}\) given by \(\langle f, g \rangle_{L^2(Q_n)} = \mathbb{E}_{y \sim Q_n} f(y)g(y)\), and a norm \(\|f\|_{L^2(Q_n)} = \langle f, f \rangle_{L^2(Q_n)}^{1/2}\). For \(D \in \mathbb{N}\), let \(\mathbb{R}[y]_{\leq D}\) denote the polynomials \(\Omega_n \rightarrow \mathbb{R}\) of degree at most \(D\). For \(f : \Omega_n \rightarrow \mathbb{R}\), let \(f_{\leq D}\) denote the orthogonal projection (with respect to \(\langle \cdot, \cdot \rangle_{L^2(Q_n)}\)) of \(f\) onto \(\mathbb{R}[y]_{\leq D}\). The following relates low-degree hardness to the low-degree likelihood ratio.

#### Theorem 2.12 ([31])

Let \(P_n\) and \(Q_n\) be probability distributions on \(\Omega_n\) for each \(n \in \mathbb{N}\). Suppose \(P_n\) is absolutely continuous with respect to \(Q_n\), so that the likelihood ratio \(L_n = \frac{dp}{dq}\) is defined. Then

\[
\max_{f \in \mathbb{R}[y]_{\leq D} \backslash \{0\}} \frac{\mathbb{E}_{y \sim P_n} f(y)}{\sqrt{\mathbb{E}_{y \sim Q_n} f(y)^2}} = \|L_n\|_{L^2(Q_n)}^{-D}.
\]

Proof. The objective can be rewritten as \(\langle f, L_n \rangle_{L^2(Q_n)} / \|f\|_{L^2(Q_n)}\), so by basic Hilbert space theory, the maximum is attained by taking \(f = L_n^{\leq D}\).

#### Corollary 2.13

In the setting of Theorem 2.12,

1. if \(\|L_n\|_{L^2(Q_n)} = O(1)\), then distinguishing \(P_n\) from \(Q_n\) is \(D(n)\)-low-degree hard;
2. if \(\|L_n\|_{L^2(Q_n)} = \omega(1)\), then distinguishing \(P_n\) from \(Q_n\) is \(D(n)\)-low-degree easy.
We take $O(\log n)$-degree polynomials $\Omega_n \to \mathbb{R}$ as a proxy for functions computable in polynomial-time. One justification for this is that many polynomial-time algorithms compute the leading eigenvalue of a matrix $M$ whose entries are constant-degree polynomials in the data; in fact, there is formal evidence that such low-degree spectral methods are as powerful as the sum-of-squares hierarchy [29]. Typically, $O(\log n)$ rounds of power iteration are sufficient to compute the leading eigenvalue accurately, which amounts to evaluating the $O(\log n)$-degree polynomial $\text{Tr}(M^q)$ for some $q = O(\log n)$. This argument can be made formal: if $\|L\|_{L^2(\mathbb{Q}_n)} = O(1)$ then all low-degree spectral methods must fail in a certain sense [40]. This motivates the following informal conjecture, which is based on [31, 29, 28], particularly Conjecture 2.2.4 of [28].

**Conjecture 2.14 (Informal).** For “nice” distributions $P_n$ and $Q_n$, if distinguishing $P_n$ and $Q_n$ is $\log 1 + \Omega(1)$-low-degree hard, then there is no randomized polynomial-time algorithm for strong detection between $P$ and $Q$.

This conjecture is useful because the norm of the low-degree likelihood ratio, $\|L\|_{L^2(\mathbb{Q}_n)}$, can be computed (or at least bounded) for various distributions such as the stochastic block model [31] and the spiked tensor model [29, 28]. More generally, Hypothesis 2.1.5 of [28] conjectures that degree-$D$ polynomials are a proxy for time-$n^{\Theta(D)}$ algorithms.

**Remark 2.15.** We do not expect the converse of Conjecture 2.14 to hold. If detection is $O(\log n)$-low-degree easy then we expect an $n^{O(\log n)}$-time algorithm but not necessarily a polynomial-time algorithm, because not every $O(\log n)$-degree polynomial can be evaluated in polynomial time.

Conjecture 2.14 is informal in that we do not specify what is meant by “nice” distributions. See Conjecture 2.2.4 of [28] for a precise variant of Conjecture 2.14; however, this variant uses the more refined notion of coordinate degree and so does not apply to the calculations we will perform. Roughly speaking, “nice” distributions $P$ and $Q$ should satisfy the following:

1. $Q$ should be a product distribution, e.g., i.i.d. Gaussian or i.i.d. Rademacher;
2. $P$ should be sufficiently symmetric with respect to permutations of its coordinates; and
3. we should be able to add a small amount of noise to $P$, ruling out distributions with brittle algebraic structure (such as random satisfiable instances of XOR-SAT, which can be identified using Gaussian elimination [12]).

We refer the reader to [31, 28, 40] for further details and evidence in favor of Conjecture 2.14.

### 3 Main Results

#### 3.1 Spiked Wishart Models

We now study the low-degree hardness of the spiked Wishart model. The following technical definitions will be important to specify the priors to which our results apply.

**Definition 3.1.** Let $\beta \in (-1, \infty)$ and let $\mathcal{X}$ be a normalized spike prior. We say that $\mathcal{X}$ is $\beta$-good if when $x \sim \mathcal{X}_n$ then $\beta \|x\|^2 > -1$ almost surely.

We consider spike priors having i.i.d. entries, and will sometimes need to slightly modify the spike prior to ensure that it is $\beta$-good and has bounded norm.

**Definition 3.2.** Let $\pi$ be a probability distribution over $\mathbb{R}$ such that $\mathbb{E}[\pi] = 0$ and $\mathbb{E}[\pi^2] = 1$. Let $\text{id}(\pi/\sqrt{\pi})$ denote the normalized spike prior $\mathcal{X} = (\mathcal{X}_n)$ that draws each entry of $x$ independently from $\frac{1}{\sqrt{n}} \pi$. (We do not allow $\pi$ to depend on $n$.)
Definition 3.3. For a normalized spike prior $\mathcal{X}$, let the $\beta$-truncation $\text{trunc}_\beta(\mathcal{X})$ of $\mathcal{X}$ denote the following normalized spike prior. To sample $x$ from $(\text{trunc}_\beta(\mathcal{X}))(n)$, first sample $x' \sim \mathcal{X}_n$. Then, let $x = x'$ if $\beta\|x'\|^2 > -1$ and $\|x'\|^2 \leq 2$, and let $x = 0$ otherwise.

If $\beta > -1$ then since $\mathcal{X}$ is normalized ($\|x\| \to 1$ in probability), the first case of Definition 3.3 occurs with high probability. The upper bound $\|x'\| \leq 2$ is for technical convenience, and the constant 2 is not essential. Note also that the $\beta$-truncation of an i.i.d. prior is no longer i.i.d.

Theorem 3.4. Fix constants $\gamma > 0$ and $\beta > -1$.
1. Suppose $\beta^2 < \gamma$. Let $\mathcal{X} = \text{trunc}_\beta(\text{id}(\pi/\sqrt{n}))$ where $\pi$ is subgaussian with $E[\pi] = 0$ and $E[\pi^2] = 1$. For any $D = o(n/\log n)$, distinguishing $\mathbb{P}_n$ from $\mathbb{Q}_n$ is $D(n)$-low-degree hard.
2. Suppose $\beta^2 > \gamma$. Let $\mathcal{X} = \text{id}(\pi/\sqrt{n})$ be $\beta$-good with $\pi$ symmetric about zero, $E[\pi] = 0$, and $E[\pi^2] = 1$. For any $D = \omega(1)$, distinguishing $\mathbb{P}_n$ from $\mathbb{Q}_n$ is $D(n)$-low-degree easy.

We prove Theorem 3.4 in Section 5. Part 1 of Theorem 3.4, combined with Conjecture 2.14, suggests that for i.i.d. subgaussian priors, strong detection is hard below the BBP threshold.

Corollary 3.5. Suppose Conjecture 2.14 holds for the spiked Wishart model. Fix constants $\gamma > 0$ and $\beta > -1$. Let $\pi$ be subgaussian with $E[\pi] = 0$ and $E[\pi^2] = 1$. Let $\mathcal{X}$ be either $\text{id}(\pi/\sqrt{n})$ or $\text{trunc}_\beta(\text{id}(\pi/\sqrt{n}))$. If $\beta^2 < \gamma$, then there is no randomized polynomial-time algorithm for strong detection in $\text{Wishart}(\gamma, \beta, \mathcal{X})$.

Proof. The case $\mathcal{X} = \text{trunc}_\beta(\text{id}(\pi/\sqrt{n}))$ follows immediately from Part 1 of Theorem 3.4. If strong detection is impossible for $\mathcal{X} = \text{trunc}_\beta(\text{id}(\pi/\sqrt{n}))$, then strong detection is also impossible for $\mathcal{X} = \text{id}(\pi/\sqrt{n})$, as these two spike priors differ with probability $o(1)$ (under the natural coupling).

Remark 3.6. We make some technical remarks regarding Theorem 3.4 and Corollary 3.5.
1. Even if Conjecture 2.14 does not hold, note that Theorem 3.4 still implies unconditional lower bounds against low-degree polynomials in the sense of Definition 2.11.
2. Part 2 of Theorem 3.4 serves only to check that we do not predict computational hardness when $\beta^2 > \gamma$ (as polynomial-time strong detection is possible in this regime; see Theorem 2.10). The assumption that $\pi$ is symmetric about zero should not be essential.
3. In Part 1 of Theorem 3.4 and in Corollary 3.5, the requirement that $\mathcal{X}$ be a $\beta$-truncated i.i.d. prior can be relaxed. We only require that $\mathcal{X}$ is the $\beta$-truncation of a normalized prior admitting a local Chernoff bound (see Definition 5.11).
4. Part 1 of Theorem 3.4 holds for any $D = o(n/\log n)$, much larger than the $D = \log^{1+\Omega(1)}(n)$ required by Conjecture 2.14. Since Hypothesis 2.1.5 of [28] conjectures that degree-$D$ polynomials are a proxy for $n^{\tilde{\Theta}(D)}$-time algorithms [28], this suggests that the conclusion of Corollary 3.5 also holds for $2^{n^{1-\delta}}$-time algorithms, for any $\delta > 0$. In other words, strong detection requires nearly-exponential time.

3.2 Constrained PCA

The following result gives a reduction from strong detection in the spiked Wishart model to the constrained PCA problem.

Theorem 3.7. Let $\mathcal{S}$ be a constraint set and let $\mathcal{X}$ be a normalized spike prior such that if $x \sim \mathcal{X}_n$ then $x \in \mathcal{S}_n$ with high probability. Suppose there exists $\varepsilon > 0$ and a randomized polynomial-time algorithm that certifies the value $2 - \varepsilon$ on $\text{PCA}(\mathcal{S})$. Then there exist $\gamma > 1$ and $\beta \in (-1, 0)$ such that there is a randomized polynomial-time algorithm for strong detection in $\text{Wishart}(\gamma, \beta, \mathcal{X})$. 
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We give the proof in Section 4. Note for the parameters $\gamma, \beta$ above, $\beta^2 < \gamma$ (the "hard regime").

**Corollary 3.8.** Suppose Conjecture 2.14 holds for the spiked Wishart model. Let $\pi$ be subgaussian with $E[\pi] = 0$ and $E[\pi^2] = 1$. Let $\mathcal{S}$ be a constraint set such that, if $x \sim \text{iid}(\pi/\sqrt{n})$, then $x \in \mathcal{S}_n$ with high probability. Then, for any $\epsilon > 0$, there is no randomized polynomial-time algorithm to certify the value $2 - \epsilon$ on $\text{PCA}$. 

**Proof.** The result is immediate from Theorem 3.4 and Theorem 3.7.

In particular, we obtain the hardness of improving on the spectral certificate in the SK model.

**Corollary 3.9.** If Conjecture 2.14 holds for the spiked Wishart model, then for any $\epsilon > 0$, there is no randomized polynomial-time algorithm to certify the value $2 - \epsilon$ on the SK problem (3).

**Proof.** Apply Corollary 3.8 with $\pi$ having the Rademacher distribution and $\mathcal{S}_n = \{\pm 1/\sqrt{n}\}^n$.

## 4 Proof of Reduction from Spiked Wishart to Constrained PCA

Our proof will rely on the following crucial invariance property of $\text{GOE}(n)$.

**Proposition 4.1.** For any orthogonal matrix $Q \in \mathcal{O}(n)$, if $W \sim \text{GOE}(n)$, then the law of $QWQ^\top$ is also $\text{GOE}(n)$.

**Proof of Theorem 3.7.** Let $\mathcal{S}$ be a constraint set and let $\mathcal{X}$ be a normalized spike prior such that, if $x \sim \mathcal{X}_n$, then $x \in \mathcal{S}_n$ with high probability. Suppose that for some $\epsilon > 0$ there is a randomized polynomial-time algorithm $f$ that certifies the value $2 - \epsilon$ on $\text{PCA}(\mathcal{S})$. We will show that this implies that there is a polynomial-time algorithm for strong detection in $\text{Wishart}(\gamma, \beta, \mathcal{X})$ with certain parameters $\gamma > 1$ and $\beta \in (-1, 0)$ (depending on $\epsilon$). Note that these parameters lie in the "hard" regime $\beta^2 < \gamma$.

Our algorithm for detection in the Wishart model is as follows. Fix $\gamma > 1$, to be chosen later. Since $n/N \to \gamma$ we have $n > N$ (for sufficiently large $n$). Given samples $y_1, \ldots, y_N \sim N(0, I_n + \beta xx^\top)$, let $V = \text{span}\{y_1, \ldots, y_N\} \subseteq \mathbb{R}^n$ and let $V^\perp$ be its orthogonal complement. We sample $W \in \mathbb{R}^{n\times n}$ having the distribution $\text{GOE}(n)$ conditioned on the event that the span of the top $n - N$ eigenvectors of $W$ is $V^\perp$. Concretely, we can obtain a sample in the following way. Let $v_1, \ldots, v_N$ be a uniformly random orthonormal basis for $V$ and let $v_{N+1}, \ldots, v_n$ be a uniformly random orthonormal basis for $V^\perp$. Sample $W' \sim \text{GOE}(n)$ and let $\lambda_1 < \cdots < \lambda_n$ be the eigenvalues of $W'$. Then, let $W := \sum_{i=1}^n \lambda_i v_i v_i^\top$. Finally, run the certification algorithm $f$ for $\text{PCA}(\mathcal{S})$ on $W$. The detection algorithm $\tilde{f} : (\mathbb{R}^n)^N \to \{0, 1\}$ then thresholds $f(W)$:

$$
\tilde{f}(y_1, \ldots, y_N) = \begin{cases} 
0 & \text{if } f(W) \leq 2 - \epsilon/2, \\
1 & \text{if } f(W) > 2 - \epsilon/2.
\end{cases}
$$

We now prove that $\tilde{f}$ indeed achieves strong detection in $\text{Wishart}(\gamma, \beta, \mathcal{X})$. First, if the samples $y_i$ are drawn from the null model $Q_n$, then $V$ is a uniformly random $N$-dimensional subspace of $\mathbb{R}^n$, so by Proposition 4.1 the law of $W$ constructed above is $\text{GOE}(n)$. Thus $f(W) \leq 2 - \epsilon/2$ with high probability by assumption, and therefore $\tilde{f}(y_1, \ldots, y_N) = 0$ with high probability, i.e., our algorithm correctly reports that the samples were drawn from the null model.
Next, suppose the samples \( y_i \) are drawn from the planted model \( \mathbb{P}_n \) with planted spike \( x \sim \mathcal{N}_n \). We will choose \( \gamma > 1 \) and \( \beta \in (-1, 0) \) so that \( x^\top W x \geq 2 - \varepsilon/3 \) with high probability. Since \( x \in S_x \) with high probability, this would imply \( f(W) \geq 2 - \varepsilon/3 \), so we will have \( f(y_1, \ldots, y_N) = 1 \) with high probability, i.e., our algorithm will correctly report that the samples were drawn from the planted model.

It remains to show that \( x^\top W x \geq 2 - \varepsilon/3 \). Let \( \lambda_1 < \cdots < \lambda_n \) be the eigenvalues of \( W \) and let \( v_1, \ldots, v_n \) be the corresponding (unit-norm) eigenvectors. By Proposition 2.3, with high probability, for all \( i \in [n] \), \( \lambda_i \in [-2 - o(1), 2 + o(1)] \). Furthermore, by the semicircle law [64], with high probability, \( \lambda_{N+1} \geq 2 - g(\gamma) \) where \( g(\gamma) > 0 \) is a function satisfying \( g(\gamma) \to 0 \) as \( \gamma \to 1^+ \) (recalling that \( n/N \to \gamma \)). Letting \( \|x\|_V \) denote the norm of the orthogonal projection of \( x \) onto \( V \), we have, with high probability,

\[
x^\top W x = x^\top \left( \sum_{i=1}^n \lambda_i v_i v_i^\top \right) x
\]

\[
= \sum_{i=1}^n \lambda_i \langle x, v_i \rangle^2
\]

\[
\geq \lambda_1 \|x\|_V^2 + \lambda_{N+1} \|x\|_V^2 - 2 - o(1) \|x\|_V^2 + (2 - g(\gamma)) (\|x\|_V^2 - \|x\|_V^2)
\]

\[
= (2 - g(\gamma)) \|x\|_V^2 + (4 + g(\gamma) - o(1)) \|x\|_V^2
\]

\[
\geq 2 - g(\gamma) - 4 \|x\|_V^2 - o(1).
\]

(10)

Thus we need to upper bound \( \|x\|_V^2 \). Let \( P_V \) denote the orthogonal projection matrix onto \( V \). Since \( V \) is the span of \( \{y_1, \ldots, y_N\} \), we have \( P_V \leq \frac{1}{\mu} Y \) where

\[
Y = \frac{1}{N} \sum_{i=1}^N y_i y_i^\top
\]

and \( \mu \) is the smallest nonzero eigenvalue of \( Y \). (Here \( \preceq \) denotes Loewner order.) Since \( Y \) is a spiked Wishart matrix, it follows from Theorem 1.2 of [7] that its smallest nonzero eigenvalue converges almost surely to \( (1 - \sqrt{\gamma})^2 \) as \( n \to \infty \). Thus we have \( \mu = (1 - \sqrt{\gamma})^2 + o(1) \). Therefore,

\[
\|x\|_V^2 = \|P_V x\|^2 = x^\top P_V x \leq \frac{1}{\mu} x^\top Y x = \frac{1}{\mu N} \sum_{i=1}^N \langle x, y_i \rangle^2.
\]

We have \( y_i \sim \mathcal{N}(0, I_n + \beta x x^\top) \) and so \( \langle x, y_i \rangle \sim \mathcal{N}(0, x^\top (I_n + \beta x x^\top) x) = \mathcal{N}(0, \|x\|^2 + \beta \|x\|^4) \). Therefore, letting \( a_N^2 = \sum_{i=1}^N g_i^2 \) for \( g_i \) i.i.d. standard gaussian random variables, so that \( a_N^2 \) has the \( \chi^2 \) distribution with \( N \) degrees of freedom, we have conditional on \( x \) the distributional equality

\[
x^\top Y x \overset{(d)}{=} (\|x\|^2 + \beta \|x\|^4) \frac{a_N^2}{N}.
\]

Standard concentration inequalities imply \( a_N^2/N \in [1 - o(1), 1 + o(1)] \) with high probability, and therefore \( x^\top Y x = 1 + \beta + o(1) \) with high probability. Thus, with high probability, we find

\[
\|x\|_V^2 = \frac{1 + \beta}{(1 - \sqrt{\gamma})^2} + o(1).
\]

(11)
Finally, we choose $\gamma > 1$ close enough to 1 so that $g(\gamma) \leq \epsilon/8$. By (11), we can also choose $\beta \in (-1, 0)$ close enough to $-1$ so that $\|x\|_V^2 \leq \epsilon/32$ with high probability. Combining these, from (10) it follows that $x^T W x \geq 2 - \epsilon/4 - o(1) \geq 2 - \epsilon/3$ with high probability, completing the proof.

\[\square\]

**Remark 4.2.** We remark that we have ignored issues of numerical precision by assuming a model of computation where eigendecomposition computations can be done exactly in polynomial time. However, we believe all the operations we have used are stable, so that our reduction should also hold for weaker models of computation. (In particular, if we want to compute polynomially-many bits of precision of the PCA($S$) instance, this should require only polynomially-many bits of precision in the eigendecomposition computation.)

## 5 Proofs for Spiked Wishart Models

### 5.1 Preliminaries

#### Spiked Wishart model statistics

The following formulae pertaining to the spiked Wishart model are derived in [54]. (Recall that in the spiked Wishart model, the parameter $N$ is determined by $n$ and $\gamma$ as $N = \lceil n/\gamma \rceil$.)

** Proposition 5.1.** Suppose $\gamma > 0$, $\beta \in [-1, \infty)$, and $\mathcal{X}$ is a $\beta$-good normalized spike prior. Then, the likelihood ratio of the null and planted probability distributions of Definition 2.8 is

$$L_{n,\gamma,\beta,\mathcal{X}}(y_1, \ldots, y_N) := \frac{dP_n}{dQ_n}(y_1, \ldots, y_N) = \mathbb{E}_{x \sim \mathcal{X}_n} \left( (1 + \beta \|x\|^2)^{-N/2} \prod_{i=1}^{N} \exp \left( \frac{1}{2} \frac{\beta}{1 + \beta \|x\|^2} \langle x, y_i \rangle^2 \right) \right).$$

(12)

If furthermore $\|x\|^2 < 1/|\beta|$ almost surely when $x \sim \mathcal{X}_n$, then the second moment of the likelihood ratio is given by

$$\mathbb{E}_{y \sim Q_n} \left( L_{n,\gamma,\beta,\mathcal{X}}(y_1, \ldots, y_N) \right)^2 = \mathbb{E}_{x^1, x^2 \sim \mathcal{X}_n} \left[ (1 - \beta^2 \langle x^1, x^2 \rangle^2)^{-N/2} \right].$$

(13)

where $x^1, x^2$ are drawn independently from $\mathcal{X}_n$.

#### Hermite polynomials

We recall the classical one-dimensional Hermite polynomials.

** Definition 5.2.** The polynomials $h_k \in \mathbb{R}[x]$ for $k \geq 0$ are defined by the recursion

$$h_0(x) = 1,$$

$$h_{k+1}(x) = x h_k(x) - h'_k(x),$$

and we define normalized versions

$$\hat{h}_k(x) = \frac{1}{\sqrt{k!}} h_k(x).$$

** Proposition 5.3.** The $\hat{h}_k$ are an orthonormal polynomial system for the standard Gaussian measure:

$$\mathbb{E}_{g \sim N(0,1)} \left[ \hat{h}_k(g) \hat{h}_l(g) \right] = \delta_{kl}.$$
Similarly, we define the product Hermite polynomials. It is helpful to first define some notations for vectors of indices, which will also be used in the later derivations.

**Definition 5.4.** Let \( \mathbb{N} = \{ n \in \mathbb{Z} : n \geq 0 \} \). For \( \alpha \in \mathbb{N}^n \) and \( x \in \mathbb{R}^n \), let

\[
|\alpha| := \sum_{i=1}^{n} \alpha_i,
\]

\[
\alpha! := \prod_{i=1}^{n} \alpha_i!,
\]

\[
x^{\alpha} := \prod_{i=1}^{n} x_i^{\alpha_i}.
\]

**Definition 5.5.** For \( \alpha \in \mathbb{N}^n \) and \( x \in \mathbb{R}^n \),

\[
H_{\alpha}(x) := \prod_{i=1}^{n} h_{\alpha_i}(x_i),
\]

\[
\tilde{H}_{\alpha}(x) := \prod_{i=1}^{n} \tilde{h}_{\alpha_i}(x_i) = \frac{1}{\sqrt{\alpha!}} H_{\alpha}(x).
\]

**Proposition 5.6.** The \( \tilde{H}_{\alpha} \) are an orthonormal polynomial system for the product measure of \( n \) standard Gaussian measures:

\[
\mathbb{E}_{g \sim \mathcal{N}(0, I_n)} H_{\alpha}(g) \tilde{H}_{\beta}(g) = \delta_{\alpha\beta}.
\]

### Combinatorics

We will also need the (ordinary) generating function of the central binomial coefficients.

**Proposition 5.7.** For any \( x \in \mathbb{R} \) with \( |x| < \frac{1}{4} \),

\[
(1 - 4x)^{-1/2} = \sum_{k \geq 0} \binom{2k}{k} x^k.
\]

### 5.2 Norm of the Low-Degree Projection

In this section, we describe the formulas for the norm of the low-degree likelihood ratio in the spiked Wishart model, \( \| L_{n,\gamma,\beta.X} \|_{L^2(\mathbb{Q}_n)} \). The full calculations are given in Appendix A.

The following result, the main technical one of this portion of the argument, computes the norm of the projection of the likelihood ratio onto a single Hermite polynomial.

**Lemma 5.8.** Let \( \alpha \in (\mathbb{N}^n)^N \), and let \( \alpha_i \in \mathbb{N}^n \) denote the \( i \)th component. Let \( |\alpha| = \sum_{i=1}^{N} |\alpha_i| \). Suppose \( \gamma > 0 \), \( \beta \in (-1, \infty) \), and \( X \) is a \( \beta \)-good normalized spike prior. Then,

\[
(L_{n,\gamma,\beta.X}, \tilde{H}_\alpha)_{L^2(\mathbb{Q}_n)}^2 = \begin{cases} 
\beta^{|\alpha|} \prod_{i=1}^{N} \frac{(|\alpha_i|-1)!^2}{|\alpha_i|!} \left( \mathbb{E}_{x \sim X} x^{\sum_{i=1}^{N} \alpha_i} \right)^2 & \text{if } |\alpha_i| \text{ even for all } i \in [N], \\
0 & \text{otherwise},
\end{cases}
\]

where when \( \beta = 0 \) and \( \alpha = 0 \) we interpret \( 0^0 = 1 \).
Note in particular that the quantity in question does not depend on the sign of $\beta$; thus the calculation of the norm of the low-degree projection of the likelihood ratio will not distinguish between the positively and negatively spiked Wishart models. Interestingly, in our proof, which involves generalized Hermite polynomials that form families of orthogonal polynomials with respect to Gaussian measures of different variances, this corresponds to the fact that an “umbral” analogue of the Hermite polynomials corresponding to a fictitious Gaussian measure with negative variance satisfies many of the same identities as the ordinary Hermite polynomials.

Combining these quantities, we may give a simple description of the norm of the low-degree projection of the likelihood ratio.

▷ **Lemma 5.9.** Suppose $\gamma > 0$, $\beta \in [-1, \infty)$, and $\mathcal{X}$ is a $\beta$-good normalized spike prior. Define

\[
\varphi_N(x) := (1 - 4x)^{-N/2},
\]

\[
\varphi_{N,k}(x) := \sum_{d=0}^{k} \sum_{d_1, \ldots, d_N} \prod_{i=1}^{N} \binom{2d_i}{d_i},
\]

so that $\varphi_{N,k}(x)$ is the Taylor series of $\varphi_N$ around $x = 0$ truncated to degree $k$ (as may be justified by Proposition 5.7). Then,

\[
\|L_{\gamma, \beta, \mathcal{X}}^{\leq D} \|_{L^2(Q_n)}^2 = E_{x_1, x_2 \sim \mathcal{X}_n} \left[ \varphi_N(\beta (x_1^2, x_2^2)^2) \right]
\]

where $x_1, x_2$ are drawn independently from $\mathcal{X}$.

▷ **Remark 5.10.** The squared norm of the low-degree likelihood ratio (17) is closely related via Taylor expansion to the squared norm (or second moment) of the full likelihood ratio (13), which is recovered by taking $D \to \infty$ while $n$ and $N$ remain fixed.

### 5.3 Asymptotics as $n \to \infty$

In this section, we use the formula from Lemma 5.9 to prove Part 1 of Theorem 3.4 (the case $\beta^2 < \gamma$). The proof of Part 2 ($\beta^2 > \gamma$) is deferred to Appendix B.4.

The following concentration result is the key property that we require from the spike prior $\mathcal{X}$.

▷ **Definition 5.11.** A normalized spike prior $\mathcal{X}$ admits a local Chernoff bound if for every $\eta > 0$ there exist $\delta > 0$ and $C > 0$ such that, for all $n$,

\[
\Pr \{ |\langle x_1, x_2 \rangle| \geq t \} \leq C \exp \left( \frac{1}{2}(1 - \eta)nt^2 \right) \text{ for all } t \in [0, \delta]
\]

where $x_1, x_2$ are drawn independently from $\mathcal{X}_n$.

▷ **Proposition 5.12.** If $\pi$ is subgaussian with $E[\pi] = 0$ and $E[\pi^2] = 1$ then iid$(\pi/\sqrt{n})$ and trunc$\beta$ (iid$(\pi/\sqrt{n})$) (for any $\beta > -1$) each admit a local Chernoff bound.

We defer the proof to Appendix B.1.
Proof of Theorem 3.4 (Part 1). Let $\beta^2 < \gamma$. We decompose the norm of the low-degree likelihood ratio into two parts, which we will bound separately:

$$
\|L_{n,\gamma,\beta,X}^{L_2(\mathbb{Q}_n)}\|^2 = \mathbb{E}_{x^1, x^2 \sim X_n} \left[ \varphi_{N,\lfloor D/2 \rfloor} \left( \frac{\beta^2}{4} \langle x^1, x^2 \rangle^2 \right) \right] = R_1 + R_2
$$

where

$$
R_1 := \mathbb{E}_{x^1, x^2 \sim X_n} \left[ \|\langle x^1, x^2 \rangle\|_{\mathbb{Q}_n} \varphi_{N,\lfloor D/2 \rfloor} \left( \frac{\beta^2}{4} \langle x^1, x^2 \rangle^2 \right) \right],
$$

$$
R_2 := \mathbb{E}_{x^1, x^2 \sim X_n} \left[ \|\langle x^1, x^2 \rangle\|_{\mathbb{Q}_n} > \varepsilon \varphi_{N,\lfloor D/2 \rfloor} \left( \frac{\beta^2}{4} \langle x^1, x^2 \rangle^2 \right) \right].
$$

Here $\varepsilon > 0$ is a small constant to be chosen later. We call $R_1$ the small deviations and call $R_2$ the large deviations.

The following two lemmas bound these two terms, respectively. First, we bound the large deviations.

**Lemma 5.13 (Large Deviations).** Let $\beta^2 < \gamma$. Suppose $X$ is a $\beta$-good normalized spike prior that admits a local Chernoff bound. Suppose that for any $n$, $x \sim X_n$ satisfies $\|x\|^2 \leq 2$ almost surely. If $D = o(n/\log n)$ and $\varepsilon > 0$ is any constant, then $R_2 = o(1)$.

We give a proof summary, with the full proof deferred to Appendix B.2. Since $\|x^1\|^2 \leq 2$ and $\|x^2\|^2 \leq 2$,

$$
R_2 \leq \Pr \left\{ \|\langle x^1, x^2 \rangle\| > \varepsilon \right\} \varphi_{N,\lfloor D/2 \rfloor}(\beta^2).
$$

By the local Chernoff bound, $\Pr \{ \|\langle x^1, x^2 \rangle\| > \varepsilon \}$ decays exponentially in $n$. To complete the proof, we use elementary combinatorial bounds to control the polynomial expression (16) for $\varphi_{N,\lfloor D/2 \rfloor}(\beta^2)$. Its growth is roughly of order $O(n^D)$, which is counteracted by the exponential decay of $\Pr \{ \|\langle x^1, x^2 \rangle\| > \varepsilon \}$ so long as $D = o(n/\log n)$.

Next, we bound the small deviations. For this part of the argument, it is irrelevant that the likelihood ratio is truncated to its low-degree component, and we essentially reuse an existing argument for the full likelihood ratio from [54].

**Lemma 5.14 (Small Deviations).** Let $\beta^2 < \gamma$. Suppose $X$ is a $\beta$-good normalized spike prior that admits a local Chernoff bound. Let $D = D(n)$ be any function of $n$. If $\varepsilon > 0$ is a sufficiently small constant then $R_1 = O(1)$.

We again give a proof summary, with the full proof deferred to Appendix B.3. As mentioned above, unlike in the proof of Lemma 5.13, here we simply bound $\varphi_{N,\lfloor D/2 \rfloor} \leq \varphi_N$ in the expression for $R_1$. To bound the resulting expression, we borrow an argument from [54]. This step crucially uses the local Chernoff bound, and amounts to showing that the exponential decay from the Chernoff bound sufficiently counteracts the exponential growth of the likelihood ratio term $\varphi_N(\beta^2) \langle x^1, x^2 \rangle^2$ when $\langle x^1, x^2 \rangle$ is small.

Combining Proposition 5.12 with Lemmas 5.13 and 5.14 completes the proof of Part 1 of Theorem 3.4. (The proof of Part 2 is deferred to Appendix B.4.)

---
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A Proofs for Computing the Low-Degree Likelihood Ratio

A.1 Generalized and Umbral Hermite Polynomials

We introduce some calculations with a useful generalization of the Hermite polynomials. While the usual Hermite polynomials are a family of orthogonal polynomials for the Gaussian measure with variance 1, and a straightforward generalization yields orthogonal polynomials for the Gaussian measure with any positive variance, we will use the surprising further generalization to fictitious Gaussian measures with negative variance, as described by the so-called umbral calculus. We follow the presentation of [57] (specifically, Section 2.1 of Chapter 4).

Definition A.1. For any \( v \in \mathbb{R} \), the Hermite polynomials with variance \( v \) are defined by the recursion

\[
\begin{align*}
    h_0(x; v) &= 1, \\
    h_{k+1}(x; v) &= xh_k(x; v) - v \partial_x[h_k](x; v).
\end{align*}
\]

The next facts are useful for translating between different versions of the basic recursion and other properties of the Hermite polynomials.

Proposition A.2 (Differentiation Identity). For any \( v, x \in \mathbb{R} \),

\[
\partial_x[h_k](x; v) = kh_{k-1}(x; v).
\]

Proposition A.3 (Alternate Recursion). For any \( v \in \mathbb{R} \), the Hermite polynomials are equivalently defined by the recursion

\[
\begin{align*}
    h_0(x; v) &= 1, \\
    h_{k+1}(x; v) &= xh_k(x; v) - vh_{k-1}(x; v).
\end{align*}
\]

The following is yet another common way of defining the Hermite polynomials, in terms of the derivatives of the corresponding Gaussian density (or, in the negative variance case, a suitable generalization thereof).

Proposition A.4 (Rodrigues Formula). Let \( v \in \mathbb{R} \) with \( v \neq 0 \). Then,

\[
\frac{d^k}{dx^k} \left[ \exp \left( -\frac{1}{2v}x^2 \right) \right] = (-v)^{-k}h_k(x; v) \exp \left( -\frac{1}{2v}x^2 \right).
\]

The next fact shows how the generalized Hermite polynomials transform under scaling.

Proposition A.5 (Scaling Identity). Let \( v, w, x \in \mathbb{R} \), then

\[
h_k(wx; v) = w^kh_k \left( x; \frac{v}{w^2} \right).
\]

Finally, the following is a generalized version of Gaussian integration by parts. We only provide the version of this identity for the standard Hermite polynomials, which is the only one we will use, but analogous statements hold for the generalized and umbral Hermite polynomials.

Proposition A.6 (Integration by Parts). Let \( f \in \mathcal{C}^k(\mathbb{R}) \) have \( |f^{(i)}(x)| \leq e^{C|x|} \) for all \( i \in \{0, 1, \ldots, k\} \) and some \( C > 0 \). Then,

\[
\mathbb{E}_{g \sim \mathcal{N}(0, 1)} \left[ h_k(g; 1)f(g) \right] = \mathbb{E}_{g \sim \mathcal{N}(0, 1)} \left[ f^{(k)}(g) \right].
\]
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Proposition A.7 (Multidimensional Rodrigues Formula). Let $x \in \mathbb{R}^n$, $\alpha \in \mathbb{N}^n$, and $v \in \mathbb{R}$ with $v \neq 0$. Then,

$$\partial_y^\alpha \left[ \exp \left( -\frac{1}{2v} (x, y)^2 \right) \right] = (-v)^{-|\alpha|} x^\alpha h_{|\alpha|}((x, y); v) \exp \left( -\frac{1}{2v} (x, y)^2 \right). \tag{27}$$

Proof. The result for odd $|\alpha|$ clearly holds for $\alpha = 0$. Suppose the result holds for all $|\alpha'| \leq k$, and $|\alpha| = k + 1 > 0$. Let $\alpha'$ having $|\alpha'| = k$ differ from $\alpha$ only in coordinate $i$, so that $\alpha'_i = \alpha_i - 1$ and $\alpha'_j = \alpha_j$ for all $j \neq i$. Then,

$$\partial_y^\alpha \left[ \exp \left( -\frac{1}{2v} (x, y)^2 \right) \right] = \partial_y^\alpha \left[ \exp \left( -\frac{1}{2v} (x, y)^2 \right) \right] = (-v)^{-k} x^\alpha \partial_y^\alpha \left[ \exp \left( -\frac{1}{2v} (x, y)^2 \right) \right] = (-v)^{-k} x^\alpha \left[ x_i \partial_x [h_k((x, y); v)] \exp \left( -\frac{1}{2v} (x, y)^2 \right) \right] = (-v)^{-(k+1)} x^\alpha \left[ h_k((x, y); v) - v^{-1} (x, y) x_i h_k((x, y); v) \right] \exp \left( -\frac{1}{2v} (x, y)^2 \right) = (-v)^{-(k+1)} x^\alpha h_{k+1}((x, y); v) \exp \left( -\frac{1}{2v} (x, y)^2 \right),$$

completing the proof.

Second, we will need the following calculation evaluating the expectation of any Hermite polynomial under any centered Gaussian measure.

Proposition A.8 (Expectation Under Mismatched Variance). Let $v \in \mathbb{R}$ and $k \geq 0$. Then,

$$E_{y \sim \mathcal{N}(0, \sigma^2)} [h_k(g; v)] = \begin{cases} 0 & \text{if } k \text{ odd}, \\ (k-1)!!(v^2 - v)^{k/2} & \text{if } k \text{ even}. \end{cases}$$

Proof. The result for odd $k$ holds since $h_k(\cdot; v)$ is an odd function for any $v \in \mathbb{R}$ in this case. For even $k$, we argue by induction on $k$. The result clearly holds for $k = 0$. If the result holds for a given $k$, then we may compute

$$E_{y \sim \mathcal{N}(0, \sigma^2)} [h_{k+2}(g; v)] = E_{y \sim \mathcal{N}(0, 1)} [h_{k+2}(sg)] = \sigma E_{y \sim \mathcal{N}(0, 1)} [h_{k+1}(sg; v)] - v(k+1) E_{y \sim \mathcal{N}(0, 1)} [h_k(\sigma g)] = \sigma^2 E_{y \sim \mathcal{N}(0, 1)} [h_{k+1}(\sigma g; v)] - v(k+1) E_{y \sim \mathcal{N}(0, 1)} [h_k(\sigma g)] = (k+1) \sigma^2 E_{y \sim \mathcal{N}(0, 1)} [h_k(\sigma g; v)] - v(k+1) E_{y \sim \mathcal{N}(0, 1)} [h_k(\sigma g)] = (k+1)(\sigma^2 - v) E_{y \sim \mathcal{N}(0, \sigma^2)} [h_k(g)] = (k+1)(\sigma^2 - v) E_{y \sim \mathcal{N}(0, \sigma^2)} [h_k(g)],$$

completing the proof.
We note two interesting features of this result. First, it generalizes two simple cases, on the one hand \( v = \sigma^2 \) where the expectation is zero unless \( k = 0 \), as may be seen from the orthogonality relations, and on the other \( v = 0 \) where it recovers the moments of a Gaussian measure. Second, the quantities appearing on the right-hand side formally resemble the moments of a Gaussian measure of suitable variance, but the formula in fact still holds for \( \sigma^2 < v \), in which case these quantities may be viewed as the moments of a fictitious Gaussian measure of negative variance (the same as inspired the umbral Hermite polynomials).

### A.2 Individual Hermite Components of the Likelihood Ratio

**Proof of Lemma 5.8.** By Proposition A.6, we find

\[
\langle L_{n,\gamma,\beta,x}, \hat{H}_\alpha \rangle^2 = \frac{1}{\alpha!} \left( \mathbb{E}_{y \sim Q_n} \partial_y^n L_{n,\gamma,\beta,x}(y_1, \ldots, y_N) \right)^2
\]

\[
= \frac{1}{\alpha!} \left( \mathbb{E}_{x \sim \mathcal{N}(0,I_n)} (1 + \beta \|x\|^2)^{-N/2} \prod_{i=1}^N \exp \left( \frac{1}{2 + \beta \|x\|^2} \langle x, y \rangle^2 \right) \right)^2
\]

\[
= \frac{1}{\prod_{i=1}^N \alpha_i!} \left( \mathbb{E}_{x \sim \mathcal{N}(0,I_n)} (1 + \beta \|x\|^2)^{-N/2} \prod_{i=1}^N \mathbb{E}_{y \sim \mathcal{N}(0,I_n)} \left[ \partial_y^{\alpha_i} \exp \left( \frac{1}{2 + \beta \|x\|^2} \langle x, y \rangle^2 \right) \right] \right)^2
\]

(28)

where the \( \alpha_i \in \mathbb{N}^n \) are the components of \( \alpha \) corresponding to \( y_i \), for each \( i \in [N] \). When \( \beta = 0 \), our result follows from the above, giving \( \langle L_{n,\gamma,\beta,x}, \hat{H}_\alpha \rangle^2 = \delta_{0,|\alpha|} \). (Indeed, in this case the null and planted models are identical, so \( L_{n,\gamma,\beta,x} = 1 \) is a constant, which is compatible with the above.) Let us suppose \( \beta \neq 0 \) below.

In this case, using Proposition A.7, we have

\[
\partial_y^{\alpha_i} \exp \left( \frac{1}{2 + \beta \|x\|^2} \langle x, y \rangle^2 \right) \]

\[
= \left( \frac{1 + \beta \|x\|^2}{\beta} \right)^{-|\alpha_i|} x^{\alpha_i} h_{|\alpha_i|} \left( \langle x, y \rangle; -\frac{1 + \beta \|x\|^2}{\beta} \right) \exp \left( \frac{1}{2 + \beta \|x\|^2} \langle x, y \rangle^2 \right). \tag{29}
\]

(Note that the sign of the spike, or equivalently the sign of \( \beta \), is the opposite of the sign of the variance of the Hermite polynomials that appear; thus, it is the negatively spiked case that corresponds to the more natural positive variance Hermite polynomials.) Since when \( y \sim \mathcal{N}(0,I_n) \) then \( \langle x, y \rangle \sim \mathcal{N}(0,\|x\|^2) \), we find

\[
\langle L_{n,\gamma,\beta,x}, \hat{H}_\alpha \rangle^2 = \frac{\beta^{2|\alpha|}}{\prod_{i=1}^N \alpha_i!} \left( \mathbb{E}_{x \sim \mathcal{N}(0,I_n)} \frac{x \sum_{i=1}^N \alpha_i}{(1 + \beta \|x\|^2)^{|\alpha|+N/2}} \right)
\]

\[
\times \prod_{i=1}^N \mathbb{E}_{y \sim \mathcal{N}(0,\|x\|^2)} h_{|\alpha_i|} \left( g; -\frac{1 + \beta \|x\|^2}{\beta} \right) \exp \left( \frac{1}{2 + \beta \|x\|^2} g^2 \right)^2. \tag{30}
\]
We next focus on the innermost expectation. We may rewrite:

\[
E_{g \sim \mathcal{N}(0, \|x\|^2)} h_{|\alpha_i|} \left( g; \frac{1 + \beta \|x\|^2}{\beta} \right) \exp \left( \frac{1}{2} \frac{\beta}{1 + \beta \|x\|^2} g^2 \right) = \frac{1}{\sqrt{2\pi \|x\|^2}} \int_{-\infty}^{\infty} h_{|\alpha_i|} \left( g; \frac{1 + \beta \|x\|^2}{\beta} \right) \exp \left( -\frac{1}{2} \left( \frac{1}{\|x\|^2} - \frac{\beta}{1 + \beta \|x\|^2} \right) g^2 \right) dg
\]

\[
= \frac{1}{\sqrt{2\pi \|x\|^2}} \int_{-\infty}^{\infty} \left( \frac{1 + \beta \|x\|^2}{\beta} \right)^{1/2} \exp \left( -\frac{1}{2} \left( \frac{1}{\|x\|^2} - \frac{\beta}{1 + \beta \|x\|^2} \right) g^2 \right) dg
\]

\[
= \left( \frac{1 + \beta \|x\|^2}{\beta} \right)^{1/2} E_{g \sim \mathcal{N}(0, \|x\|^2)} h_{|\alpha_i|} \left( g; \frac{1 + \beta \|x\|^2}{\beta} \right).
\]

By Proposition A.8, this quantity will be zero unless \( |\alpha_i| \) is even, and thus \( \langle L_{n,\gamma,\beta,X}, \tilde{H}_\alpha \rangle^2 \) will be zero unless \( |\alpha_i| \) is even for all \( i \). In this case, by Proposition A.8,

\[
E_{g \sim \mathcal{N}(0, \|x\|^2)} h_{|\alpha_i|} \left( g; \frac{1 + \beta \|x\|^2}{\beta} \right) \exp \left( \frac{1}{2} \frac{\beta}{1 + \beta \|x\|^2} g^2 \right) = (|\alpha_i|-1)! \left( \frac{1 + \beta \|x\|^2}{\beta} \right)^{|\alpha_i|+1/2}.
\]

Substituting into (30), we find many cancellations after which we are left with

\[
\langle L_{n,\gamma,\beta,X}, \tilde{H}_\alpha \rangle^2 = \prod_{i=1}^{n} \left( \frac{(|\alpha_i|-1)!}{\alpha_i!} \right) \left( \sum_{i=1}^{n} \alpha_i \right)^2,
\]

the final result. □

### A.3 Norm of the Low-Degree Likelihood Ratio

**Proof of Lemma 5.9.** Recall that

\[
\|L_{n,\gamma,\beta,X}^D \|^2_{L^2(Q_n)} = \sum_{\alpha \in (\mathbb{N}^n)^N \atop |\alpha| \leq D} \langle L_{n,\gamma,\beta,X}, \tilde{H}_\alpha \rangle^2.
\]

We substitute in the result of Lemma 5.8, which, after introducing independent replicas \( x^1, x^2 \sim X_n \), may be rewritten as

\[
\|L_{n,\gamma,\beta,X}^D \|^2_{L^2(Q_n)} = \sum_{d \geq 0}^{D} \sum_{d_1, \ldots, d_N \text{ even}}^{\text{sum}} \left( \prod_{i=1}^{N} \left( \frac{d_i!-1)!}{d_i!} \right) \beta^{\alpha_i} (x^1)^{\alpha_i} (x^2)^{\alpha_i} \right)
\]

\[
= \sum_{d \geq 0}^{D} \sum_{d_1, \ldots, d_N \text{ even}}^{\text{sum}} \left( \prod_{i=1}^{N} \left( \frac{d_i!}{d_i!} \right) \right) \left( \prod_{\alpha_i \in [N]}^{\text{sum}} \right) \prod_{j=1}^{n} \left( x^{d_j} \right)^{\alpha_{ij}}(x^{d_j})^{\alpha_{ij}}.
\]

By the multinomial theorem,

\[
\langle x^1, x^2 \rangle^{d_i} = \sum_{\alpha \in \mathbb{N}^n \atop |\alpha| = d_i} \left( \prod_{j=1}^{n} \left( x^{d_j} \right)^{\alpha_{ij}}(x^{d_j})^{\alpha_{ij}} \right).
\]
and therefore
\[
(x_1^1, x_2^2) \sum_{i=1}^N d_i = \prod_{i=1}^N (x_1^1, x_2^2)^{d_i}
\]
\[
= \prod_{i=1}^N \sum_{\alpha \in \mathbb{N}^n} (d_i \alpha) \prod_{j=1}^n (x_j^1 x_j^2)^{\alpha(j)}
\]
\[
= \sum_{\alpha \in \mathbb{N}^n, \sum_{\alpha} = d_i} \prod_{i=1}^N (d_i)^n (x_j^1 x_j^2)^{\alpha(j)}.
\]
In our case, this shows
\[
\left\| L_{n, \gamma, \beta, \mathcal{X}} \right\|_{L^2(\mathbb{Q}_n)}^2 = \mathbb{E}_{x_1^1, x_2^2 \sim \mathcal{X}_n} \sum_{0 \leq D \leq d} \beta^d \sum_{d_1, \ldots, d_N \text{ even}} \left( \prod_{i=1}^N \left( \frac{(d_i - 1)!}{d_i!} \right) \left( \prod_{i=1}^N (x_1^1, x_2^2)^{d_i} \right) \right)
\]
\[
= \mathbb{E}_{x_1^1, x_2^2 \sim \mathcal{X}_n} \sum_{0 \leq D \leq d} \beta^d \sum_{d_1, \ldots, d_N \text{ even}} \left( \prod_{i=1}^N \frac{d_i}{d_i/2} \right)
\]
where we have used the identities \( n! = n! \cdot (n-1)! \) and \( 2n!! = 2^n \cdot n! \). We now pass to a notation making the restriction to even degrees clearer:
\[
\left\| L_{n, \gamma, \beta, \mathcal{X}} \right\|_{L^2(\mathbb{Q}_n)}^2 = \mathbb{E}_{x_1^1, x_2^2 \sim \mathcal{X}_n} \sum_{0 \leq D \leq \lfloor D/2 \rfloor} \beta^d \left( \frac{x_1^1, x_2^2}{4} \right)^d \prod_{d_1, \ldots, d_N \text{ even}} \left( \frac{2d_i}{d_i} \right).
\]
The remaining function may be understood in terms of the generating function of the central binomial coefficients: using Proposition 5.7, we have that for any \( x \in (-\frac{1}{4}, \frac{1}{4}) \),
\[
\varphi_N(x) := \left( 1 - 4x \right)^{-N/2} = \left( \sum_{d=0}^N \left( \begin{array}{c} 2d \\ d \end{array} \right) x^d \right)^N = \sum_{d \geq 0} x^d \sum_{d_1, \ldots, d_N} \left( \frac{2d_i}{d_i} \right).
\]
Writing \( \varphi_{N,k}(x) \) for the truncation of this Taylor series to degree \( k \), we see that
\[
\left\| L_{n, \gamma, \beta, \mathcal{X}} \right\|_{L^2(\mathbb{Q}_n)}^2 = \mathbb{E}_{x_1^1, x_2^2 \sim \mathcal{X}_n} \left[ \varphi_{N, \lfloor D/2 \rfloor} \left( \frac{\beta^2 (x_1^1, x_2^2)^2}{4} \right) \right],
\]
the final result.

\section{Proofs for Bounding the Low-Degree Likelihood Ratio}

\subsection{Local Chernoff Bound}

**Proof of Proposition 5.12.** It is sufficient to show that \( \text{id} (\pi/\sqrt{n}) \) admits a local Chernoff bound. Since \( \pi \) is subgaussian, \( \pi^2 - \mathbb{E}[\pi^2] \) is subexponential (see, e.g., [56]), i.e., the moment-generating function \( M(t) = \mathbb{E} [\exp(t (\pi^2 - \mathbb{E}[\pi^2]))] \) satisfies \( M(t) \leq \exp \left( \frac{t^2}{2 \pi^2} \right) \) for all \( |t| \leq s \) for
a suitable choice of a constant $s > 0$. In particular, $E[\exp(t\pi^2)] < \infty$ for all $|t| \leq s$ for this choice of $s > 0$.

Let $\Pi = \pi\pi'$, the product of two independent copies of $\pi$. Let $\sigma^2$ be the variance proxy of $\pi$ (see Definition 2.1). The moment-generating function of $\Pi$ is

$$M(t) = E[\exp(t\Pi)] = E_\pi E_{\pi'}[\exp(t\pi\pi')] \leq E_\pi [\exp(\sigma^2 t^2/2)] < \infty$$

provided $\frac{1}{2}\sigma^2 t^2 < s$, i.e., $|t| < \sqrt{2s/\sigma^2}$. Thus $M(t)$ exists in an open interval containing $t = 0$, which implies $M'(0) = E[\Pi] = 0$ and $M''(0) = E[\Pi^2] = 1$ (this is the defining property of the moment-generating function: its derivatives at $t = 0$ are the moments of $\Pi$).

Let $\eta > 0$ and $f(t) = \exp\left(\frac{t^2}{2(1-\eta)}\right)$. Since $M(0) = 1$, $M'(0) = 0$, $M''(0) = 1$ and $f(0) = 1, f'(0) = 0, f''(0) = \frac{1}{1-\eta} > 1$, there exists $\delta > 0$ such that for all $t \in [-\delta, \delta]$, $M(t)$ exists and $M(t) \leq f(t)$.

We now apply the standard Chernoff bound argument to $\langle x^1, x^2 \rangle = \frac{1}{n} \sum_{i=1}^{n} \Pi_i$, where $\Pi_1, \ldots, \Pi_n$ are i.i.d. copies of $\Pi$. For any $\lambda > 0$,

$$\Pr \{ \langle x^1, x^2 \rangle \geq t \} = \Pr \{ \exp(\lambda \langle x^1, x^2 \rangle) \geq \exp(\lambda t) \} \leq \exp(-\lambda t)E[\exp(\lambda \langle x^1, x^2 \rangle)]$$

(by Markov’s inequality)

$$= \exp(-\lambda t)E[\exp(\lambda^2 n^{-1} \sum_{i=1}^{n} \Pi_i)]$$

$$= \exp(-\lambda t)[M(\lambda/n)]^n$$

$$\leq \exp(-\lambda t)[f(\lambda/n)]^n$$

(provided $\lambda/n \leq \delta$)

$$\leq \exp(-\lambda t) \exp\left(\frac{\lambda^2}{2(1-\eta)n}\right).$$

Taking $\lambda = (1-\eta)nt$,

$$\Pr \{ \langle x^1, x^2 \rangle \geq t \} \leq \exp\left(- (1-\eta)nt^2 + \frac{1}{2}(1-\eta)n t^2 \right) = \exp\left(-\frac{1}{2}(1-\eta)nt^2 \right)$$

as desired. This holds provided $\lambda/n \leq \delta$, i.e., $t \leq \delta/(1-\eta)$. The same argument (with $-\Pi$ instead of $\Pi$) holds for the other tail bound $\Pr \{ \langle x^1, x^2 \rangle \leq -t \}$. \hfill \blacktriangleright

### B.2 Bounding the Large Deviations

**Proof of Lemma 5.13.** Recall that

$$\varphi_N,|D/2| (x) = \sum_{d=0}^{[D/2]} x^d \sum_{d_1, \ldots, d_N} \prod_{i=1}^{N} \binom{2d_i}{d_i}.$$

Note that the first sum above has $[D/2] + 1$ terms and the second sum has at most $N^d \leq N[D/2] \leq N^{D/2}$ terms. It is combinatorially clear that $\binom{2d_i}{d_i} \leq \binom{2d_i+d_j}{d_i}$, and therefore

$$\prod_{i=1}^{N} \binom{2d_i}{d_i} \leq \left(\sum_{i=1}^{N} d_i \right)^d \leq \binom{2d}{d} \leq (2d)^d \leq D^{D/2}.$$

Since $\|x^1\|^2 \leq 2$ and $\|x^2\|^2 \leq 2$ we have $\frac{1}{4}\beta^2 \langle x^1, x^2 \rangle^2 \leq \beta^2$. Since $d \leq D/2$ we have $(\beta^2)^d \leq (1+\beta^2)^{D/2}$, and therefore

$$\varphi_N,|D/2| \left(\frac{\beta^2}{4} \langle x^1, x^2 \rangle^2\right) \leq (D/2 + 1)(1+\beta^2)^{D/2} N^{D/2} D^{D/2} \leq (1+\beta^2)^{D/2} D N^{D/2} D^{D/2}. $$
Combining these bounds,
\[ R_2 = \mathbb{E}_{\mathbf{x}_1, \mathbf{x}_2 \sim X_n} \left[ \mathbb{I}_{\|\mathbf{x}_1, \mathbf{x}_2\|^2 \leq \varepsilon} \varphi_{N, \|D/2\|} \left( \frac{\beta^2}{4} (\mathbf{x}_1, \mathbf{x}_2)^2 \right) \right] \]
\[ \leq \Pr \{ \|\mathbf{x}_1, \mathbf{x}_2\|^2 > \varepsilon \} (1 + \beta^2)^{D/2} DN^{D/2} D^{D/2}. \]

Since \( R_2 \) increases as \( \varepsilon \) decreases, we can assume without loss of generality that \( \varepsilon \) is small enough that we may apply the local Chernoff bound (18):
\[ \leq \exp \left( -\frac{1}{3} n\varepsilon^2 \right) (1 + \beta^2)^{D/2} DN^{D/2} D^{D/2} \]
\[ = \exp \left( -\frac{1}{3} n\varepsilon^2 + \frac{D}{2} \log(1 + \beta^2) + \log D + \frac{D}{2} \log N + \frac{D}{2} \log D \right) \]
\[ = o(1) \]
provided \( D = o(n/\log n) \), completing the proof. ▶

B.3 Bounding the Small Deviations

Proof of Lemma 5.14. We use the argument from Appendix K of [54]. Since the Taylor series for \( \varphi_N(x) \) has nonnegative coefficients, we have \( \varphi_{N, \|D/2\|}(x) \leq \varphi_N(x) \) for all \( x \in [0, 1/4) \). Taking \( \varepsilon < 1/|\beta| \), we have
\[ R_1 = \mathbb{E}_{\mathbf{x}_1, \mathbf{x}_2 \sim X_n} \left[ \mathbb{I}_{\|\mathbf{x}_1, \mathbf{x}_2\|^2 \leq \varepsilon} \varphi_{N, \|D/2\|} \left( \frac{\beta^2}{4} (\mathbf{x}_1, \mathbf{x}_2)^2 \right) \right] \]
\[ \leq \mathbb{E}_{\mathbf{x}_1, \mathbf{x}_2 \sim X_n} \left[ \mathbb{I}_{\|\mathbf{x}_1, \mathbf{x}_2\|^2 \leq \varepsilon} \varphi_{N} \left( \frac{\beta^2}{4} (\mathbf{x}_1, \mathbf{x}_2)^2 \right) \right] \]
\[ = \mathbb{E}_{\mathbf{x}_1, \mathbf{x}_2 \sim X_n} \left[ \mathbb{I}_{\|\mathbf{x}_1, \mathbf{x}_2\|^2 \leq \varepsilon} \left( 1 - \beta^2 (\mathbf{x}_1, \mathbf{x}_2)^2 \right)^{-N/2} \right] \]
\[ = \mathbb{E}_{\mathbf{x}_1, \mathbf{x}_2 \sim X_n} \left[ \mathbb{I}_{\|\mathbf{x}_1, \mathbf{x}_2\|^2 \leq \varepsilon} \exp \left( -\frac{N}{2} \log (1 - \beta^2 (\mathbf{x}_1, \mathbf{x}_2)^2) \right) \right]. \]

By the convexity of \( t \mapsto -\log(1 - t^2) \), we have \( -\log(1 - t^2) \leq -\frac{t^2}{2} (1 - 3t^2) \) for all \( t \in [0, \varepsilon^2] \). Letting \( c := -\frac{N}{2\varepsilon^2} \log(1 - \beta^2 \varepsilon^2) > 0 \), we proceed bounding
\[ \leq \mathbb{E}_{\mathbf{x}_1, \mathbf{x}_2 \sim X_n} \left[ \mathbb{I}_{\|\mathbf{x}_1, \mathbf{x}_2\|^2 \leq \varepsilon} \exp \left( c (\mathbf{x}_1, \mathbf{x}_2)^2 \right) \right] \]
\[ = \int_0^\infty \Pr \{ \|\mathbf{x}_1, \mathbf{x}_2\|^2 \leq u \} du \]
\[ \leq 1 + \int_1^\infty \Pr \{ \|\mathbf{x}_1, \mathbf{x}_2\|^2 \leq u \} \exp (c (\mathbf{x}_1, \mathbf{x}_2)^2) > u \} du. \]

Applying the change of variables \( u = \exp (ct) \),
\[ = 1 + \int_0^\infty \Pr \{ \|\mathbf{x}_1, \mathbf{x}_2\|^2 \leq \varepsilon \text{ and } (\mathbf{x}_1, \mathbf{x}_2)^2 > t \} c \exp (ct) dt \]
\[ \leq 1 + \int_0^{\varepsilon^2} \Pr \{ (\mathbf{x}_1, \mathbf{x}_2)^2 > t \} c \exp (ct) dt. \]
Provided \( \varepsilon \) is sufficiently small, we can apply the local Chernoff bound (18):

\[
\leq 1 + Cc \int_0^\varepsilon \exp \left( -\frac{1}{2} (1 - \eta) nt + ct \right) dt.
\]

Let \( \tilde{\gamma} := n/N \), so that \( \tilde{\gamma} \to \gamma \) as \( n \to \infty \). Letting \( c := \tilde{c}n \) where \( \tilde{c} = -\log(1 - \beta^2 \varepsilon^2)/(2\varepsilon^2 \tilde{\gamma}) \),

\[
\leq 1 + C \cdot \tilde{c}n \int_0^{\varepsilon} \exp \left( -\frac{1}{2} (1 - \eta) + \tilde{c} \right) nt \right] dt.
\]

We have \( \lim_{\varepsilon \to 0} \tilde{c} = \beta^2 \gamma^2 \). Since \( \beta^2 < \gamma \), we have that for sufficiently large \( n \), \( \beta^2 \gamma^2 < \frac{1}{\varepsilon^2} \). Thus we can choose \( \varepsilon \) and \( \eta \) small enough so that for sufficiently large \( n \), \( -\frac{1}{\varepsilon^2} (1 - \eta) + \tilde{c} \leq -\alpha \) for some \( \alpha > 0 \). Now

\[
\leq 1 + C \cdot \tilde{c}n \int_0^\infty \exp (-\alpha nt) dt
= 1 + \frac{C \cdot \tilde{c}}{\alpha}
= O(1),
\]
completing the proof.

\[\Box\]

**B.4 Above the BBP Threshold**

**Proof of Theorem 3.4 (Part 2).** Let \( \beta^2 > \gamma \). Recall

\[
\| L_{n, \gamma, \beta, \varepsilon} \|_{L^2(Q_n)}^2 = \mathbb{E}_{x^1, x^2 \sim X_n} \left[ \varphi_{N, \lfloor D/2 \rfloor} \left( \frac{\beta^2}{4} (x^1, x^2)^2 \right) \right]
= \sum_{d=0}^{\lfloor D/2 \rfloor} \mathbb{E}_{x^1, x^2 \sim X_n} \left( \frac{\beta^2}{4} (x^1, x^2)^2 \right)^d \sum_{i_1, \ldots, i_d} \prod_{i=1}^N \left( 2d_i \right)
\tag{35}
\]

Since each term in the outer summation of (35) is nonnegative, it suffices to fix a single \( d \leq D/2 \) and show that the corresponding term is \( \omega(1) \). We can write \( \langle x^1, x^2 \rangle = \frac{1}{n} \sum_{i=1}^n \Pi_i \) where \( \Pi_1, \ldots, \Pi_n \) are i.i.d. with distribution of the product \( \Pi = \pi \pi' \) of two independent copies of \( \pi \). This means

\[
\mathbb{E}_{x^1, x^2 \sim X_n} (x^1, x^2)^{2d} = \mathbb{E} \left( \frac{1}{n} \sum_{i=1}^n \Pi_i \right)^{2d} = n^{-2d} \sum_{i_1, \ldots, i_{2d} \in [n]} \mathbb{E}[\Pi_{i_1} \Pi_{i_2} \cdots \Pi_{i_{2d}}].
\]

Since \( \pi \) is symmetric about zero, \( \Pi \) is also symmetric about zero, so all moments \( \mathbb{E}[\Pi^k] \) are nonnegative. This means each term in the remaining sum is nonnegative, so we can obtain a lower bound by only considering terms where each index occurring among the \( i_1, \ldots, i_{2d} \) occurs exactly twice:

\[
\mathbb{E}_{x^1, x^2 \sim X_n} (x^1, x^2)^{2d} \geq n^{-2d} \binom{n}{d} \frac{(2d)!}{2^d} (\mathbb{E}[\Pi^2])^d = n^{-2d} \binom{n}{d} \frac{(2d)!}{2^d}.
\]
Next, we bound the inner summation of (35) below by taking only the terms with \( d_i \in \{0, 1\} \) for all \( i \in [N] \):

\[
\sum_{d_1, \ldots, d_N} \prod_{i=1}^{N} \left( \frac{2d_i}{d} \right) \geq \left( \frac{N}{d} \right)^2.
\]

Combining these bounds, we find that for any fixed \( 0 \leq d \leq \lfloor D/2 \rfloor \),

\[
\| L_{n, \gamma, \beta, X} \|_{L^2(\mathbb{Q}_n)}^2 \geq \frac{\beta^{2d}}{4d} n^{-2d} \left( \frac{n}{d} \right) \frac{[2d]!}{2^d} \left( \frac{N}{d} \right)^2 \\
= \left( \frac{\beta^2}{4n^2} \right)^d \frac{(2d)! n! N!}{(dl)^2 (n-d)! (N-d)!} \\
\geq \left( \frac{\beta^2 (n-d)(N-d)}{4n^2} \right)^d \left( \frac{2d}{d} \right).
\]

Using the standard bound \( \binom{2d}{d} \geq 4d/(2\sqrt{d}) \),

\[
\| L_{n, \gamma, \beta, X} \|_{L^2(\mathbb{Q}_n)}^2 \geq \frac{1}{2\sqrt{d}} \left( \frac{\beta^2 (n-d)(N-d)}{n^2} \right)^d.
\]

This final expression will be \( \omega(1) \) provided that \( 1 \ll d \ll n \), since \( n/N \to \gamma \) and \( \beta^2 > \gamma \).
Abstract

A pseudo-deterministic algorithm is a (randomized) algorithm which, when run multiple times on the same input, with high probability outputs the same result on all executions. Classic streaming algorithms, such as those for finding heavy hitters, approximate counting, \( \ell_2 \) approximation, finding a nonzero entry in a vector (for turnstile algorithms) are not pseudo-deterministic. For example, in the instance of finding a nonzero entry in a vector, for any known low-space algorithm \( A \), there exists a stream \( x \) so that running \( A \) twice on \( x \) (using different randomness) would with high probability result in two different entries as the output.

In this work, we study whether it is inherent that these algorithms output different values on different executions. That is, we ask whether these problems have low-memory pseudo-deterministic algorithms. For instance, we show that there is no low-memory pseudo-deterministic algorithm for finding a nonzero entry in a vector (given in a turnstile fashion), and also that there is no low-dimensional pseudo-deterministic sketching algorithm for \( \ell_2 \) norm estimation. We also exhibit problems which do have low memory pseudo-deterministic algorithms but no low memory deterministic algorithm, such as outputting a nonzero row of a matrix, or outputting a basis for the row-span of a matrix.

We also investigate multi-pseudo-deterministic algorithms: algorithms which with high probability output one of a few options. We show the first lower bounds for such algorithms. This implies that there are streaming problems such that every low space algorithm for the problem must have inputs where there are many valid outputs, all with a significant probability of being outputted.
1 Introduction

Consider some classic streaming problems: heavy hitters, approximate counting, $\ell_p$ approximation, finding a nonzero entry in a vector (for turnstile algorithms), counting the number of distinct elements in a stream. These problems were shown to have low-space randomized algorithms in [4, 27, 7, 2, 20, 26], respectively. All of these algorithms exhibit the property that when running the algorithm multiple times on the same stream, different outputs may result on the different executions.

For the sake of concreteness, let’s consider the problem of $\ell_2$ approximation: given a stream of poly($n$) updates to a vector (the vector begins as the zero vector, and updates are of the form “increase the $i^{th}$ entry by 1” or “decrease the $j^{th}$ entry by 1”), output an approximation of the $\ell_2$ norm of the vector. There exists a celebrated randomized algorithm for this problem [2]. This algorithm has the curious property that running the same algorithm multiple times on the same stream may result in different approximations. That is, if Alice runs the algorithm on the same stream as Bob (but using different randomness), Alice may get some approximation of the $\ell_2$ norm (such as 27839.8), and Bob (running the same algorithm, but with your own randomness) may get a different approximation (such as 27840.2). The randomized algorithm has the guarantee that both of the approximations will be close to the true value. However, interestingly, Alice and Bob end up with slightly different approximations. Is this behavior inherent? That is, could there exist an algorithm which, while being randomized, for all streams with high probability both Alice and Bob will end up with the same approximation for the $\ell_2$ norm?

Such an algorithm, which when run on the same stream multiple times outputs the same output with high probability is called pseudo-deterministic. The main question we tackle in this paper is:

What streaming problems have low-memory pseudo-deterministic algorithms?

1.1 Our Contributions

This paper is the first to investigate pseudo-determinism in the context of streaming algorithms. We show certain problems have pseudo-deterministic algorithms substantially faster than the optimal deterministic algorithm, while other problems do not.

1.1.1 Lower Bounds

1.1.1.1 Find-Support-Elem

We show pseudo-deterministic lower bounds for finding a nonzero entry in a vector in the turnstile model. Specifically, consider the problem FIND-SUPPORT-ELEM of finding a nonzero entry in a vector for a turnstile algorithm (the input is a stream of updates of the form “increase entry $i$ by 1” or “decrease entry $j$ by 1”, and we wish to find a nonzero entry in the final vector). We show this problem does not have a low-memory pseudo-deterministic algorithm:
Theorem 1. There is no pseudo-deterministic algorithm for \textsc{Find-Support-Elem} which uses $\tilde{o}(n)$ memory.

This is in contrast with the work of [26], which shows a randomized algorithm for the problem using polylogarithmic space.

Theorem 1 can be viewed as showing that any low-memory algorithm $A$ for \textsc{Find-Support-Elem} must have an input $x$ where the output $A(x)$ (viewed as a random variable depending on the randomness used by $A$) must have at least a little bit of entropy. The algorithms we know for \textsc{Find-Support-Elem} have a very high amount of entropy in their outputs (the standard algorithms, for an input which is the all 1s vector, will find a uniformly random entry). Is this inherent, or can the entropy of the output be reduced? We show that this is inherent: for every low-memory algorithm there is an input $x$ such that $A(x)$ has high entropy.

Theorem 2. Every randomized algorithm for \textsc{Find-Support-Elem} using $o(s)$ space must have an input $x$ such that $A(x)$ has entropy at least $\log \left( \frac{n}{s \log n} \right)$.

So, in particular, an algorithm using $n^{1-\epsilon}$ space must have outputs with entropy $\Omega(\log n)$, which is maximal up to constant factors.

We also show analogous lower bounds for the problem \textsc{Find-Duplicate} in which the input is a stream of $3n/2$ integers between 1 and $n$, and the goal is to output a number $k$ which appears at least twice in the stream:

Theorem 3. Every randomized algorithm for \textsc{Find-Duplicate} using $o(s)$ space must have an input $x$ such that $A(x)$ has entropy at least $\log \left( \frac{n}{s \log n} \right)$.

1.1.1.2 Techniques

To prove a pseudo-deterministic lower bound for \textsc{Find-Support-Elem}, the idea is to show that if a pseudo-deterministic algorithm existed for \textsc{Find-Support-Elem}, then there would also exist a pseudo-deterministic one-way communication protocol for the problem \textsc{One-Way-Find-Duplicate}, where Alice has a subset of $[n]$ of size $3n/4$, and so does Bob, and they wish to find an element which they share.

To prove a lower bound on the one-way communication problem \textsc{One-Way-Find-Duplicate}, we show that if such a pseudo-deterministic protocol existed, then Bob can use Alice’s message to recover many ($n/10$) elements of her input (which contains much more information than one short message). The idea is that using Alice’s message, Bob can find an element they have in common. Then, he can remove the element he found that they have in common from his input, and repeat to find another element they have in common (using the original message Alice sent, so Alice does not have to send another message). After repeating $n/10$ times, he will have found many elements which Alice has.

It may not be immediately obvious where pseudo-determinism is being used in this proof. The idea is that because the algorithm is pseudo-deterministic, the element which Bob finds as the intersection with high probability does not depend on the randomness used by Alice. That is, let $b_1, b_2, \ldots$ be the sequence of elements which Bob finds. Because the algorithm is pseudo-deterministic, there exists a specific sequence $b_1, b_2, \ldots$ such that with high probability this will be the sequence of elements which Bob finds. Notice that a randomized (but not pseudo-deterministic) algorithm for \textsc{One-Way-Find-Duplicate} would result in different sequences on different executions.
When the sequence $b_1,b_2,\ldots$ is determined in advance, we can use a union bound and argue that with high probability, one of Alice’s messages will likely work on all of Bob’s inputs. If $b_1,b_2,\ldots$ is not determined in advance, then it’s not possible to use a union bound.

Proving a lower bound on the entropy of the output of an algorithm for Find-Support-Elem uses a similar idea, but is more technically involved. It is harder to ensure that Bob’s later inputs will be able to succeed with Alice’s original message. The idea, at a very high level, is to have Alice send many messages (but not too many), so that Bob’s new inputs will not strongly depend on any part of Alice’s randomness, and also to have Alice send additional messages to keep Bob from going down a path where Alice’s messages will no longer work.

This lower bound technique may seem similar to the way one would show a deterministic lower bound. It’s worth noting that for certain problems, deterministic lower bounds do not generalize to pseudo-deterministic lower bounds; see our results on pseudo-deterministic upper bounds for some examples and intuition for why certain problems remain hard in the pseudo-deterministic setting while others do not.

### 1.1.1.3 Sketching lower bounds for pseudo-deterministic $\ell_2$ norm estimation

The known randomized algorithms (such as [2]) for approximating the $\ell_2$ norm of a vector $x$ in a stream rely on sketching, i.e., storing $Sx$ where $S$ is a $d \times n$ random matrix where $d \ll n$ and outputting the $\ell_2$ norm of $Sx$. More generally, an abstraction of this framework is the setting where one has a distribution over matrices $D$ and a function $f$. One then stores a sketch of the input vector $Sx$ where $S \sim D$ and outputs $f(Sx)$. By far, most streaming algorithms fall into this framework and in fact some recent work [24, 1] proves under some caveats and assumptions that low-space turnstile streaming algorithms imply algorithms based on low-dimensional sketches. Since sketching-based streaming algorithms are provably optimal in many settings, it motivates studying whether there are low-dimensional sketches of $x$ from which the $\ell_2$ norm can be estimated pseudo-deterministically.

We prove a lower bound on the dimension of sketches from which the $\ell_2$ norm can be estimated pseudo-deterministically:

**Theorem 4.** Suppose $D$ is a distribution over $d \times n$ matrices and $f$ is a function from $\mathbb{R}^d$ to $\mathbb{R}$ such that for all $x \in \mathbb{R}^n$, when $S \sim D$:

- $f(Sx)$ approximates the $\ell_2$ norm of $x$ to within a constant factor with high probability,
- $f(Sx)$ takes a unique value with high probability.

Then $d$ must be $\Omega(n)$.

As an extension, we also show that

**Theorem 5.** For every constant $\varepsilon, \delta > 0$, every randomized sketching algorithm $A$ for $\ell_2$ norm estimation using a $O(n^{1-\delta})$-dimensional sketch, there is a vector $x$ such that the output entropy of $A(x)$ is at least $1 - \varepsilon$. Furthermore, there is a randomized algorithm using a $O(p\text{oly-log } n)$-dimensional sketch with output entropy at most $1 + \varepsilon$ on all input vectors.

### 1.1.1.4 Techniques

The first insight in our lower bound is that if there is a pseudo-deterministic streaming algorithm $A$ for $\ell_2$ norm estimation in $k$ space, then that means there is a fixed function $g$ such that $g(x)$ approximates $\|x\|_2$ and $A$ is a randomized algorithm to compute $g(x)$ with high probability. The next step uses a result in the work of [17] to illustrate a (randomized) sequence of vectors $x^{(1)}, \ldots, x^{(t)}$ only depending on $g$ such that any linear sketching-based
algorithm that uses sublinear dimensional sketches outputs an incorrect approximation to the $\ell_2$ norm of some vector in that sequence with constant probability, thereby implying a dimension lower bound.

### 1.1.2 Upper Bounds

On the one hand, all the problems considered so far were such that
1. There were “low-space” randomized algorithms.
2. The pseudo-deterministic and deterministic space complexity were “high” and equal up to logarithmic factors.

This raises the question if there are natural problems where pseudo-deterministic algorithms outperform deterministic algorithms (by more than logarithmic factors). We answer this question in the affirmative.

We illustrate several natural problems where the pseudo-deterministic space complexity is strictly smaller than the deterministic space complexity.

The first problem is that of finding a nonzero row in a matrix given as input in a turnstile stream. Our result for this problem has the bonus of giving a natural problem where the pseudo-deterministic streaming space complexity is strictly sandwiched between the deterministic and randomized streaming space complexity.

In the problem \textsc{Find-Nonzero-Row}, the input is an $n \times d$ matrix $A$ streamed in the turnstile model, and the goal is to output an $i$ such that the $i^{th}$ row of the matrix $A$ is nonzero.

**Theorem 6.** The randomized space complexity for \textsc{Find-Nonzero-Row} is $\tilde{\Theta}(1)$, the pseudo-deterministic space complexity for \textsc{Find-Nonzero-Row} is $\tilde{\Theta}(n)$, and the deterministic space complexity for \textsc{Find-Nonzero-Row} is $\tilde{\Theta}(nd)$.

The idea behind the proof of Theorem 6 is to sample a random vector $x$, and then deterministically find a nonzero entry of $Ax$. With high probability, if a row of $A$ is nonzero, then the corresponding entry of $Ax$ will be nonzero as well.

#### 1.1.2.1 Discussion

Roughly speaking, in this problem there is a certain structure that allows us to use randomness to “hash” pieces of the input together, and then apply a deterministic algorithm on the hashed pieces. The other upper bounds we show for pseudo-deterministic algorithms also have a structure which allows us to hash, and then use a deterministic algorithm. It is interesting to ask if there are natural problems which have faster pseudo-deterministic algorithms than the best deterministic algorithms, but for which the pseudo-deterministic algorithms follow a different structure.

The next problems we show upper bounds for are estimating frequencies in a length-$m$ stream of elements from a large universe $[n]$ up to error $\varepsilon m$, and that of estimating the inner product of two vectors $x$ and $y$ in an insertion-only stream of length-$m$ up to error $\varepsilon \cdot \|x\|_1 \cdot \|y\|_1$.

We show a separation between the deterministic and (weak) pseudo-deterministic space complexity in the regime where $m \ll n$.

**Theorem 7.** There is a pseudo-deterministic algorithm for point query estimation and inner product estimation that uses $O\left(\log \frac{m}{\varepsilon} + \log n\right)$ bits of space. On the other hand, any deterministic algorithm needs $\Omega\left(\frac{\log n}{\varepsilon}\right)$ bits of space.
1.2 Related work

Pseudo-deterministic algorithms were introduced by Gat and Goldwasser [9]. Such algorithms have since been studied in the context of standard (sequential algorithms) [15, 30], average case algorithms [18], parallel algorithms [12], decision tree algorithms [11, 10], interactive proofs [13], learning algorithms [31], approximation algorithms [31, 6], and low space algorithms [16]. In this work, we initiate the study of pseudo-determinism in the context of streaming algorithms (and in the context of one-way communication complexity).

The problem of finding duplicates in a stream of integers between 1 and $n$ was first considered by [14], where an $O(\log^{3} n)$ bits of space algorithm is given, later improved by [22] to $O(\log^{2} n)$ bits. We show that in contrast to these low space randomized algorithms, a pseudo-deterministic algorithm needs significantly more space in the regime where the length of the stream is, say, $3n/2$. [23] shows optimal lower bounds for randomized algorithms solving the problem.

The method of $\ell_p$-sampling to sample an index of a turnstile vector with probability proportional to its $\ell_p$ mass, whose study was initiated in [26], is one way of outputting an element from the support of a turnstile stream. A line of work [8, 26, 22, 3], ultimately leading to an optimal algorithm in [21] and tight lower bounds in [23], characterizes the space complexity of randomized algorithms to output an element from the support of a turnstile vector as $\Theta(\text{poly log } n)$, in contrast with the space lower bounds we show for algorithms constrained to a low entropy output.

1.3 Open Problems

Morris Counters

In [27], Morris showed that one can approximate (up to a multiplicative error) the number of elements in a stream with up to $n$ elements using $O(\log \log n)$ bits of space. Does there exist an $O(\log \log n)$ bits of space pseudo-deterministic algorithm for the problem?

$\ell_2$-norm estimation

In this work, we show that there are no low-dimensional pseudo-deterministic sketching algorithms for estimating the $\ell_2$-norm of a vector. However, we do not show a turnstile streaming lower bound for pseudo-deterministic algorithms, which motivates the following question. Does there exist a $O(\text{poly log } n)$ space pseudo-deterministic algorithm for $\ell_2$-norm estimation?

Multi-pass streaming lower bounds

All the streaming lower bounds we prove are in the single pass model, i.e., where the algorithm receives the stream exactly once. How do these lower bounds extend to the multi-pass model, where the algorithm receives the stream multiple times? All of the pseudo-deterministic streaming lower bounds in this paper do not even extend to 2-pass streaming algorithms.

1.4 Table of complexities

In the below table, we outline the known space complexity of various problems considered in our work.
Table 1 Table of space complexities.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Randomized</th>
<th>Deterministic</th>
<th>Pseudo-deterministic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Morris Counters</td>
<td>$\Theta(\log\log n)$</td>
<td>$\Theta(\log n)$</td>
<td>$O(\log n), \Omega(\log\log n)$</td>
</tr>
<tr>
<td>Find-Duplicate</td>
<td>$\Theta(\log n)$</td>
<td>$\Theta(n)$</td>
<td>$\Theta(n)$</td>
</tr>
<tr>
<td>$\ell_2$-approximation (streaming)</td>
<td>$\Theta(\log n)$</td>
<td>$\tilde{\Theta}(n)$</td>
<td>$O(n), \Omega(\log n)$</td>
</tr>
<tr>
<td>$\ell_2$-approximation (sketching)</td>
<td>$\tilde{\Theta}(n)$</td>
<td>$\tilde{\Theta}(n)$</td>
<td>$O(n), \Omega(\log n)$</td>
</tr>
<tr>
<td>Find-Nonzero-Row</td>
<td>$\Theta(1)$</td>
<td>$\Theta(nd)$</td>
<td>$\Theta(n)$</td>
</tr>
</tbody>
</table>

2 Preliminaries

A randomized algorithm is called pseudo-deterministic if for every valid input $x$, when running the algorithm twice on $x$, the same output is obtained with probability at least $2/3$. Equivalently (up to amplification of error probabilities), one can think of an algorithm as pseudo-deterministic if for every input $x$, there is a unique value $f(x)$ such that with probability at least $2/3$ the algorithm outputs $f(x)$ on input $x$.

Definition 8 (Pseudo-deterministic). A (randomized) algorithm $A$ is called pseudo-deterministic if for all valid inputs $x$, the algorithm $A$ satisfies

$$\Pr_{r_1, r_2} [A(x, r_1) = A(x, r_2)] \geq 2/3.$$  

An extension of pseudo-determinism is that of $k$-entropy randomized algorithms [16]. Such algorithms have the guarantee that for every input $x$, the distribution $A(x, r)$ (over a random choice of randomness $r$) has low entropy, in particular bounded by $k$.

Another extension of pseudo-determinism is that of $m$-pseudo-deterministic algorithms, from [10]. Intuitively speaking, any algorithm is $k$-pseudo-deterministic if for every valid input, with high probability the algorithm outputs one of $k$ options (so, a 1-pseudo-deterministic algorithm is the same as a standard pseudo-deterministic algorithm, since it outputs the one unique option with high probability):

Definition 9 ($k$-pseudo-deterministic). We say that an algorithm $A$ is $k$-pseudo-deterministic if for all valid inputs $x$, there is a set $S(x)$ of size at most $k$, such that $Pr_{r}[A(x, r) \in S(x)] \geq \frac{k+1}{k+2}$

For the purposes of this work, we define a simple notion that we call a $k$-concentrated algorithm.

Definition 10. We say that an algorithm $A$ is $k$-concentrated if for all valid inputs $x$, there is some output $F(x)$ such that $Pr_{r}[A(x, r) = F(x)] \geq \frac{1}{k}$.

The reason for making this definition is that any $\log k$-entropy randomized algorithm, and any $(k + 2)$-pseudo-deterministic algorithm is $k$-concentrated. Thus, showing an impossibility result for $k$-concentrated algorithms also shows an impossibility result for $\log k$-entropy and $(k + 2)$-pseudo-deterministic algorithms. Indeed, in this work, we use space lower bounds against $k$-concentrated algorithms to simultaneously conclude space lower bounds against low entropy and multi-pseudo-deterministic algorithms.

Definition 11. A turnstile streaming algorithm is one where there is a vector $v$, and the input is a stream of updates of the form “increase the $i^{th}$ coordinate of $v$ by $r$” or “decrease the $i^{th}$ coordinate of $v$ by $r$”. The goal is to compute something about the final vector, after all of the updates.
We use a pseudorandom generator for space-bounded computation due to Nisan [29], which we recap below.

**Theorem 12.** There is a function $G : \{0,1\}^{s \log r} \to \{0,1\}^r$ such that
1. Any bit of $G(x)$ for any input $x$ can be computed in $O(s \log r)$ space.
2. For all functions $f$ from $\{0,1\}^r$ to some set $A$ such that $f$ is computable by a finite state machine on $2^s$ states, the total variation distance between the random variables $f(x)$ and $f(G(y))$ where $x$ is uniformly drawn from $\{0,1\}^r$ and $y$ is uniformly drawn from $\{0,1\}^{s \log r}$ is at most $2^{-s}$.

## 3 Find-Duplicate: Pseudo-deterministic lower bounds

Consider the following problem: the input is a stream of $3n/2$ integers between 1 and $n$. The goal is to output a number $k$ which appears at least twice in the stream. Call this problem **Find-Duplicate**. Recall that this problem has been considered in the past literature, specifically in [14, 22, 23], where upper and lower bounds for randomized algorithms have been shown.

Indeed, we know the following is true from [14, 22].

**Theorem 13.** **Find-Duplicate** has an algorithm which uses $O(\text{poly log } n)$ memory and succeeds with all but probability $\frac{1}{\text{poly}(n)}$.

We formally define a pseudo-deterministic streaming algorithm and show a pseudo-deterministic lower bound for **Find-Duplicate** to contrast with the randomized algorithm from Theorem 13.

**Definition 14** (Pseudo-deterministic Streaming Algorithm). A pseudo-deterministic streaming algorithm is a (randomized) streaming algorithm $A$ such that for all valid input streams $s = \langle x_1, \ldots, x_m \rangle$, the algorithm $A$ satisfies $\Pr_{r_1, r_2}[A(x, r_1) = A(x, r_2)] \geq \frac{2}{3}$.

One can also think of a pseudo-deterministic streaming algorithm as an algorithm $A$ such that for every valid input stream $s$, there exists some valid output $f(s)$ such that the algorithm $A$ outputs $f(s)$ with probability at least $2/3$ (one would have to amplify the success probability using repetition to see that this alternate notion is the same as the definition above).

**Definition 15** (**Find-Duplicate**). Define **Find-Duplicate** to be the streaming problem where the input is a stream of length $3n/2$ consisting of up to $n$, and the output must be an integer which has occurred at least twice in the string.

**Theorem 16.** **Find-Duplicate** has no pseudo-deterministic algorithm with memory $o(n)$.

**Proof Overview**

In order to prove Theorem 16, we introduce two communication complexity problems – **One-Way-** **Find-Duplicate** and **One-Way-Partial-Recovery**:

In the **One-Way-** **Find-Duplicate** problem, Alice has a list of $3n/4$ integers between 1 and $n$, and so does Bob. Alice sends a message to Bob, after which Bob must output an integer which is in both Alice’s and Bob’s list. Formally:

**Definition 17** (**One-Way-** **Find-Duplicate**). Define **One-Way-** **Find-Duplicate** to be the one-way communication complexity problem where Alice has input $S_A \subseteq [n]$ and Bob has input $S_B \subseteq [n]$, where $|S_A|, |S_B| \geq 3n/4$. The goal is for Bob to output an element in $S_A \cap S_B$. 

The idea is that one can reduce One-Way-Find-Duplicate to Find-Duplicate. So, our new goal will be to show that One-Way-Find-Duplicate requires high communication. To do so, we will show that it is possible to reduce a different problem, denoted One-Way-Partial-Recovery (defined below), to One-Way-Find-Duplicate. Informally, in the One-Way-Partial-Recovery problem, Alice has a list of $3n/4$ integers between 1 and $n$. Bob does not have an input. Alice sends a message to Bob, after which Bob must output $n/10$ distinct elements which are all in Alice’s list. Formally:

**Definition 18 (One-Way-Partial-Recovery).** Define One-Way-Partial-Recovery to be the one-way communication complexity problem where Alice has input $S_A \subseteq [n]$ and Bob has no input. The goal is for Bob to output a set $S$ satisfying $S \subseteq S_A$ and $|S| \geq n/10$.

We will show in Claim 19 that a low memory pseudo-deterministic algorithm for Find-Duplicate implies a low-communication pseudo-deterministic algorithm for One-Way-Find-Duplicate, and in Claim 20 that a low-communication pseudo-deterministic algorithm for One-Way-Find-Duplicate implies a low communication algorithm for One-Way-Partial-Recovery. Finally, in Claim 21, we show that One-Way-Partial-Recovery cannot be solved with low communication. Combining the claims yields Theorem 16.

**Proof of Theorem 16.**


Proof. To prove the above claim, we construct a protocol for One-Way-Find-Duplicate from a streaming algorithm for Find-Duplicate. Given an instance of One-Way-Find-Duplicate, Alice can stream her input set of integers in increasing order, and simulate the streaming algorithm for Find-Duplicate. Then, she sends the current state of the algorithm (which is at most $S$ bits) to Bob, who continues the execution of the streaming algorithm. At the end, the streaming algorithm outputs a repetition with probability $p$, which means the element showed up in both Alice and Bob’s lists. Note that for a given input to Alice and Bob, Bob outputs a unique element with high probability because the streaming algorithm is pseudo-deterministic.

▷ Claim 20. A pseudo-deterministic one-way communication protocol for One-Way-Find-Duplicate with $S$ communication and failure probability $O\left(\frac{1}{rn}\right)$ implies a pseudo-deterministic communication protocol for One-Way-Partial-Recovery with $S$ communication and $O\left(\frac{1}{n}\right)$ failure probability.

Proof. We will show how to use a protocol for One-Way-Find-Duplicate to solve the instance of One-Way-Partial-Recovery.

Suppose we have an instance of One-Way-Partial-Recovery. Alice sends the same message to Bob as if the input was an instance of One-Way-Find-Duplicate, which is valid since in both of these problems, Alice’s input is a list of length $3n/4$ of integers between 1 and $n$.

Now, Bob’s goal is to use the message sent by Alice to recover $n/10$ elements of Alice. Let $X$ be the (initially empty) set of elements of Alice’s input that Bob knows and let $B$ be a set of $3n/4$ elements in $\{1, \ldots, n\}$ disjoint from $X$, where we initially set $B$ to $\{1, 2, \ldots, n\}$. While the size of $X$ is less than $n/10$, Bob simulates the protocol of One-Way-Find-Duplicate with Alice’s message and input $B$. This will result in Bob finding a single element $x$ in Alice’s input that is (i) in $B$, and (ii) not in $X$. Bob adds $x$ to $X$, and deletes $x$ from $B$. Once the size of $X$ is $n/10$, Bob outputs $X$. 
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If Alice has the set $A$ as her input, define $f_A(B)$ to be the output which the pseudo-deterministic algorithm for One-Way-Find-Duplicate outputs with high probability when Alice’s input is $A$ and Bob’s input is $B$. Now, set $B_0 = \{1, 2, \ldots, n\}$, and $B_i = B_{i-1} \setminus \{f_A(B)\}$. Note that these $B_i$ (for $i = 0$ through $n/10$) are the sets which, assuming the pseudo-deterministic algorithm never errs during the reduction (where we say the algorithm errs if it does not output the unique element which is guaranteed to be output with high probability), Bob will use as his inputs for the simulated executions of One-Way-Find-Duplicate. The pseudo-deterministic algorithm does not err on any of the $B_i$ except with probability at most $1/n$, by a union bound. If Bob succeeds on all of the $B_i$, that means that the sequence of inputs which will be his inputs for the simulated executions of One-Way-Find-Duplicate are indeed $B_0, B_1, \ldots, B_{n/10}$. So, since we have shown with high probability the algorithms succeeds on all of the $B_i$, and therefore with high probability the $B_i$ are also Bob’s inputs for the simulated executions of One-Way-Find-Duplicate, we see that with high probability Bob will succeed on all of the $n/10$ inputs he tries to simulate executions of One-Way-Find-Duplicate with.

Note that we used the union bound over all the $B_i$ for $i = 1$ through $n/10$. All of these $B_i$ are a function of $A$. In particular, notice that by definition, the $B_i$ do not depend on the randomness chosen by Alice.

\[\triangleright\text{Claim 21. Every pseudo-deterministic One-Way-Partial-Recovery protocol which succeeds with probability at least } \frac{2}{3} \text{ requires } \Omega(n) \text{ bits of communication.}\]

\textbf{Proof.} We prove this lower bound by showing that a protocol for One-Way-Partial-Recovery can be used to obtain a protocol with exactly the same communication for the problem where Alice is given a string $x$ in \{0, 1\}^{cn} as input, she sends a message to Bob, and Bob must exactly recover $x$ from Alice’s message with probability at least 2/3. This problem has a lower bound of $\Omega(n)$ bits of communication.

Suppose there exists a pseudo-deterministic algorithm for One-Way-Partial-Recovery. Given such a pseudo-deterministic protocol that succeeds with probability at least $2/3$, there is a function $F$ such that $F(S)$ (a set with $n/10$ elements) is Bob’s output after the protocol with probability at least $2/3$ when Alice is given $S$ as input.

We will construct sets $S_1, \ldots, S_t$ to be subsets of $[n]$ of size $3n/4$ such that for any $i \neq j$, $F(S_i)$ is not a subset of $S_j$. To do so, we use the probabilistic method: set $S_1, \ldots, S_t$ be random subsets of $[n]$ of size $3n/4$. The probability that $F(S_i)$ is contained $S_j$ for fixed $i \neq j$ is at most $\left(\frac{3}{4}\right)^{n/10}$. Thus, by a union bound, the probability that for any $i \neq j$, $F(S_i)$ is contained $S_j$ is at most $t^2 \left(\frac{3}{4}\right)^{n/10}$, a quantity which is strictly less than 1 when $t$ is $\left(\frac{4}{3}\right)^{n/100}$, so $S_1, \ldots, S_t$ satisfying the desired guarantee exist.

Alice and Bob can (ahead of time) agree on an encoding of $[\log t]$-bit strings that is an injective function $G$ from \{0, 1\}^{[\log t]} to $\{S_1, \ldots, S_t\}$. Now, if Alice is given a $[\log t]$-bit string $x$ as input, she can send a message to Bob according to the pseudo-deterministic protocol for One-Way-Partial-Recovery by treating her input as $G(x)$. Bob then recovers $F(G(x))$ with probability at least $2/3$, and can use it to recover $G(x)$ since there is unique $S_i$ in which $F(G(x))$ is contained. Since $G$ is injective, Bob can also recover $x$ with probability $2/3$.

This reduction establishes a lower bound of $\Omega([\log t])$ on the pseudo-deterministic communication complexity of One-Way-Partial-Recovery, which is an $\Omega(n)$ lower bound.

Combining Claim 19, Claim 20 and Claim 21 completes the proof of Theorem 16. \textcircled{}}
It is worth noting that the problem has pseudo-deterministic algorithms with sublinear space if one allows multiple passes through the input. Informally, a $p$-pass streaming algorithm is a streaming algorithm which, instead of seeing the stream only once, gets to see the stream $p$ times.

\[
\text{\textbullet \hspace{1cm}} \text{Claim 22. \hspace{1cm} There is a } p \text{-pass deterministic streaming algorithm that uses } \tilde{O}(n^{1/p}) \text{ memory for the Find-Duplicate problem.}
\]

\textbf{Proof.} At the start of $t$-th pass, the algorithm maintains a candidate interval $I$ of width $n^{1-(t-1)/p}$ from which it seeks to find a repeated element. At the very beginning, this candidate interval is $\{1, n\}$. In the $t$-th pass, first partition the interval into $n^{1/p}$ equal sized intervals $I_1', \ldots, I_{n^{1/p}}'$, each of whose width (the width of an interval $[a, b]$ is $b-a$) is $n^{1-t/p}$ and count the number of elements of the stream that lie in each such subinterval – this count must exceed the width of at least one subinterval $I'_i$. Update $I$ to $I'_i$ and proceed to the next pass. After $p$ passes, this interval will contain at most 1 integer.

\section{Entropy Lower Bound for Find-Duplicate}

\textbf{Theorem 23.} Every zero-error randomized algorithm for Find-Duplicate that is $\frac{n}{s}$-concentrated must use $\Omega\left(\frac{s}{\log n}\right)$ space.

By \textbf{zero error}, we mean that the algorithm never outputs a number $k$ which is not repeated. With probability one it either outputs a valid output, or $\bot$.

\textbf{Proof.} We use a reduction similar to that of the pseudo-deterministic case (cf. Proof of Claim 20). Using the exact same reduction from the proof of Claim 19, we get that a $\frac{n}{s}$-concentrated streaming algorithm for Find-Duplicate using $T$ space must give us a $\frac{n}{s}$-concentrated protocol for One-Way-Find-Duplicate with communication complexity $T$. If we can give a way to convert such a protocol for One-Way-Find-Duplicate into an $O\left(\frac{Tn \log n}{s}\right)$ communication protocol for One-Way-Partial-Recovery, the desired lower bound on $T$ follows from the lower bound on communication complexity of One-Way-Partial-Recovery from Claim 21. We will now show how to make such a conversion by describing a protocol for One-Way-Partial-Recovery.

Alice sends Bob $\Theta(n \log n/s)$ messages according to the protocol for One-Way-Find-Duplicate (that is, she simulates the protocol for One-Way-Find-Duplicate a total of $\Theta(n \log n/s)$ times). Bob’s goal is to use these $\Theta(n \log n/s)$ messages to recover at least $n/10$ input elements of Alice. Towards this goal, he maintains a set of elements recovered so far, $X$ (initially empty), and a family of “active sets” $B$ (initially containing the set \{1,2,\ldots, n\}). While the size of $X$ is smaller than $n/10$, Bob simulates the remainder of the One-Way-Find-Duplicate protocol on every possible pair $(B, M)$ where $B$ is a set in $B$ and $M$ is one of the messages of Alice. For each such pair $(B, M)$ where the protocol is successful in finding a duplicate element $x$, Bob adds $x$ to $X$, removes $B$ from $B$ and adds $B \setminus \{x\}$ to $B$.

We now wish to prove that this protocol indeed lets Bob recover $n/10$ elements of Alice. Suppose Alice has input $A$. For each set $S$, define $f_A(S)$ be an element of $A \cap S$ that has probability at least $s/n$ of being outputted by Bob on input $S$ at the end of a One-Way-Find-Duplicate protocol. Let $S_0 := \{1,2,\ldots, n\}$ and $S_i := S_{i-1} \setminus \{f_A(S_i)\}$ be defined for $0 \leq i \leq n/10$. Note that $S_i$ are predetermined: it is a function of Alice’s input (and, in particular, not a function of the randomness she uses when choosing her messages). For a fixed $i$, the probability of failure to recover $f_A(S_i)$ from any of Alice’s messages is at most
1/n^2. A failure to fill in X with n/10 elements implies that for some i, Bob failed to recover f_A(S_i) from all of Alice's messages. The probability that such a failure happens for a specific i is at most \((1 - s/n)^{\Theta(n \log n/s)}\). By setting the constant in the \(\Theta\) to be large enough, we can have this be at most \(\frac{1}{n^2}\), and so by a union bound the probability that there is an i such that \(f_A(S_i)\) is not recovered by Bob is at most 1/n.

Thus, we obtain a protocol for One-Way-Partial-Recovery with communication complexity \(O(Tn \log n/s)\), and so \(T \leq s/\log n\), completing the proof. ▶

We obtain the following as immediate corollaries:

- **Corollary 24.** Any zero-error \(\log (\frac{s}{n})\)-entropy randomized algorithm for Find-Duplicate must use \(\Omega\left(\frac{s}{\log n}\right)\) space.

- **Corollary 25.** Any zero-error \(O\left(\frac{s}{n}\right)\)-pseudo-deterministic algorithm for Find-Duplicate must use \(\Omega\left(\frac{s}{\log n}\right)\) space.

Below we show that the above lower bound is tight up to log factors.

- **Theorem 26.** For all s, there exists a zero-error randomized algorithm for Find-Duplicate using \(\tilde{O}(s)\) space (where \(\tilde{O}\) hides factors polylogarithmic in n) that is \(O\left(\frac{s}{n}\right)\)-concentrated.

**Proof.** Define the following algorithm A for Find-Duplicate: pick a random number \(i\) in \([3n/2]\), then remember the \(i^{th}\) element \(a\) of the stream, and see if \(a\) appears again later in the stream. If it does, return \(x\). Otherwise return \(\bot\).

The \(O\left(\frac{s}{n}\right)\)-concentrated algorithm algorithm is as follows: Run \(s \log n\) copies of Algorithm A independently (in parallel), and then output the minimum of the outputs.

We are left to show that this algorithm is indeed \(O\left(\frac{s}{n}\right)\)-concentrated.

Define \(f\) to be a function where \(f(i)\) is the total number of times which \(i\) shows up in the stream, and define \(g(i) = \max((f(i) - 1), 0)\). Note that then, the probability that \(i\) is outputted by algorithm A is \(g(i)/(3n/2)\), since \(i\) will be outputted if A chooses to remember one of the first \(i - 1\).

Consider the smallest \(a\) such that \(\sum_{i=1}^{a} g(i) \geq n/(2s)\). We will show that the probability that the output is less than \(a\) with high probability. It will follow that the algorithm is \(s\)-concentrated, since of the \(a - 1\) smallest elements, at most \(\sum_{i=1}^{a-1} g(i)\) outputs are possible (since if \(g(i) = 0\), then \(i\) is not a possible output). So, we will see that with high probability, one of at most \(\sum_{i=1}^{a-1} g(i) + 1 \leq n/(2s)\) outputs (namely, the valid outputs less than or equal to \(a\)) will be outputted with high probability. And hence, at least one of them will be outputted with probability at least \(\frac{s}{n}\).

The probability that the output is at most \(a\) in a single run of algorithm A is \(\frac{3s}{2} \sum_{i=1}^{a} g(i) \geq 3/(4s)\). So, the probability that in \(\log n\) runs of algorithm, in at least one of them an element which is at most \(a\) is outputted is \(1 - (1 - \frac{3}{4s})^{s \log n}\), which is polynomially small in \(n\). Hence, with high probability an element which is at most \(a\) (and there are \(n/(2s)\) valid outputs less than \(a\)) will be outputted. ▶

### 4.1 Getting Rid of the Zero Error Requirement

A downside of Theorem 23 is that it shows a lower bound only for zero-error algorithms. In this section, we strengthen the theorem by getting rid of that requirement:

- **Theorem 27.** Every randomized algorithm for Find-Duplicate that is \(\frac{s}{n}\)-concentrated and errs with probability at most \(\frac{1}{n^\epsilon}\) must use \(\tilde{\Omega}\left(s^{1-\epsilon}\right)\) space (for all \(\epsilon > 0\)).
Proof overview

We begin by outlining why the approach of Theorem 23 does not work without the zero-error requirement. Recall that the idea in the proof was to have Alice send many messages (for One-Way-Find-Duplicate) to Bob, and Bob simulates the One-Way-Find-Duplicate algorithm (using simulated inputs he creates for himself) using these messages to find elements in Alice’s input.

The problem is that the elements we end up removing from Bob’s simulated input depend on Alice’s messages, and therefore we can’t use a union bound to bound the probability that the protocol failed for a certain simulated input. So, we want the elements we remove from Bob’s fake input not to depend on the inputs Alice sent. One idea to achieve this is to have Alice send a bunch of messages (for finding a shared element), and then Bob will remove the element that gets output the largest number of times (by simulating the protocol with each of the many messages Alice sent). The issue with this is that if the two most common outputs have very similar probability, the outputted element depends not only on Alice’s input, but also on the randomness she uses when choosing what messages to send to Bob. This makes it again not possible to use a union bound.

There are two new ideas to fix this issue. The first is to use the following “Threshold” technique: Bob will pick a random “threshold” $T$ between $ks/(2n)$ and $ks/(4n)$ (where we wish to show a lower bound on $n/s$-concentrated algorithms, and $k$ is the total number of messages Alice sends to Bob). He simulates the algorithm for One-Way-Find-Duplicate with all $k$ messages Alice sent him, and gets a list $L$ of $k$ outputs. Then, he will consider the “real” output to be the lexicographically first output $y \in L$ where there are more than $T$ copies of $y$ in the list $L$ (note that since the algorithm is $n/s$-concentrated, its very unlikely for no such element to exist).

Now, it follows that with high probability, the shared element does not really depend on the messages. This is because with all but probability approximately $1/\sqrt{ks/n}$, the threshold is far (more than $\sqrt{ks/n} \log^2 ks/n$ away) from the the frequency of every element in $L$. We note that we pick $\sqrt{ks/n} \log^2 ks/n$ since from noise we would expect to have the frequencies of elements in $L$ change by up to $\sqrt{ks/n} \log^2 ks/n$, depending on the randomness of $A$. We want the threshold to be further than that from the expected frequencies, so that with high probability there will be no element which sometimes has frequency more than $T$ and sometimes has frequency less than $T$, depending on Alice’s messages (recall that the goal is to make the outputs depend as little as possible on Alice’s messages, but to only depend on shared randomness and on Alice’s input).

This is still not enough for us: we still cannot use a union bound, as $1/\sqrt{ks/n}$ fraction of the time Bob’s output will depend on Alice’s message (and not just her input). The next idea resolves this. What Alice will do is send $n/\sqrt{ks/n}$ additional pieces of information: telling Bob where the chosen thresholds are bad, and what threshold to use instead. We assume that we have shared randomness so Alice knows all of the thresholds that will be chosen by Bob (note heavy-recovery is hard, even in the presence of shared randomness, so the lower bound is sufficient with shared randomness). Now, Alice can tell for which executions there the threshold chosen will be too close to the likelihood of an element. So, Alice will send approximately $n/\sqrt{ks/n}$ additional pieces of information: telling Bob where the chosen thresholds are bad, and what threshold to use instead. By doing so, Alice has guaranteed that a path independent of her messages will be taken.

\[^1\] recall that Bob simulates an input to the One-Way-Find-Duplicate problem, and then he repeatedly finds elements he shares with Alice, removes them from the “fake” input, and reconstructs a large fraction Alice’s inputs.
To recap, idea 1 is to use the threshold technique so that with probability $1 - 1/\sqrt{ks/n}$ what Bob does doesn’t depend on Alice’s messages (only on her input). Idea 2 is to have Alice tell Bob where these situations are, and how to fix them.

The total amount of information Alice sends (ignoring logs) is $O(kb + n/\sqrt{ks/n})$. (where $b$ is the message size we are assuming exists for pseudo-deterministically finding a shared element, and $k$ is the number of messages Alice sends). The factor $n/\sqrt{ks/n}$ follows since $1/\sqrt{ks/n}$ of the times, short messages will be sent to Bob due to a different threshold. A threshold requires log $n$ bits to describe, which can be dropped since we are ignoring log factors. Setting $n/s \ll k \ll n/b$, we conclude that Alice sends a total of $\tilde{O}(n)$ bits. This establishes a contradiction, since we need $\Theta(n)$ bits to solve One-Way-Partial-Recovery. So, whenever $s = \omega(b)$, we can pick a $k$ such that we get a contradiction.

**Proof.** Below we write the full reduction written out as an algorithm for One-Way-Find-Duplicate.

- Alice Creates $k = n/\sqrt{s}b$ messages for One-Way-Find-Duplicate, and sends them to Bob (Call these messages of type A).
- Additionally, Alice looks at the thresholds in the shared randomness. every time there is a threshold that is close (within $\sqrt{ks/n} \log^2 ks/n$) of the expected number of times a certain $y$ will be outputted on the corresponding input (that is, for each fake input Bob will try, Alice checks if the probability of outputting some $y$ is close to $T$ – to be precise, say she checks if its probability of being outputted, assuming a randomly chosen message by Alice, is close to $T$), she sends a message to Bob informing him about the bad threshold, and suggests a good threshold to be used instead (call these messages of type B). Notice that these messages do not depend on the messages of type A that Alice sends, and that each such message is of size $O(\log n)$.
- Bob sets $B$ to be the simulated input $\{1, \ldots, n\}$
- Bob uses each of the messages of type A that Alice sent, along with $B$, to construct a list of outputs.
- Bob looks at the shared randomness to find a threshold $T$ (if Alice has informed him it is a bad threshold, use the threshold Alice suggests instead), and consider the lexicographically minimal output $y$ that is contained in the multiset more than $T$ times.
- Bob removes $y$ from the fake input and repeat the last three steps of the algorithm (this time using a new threshold).

▷ **Claim 28.** The above protocol solves One-Way-Partial-Recovery with high probability using $\tilde{o}(n)$ bits.

**Proof.** First we show that the total number of bits communicated is $\tilde{o}(n)$. Notice that the total number of messages of type $A$ that are sent is $n/\sqrt{s}b$. We assume that each of these is of size at most $b$, giving us a total of $n\sqrt{b}/\sqrt{s}$ bits sent in messages of type $A$. Under the assumption that $b = \tilde{o}(n)$, we see that this is $\tilde{o}(n)$ total bits for messages of type $A$.

We now count the total number of bits communicated in messages of type $B$. Each message of type $B$ is of size $O(\log n)$ (it is describing a single element, and a number corresponding to which execution the message is relevant for, each requiring $O(\log n)$ bits). So, we wish to show that with high probability the total number of messages of type $B$ is $\tilde{o}(n)$. The total number of messages of type $B$ that will be sent is $O(\frac{n}{\sqrt{ks/n}})$, since for every input, the probability that the randomly chosen threshold (which is sampled using public randomness) is more than $\sqrt{ks/n} \log^2 ks/n$ away from the frequency of every output is $O(\frac{1}{\sqrt{ks/n}})$. Note that $\frac{n}{\sqrt{ks/n}} = \tilde{o}(n)$ since $ks = n\log^2$, and we assume $b = \tilde{o}(s)$.
We are now left to show the protocol correctly solves One-Way-Partial-Recovery with high probability. We will first show that, after fixing Alice’s input and the public randomness, with high probability there will be a single sequence of inputs that Bob will try that will occur with high probability (that is, there is a sequence of y’s that Bob goes through with high probability). To do this, consider a certain input that Bob tries. We will bound the probability that there are two values $y$ and $y'$ such that both $y$ and $y'$ have probability at least $\frac{1}{n}$ of being outputted. Suppose there exists two such $y$ and $y'$ that means that at least one of them (say $y$, without loss of generality) has to be the output of more than $T$ of the $k$ executions with probability more than $\frac{1}{n}$, but less than $\frac{2}{n}$. Additionally, we know that the expected number of times that $y$ will be outputted of the $k$ times is more than $\sqrt{\frac{ks}{n}} \log^2 \frac{ks}{n}$ away from $T$ (otherwise Alice will pick a different value of $T$ such that this will be true, and send that value to Bob in a message of type $B$). However, the probability of being more than $\sqrt{\frac{ks}{n}} \log^2 \frac{ks}{n} = \Theta(\left(\frac{s}{b}\right)^{1/4} \log^2 s/b) = \Theta(n^{-1/4} \log^2 n)$ away from the expectation, by a Chernoff bound, is (asymptotically) less than $\frac{1}{n}$.

Notice also, that by the assumption that the algorithm in $n/s$-concentrated, there will always be an output $y_{\text{max}}$ which is expected to appear at least $\frac{s}{n}$ of the time. Also, since the threshold $T$ is at most $k s/2n$, the probability that $y_{\text{max}}$ appeared fewer than $T$ times is exponentially low in $k s/n = \sqrt{s/b} = \Theta(n^{1/2})$, and so with high probability there will always exist a $y$ which was outputted on more than $T$ of the executions, so in the second to last step, the multiset will always have an element that appears at least $T$ times.

Hence, by a union bound over all inputs that Bob tries, with high probability there will be a single sequence of inputs which Bob goes through (which depends only on the public thresholds and Alice’s input).

We will show that each $y$ generated by Bob is an element in Alice’s input with high probability. Notice that the $y$ that Bob picks has appeared more than $T$ times out of $k$, where $T$ is at least $ks/(4n)$. If $y$ is not a valid output then its probability of being outputted is $\frac{1}{n}$. The probability it is outputted at least once is at most $\frac{k}{n} \leq \frac{1}{n}$. Taking a union bound over the inputs that Bob tries (of which there are $n/10$), we get that the probability that there is an invalid $y$ at any point is at most $1/10$. So, with probability $9/10$, no invalid $y$ is ever outputted.

\section{Entropy lower bounds for finding a support element}

Consider the turnstile model of streaming, where a vector $z \in \mathbb{R}^n$ starts out as 0 and receives updates of the form “increment $z_i$ by 1” or “decrement $z_i$ by 1”, and the goal of outputting a nonzero coordinate of $z$. This is a well studied problem and a common randomized algorithm to solve this problem in a small amount of space is known as $\ell_0$ sampling \cite{1105.0530}. $\ell_0$ sampling uses polylogarithmic space and outputs a uniformly random coordinate from the support of $z$. A natural question one could ask is whether the output of any low space randomized algorithm is necessarily close to uniform, i.e., has high entropy. We answer this affirmatively and show a nearly tight tradeoff between the space needed to solve this problem and the entropy of the output of a randomized algorithm under the assumption that the algorithm is not allowed to output anything outside the support$^2$

\footnote{We note that using similar ideas to those in Subsection 4.1, the zero error requirement could be removed. We omit this adaptation since it is very similar to that of Subsection 4.1.}
Theorem 29. Every zero-error randomized algorithm for \textsc{Find-Support-Elem} that is $\frac{n}{s}$-concentrated must use $\Omega\left(\frac{s}{\log n}\right)$ space.

We only provide a sketch of the proof and omit details since they are nearly identical to the proof of Theorem 23.

Proof Sketch. Let $A$ be such an algorithm that uses $T$ space. Just like the proof of Theorem 23, the way we show this lower bound is by illustrating that $A$ can be used to obtain an $O\left(\frac{Tn\log n}{s}\right)$-communication protocol for \textsc{One-Way-Partial-Recovery}, which combined with Claim 21 yields the desired result.

For every element $a$ in Alice’s input set $A$, she streams “increment $z_a$ by 1” and runs $\Theta\left(\frac{n}{s}\log n\right)$ independent copies of $A$ on the input. She then sends the states of each these independent runs of $A$ to Bob, which is at most $\frac{Tn}{s}\log n$ bits, to Bob. Bob maintains a set of states $M$, initially filled with all of Alice’s messages. While he has not yet recovered $n/10$ elements, Bob picks a message $M \in M$ and recovers $x$ in $A$ using algorithm $A$. And for each $M \in M$, Bob resumes $A$ on state $M$ and streams “decrement $z_x$ by 1” and adds the new state to $M$, and deletes $M$ from $M$.

The proof of correctness for why Bob indeed eventually recovers $n/10$ elements of $A$ is identical to that in the proof of Theorem 23, thus giving a protocol for \textsc{One-Way-Partial-Recovery} and proving the statement.

We can immediately conclude the following.

Corollary 30. Any zero-error $\log\left(\frac{n}{s}\right)$-entropy randomized algorithm for \textsc{Find-Support-Elem} must use $\Omega\left(\frac{s}{\log n}\right)$ space.

Corollary 31. Any zero-error $O\left(\frac{n}{s}\right)$-pseudo-deterministic algorithm for \textsc{Find-Support-Elem} must use $\Omega\left(\frac{s}{\log n}\right)$ space.

This lower bound is also tight up to polylogarithmic factors due to an algorithm nearly identical to the one from Theorem 26. In particular, we have:

Theorem 32. For all $s$, there exists a zero-error randomized algorithm for \textsc{Find-Duplicate} using $O(s)$ space that is $O\left(\frac{n}{s}\right)$-concentrated.

6 Space complexity of pseudo-deterministic $\ell_2$-norm estimation

In this section, we once again consider the pseudo-deterministic complexity of $\ell_2$ norm estimation in the \textit{sketching model}. The algorithmic question here is to design a distribution $D$ over $s \times n$ matrices along with a function $f : \mathbb{R}^s \to \mathbb{R}$ so that for any $x \in \mathbb{R}^n$:

$$\Pr_{S \sim D}[f(Sx) \notin \left[\frac{1}{\alpha} \|x\|_2, \alpha\|x\|_2\right]] \leq \frac{1}{\text{poly}(n)}.$$ 

Further, we want $f(Sx)$ to be a pseudo-deterministic function; i.e., we want $f(Sx)$ to be a unique number with high probability.

Theorem 33. The pseudo-deterministic sketching complexity of $\ell_2$ norm estimation is $\Omega(n)$.

The following query problem is key to our lower bound.

\begin{itemize}
  \item \textbf{Theorem 29.} Every zero-error randomized algorithm for \textsc{Find-Support-Elem} that is $\frac{n}{s}$-concentrated must use $\Omega\left(\frac{s}{\log n}\right)$ space.

  We only provide a sketch of the proof and omit details since they are nearly identical to the proof of Theorem 23.

  \textbf{Proof Sketch.} Let $A$ be such an algorithm that uses $T$ space. Just like the proof of Theorem 23, the way we show this lower bound is by illustrating that $A$ can be used to obtain an $O\left(\frac{Tn\log n}{s}\right)$-communication protocol for \textsc{One-Way-Partial-Recovery}, which combined with Claim 21 yields the desired result.

  For every element $a$ in Alice’s input set $A$, she streams “increment $z_a$ by 1” and runs $\Theta\left(\frac{n}{s}\log n\right)$ independent copies of $A$ on the input. She then sends the states of each these independent runs of $A$ to Bob, which is at most $\frac{Tn}{s}\log n$ bits, to Bob. Bob maintains a set of states $M$, initially filled with all of Alice’s messages. While he has not yet recovered $n/10$ elements, Bob picks a message $M \in M$ and recovers $x$ in $A$ using algorithm $A$. And for each $M \in M$, Bob resumes $A$ on state $M$ and streams “decrement $z_x$ by 1” and adds the new state to $M$, and deletes $M$ from $M$.

  The proof of correctness for why Bob indeed eventually recovers $n/10$ elements of $A$ is identical to that in the proof of Theorem 23, thus giving a protocol for \textsc{One-Way-Partial-Recovery} and proving the statement.

  We can immediately conclude the following.

  \textbf{Corollary 30.} Any zero-error $\log\left(\frac{n}{s}\right)$-entropy randomized algorithm for \textsc{Find-Support-Elem} must use $\Omega\left(\frac{s}{\log n}\right)$ space.

  \textbf{Corollary 31.} Any zero-error $O\left(\frac{n}{s}\right)$-pseudo-deterministic algorithm for \textsc{Find-Support-Elem} must use $\Omega\left(\frac{s}{\log n}\right)$ space.

  This lower bound is also tight up to polylogarithmic factors due to an algorithm nearly identical to the one from Theorem 26. In particular, we have:

  \textbf{Theorem 32.} For all $s$, there exists a zero-error randomized algorithm for \textsc{Find-Duplicate} using $O(s)$ space that is $O\left(\frac{n}{s}\right)$-concentrated.

  \textbf{6 Space complexity of pseudo-deterministic $\ell_2$-norm estimation}

  In this section, we once again consider the pseudo-deterministic complexity of $\ell_2$ norm estimation in the \textit{sketching model}. The algorithmic question here is to design a distribution $D$ over $s \times n$ matrices along with a function $f : \mathbb{R}^s \to \mathbb{R}$ so that for any $x \in \mathbb{R}^n$:

  $$\Pr_{S \sim D}[f(Sx) \notin \left[\frac{1}{\alpha} \|x\|_2, \alpha\|x\|_2\right]] \leq \frac{1}{\text{poly}(n)}.$$ 

  Further, we want $f(Sx)$ to be a pseudo-deterministic function; i.e., we want $f(Sx)$ to be a unique number with high probability.

  \textbf{Theorem 33.} The pseudo-deterministic sketching complexity of $\ell_2$ norm estimation is $\Omega(n)$.

  The following query problem is key to our lower bound.
Definition 34 ($\ell_2$ adaptive attack). Let $\alpha > 0$ be some constant. Let $S$ be an $s \times n$ matrix with real-valued entries and $f : \mathbb{R}^s \to \mathbb{R}$ be some function. Now, consider the query model where an algorithm is allowed to specify a vector $x \in \mathbb{R}^n$ as a query and is given $f(Sx)$ as a response. The goal of the algorithm is to output $y$ such that

$$f(Sy) \notin \left[ \frac{1}{\alpha} \|y\|_2, \alpha \|y\|_2 \right]$$

in as few queries as possible. We call this algorithmic problem the $\ell_2$-adaptive attack problem.

We use a theorem on adaptive attacks on $\ell_2$ sketches proved in [17].

Theorem 35. There is a poly($n$)-query protocol to solve the $\ell_2$ adaptive attack problem with probability at least $9/10$, i.e., the problem in Definition 34 when $s = o(n)$.

Proof of Theorem 33. Suppose $\mathcal{D}$ is a distribution over $s \times n$ sketching matrices and $f$ is a function mapping $\mathbb{R}^s$ to $\mathbb{R}$ with the property that the pair $(\mathcal{D}, f)$ gives a pseudodeterministic sketching algorithm for $\ell_2$ norm estimation. Henceforth, we use $S$ to denote a random matrix sampled from $\mathcal{D}$. Then there is a function $g : \mathbb{R}^n \to \mathbb{R}$ such that:

1. $g$ is an $\alpha$-approximation of the $\ell_2$ norm.
2. On every input $x$, $f(Sx) = g(x)$ with probability at least $1 - \frac{1}{n^c}$ for some constant $c$.

We will show that $s$ must be $\Omega(n)$ by deducing a contradiction when $k = o(n)$. Let $r$ be a parameter to be chosen later. Let $\{x^{(1)}, x^{(2)}, \ldots, x^{(r)}\}$ be the (random) sequence of vectors in $\mathbb{R}^n$ obtained by the adaptive query protocol from Theorem 35 based on responses $g(x^{(0)}), \ldots, g(x^{(r)})$ where $r = poly(n)$, and let $y$ be the (random) output of the protocol. Note that the guarantee that $r = poly(n)$ hinges on assuming $s = o(n)$. From the guarantees of Theorem 35, for any fixed matrix $B$ and function $h$ such that $h(Bx^{(i)}) = g(x^{(i)})$ for all $i$, it is true with probability at least $9/10$ that $h(By) \neq g(y)$. On the other hand, for any sequence of $r + 2$ fixed vectors $v_0, \ldots, v_{r+1}$, $f(Sv_i) = g(v_i)$ for all $i$ with probability at least $1 - \frac{1}{\text{poly}(n)}$. Call the event \{ $f(Sx^{(0)}) = g(x^{(0)}), \ldots, f(Sx^{(r)}) = g(x^{(r)}), f(Sy) = g(y)$ \} as $\mathcal{E}$. Let $p_S$ be the probability density function of $S$ and let $p_T$ be the probability density function of $(x^{(0)}, \ldots, x^{(r)}, y)$. This results in the following two estimates of $\Pr[\mathcal{E}]$.

On the one hand,

$$\Pr[\mathcal{E}] = \int_S \Pr[\mathcal{E}|S] p_S(S)$$

$$\leq \int_S \frac{1}{10} p_S(S)$$

$$= \frac{1}{10},$$

and on the other hand,

$$\Pr[\mathcal{E}] = \int_{x^{(0)}, \ldots, x^{(r)}, y} \Pr[\mathcal{E}|x^{(0)}, \ldots, x^{(r)}, y] p_T(x^{(0)}, \ldots, x^{(r)}, y)$$

$$\geq \int_{x^{(0)}, \ldots, x^{(r)}, y} \left( 1 - \frac{1}{\text{poly}(n)} \right) p_T(x^{(0)}, \ldots, x^{(r)}, y)$$

$$= 1 - \frac{1}{\text{poly}(n)}.$$
Corollary 36. For any constant \( \delta > 0 \), any \((2 - \delta)\)-concentrated sketching algorithm that where the sketching matrix is \( s \times n \) can be turned into a pseudo-deterministic one by running \( \log n \) independent copies of the sketch and outputting the majority answer. Thus, as an upshot of Theorem 33 we obtain a lower bound of \( \Omega \left( \frac{n}{\log n} \right) \) on \((2 - \delta)\)-concentrated algorithms for pseudo-deterministic \( \ell_2 \)-norm estimation in the sketching model.

In contrast to Corollary 36 which says that \((2 - \delta)\)-concentrated algorithms for \( \ell_2 \) estimation in the sketching model need near linear dimension, we show that there is an \( O(\text{poly log } n) \)-dimension \((2 + \delta)\)-concentrated sketching algorithm to solve the problem, thus exhibiting a “phase transition”.

Theorem 37. There is a distribution \( D \) over \( s \times n \) matrices and a function \( f : \mathbb{R}^s \rightarrow \mathbb{R} \) when \( s = O(\text{poly log } n) \) For every constant \( \delta > 0 \), there is an \( O(\text{poly(log } n, \log m)) \)-space \((2 + \delta)\)-concentrated sketching algorithm for \( \ell_2 \)-norm estimation.

Proof. Let the true \( \ell_2 \) norm of the input vector be \( r \). Run the classic sketching algorithm of [2] for randomized \( \ell_2 \) norm estimation with error \( \min\{1/2^{20}, \epsilon^4\} \) and failure probability \( \frac{1}{\text{poly}(n)} \) where \((1 + \epsilon)\) is the desired approximation ratio. This uses a sketch of dimension \( O(\text{poly log } n) \). Now, we describe the function \( f \) we use. Take the output of the sketching algorithm of [2] and return the number obtained by zeroing out all its bits beyond the first \( \max\{2 \log \left(\frac{1}{\epsilon^4}\right), 5\} \) significant bits. First, the outputted number is a \((1 + \epsilon)\) approximation. Further, for each input, the output is one of two candidates with probability \( 1 - \frac{1}{\text{poly}(n)} > 1 - \delta \) for every constant \( \delta \). This is because [2] produces a \((1 + \epsilon^4)\)-approximation to \( r \), and there are only two candidates for the \( 2 \log \left(\frac{1}{\epsilon^4}\right) \) most significant bits of any real number that lies in an interval \([(1 - \epsilon^4)r, (1 + \epsilon^4)r]\). ▷

7 Pseudo-deterministic Upper Bounds

7.1 Finding a nonzero row

Given updates to an \( n \times d \) matrix \( A \) (where we assume \( d \leq n \)) that is initially 0 in a turnstile stream such that all entries of \( A \) are always in range \([-n^3, n^3]\), the problem Find-Nonzero-Row is to either output an index \( i \) such that the \( i \)th row of \( A \) is nonzero, or output none if \( A \) is the zero matrix.

Theorem 38. The randomized space complexity for Find-Nonzero-Row is \( \tilde{\Theta}(1) \), the pseudo-deterministic space complexity for Find-Nonzero-Row is \( \tilde{\Theta}(n) \), and the deterministic space complexity for Find-Nonzero-Row is \( \tilde{\Theta}(nd) \).

Proof. We first will show a randomized \( \tilde{\Theta}(1) \) space algorithm for the problem, then we will show pseudo-deterministic upper and lower bounds, and then show the deterministic lower bound.

Randomized algorithm for Find-Nonzero-Row. A randomized algorithm for this problem is given below. Note that the version of the algorithm as stated below does not have the desirable \( \tilde{O}(1) \) space guarantee, but we will show how to use a pseudorandom generator of Nisan [29] to convert the below algorithm to one that uses low space.

\(^3\) The parameters \( 1/2^{20}, 5 \) and \( \epsilon^4 \) are chosen purely for safety reasons.
1. Sample a random $d$-dimensional vector $x$ where each entry is an independently drawn integer in $[-n^3,n^3]$ and store it.

2. Simulate a turnstile stream which maintains $Ax$. In particular, consider the $n$-dimensional vector $y$, which is initially 0, and for each update to $A$ of the form “add $\Delta$ to $A_{ij}$”, add $\Delta x_j$ to $y_i$. We run an $\ell_0$-sampling algorithm [8] on this simulated stream updating $y_i$ and return the output of the $\ell_0$-sampler, which is close in total variation distance to a uniformly random element in the support of $y$.

In the above algorithm, step 1 is not low-space as stated. Before we give a way to perform step 1 in $\tilde{O}(1)$ space, we prove the correctness of the above algorithm. Suppose $A_i$ is a nonzero row of $A$, then let $j$ be an index where $A_i$ is nonzero. Suppose all coordinates of $x$ except for the $j$-th coordinate have been sampled, there is at most one value $C$ for $x_j$ for which $\langle A_i,x \rangle = 0$, and there is at most a $1/n^3$ probability that $x_j$ equals $C$, which means if $i$ is a nonzero row, then $\langle Ax_i \rangle$ is nonzero except with probability at most $1/n^3$. In fact, by taking a union bound over all nonzero rows we can conclude that the set of nonzero rows and the set of nonzero indices of $Ax$ are exactly the same, except with probability bounded by $1/n^2$.

Now we turn our attention to implementing step 1 in low space. Towards doing so we use Nisan’s pseudorandom generator for space bounded computation in a very similar manner to [19].

Instead of sampling $3d \log n + 1$ bits to store $x$, we sample and store a uniformly random seed $w$ of length $O(\log n)$ and add $\Delta G(w)_{ij}$ to $y_i$ when an update “add $\Delta$ to $A_{ij}$” is received, where $G$ is the function from Theorem 12 that maps the random seed to a sequence $3d \log n+1$ bits. To prove the algorithm is still correct if we use the pseudorandom vector $G(w)$ instead of the uniformly random vector $x$, we must show that when $A_i$ is nonzero, then $\langle A_i,G(w) \rangle$ is nonzero with probability at least $1-O(1/n^3)$. Towards this, for a fixed $d$-dimensional vector $q$, consider the following finite state machine. The states are labeled by pairs $(i,a)$ where $i$ is in $\{0,1,\ldots,d\}$ and $a$ is in $[-n^d,n^d]$. The FSM takes a $d$-dimensional vector $r$ as input, starts at state $(0,0)$, and transitions from state $(i,a)$ to $(i+1,a+q_{i+1} \cdot r_{i+1})$ until it reaches a state $(d,\ell)$. The FSM then outputs $\ell$. This establishes that for a fixed $q$, the function $f(x) := (q,x)$ is computable by an FSM on poly($d,n$) states, and hence from Theorem 12, $f(x)$ and $f(G(w))$ are $1/dn^\beta$ close in total variation distance, which means when $A_i$ is nonzero, then $\langle A_i,G(w) \rangle$ is nonzero except with probability bounded by $O(1/n^3)$.

A pseudo-deterministic algorithm and lower bound for Find-Nonzero-Row. The pseudo-deterministic algorithm is very similar to the randomized algorithm from the previous section.

1. Sample a random $d$-dimensional vector $x$ where each entry is an independently drawn integer in $[-n^3,n^3]$. Store $x$ and maintain $Ax$.

2. Output the smallest index $i$ such that $\langle Ax_i \rangle$ is nonzero.

Storing $x$ takes $O(d \log n)$ space, and maintaining $Ax$ takes $O(n \log n)$ space. Recall from the discussion surrounding the randomized algorithm that the set of nonzero indices of $Ax$ and the set of nonzero rows were equal with probability $1-1/n^2$, which establishes correctness of the above pseudo-deterministic algorithm. The space complexity is thus $O((d+n) \log n)$, which is equal to $O(n \log n)$ from the assumption that $d \leq n$.

A pseudo-deterministic lower bound of $\tilde{\Omega}(n)$ follows immediately from Corollary 31 since Find-Nonzero-Row specialized to the $d=1$ case is the same as Find-Support-Elem.
Lower Bound for deterministic algorithms. An $\Omega(nd\log n)$ bit space lower bound for deterministic algorithms follows from a reduction to the communication complexity problem of EQUALITY. Alice and Bob are each given $nd\log n$ bit strings as input, which they interpret as $n \times d$ matrices, $A$ and $B$ respectively, where each entry is a chunk of length $\log n$. Suppose a deterministic algorithm $A$ takes $S$ bits of space to solve this problem. We will show that this can be converted to a $S$-bit communication protocol to solve EQUALITY. Alice runs $A$ on a turnstile stream updating matrix $X$ initialized at 0 by adding $A_{ij}$ to $X_{ij}$ for all $(i, j)$ in $[n] \times [d]$. Alice then sends the $S$ bits corresponding to the state of the algorithm to Bob and he continues running $A$ on the updates “add $-B_{ij}$ to $X_{ij}$”. $A$ outputs none if and only if $A = B$ and thus Bob outputs the answer to EQUALITY depending on the output of $A$. Due to a communication complexity lower bound of $\Omega(nd\log n)$ on EQUALITY, $S$ must be $\Omega(nd\log n)$.

7.2 Point Query Estimation and Inner Product Estimation

In this section, we give pseudo-deterministic algorithms that beat the deterministic lower bounds for two closely related streaming problems – point query estimation and inner product estimation.

Point Query Estimation

Given a parameter $\varepsilon$ and a stream of $m$ elements where each element comes from a universe $[n]$, followed by a query $i \in [n]$, output $f'_i$ such that $|f_i - f'_i| \leq \varepsilon m$ where $f_i$ is the frequency of element $i$ in the stream.

Inner Product Estimation

Given a parameter $\varepsilon$ and a stream of $m$ updates to (initially 0-valued) $n$-dimensional vectors $x$ and $y$ in an insertion-only stream, output estimate $e$ satisfying $|e - \langle x, y \rangle| < \varepsilon \cdot \|x\|_1 \cdot \|y\|_1$. In the above problems, we will be interested in the regime where $m \ll n$.

Our main result regarding a pseudo-deterministic algorithm for point query estimation is:

\begin{itemize}
  \item Theorem 39. There is an $O\left(\frac{\log m}{\varepsilon} + \log n\right)$-space pseudo-deterministic algorithm $A$ for point query estimation with the following precise guarantees. For every sequence $s_1, \ldots, s_m$ in $[n]^m$, there is a sequence $f'_1, \ldots, f'_n$ such that
  \begin{enumerate}
    \item For all $i$, $|f'_i - f_i| \leq \varepsilon m$ where $f_i$ is the frequency of $i$ in the stream.
    \item Except with probability $1/m$, for all $i \in [n]$ $A$ outputs $f'_i$ on query $i$.
  \end{enumerate}
\end{itemize}

We remark that the deterministic complexity of the problem is $\Omega\left(\frac{\log n}{\varepsilon}\right)$ (see Theorem 44). Towards establishing Theorem 39, we recall two facts.

\begin{itemize}
  \item Theorem 40 (Misra–Gries algorithm [25]). Given a parameter $\varepsilon$ and a length-$m$ stream of elements in $[1, \ldots, d]$, there is a deterministic $O\left(\frac{\log d + \log m}{\varepsilon}\right)$-space algorithm that given any query $s \in [d]$, outputs $f'_s$ such that $|f'_s - f_s| \leq \varepsilon m$ where $f_s$ is the number of occurrences of $s$ in the stream. An additional guarantee that the algorithm satisfies is the following, which we call permutation invariance. Consider the stream

  $s_1, s_2, \ldots, s_m$

4 A stream where only increments by positive numbers are promised.
and for any permutation \( \pi : [d] \rightarrow [d] \), consider the stream 
\[ \pi(s_1), \pi(s_2), \ldots, \pi(s_m). \]

When the algorithm is given the first stream as input, let \( f_s^* \) denote its output on query \( s \), and when the algorithm is given the second stream as input, let \( g^\pi(s) \) denote its output on query \( \pi(s) \). The algorithm has the guarantee that \( f_s^* = g^\pi(s) \).

**Theorem 41** (Pairwise independent hashing, [32, Corollary 3.34]). Assume \( d \ll n \). There is a pairwise independent hash function \( h : [n] \rightarrow [d] \), which can be sampled using \( O(\log n) \) random bits and also can be stored in \( O(\log n) \) bits.

**Proof of Theorem 39.** The algorithm is as follows.

- Sample a random pairwise independent hash function \( h : [n] \rightarrow [m^3] \), which can be sampled and stored in \( O(\log n) \) bits.
- Run the Misra–Gries algorithm with the following simulated stream as input: for each \( s \) streamed as input, stream \( h(s) \) to the simulation.
- Given any query \( s \), perform query \( h(s) \) to the Misra–Gries algorithm running on the simulated stream, and return its output.

Let \( S \) be the collection of elements of \([n]\) that occur in the input stream \( s_1, \ldots, s_m \). Assuming \( h \) maps \( S \) into \([m^3]\) without any collisions\(^5\), it follows from the permutation invariance property of the Misra–Gries algorithm from Theorem 40 the output of the above algorithm on any query \( q \) is equal to \( F(s_1, \ldots, s_m, q) \) for a fixed function \( F \). Thus if we show that \( h \) indeed maps \( S \) into \([m^3] \) injectively pseudo-determinism of the given algorithm would follow.

Given \( i, j \in S \), due to pairwise independence of \( h \), the probability that \( h(i) = h(j) \) is equal to \( 1/m^3 \). A union bound over all pairs of elements in \( S \) tells us that \( h \) is collision-free except with probability at most \( 1/m \), which implies that the above algorithm is indeed pseudo-deterministic.

**Theorem 42.** There is a (weakly) pseudo-deterministic algorithm for inner product estimation that uses \( O \left( \frac{\log m}{\varepsilon} + \log n \right) \) space.

The algorithm for inner product estimation is based on point query estimation, and towards stating the algorithm we first state a known result that helps relate the two problems.

**Lemma 43** (Easily extracted from the proof of [28, Theorem 1]). Let \( x, y, x', y' \) be vectors such that \( \|x - x'\|_\infty \leq \varepsilon \|x\|_1 \) and \( \|y - y'\|_\infty \leq \varepsilon \|y\|_1 \). Now, let \( x'' \) (and respectively \( y'' \)) denote \( x' \) with everything except the maximum \( 1/\varepsilon \) entries zere out. Then the following holds:
\[ |\langle x'', y'' \rangle - \langle x, y \rangle| \leq \varepsilon \cdot \|x\|_1 \cdot \|y\|_1. \]

**Proof of Theorem 42.** Given a stream of updates to \( x \) and \( y \), run two instances of the point query estimation algorithm from Theorem 39 – one for updates to \( x \) and one for updates to \( y \). There are \( x' \) and \( y' \) that only depend on the stream such that
\[ \|x - x'\|_\infty \leq \varepsilon \cdot \|x\|_1 \quad \text{and} \quad \|y - y'\|_\infty \leq \varepsilon \cdot \|y\|_1 \]
and except with probability \( O(1/m) \) both point query algorithms respond to any query \( i \) with \( x'_i \) (and \( y'_i \) respectively). Maintaining these two instances takes \( O \left( \frac{\log m}{\varepsilon} + \log n \right) \) space.

\(^5\) I.e. the restriction of \( h \) to domain \( S \) is an injective function.
Next, enumerate over elements of \([n]\) and for each \(i \in [n]\) query both instances with \(i\), and store the running max-1/\(\varepsilon\) answers to queries to each instance along with the hashed identities of the indices of entries that are part of the running max. Storing the running max takes \(O \left( \frac{\log m}{\varepsilon} \right)\) space, and storing a counter to enumerate over \([n]\) takes \(\log n\) space. Thus, at the end of this routine, except with probability \(O(1/m)\) our two lists are equal to \((x'_{i_1}, h(i_1)), \ldots, (x'_{i_{1/\varepsilon}}, h(i_{1/\varepsilon}))\) and \((y'_{j_1}, h(j_1)), \ldots, (y'_{j_{1/\varepsilon}}, h(j_{1/\varepsilon}))\) respectively where \(x'_{i_1}, \ldots, x'_{i_{1/\varepsilon}}\) are the max-1/\(\varepsilon\) entries of \(x'\) and \(y'_{j_1}, \ldots, y'_{j_{1/\varepsilon}}\) are the max-1/\(\varepsilon\) entries of \(y'\).

Finally, if there is \(i, u\) such that \(h(i) = h(i_u)\) or \(h(j) = h(j_u)\), return “fail”; otherwise output

\[
\sum_{i \in \{h(i)\}_{i=1, \ldots, t} \cap \{h(j)\}_{j=1, \ldots, u}} x'_i y'_j.
\]

With probability at least \(1 - 2/m\), the above quantity is equal to \(\langle x'', y'' \rangle\) from Lemma 43, which lets us conclude via Lemma 43 that the output is within \(\varepsilon \cdot \|x\|_1 \cdot \|y\|_1\) of the true inner product.

Finally, we remark that the following lower bounds can be proved for deterministic algorithms.

\textbf{Theorem 44.} Any deterministic algorithm for point query estimation and inner product estimation needs \(\Omega \left( \frac{\log n}{\varepsilon} \right)\) space.

\textbf{Proof.} We prove a lower bound for point query estimation via a reduction from \textsc{Equality}in communication complexity. Alice encodes a log \(\left( \frac{n}{1/(3\varepsilon)} \right)\) bit string as a subset \(S\) of \([n]\) of size \(1/(3\varepsilon)\) and runs the point query streaming algorithm on the input where she streams each element of this subset \(3\varepsilon m\) times. She then sends the state of the algorithm to Bob, who can query every index in the universe and learn \(S\) (the element corresponding to the query is in \(S\) if and only if the response to the query is at least \(2\varepsilon \cdot m\)), decode \(S\) back to a log \(\left( \frac{n}{1/(3\varepsilon)} \right)\) and check if it is equal to his own input. The space lower bound from the theorem statement then follows since log \(\left( \frac{n}{1/(3\varepsilon)} \right)\) = \(\Omega \left( \frac{\log n}{\varepsilon} \right)\).

A space lower bound for inner product estimation follows from the lower bound for point query estimation since the latter is a special case of the former when \(x\) is the vector of frequencies and \(y\) is a standard unit vector \(e_i\) corresponding to query \(i\).

7.3 Retrieving a Basis of a Row-space

We now work in a “mixed” model, where an input \(n \times d\) matrix \(A\) of rank \(\leq k\) is given to us via a sequence of updates in a turnstile stream, and each entry at all times in the stream can be represented by an \(O(\log n)\)-bit word. During this phase, there is an upper bound \(T\) on the number of bits of space an algorithm is allowed to use. In the “second phase”, we are allowed to perform arbitrary computation and the goal is to output a basis for the row-span of \(A\).

We show a lower bound on \(T\) of \(\tilde{\Omega}(nd)\) for deterministic algorithms, and a pseudodeterministic algorithm that uses \(\tilde{O}(\text{poly}(k) \cdot d)\) space in the streaming phase.

\textbf{Theorem 45.} Any deterministic streaming algorithm for \textsc{RecoverBasis} needs \(\tilde{\Omega}(nd)\) space.

\textbf{Proof.} Suppose the matrix \(A\) is 0, then the algorithm would have to output the empty set. A \(T\) space streaming algorithm for this problem could be used to solve the communication complexity problem of equality \textsc{Equality} using \(T\) bits of communication. In particular,
Alice and Bob could encode their respective inputs $x$ and $y$ as matrices $M_x$ and $M_y$. Alice can then run the $T$-space algorithm on adding $M_x$ in a turnstile stream, and send Bob the state of the algorithm. Bob can then resume running the algorithm from Alice’s state on updates that subtract $M_y$. If Bob outputs the empty set, then $x = y$ and Bob outputs “yes”. Otherwise, Bob outputs “no”.

While the deterministic complexity is $\tilde{O}(nd)$, there is a pseudo-deterministic streaming algorithm which uses only $\tilde{O}(\text{poly}(k) + k \cdot d)$ in its streaming phase:

**Theorem 46.** There is a pseudo-deterministic algorithm for RECOVERBASIS that uses $\tilde{O}(\text{poly}(k) + k \cdot d)$ space in its streaming phase, where the $\tilde{O}(\cdot)$ hides factors of $\text{poly log } n$.

Towards giving a pseudo-deterministic algorithm, we first state a result about pseudorandom matrices that is a special case of [5, Lemma 3.4].

**Theorem 47.** There is a distribution $\mathcal{D}$ over $m \times n$ matrices where $m = O(k \log n)$ with ±1 entries such that for any $n \times m$ matrix $U$ with orthonormal columns and $S \sim \mathcal{D}$, the following holds with probability $1 - 1/\text{poly}(n)$:

$$\|U^T S S^T U - I\|_2 \leq 1/2.$$

Further, the rows of $S$ are independent and each row can be generated by a $(k + \log n)$-wise independent hash family.

**Theorem 48** (t-wise independent hash families [32, Corollary 3.34]). There is a $t$-wise independent hash family $\mathcal{H}$ of functions from $[n] \to \{\pm 1\}$ such that sampling a uniformly random $h$ from $\mathcal{H}$ can be done using a $\text{poly}(\log n, t)$-length random seed, and $h(x)$ for any $x \in [n]$ can be computed in $\text{poly}(\log n, t)$ time and space from the random seed used to sample it.

As a consequence we have:

**Corollary 49.** Let $A$ be a $n \times d$ matrix of rank $k$ and let $\mathcal{D}$ be the distribution over $O(k \log n) \times n$ matrices from the statement of Theorem 47. Then, for $S \sim \mathcal{D}$, $SA$ has rank $k$ with probability $1 - 1/\text{poly}(n)$.

**Proof.** We start by writing $A$ in its singular value decomposition $U \Sigma V^T$. Since $A$ has rank $k$, $U$ is a $n \times k$ matrix with orthonormal columns and $\Sigma V^T$ surjectively maps $\mathbb{R}^d$ to $\mathbb{R}^k$. From Theorem 47, $SA$ is also full rank, which means the collection of vectors

$$\{SAx : x \in \mathbb{R}^d\} = \{SU \Sigma V^T x : x \in \mathbb{R}^d\} = \{SUx : x \in \mathbb{R}^k\}$$

is a $k$-dimensional space, and hence $SA$ has rank $k$.

**Proof of Theorem 46.** Begin by sampling $S \sim \mathcal{D}$ via a seed $s$ of length $O(\text{poly}(k) \cdot \text{poly log}(n))$ from which entries of $S$ can be efficiently computed where $\mathcal{D}$ is the distribution over matrices given by Corollary 49, and maintain the sketch $SA$ in the stream.

The row-span of $SA$ is exactly the same as that of $A$ assuming the two matrices have equal rank, which happens with probability $1 - 1/\text{poly}(n)$.

$SA$ is an $O(k) \times d$ matrix and each entry is a signed combination of at most $n$ entries of $A$ and hence there is a bit complexity bound of $\tilde{O}(kd)$ on the space used to store $SA$.

In the second phase (i.e., after the stream is over) of the algorithm, we first find an orthonormal basis $Q$ for the row-span of $SA$ and compute $\tilde{\Pi}_A = QQ^T$. And finally, use a deterministic algorithm to compute the singular value decomposition $\tilde{U} \Sigma \tilde{V}^T$ of $\tilde{\Pi}_A$ and output the rows of $\tilde{V}^T$. 
The row-span of $SA$ and $A$ are equal except with probability $1/\text{poly}(n)$; assuming this happens, $\hat{\Pi}_A$ is exactly equal to $\Pi_A$, the unique projection matrix onto the row-span of $A$. Write $\Pi_A$ in its singular value decomposition $U\Sigma V^T$. If $\hat{\Pi}_A = \Pi_A$, $V^T$ is exactly equal to $V^T$. Since $V^T$ is given by a deterministic function of $A$, and the output of the algorithm $\hat{V}$ is equal to $V^T$ with high probability, our algorithm is pseudo-deterministic. 
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Abstract

There have been many successes in constructing explicit non-malleable codes for various classes of tampering functions in recent years, and strong existential results are also known. In this work we ask the following question:

When can we rule out the existence of a non-malleable code for a tampering class \( \mathcal{F} \)?

First, we start with some classes where positive results are well-known, and show that when these classes are extended in a natural way, non-malleable codes are no longer possible. Specifically, we show that no non-malleable codes exist for any of the following tampering classes:

- Functions that change \( d/2 \) symbols, where \( d \) is the distance of the code;
- Functions where each input symbol affects only a single output symbol;
- Functions where each of the \( n \) output bits is a function of \( n - \log n \) input bits.

Furthermore, we rule out constructions of non-malleable codes for certain classes \( \mathcal{F} \) via reductions to the assumption that a distributional problem is hard for \( \mathcal{F} \), that make black-box use of the tampering functions in the proof. In particular, this yields concrete obstacles for the construction of efficient codes for \( \mathsf{NC} \), even assuming average-case variants of \( \mathsf{P} \not\subseteq \mathsf{NC} \).
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1 Introduction

Since the introduction of non-malleable codes (NMC) by Dziembowski, Pietrzak, and Wichs in 2010, there has been a long line of work constructing non-malleable codes for various classes [43]. A plethora of upper bounds, explicit and implicit (to varying degrees), have been shown for a wealth of classes of tampering functions. However, to our knowledge, relatively little is known about when non-malleability is impossible. In this work, we initiate the study of the limits to non-malleability.

Non-malleability for a class $\mathcal{F}$ is defined via the following “tampering” experiment:

1. Encode message $m$ using a (public) randomized encoding algorithm: $c \leftarrow E(m)$,
2. Tamper the codeword: $\tilde{c} = f(c)$,
3. Decode the tampered codeword (with public decoder): $\tilde{m} = D(\tilde{c})$.

Roughly, the encoding scheme, $(E, D)$, is non-malleable for a class $\mathcal{F}$, if for any $f \in \mathcal{F}$ the result of the above experiment, $\tilde{m}$, is either identical to the original message, or completely unrelated. More precisely, the outcome of a $\mathcal{F}$-tampering experiment should be simulatable without knowledge of the message $m$ (using a special flag “same” to capture the case of unchanged message).

[43] showed that, remarkably, this definition is achievable for any $\mathcal{F}$ such that $\log \log |\mathcal{F}| < n - 2 \cdot \log(1/\epsilon)$, where $n$ is the length of the codeword (the input/output of functions in $\mathcal{F}$), and $\epsilon$ parameterizes the quality of simulation possible (see Definition 3). However the definition is not achievable in general. It is easy to observe that if $\mathcal{F}$ is the class of all functions, there is a trivial tampering attack: decode, maul, and re-encode. This same observation rules out the possibility of efficient codes against efficient tampering, as this attack only requires that decoding and outputting constants conditioned on the result is in the tampering class. By a similar argument, the decoding function of a non-malleable code with respect to the distribution formed by encoding a random one-bit message can be seen as existence of hard decision problem for the tampering class. (This, in turn, informs us of where to hope for unconditional constructions.)

In this work, we give a variety of impossibility results for non-malleable codes, in disparate tampering regimes. We present 3 unconditional impossibility results for various classes, which hold even for inefficient NMC. These impossibility results apply to classes that are simple and natural extensions of classes with well-known and efficient NMC constructions. Additionally, we rule out constructions of NMC for a wide range of complexity classes with security reductions that are only given black-box access to the tampering function. This result is more technically complex than the previous ones, and requires the introduction of a new notion of fine-grained black-box reductions appropriate for the non-malleability setting, as we explain below. This result allows us to study the minimal assumptions necessary for achieving NMC for complexity classes contained in $P$ (e.g., $\text{NC}^1$), and to rule out such NMC constructions (with black-box reductions) from minimal average-case hardness assumptions.
To our knowledge, the only previously-known impossibility results beyond the simple observations above, are related to other variants of NMC. These include bounds on locality of locally decodable and updatable NMC, bounds on continuous NMC, and impossibility of “look-ahead” or “block-wise” NMC (which also follows from a simple observation). There are also several bounds related to the rate of NMC. We discuss these and other related works in Section 1.4. In contrast, our results hold regardless of rate. In fact, our lower bounds rule out even message spaces of size two or three.

1.1 Strictly Impossible

We identify 3 tampering regimes where non-malleability is strictly impossible.

On tampering functions that change $d/2$ symbols, where $d$ is the distance of the code

It is common to present non-malleable codes as a strict relaxation of error-correcting codes (ECC). It is easy to see that ECC are NMC against tampering that changes up to the allowed fraction of symbols, but since NMC only require correctness of decoding in the absence of errors, they can provide “security” for tampering functions that ECC cannot, in particular functions that can modify most, or even all, symbols of the codeword. This suggests that we could potentially construct NMC for tampering classes that are strictly larger than any class for which ECC could exist. However, no such construction is known: all NMC results that allow to modify more symbols, also require that the computation of the tampering function is restricted in some way. In contrast, ECC do not place any restrictions on the tampering adversary beyond the limit to the number of modified symbols.

In the current work we ask whether this trade-off is in fact necessary. Specifically, can we construct NMC that allow for modifying more symbols of the codeword than ECC without placing any other restrictions on the tampering? Note that for ECC it is known that if the distance of the code is $d$, it is not possible to correct when $d/2$ symbols are modified, but there are constructions that allow for error correction after arbitrary modification of at most $d/2 - 1$ symbols (e.g., Reed-Solomon ECC achieve this bound). Indeed, for the case of potentially inefficient coding schemes, the above is tight: A coding scheme with distance $d$ implies error correction against $d/2 - 1$ errors. Thus, fixing a message space $\mathcal{M}$ and a codeword space $\mathcal{C}$, we consider the optimal ECC for this message and codeword space, which has some distance $d$ (and therefore can correct $d/2 - 1$ errors). We then ask whether one can construct a non-malleable code with message space $\mathcal{M}$ and codeword space $\mathcal{C}$ against the class of functions that may arbitrarily tamper with $d/2$ codeword symbols.

We fully resolve our question. We show that for message space of size 2, non-malleable codes that tolerate arbitrary modification of even up to $d - 1$ symbols are possible (via a repetition code, see Section 3). On the other hand, for message space of size greater than 2, it is impossible to construct non-malleable codes with distance $d$ for tampering functions that arbitrarily modify $d/2$ codeword symbols. This indicates that for message space larger than 2, in order to obtain improved parameters beyond what is possible with error correcting codes, imposing some additional restrictions on the tampering function is necessary.

On tampering functions where each input symbol affects at most one output symbol

In their recent work, Ball et al. [17] presented unconditional NMC for the class of output-local functions, where each output symbol depends on a bounded number of input symbols. As an intermediate step, they also considered the class of functions that are both input and output
The class of input-local functions is the class of functions where each input symbol affects a bounded number of output symbols. A natural question is whether non-malleable codes can be constructed for the class of input-local functions, where for codeword length $n$, each input bit affects $\ll n$ output bits.

In this work, we answer this question negatively in a very strong sense. We show that even achieving NMC for 1-input local functions (where each input bit affects at most one output bit) is impossible. In fact, our proof shows an even stronger result: the impossibility holds even if each input symbol can only affect the same single output symbol. That is, it is impossible to construct NMC for the tampering class that allows to change only one codeword symbol in a way that depends on the input (while the other symbols may be changed into constant values). Stated like this, this result can also be viewed as an extension of our first result above on the maximum number of symbols that can be modified in a non-malleable code.

**On tampering functions where each output symbol depends on $n - \log(1/(4\epsilon))$ input symbols**

Here we move on to consider achieving NMC for output-local tampering functions. The prior work of [17] constructed efficient NMC for tampering functions with locality $n^c$, for constant $c < 1$. The size of the class of all output-local tampering functions (with locality sufficiently smaller than $n$) is also bounded in size and therefore NMC for this class follow from the existential results of [43]. A natural question is how large can the output-locality be?

We prove the impossibility of $\epsilon$-non-malleable codes (see Definition 3) for the class of $(n - \log(1/(4\epsilon)))$-output-local tampering functions. In addition to the above motivation, parity over $n$ bits is average-case hard for this class. Therefore, our impossibility result can be viewed as a “separation” between average-case hardness and non-malleability, as it exhibits a class for which we have average-case hardness bounds, but cannot construct non-malleable codes for. Furthermore, the class $F'$ constructed in our lower bound proof has size only $4^n \cdot 2^{n - \log(1/(4\epsilon))}$, which in turn means that $\log \log |F'| = n - \log(1/(4\epsilon)) = n - \log(1/\epsilon) + 2$.

On the other hand, the aforementioned result of Dziembowski et al. [43] shows existence of an $\epsilon$-non-malleable code for any class $F$ such that $\log \log |F| \leq n - 2 \log(1/\epsilon)$. Thus, our lower bound result is close to matching the existential upper bound.

**Remark: deterministic vs. randomized decoding**

The standard (and original) definition of NMC requires deterministic decoding and perfect correctness, although some later work took advantage of randomized decoding. We note that our lower bound for the class of input-local functions holds for standard schemes (with deterministic decoding and perfect correctness). Our lower bound (with $\epsilon = \frac{1}{4n}$) for the class of $n - \log(n)$ output-local functions holds even for coding schemes that have randomized decoding and perfect correctness. The lower bound for the class of functions that change $d/2$ symbols holds even for coding schemes with randomized decoding and imperfect correctness.

---

1. Note that, even arbitrary decision trees of depth $n - 1$ have no advantage in computing the parity of $n$ bits with respect to the uniform distribution. [22]
2. For the class of output-local functions (where each output depends on at most $\ell$ inputs) we have explicit constructions with randomized decoding (and $\epsilon = \text{negl}(n)$) for $\ell < n/\log n$ [17], whereas constructions with deterministic decoding are known for locality up to $n^{1/2 - \epsilon}$ for small $\epsilon$. [28, 15].
1.2 Impossibility of Black-Box Security Reductions

In recent work, unconditional constructions of non-malleable codes for progressively larger tampering classes, such as $\text{NC}^0$ [17, 29, 15] and $\text{AC}^0$ [29, 15], have been presented. In fact, the construction of [15] remains secure for circuit depths as large as $\Theta(\log(n)/\log \log(n))$. Moreover, due to the impossibility of efficient NMC for all of $\text{P}$, extending their result to obtain unconditional NMC for circuits with asymptotically larger depth would require separating $\text{P}$ from $\text{NC}^1$, a problem that is well out of reach with current complexity-theoretic techniques. However, rather than ruling out such constructions entirely, in this regime we ask what are the minimal assumptions necessary for achieving non-malleable codes for $\text{NC}^1$, as well as other classes $\mathcal{F}$ that are believed to be strictly contained in $\text{P}$.

The above question was partially addressed by Ball et al. [18, 16] in their recent work, where they presented a general framework for construction of NMC for various classes $\mathcal{F}$ in the CRS model and under cryptographic assumptions. Instantiating their framework for $\text{NC}^1$ yields a computational, CRS-model construction of 1-bit NMC for $\text{NC}^1$, assuming there is a distributional problem that is hard for $\text{NC}^1$, but easy for $\text{P}$. Moreover, such distributional problems for $\text{NC}^1$ can be based on worst-case assumptions.\(^3\)

In this work, we ask whether 1-bit non-malleable codes for $\text{NC}^1$ in the standard (no-CRS) model can be constructed from the assumption that there are distributional problems that are hard for $\text{NC}^1$ but easy for $\text{P}$. Recall that this assumption is minimal, since the decoding function of a 1-bit non-malleable code for $\text{NC}^1$ w.r.t. the distribution of random encodings of 1 bit messages yields such a distributional problem.

We provide a negative answer, showing that, under black-box reductions (restricting use of the tampering function in the security proof to be black-box), this is impossible.

Specifically, we define a notion of black-box reductions for the setting of 1-bit non-malleable codes $(E,D)$ against a complexity class $\mathcal{F}$ to a distributional problem $(\Psi, \mathcal{L})$ that is hard for $\mathcal{F}$. This type of reduction is required to use the “adversary” – i.e. the tampering function in our setting – in a black-box manner, but is not restricted in its use of the underlying assumptions. To motivate our new notion, we begin by recalling the notions of reductions in complexity theory and cryptography, and how they are used.

Reductions in Complexity Theory

A reduction is a technique in complexity theory that is used to show that Problem 1 is as hard as Problem 2. For example, the famous Cook-Levin theorem showed that $\text{SAT}$ (Boolean satisfiability) is as hard as any problem in $\text{NP}$, by showing a reduction from any problem in $\text{NP}$ to $\text{SAT}$. In more detail, a reduction $R$, is an algorithm that receives as input an algorithm $A$ that solves Problem 1 and uses it to solve Problem 2. Typically, $R$ will only access $A$ in an input/output manner as a subroutine (also known as oracle access and denoted as $R^A$). When a reduction $R$ uses a solver $A$ in this way, $R$ is known as a black-box reduction. Intuitively, in this case, $R$ does not care how $A$ solves Problem 1, it just cares that $A$ exhibits the correct input-output behavior. Therefore, the reduction $R$ should still be able to solve Problem 2, even when $A$ is computationally unbounded. In fact, in the Cook-Levin theorem, only a single oracle query is made by the reduction to the algorithm solving $\text{SAT}$.

When is a reduction $R$ between two problems useful? Note that if $R$ is in a complexity class that can solve Problem 2, then existence of such a reduction $R$ is tautological, since $R$ can simply ignore its oracle and solve Problem 2 on its own (so no relationship is demonstrated.

\(^3\) Assuming $\oplus L/\text{poly} \not\subseteq \text{NC}^1$ yields a distributional problem since randomized encodings for $\oplus L/\text{poly}$ are known to exist [13, 21, 41, 14].
about the relative hardness of the problems). This is why in the Cook-Levin theorem the reduction is required to be \textit{polynomial time}. Reductions are also useful since they allow us to draw conclusions about the relationships between different complexity classes. For example, using the Cook-Levin theorem, we conclude that if there exists a \textit{polynomial time} algorithm for solving SAT then there exists a polynomial time algorithm for all of \textit{NP} (i.e. \(P = NP\)).

Note that there is actually a subtlety here: In order for the above to hold, we need that whenever \(A\) is \textit{polynomial time}, \(R^A\) is \textit{also} \textit{polynomial time}. This holds trivially for the case of polynomial time, since the class \(P\) is closed under composition. However, as we will see later, this closure does not necessarily hold in some of the settings we consider. Many variations on reductions beyond the setting of the Cook-Levin Theorem and \(NP\)-completeness have been considered in complexity theory. For example, polynomial time reductions have no utility when \(P\) is the object of study. Instead, the theory of \(P\)-completeness uses \(NC\)-computable reductions to argue about whether or not problems in \(P\) can be parallelized. Another such example is the theory of fine-grained complexity, which seeks to understand the \textit{exact} (or, more exact) complexity of problems in \(P\). Fine-grained reductions allow one to argue that a problem cannot be solved in, for example, \(O(n^{2-\epsilon})\) time (for any \(\epsilon > 0\), by reduction from another problem believed to require \(\Omega(n^{2-o(1)})\) time. For this reasoning to hold, such a fine-grained reduction must run in sub-quadratic time, and moreover it can make at most \(n^{o(1)}\) queries to an oracle defined on instances of length \(n\) if it is to remain useful. As we will see, this tension between the length of the inputs queried to the oracle and the number of such queries will also be relevant in our setting.

**Reductions in Cryptography**

Reductions in cryptography are exactly like reductions in complexity theory. For example, the seminal result of [54] proves by reduction that breaking a pseudorandom function (Problem 1) is as hard as breaking a pseudorandom generator (Problem 2). In order to prove this, they present a reduction \(R\) such that given an algorithm \(A\) that breaks the constructed pseudorandom function, \(R^A\) breaks the underlying pseudorandom generator. Note that since \(R\) only has oracle access to \(A\), again \(R\) does not care how \(A\) works, as long as it exhibits input-output behavior that qualifies it as a valid distinguisher between a pseudorandom and random function. Thus, \(R\) is black-box. As before, \(R\) is only useful if it is \textit{polynomial time}, since otherwise \(R\) can break the pseudorandom generator on its own. Furthermore, we again want to use the existence of the reduction to draw conclusions about the security relationship between the pseudorandom function and the pseudorandom generator. Here we want to show that if there exists a \textit{polynomial-time} algorithm that breaks the pseudorandom function, then there exists a polynomial-time algorithm that breaks the pseudorandom generator. Therefore, we want it to be the case that whenever \(A\) is \textit{polynomial time}, \(R^A\) is \textit{also} \textit{polynomial time}. This trivially holds, as before, since \(P\) is closed under composition. However, in the following we will consider cases where this type of closure does not necessarily hold. For example, when \(A\) and \(R\) are in \(NC^1\), \(R^A\) may no longer be in \(NC^1\) (in fact \(R^A\) could have depth up to \(\log^2(n)\)). We therefore need to include a notion of closure under composition as one of the requirements of a black-box reduction in our setting.

**A fine-grained setting: Security reductions for non-malleable codes**

What would a security reduction in the setting of non-malleable codes look like? In this case, we want to show that breaking the non-malleable code (Problem 1) is as hard as breaking distributional problem \((\Psi, L)\) (Problem 2). Here, an algorithm that breaks the non-malleable
code simply consists of a tampering function \( f \). A reduction \( R \) is provided black-box access to the tampering function \( f \) and must use it to break the distributional problem \((\Psi, L)\). First, note that since we assume \( R \) is black-box, \( R \) is only allowed to use \( f \) as a subroutine (gives it inputs and obtains its output), regardless of how \( f \) performs its computation. Thus, as in all the cases discussed above, we require that \( R^f \) break the distributional problem \((\Psi, L)\), even in the case that \( f \) is not contained in \( \mathcal{F} \). Note that the distributional problem \((\Psi, L)\) is easy for polynomial-time. Therefore, for the reduction to be non-trivial, \( R \) must be in a complexity class that does not contain \( P \). Indeed, since we only assume that \((\Psi, L)\) is hard for \( \mathcal{F} \), \( R \) must be contained in \( \mathcal{F} \) in order for us to draw any conclusions (otherwise, we cannot rule out the possibility that \( R \) simply ignores its oracle and solves \((\Psi, L)\) on its own). Furthermore, as discussed above, the point of the reduction is to be able to conclude that if there is a tampering function \( f \) in \( \mathcal{F} \) that breaks the non-malleable code, then there exists an algorithm in \( \mathcal{F} \) that breaks the distributional problem \((\Psi, L)\). Therefore, it is not enough that \( R \in \mathcal{F} \), and we actually need that whenever \( f \in \mathcal{F} \), \( R^f \in \mathcal{F} \). We will then use the fact that \( R^f \) breaks \((\Psi, L)\) and is used to obtain a contradiction to the hardness of \((\Psi, L)\) for \( \mathcal{F} \).

Overall, at a high level (skipping some technical details), we require two properties of a black-box reduction \( R \) from \((E, D)\) to \((\Psi, L)\):

- If the tampering function \( f \) succeeds in breaking the non-malleable code, the reduction, \( R^f \), should succeed, regardless of whether \( f \in \mathcal{F} \). This represents the fact that \( R \) uses \( f \) in a black-box manner.
- For any \( f \in \mathcal{F} \), \( R^f \) must also be in \( \mathcal{F} \), and in particular, \( R \) itself must be in \( \mathcal{F} \). This represents the fact that the black-box reduction \( R \) should allow one to obtain a contradiction to the assumption that \((\Psi, L)\) is hard for \( \mathcal{F} \), in the case that \((E, D)\) is malleable by \( \mathcal{F} \).

Note that for arbitrary classes \( \mathcal{F} \) (unlike the usual polynomial-time adversaries typically used in cryptography), the fact that \( R \in \mathcal{F} \) and \( f \in \mathcal{F} \) does not necessarily imply that \( R^f \in \mathcal{F} \). This introduces some additional complexity in our definitions and also requires us to restrict our end results to classes \( \mathcal{F} \) that behave appropriately under composition.

We present general impossibility results for constructing 1-bit non-malleable codes for a class \( \mathcal{F} \) from a distributional problem that is hard for \( \mathcal{F} \) but easy for \( P \). We present three types of results: results ruling out security parameter preserving reductions for tampering class \( \mathcal{F} \) that behave nicely under composition; results ruling out “approximate” security parameter preserving reductions for tampering class \( \mathcal{F} \) with slightly stronger compositional properties; and results ruling out non-security parameter preserving reductions for tampering class \( \mathcal{F} \) that are fully closed under composition. See Definitions 21, 22 and Lemmas 31, 35, 37 for the formal statements.

Briefly, security parameter preserving reductions have the property that the reduction only queries the adversary (in our case the tampering function) on the same security parameter that it receives as input. The security parameter preserving reductions have been used in constructions of leakage resilient circuit compilers [11]. The notion of “approximate” security parameter preserving reductions is new to this work. Such reductions are parameterized by polynomial functions \( \ell(\cdot), u(\cdot) \) and on input security parameter \( n \), the reduction may query the adversary on any security parameter in the range \( \ell(n) \) to \( u(n) \). This notion is somewhat less restrictive than a security parameter preserving reduction. Finally, in a non-security parameter preserving reduction, the reduction receives security parameter \( n \) as input and may query the adversary on arbitrary security parameter \( n' \). Note that \( n'(n) \) must be in \( O(n^{c'}) \) for some constant \( c \), since the reduction must be polynomial time. This notion allows us to rule out the most general type of black-box reduction discussed above.
We can instantiate the tampering class $F$ from our generic lemma statements with various classes of interest. Our results on security parameter preserving and approximate security parameter preserving reductions apply to the class $NC^1$ as a special case. Our result ruling out non-security parameter preserving reductions applies to the class (non-uniform) $NC$ as a special case. See Corollaries 32, 36, 38 for the formal statements. As the proofs are already quite involved, we make the simplifying assumption of deterministic decoding and perfect correctness. However, this is not inherent to the proof and we expect the results to extend to coding schemes with imperfect correctness and randomized decoding.

**Do reductions for NMC take the above form?**

So far, in the non-malleable codes setting, results have either been unconditional (e.g. [43, 4]) or have been based on polynomial-hardness assumptions (e.g. [64, 2]). The results that are based on polynomial-hardness assumptions have all used black-box security reductions, in the standard polynomial-time sense [69]. Our notion is new since it captures a fine-grained setting where the underlying distributional problem is, in fact, easy for polynomial-time algorithms. As discussed above, this is the minimal computational hardness assumption necessary to construct non-malleable codes for classes $F$ for which we cannot prove unconditionally that $P \not\subseteq F$. While this type of reduction implicitly arises in the work of [18], our work is the first to formally define and explore this notion of fine-grained black-box reductions in a cryptographic setting.

### 1.3 Technical Overview

In order to prove impossibility of constructing non-malleable codes in different scenarios, we need to show that any such code is malleable. Recall that for single-bit messages, non-malleability is equivalent to showing that when applying the tampering function to a randomly generated encoding of a random bit, the decoded value flips with probability at most $1/2 + \text{negl}(n)$. Thus, proving that something is malleable, corresponds to showing that the decoded value flips with probability at least $1/2 + 1/\text{poly}(n)$. We will use this fact in the following exposition.

#### 1.3.1 On tampering functions that change $d/2$ symbols, where $d$ is the distance of the code

We observe that for any coding scheme, there must be some message, $x^*$, such that every encoding of that message is at most distance $d/2$ from something that is likely to decode to something other than $x^*$. Our tampering function will only modify encodings of $x^*$, and it will do so by moving each encoding to one of these nearby points that decodes differently. We claim that if there are at least 3 messages in the message space, then the output of decoding with the tampering function described above depends on the input message (and thus cannot be simulated). Indeed, when starting with message $x^*$ (which is encoded, tampered, and decoded) there must be some other message $y^* \neq x^*$ that is not output a majority of the times by this process. On the other hand, when starting with $y^*$, since the tampering does not change anything in this case, correctness of decoding means that $y^*$ should be output a majority of times.

This argument falls apart if there are only two possible messages, and in this case a repetition code with a decoding that outputs a fixed value on invalid codewords is, in fact, non-malleable with respect to tampering functions that can change up to $n - 1$ symbols.
1.3.2 On tampering functions where each input symbol affects at most one output symbol

Consider any two codewords \( c_x \) and \( c_y \) corresponding to distinct messages, \( x \) and \( y \). Now consider any sequence of \( n \) codewords between \( c_x \) and \( c_y \), made by altering one symbol at a time. There must be two adjacent codewords, \( c_i, c_{i+1} \), (differing on a single bit) in this sequence that decode differently. Therefore, to tamper, simply output \( c_i \) if the input is an encoding of 0, and \( c_{i+1} \) otherwise. Because \( c_i \) and \( c_{i+1} \) just differ on a single bit, the tampering function has input locality 1.

1.3.3 On tampering functions where each output symbol depends on \( n - \log(1/(4\epsilon)) \) input symbols

We begin by considering a simpler argument, that only rules out tampering functions of output locality \( n - 1 \) (each output bit can depend on at most \( n - 1 \) input bits), where \( n \) is the bit length of the codeword. To illustrate the idea in the locality \( n - 1 \) case, we also assume that the decoding algorithm is deterministic. We consider two cases and show that each case leads to a different tampering attack:

- **Case 1:** Given the first \( n - 1 \) bits of the codeword, the codeword decodes to the same bit \( b \), regardless of whether the final bit is 0 or 1. In this case, the tampering function contains a hardwired valid codeword encoding 0 and a valid codeword encoding 1. The tampering function derives the bit \( b \), given only the first \( n - 1 \) bits (since the decoded bit \( b \) is independent of the final bit) and replaces the codeword with the hardwired encoding of 1 - \( b \).
- **Case 2:** Given the first \( n - 1 \) bits of the codeword, the codeword decodes to 0 if the final bit is set to \( b \) and decodes to 1 if the final bit is set to 1 - \( b \). In this case, the tampering function just flips the final bit, causing the decoding to flip.

The key observation is that we can extend the attacks for Cases 1 and 2 above to tampering functions of output locality \( n - \log(1/(4\epsilon)) \). We will sketch the special case corresponding to extending to \( \epsilon = \frac{1}{4n} \) (and locality \( n - \log(n) \)), to rule out non-malleable codes with negligible error. Case 1 now corresponds to the case that, for a randomly generated codeword, when the first \( n - \log(n) \) bits of the codeword are fixed and the remaining \( \log(n) \) bits are set at random, the decoded value remains the same with probability at least \( 1/2 + 1/(4n) \). In this case, the tampering function gets the first \( n - \log(n) \) bits, randomly sets the final \( \log(n) \) bits and decodes to obtain a bit \( b \). Then, the tampering function succeeds in flipping the encoding with probability \( 1/2 + 1/(4n) \) by replacing the codeword with the hardwired encoding of 1 - \( b \).

Case 2 now corresponds to the case that for a randomly generated codeword, when the first \( n - \log(n) \) bits of the codeword are fixed and the remaining \( \log(n) \) bits are set at random, the decoded value \textit{never flips} when the randomly chosen \( \log(n) \) bits happen to be the same as the original value, which occurs with probability \( 1/n \). Thus, if the final \( \log(n) \) bits are chosen at random, conditioned on being different from the original value, then the decoded value must flip with probability at least \( \frac{1/2 - 1/(4n)}{1 - 1/n} \geq 1/2 + 1/(4n) \). In this case, the tampering function ignores the first part of the codeword and simply sets the final \( \log(n) \) bits at random, conditioned on the value being different from the original value. Then, the tampering function succeeds in flipping the value of the encoding with probability at least \( 1/2 + 1/(4n) \).

Our final argument for \( n - \log(1/(4\epsilon)) \)-locality holds even for randomized decoding.

1.3.4 Impossibility of Black-Box Security Reductions

We begin by describing our proof showing the impossibility of a black-box, security-parameter preserving reduction, from NMC against the tampering class NC^1, to a distributional problem that is hard for NC^1. The proof for approximately security parameter preserving reductions is essentially the same, and so we subsequently describe the extension to impossibility of a black-box, non-security-parameter preserving reduction, from non-malleable codes against the tampering class NC, to a distributional problem that is hard for NC.

Our proof proceeds via the meta-reduction technique. Specifically, consider a black-box reduction R, reducing the security of a single-bit non-malleable code against NC^1 to a distributional problem that is hard for NC^1. The form that this reduction takes, is that it submits codewords c to the tampering function f and gets back (tampered) codewords y as responses. The main idea is to begin with a tampering function f, which is not in NC^1. This tampering function receives a codeword c, decodes it to obtain the bit b and then submits a randomly generated encoding of the bit 1 - b. In the proof, we assume the existence of a reduction R such that R^{f'} breaks the underlying distributional problem (this follows from the definition of a black-box reduction). We then switch from f to a tampering function f' that is in NC^1, which behaves as follows: Upon receiving a codeword c, f simply responds with a (hardcoded) random codeword c' that encodes a random bit, independent of the bit that is obtained when the decoding algorithm is applied to c. This switch is desirable, since then R^{f'} will be in NC^1 (note that we are guaranteed that R^{f'} is in NC^1, since one of the properties of R is that whenever the tampering function f' is in NC^1, then R^{f'} must also be in NC^1). It remains, however, to show that R^{f'} succeeds in breaking the underlying distributional problem, which then implies that the underlying distributional problem is not hard for NC^1. In order to ensure this, we use a hybrid argument, where responses to queries from R are switched one by one, from responses according to f to responses according to f'. In each step, we must show that the reduction remains successful in breaking the underlying distributional problem. Importantly, in the i-th hybrid, the first i - 1 responses are answered according to f, the i-th response and on are answered according to f'. Since R is in NC^1, we argue that if R can distinguish the (i - 1)-st and i-th hybrids, then we obtain a tampering attack in NC^1 on the non-malleable code. To do this, we construct a tampering function that hardwires the input to R, the transcript (queries and responses) and entire state of R for the first i - 1 queries made from R to f, the i-th query along with the value b that it decodes to, and the responses to the queries i + 1 and on. Then, given an input codeword c', the tampering function inserts this value as the response to the i-th query, runs the reduction R from this point on (given the state of R at the point of the response to the i-th query) and responds with the random hardwired queries upon any future queries from R. If R distinguishes between Hybrids i - 1 and i, then the above yields a distinguisher between randomly generated encodings of the bit b, versus randomly generated encodings of a random bit. It is not hard to see that such a distinguisher immediately yields a tampering attack, since it can be used to predict the underlying encoded value and the tampering attack can then replace the codeword with an encoding of a bit which is the opposite of the predicted bit.

In the above, note that it is crucial that the reduction is security parameter preserving. Indeed, if R queries codewords c' that are very short (say length log^2(n)) then we can no longer use R to obtain a valid tampering function against the non-malleable code. This is because R has size poly(n) and depth log(n), which is not in NC^1 relative to input length log^2(n). To deal with this problem, we take advantage of the fact that R must be successful even for tampering functions f that work only for very sparse input lengths \{1, 2, 2^2, 2^3, \ldots\}. 

In the above, note that it is crucial that the reduction is security parameter preserving. Indeed, if R queries codewords c' that are very short (say length log^2(n)) then we can no longer use R to obtain a valid tampering function against the non-malleable code. This is because R has size poly(n) and depth log(n), which is not in NC^1 relative to input length log^2(n). To deal with this problem, we take advantage of the fact that R must be successful even for tampering functions f that work only for very sparse input lengths \{1, 2, 2^2, 2^3, \ldots\}.
In this way, we can essentially guarantee that the reduction queries at most a single input length $\ell$ which is greater than $\log(n)$ and at most $\text{poly}(n)$. We now consider two cases: Either for this input length $\ell$ it is the case that NC circuits can distinguish encodings of 0 and 1 with probability at least $3/4$, or for this input length $\ell$ it is the case that NC circuits can distinguish encodings of 0 and 1 with probability at most $1 - 1/\text{poly}(n)$. If we are in the first case, then we can actually honestly run the attack using a NC circuit (in this case we just use the distinguisher to guess the value of the encoding and succeed with probability $3/4$). If we are in the second case, then we can use Impagliazzo’s Hard Core Set [55] to find a set of encodings such that a NC circuit can distinguish random encodings of 0 and 1 from this set with probability at most $1/2 + 1/\text{poly}(n)$. In this case, we modify the tampering function to hardcode random encodings from the hard core set and return these in response to the queries from $R$. Note that to obtain contradiction to the security of the constructed non-malleable code, we now require that when the reduction $R$ is composed with any tampering circuit in NC, then the composed circuit is still in NC. This property holds for NC, but not NC$^1$, which is why our result on ruling out non-security preserving reductions holds only for NC.

1.4 Related Work

Non-Malleable Codes

Non-malleable codes (NMC) were introduced in the seminal work of Dziembowski, Pietrzak and Wichs [43]. In the same paper they pointed out the simple impossibility result for NMC for all polynomial tampering functions. Since then NMC have been studied in the information-theoretic as well as computational settings. Liu and Lysyanskaya [64] studied the split-state classes of tampering functions and constructed computationally secure NMC for split-state tampering. A long line of work followed in both the computational [2] as well as information theoretic setting with a series of advances – reduced number of states, improved rate, or adding desirable features to the scheme [42, 4, 31, 3, 8, 2, 26, 58, 62, 63, 7]. Recently efficient NMC have been constructed for tampering function classes other than split-state tampering [17, 9, 29, 45, 18, 15, 16, 19, 32] in both the computational and information-theoretic setting. Additionally, [43, 33, 48] present various inefficient, existential or randomized constructions for more general classes of tampering functions. These results are sometimes presented as efficient constructions in a random-oracle or CRS model. Other works on non-malleable codes include [46, 34, 24, 6, 57, 40, 47, 3, 25, 23, 60, 38, 5, 39, 59, 65, 61, 44, 27, 30, 68, 35].

Bounds on Non-Malleable Codes

Surprisingly, understanding the limitations and bounds on NMC has received relatively less attention. While there have been a few previous works exploring the lower and upper bounds on NMC and its variants [43, 33, 23, 38, 37], most of the effort has been focused on understanding and/or improving the bounds on the rates of NMC [2, 9, 8, 58, 63, 35].

Perhaps the closest to this work are the results of [33, 38, 37]. Cheragachi and Guruswami [33] studied the “capacity” of non-malleable codes in order to understand the optimal bounds on the efficiency of non-malleable codes. They showed that information theoretically secure efficient NMC exist for tampering families $\mathcal{F}$ of size $|\mathcal{F}| \leq \alpha n$ for $0 \leq \alpha < 1$, moreover these NMC have optimal rate of $1 - \alpha$ with error $\varepsilon \in O(1/\text{poly}(n))$. Dachman-Soled, Kulkarni, and Shahverdi [38] studied the bounds on the locality of locally decodable and updatable NMC. They showed that for any locally decodable and updatable NMC which allows rewind attacks, the locality parameter of the scheme must be $\omega(1)$, and
gave an improved version of [40] construction to match the lower bound in computational setting. Recently, Dachman-Soled and Kulkarni [37] studied the bounds on continuous non-malleable codes (CNMC), and showed that 2-split-state CNMC cannot be constructed from any falsifiable assumption without CRS. They also gave a construction of 2-split-state CNMC from injective one-way functions in CRS model. Faust et al. [46] showed the impossibility of constructing information-theoretically secure 2-split-state CNMC.

**Black-Box Separations**

Impagliazzo and Rudich [56] showed the impossibility of black-box reductions from key agreement to one-way function. Their oracle separation technique subsequently led to sequence of works, ruling out black-box reductions between different primitives. Notable examples are [71] separating collision resistant hash functions from one way functions, and [53] ruling out oblivious transfer from public key encryption. The meta-reduction technique (cf. [36, 66, 51, 49, 67, 52, 1, 70, 20, 50]) has been used for ruling out larger classes of reductions – where the construction is arbitrary (non-black-box), but the reduction uses the adversary in a black-box manner. The meta-reduction technique is often used to provide evidence that construction of a cryptographic primitive is impossible under “standard assumptions” (e.g. falsifiable or non-interactive assumptions).

## 2 Preliminaries

### 2.1 Notation

For any positive integer \( n \), \( [n] := \{1, \ldots, n\} \). For a vector \( x \in \chi \) of length \( n \), we denote its **hamming weight** by \( \|x\|_0 := |\{x_i : x_i \neq 0 \text{ for } i \in [n]\}| \), where \(|S|\) is the cardinality of set \( S \), and \( x_i \) denotes the \( i \)-th element of \( x \). For \( x, y \in \{0,1\}^n \) define their distance to be \( d(x, y) := \|x - y\|_0 \). (I.e. \( x \) and \( y \) are \( \varepsilon \)-close if \( d(x, y) \geq \varepsilon \)). We denote the **statistical distance** between two random variables, \( X \) and \( Y \), over a domain \( S \) to be \( \Delta(X, Y) := 1/2 \sum_{x \in S} |\Pr[X = s] - \Pr[Y = s]| \), where \( |\cdot| \) denotes the absolute value. We say \( X \) and \( Y \) are \( \varepsilon \)-close, denoted by \( X \approx_\varepsilon Y \), if \( \Delta(X, Y) \leq \varepsilon \).

### 2.2 Non-Malleable Codes

**Definition 1 (Coding Scheme [43]).** A **Coding scheme**, \((E, D)\), consists of a (possibly randomized) **encoding function** \( E : \{0, 1\}^k \rightarrow \{0, 1\}^n \) and a **deterministic decoding function** \( D : \{0, 1\}^n \rightarrow \{0, 1\}^k \cup \{\perp\} \) such that \( \forall m \in \{0, 1\}^k, \Pr[D(E(m)) = m] = 1 \) (over randomness of \( E \)).

We define the distance of a randomized coding scheme by considering the minimum distance of all codes formed as follows: for each message \( x \in \{0, 1\}^k \) choosing an arbitrary codeword corresponding to that message, \( c_x \in \{E(x; r)\}_{r \in \{0, 1\}^*} \). We take the distance of the randomized encoding scheme to be the maximum of all such minimum distances (i.e. the distance of the best sub-code).

**Definition 2 (Distance of a Coding Scheme).** The **distance** of a (randomized) coding scheme, \((E, D)\), is

\[
\max_{S \subseteq \{c = E(x; r) : x \in \{0, 1\}^k, r \in \{0, 1\}^*\}} \min_{c_x, c_y \in S} \|c_x - c_y\|_0 = \min_{\forall x \in \{0, 1\}^k, \exists c \in S : \Pr[D(c) = x] > 1/2} \max_{x \neq y \in \{0, 1\}^k} \|c_x - c_y\|_0
\]
Note that this definition can be extended to arbitrary alphabets. Moreover, it is clear that the minimum distance any coding scheme with $K$ messages and codeword space $\Sigma^n$ is upper bounded by the maximum of the traditional notion of minimum distance in (non-randomized) codes with the same parameters: the minimum distance between codewords from a code (over $\Sigma^n$ with $K$ distinct code words).

\textbf{Definition 3 ($\varepsilon$-Non-malleability [43])}. Let $\mathcal{F}$ be some family of functions. For each function $f \in \mathcal{F}$, and $m \in \{0,1\}^k$, define the tampering experiment:

$$
\text{Tamper}^f_m \overset{\text{def}}{=} \left\{ \begin{array}{ll}
    c \leftarrow E(m), \tilde{c} := f(c), \tilde{m} := D(\tilde{c}). \\
    \text{Output: } \tilde{m}.
\end{array} \right.
$$

where the randomness of the experiment comes from $E$. We say a coding scheme $(E,D)$ is $\varepsilon$-non-malleable with respect to $\mathcal{F}$ if for each $f \in \mathcal{F}$, there exists a distribution $D^f$ over $\{0,1\}^k \cup \{\text{same}^*, \bot\}$ such that for every message $m \in \{0,1\}^k$, we have

$$
\Pr_{b \leftarrow \{0,1\}} \left[ D(f(E(b))) = 1 - b \right] \leq \frac{1}{2} + \varepsilon,
$$

where the probability is over the uniform choice of $b$ and the randomness of $E$.

\textbf{Definition 5 ($\varepsilon$-Malleable Code).} Let $(E,D)$ be a coding scheme with $E : \{0,1\} \rightarrow \mathcal{X}$ and $D : \mathcal{X} \rightarrow \{0,1\}$. Let $\mathcal{F}$ be a set of functions $f : \mathcal{X} \rightarrow \mathcal{X}$. Then $(E,D)$ is $\varepsilon$-malleable with respect to $\mathcal{F}$ if and only if for every $f \in \mathcal{F}$,

$$
\Pr_{b \leftarrow \{0,1\}} \left[ D(f(E(b))) = 1 - b \right] \geq \frac{1}{2} + \varepsilon,
$$

where the probability is over the uniform choice of $b$ and the randomness of $E$.

### 2.3 Input/Output Local Functions

We next define input and output local functions. In input local functions, each input bit can affect a bounded number of output bits. In output local functions, each output bit is affected by a bounded number of input bits. Loosely speaking, an input bit $x_i$ affects the output bit $y_j$ if for any boolean circuit computing $f$, there is a path in the underlying DAG from $x_i$ to $y_j$. The formal definitions are below, and our notation follows that of [12].

\textbf{Definition 6 ([17])}. We say that a bit $x_i$ affects the boolean function $f$, if $\exists \{x_1,x_2,\ldots,x_{i-1},x_{i+1},\ldots,x_n\} \in \{0,1\}^{n-1}$ such that,

$f(x_1,x_2,\ldots,x_{i-1},0,x_{i+1},\ldots,x_n) \neq f(x_1,x_2,\ldots,x_{i-1},1,x_{i+1},\ldots,x_n)$.

Given a function $f = (f_1,\ldots,f_n)$ (where each $f_j$ is a boolean function), we say that input bit $x_i$ affects output bit $y_j$, or that output bit $y_j$ depends on input bit $x_i$, if $x_i$ affects $f_j$. 
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Definition 7 (Input Locality [17]). A function \( f : \{0,1\}^n \rightarrow \{0,1\}^n \) is said to have input locality \( \ell \) if every input bit \( f_i \) is affected at most \( \ell \) output bits.

Definition 8 (Output Locality [17]). A function \( f : \{0,1\}^n \rightarrow \{0,1\}^n \) is said to have output locality \( m \) if every output bit \( f_i \) is dependent on at most \( m \) input bits.

Definition 9 (Input Local Functions [12]). A function \( f : \{0,1\}^n \rightarrow \{0,1\}^n \) is said to be \( \ell \)-input local, \( f \in \text{Local}_\ell \), if it has input locality \( \ell \).

Definition 10 (Output Local Functions [12]). A function \( f : \{0,1\}^n \rightarrow \{0,1\}^n \) is said to be \( m \)-output local, \( f \in \text{Local}_m \), if it has output locality \( m \).

Recall that \( \text{NC}^1 \) is the class of functions where each output bit can be computed by an efficiently and uniformly generated \( \text{poly}(n) \) size boolean circuit with \( O(\log n) \) depth and constant fan-in, where \( n \) is the input size. \( \text{NC} \) is the class of functions where each output is computed by a uniformly and efficiently generated \( \text{poly} \log(n) \) depth \( \text{poly}(n) \) size circuit. \( \text{nu} - \text{NC} \) is the class of functions computed by a \( \text{poly}(\log(n)) \) depth \( \text{poly}(n) \) size circuit.

Definition 11 (Pseudorandom Generator [41]). Let \( n, n' \in \mathbb{N} \) such that \( n' > n \), and let \( \text{PRG} = \{ \text{prg}_n : \{0,1\}^n \rightarrow \{0,1\}^{n'} \} \) be a family of deterministic functions which can be computed in computational class \( C_1 \). We say \( \text{PRG} \) is a \( C_1 \)-pseudorandom generator for \( C_2 \) if for any \( D := \{ D_n : \{0,1\}^{n'} \rightarrow \{0,1\} \} \in C_2 \):

\[
|\Pr[D_n(\text{prg}_n(x)) = 1] - \Pr[D_n(r) = 1]| \leq \text{negl}(n),
\]

where \( x \leftarrow \{0,1\}^n \) and \( r \leftarrow \{0,1\}^{n'} \) are sampled uniform randomly.

For class \( C \), if \( C_1 = C_2 = C \) then we simply call it \( C \)-pseudorandom generator.

2.4 Distributional Problems

Definition 12 (Distributional Problem). A distributional problem is a decision problem along with ensembles \( (\Psi = \{\Psi_n\}_{n=1}^\infty, L = \{L_n\}_{n=1}^\infty) \) for \( n \in \mathbb{N} \), where \( \Psi_n \) is probability distribution over \( \{0,1\}^n \). The decision problem is to decide whether \( s \in L_n \) where, \( s \leftarrow \Psi_n \).

For a string \( s \in \{0,1\}^n \), we define \( L(s) \) to output 1, if and only if \( s \in L_n \).

Note that length of \( s \) need not be \( n \).

We say distributional problem \( (\Psi = \{\Psi_n\}_{n=1}^\infty, L = \{L_n\}_{n=1}^\infty) \) is in \( \mathbb{P} \) if \( L \in \mathbb{P} \). We say it is efficiently samplable if there is a randomized poly-time algorithm that on input \( 1^n \) samples \( \Psi_n \).

Definition 13 (\( \varepsilon(n) \)-Hard Distributional Problem). Let \( (\Psi = \{\Psi_n\}_{n=1}^\infty, L = \{L_n\}_{n=1}^\infty) \) be a distributional problem, we say that \( (\Psi, L) \) is \( \varepsilon(n) \)-hard for family of boolean circuits \( C = \{C_n\}_{n=1}^\infty \), if and only if for every circuit \( C_n \in C \),

\[
\Pr_{x \sim \Psi_n}[C_n(x) = L_n(x)] \leq \frac{1}{2} + \varepsilon(n)
\]

Definition 14 (\( \varepsilon(n) \)-Easy Distributional Problem). Let \( (\Psi = \{\Psi_n\}_{n=1}^\infty, L = \{L_n\}_{n=1}^\infty) \) be a distributional problem, we say that \( (\Psi, L) \) is \( \varepsilon(n) \)-easy for family of boolean circuits \( C = \{C_n\}_{n=1}^\infty \), if there exists some circuit \( C_n \in C \),

\[
\Pr_{x \sim \Psi_n}[C_n(x) = L_n(x)] \geq \frac{1}{2} + \varepsilon(n)
\]
2.5 Hardness of Boolean Functions and Composition

- **Definition 15** ($\delta$-hardness of boolean function). Let $f : \{0,1\}^n \to \{0,1\}$ be a boolean function, and $U_n$ be uniform distribution over $\{0,1\}^n$. Also let $0 < \delta < \frac{1}{2}$, and $n \leq \frac{2^{2n}}{\delta}$. We say $f$ is $\delta$-hard for size $s$ if for any boolean circuits $C$ of size at most $s$

$$\Pr_{x \sim U_n} [C(x) = f(x)] \leq 1 - \delta.$$

- **Definition 16** ($\epsilon$-hard-core function). Let $f : \{0,1\}^n \to \{0,1\}$ be a boolean function, and $D_S$ be a distribution over $\{0,1\}^n$ induced by the characteristic function of set $S \subseteq \{0,1\}^n$. We call $f$ $\epsilon$-hard-core on $S$ for size $s$ (where $n \leq s \leq \frac{2^n}{\epsilon}$), if for any boolean circuits $C$ of size at most $s$

$$\Pr_{x \sim D_S} [C(x) = f(x)] < \frac{1}{2} \cdot (1 + \epsilon).$$

We also present the following theorem from [55].

- **Theorem 17** (Theorem 1 [55]). Let $f : \{0,1\}^n \to \{0,1\}$ be boolean function that $\delta$-hard for size $s$. Also, let $\epsilon > 0$. Then $\exists$ set $S \subseteq \{0,1\}^n$ and constant $c$, such that $|S| \geq \delta \cdot 2^n$ and $f$ is $\epsilon$-hard-core on $S$ for circuits of size $s' \leq c \cdot \epsilon^2 \cdot \delta^2 \cdot s$.

- **Definition 18** (Hard Core Set (HCS) Amenable). We say that $\mathcal{F} = \{\mathcal{F}_n\}_{n=1}^\infty$ is HCS-Amenable if for any polynomial $p$, it holds that if $C_1, \ldots, C_{p(n)} \in \mathcal{F}_n$ then $\text{MAJ}(C_1, \ldots, C_{p(n)}) \in \mathcal{F}_n$.

We now present definitions of functionalities Unroll and Replace which will then allow us to define the appropriate notions of composition and closure for function classes.

- **Definition 19** (Unroll functionality.). Let $F := \{f_n\}_{n=1}^\infty \in \mathcal{F}$, where $f_n : \{0,1\}^n \to \{0,1\}$ and $G = \{g_m\}_{m=1}^\infty \in \mathcal{G}$, where $g_m : \{0,1\}^m \to \{0,1\}^m$ be function families. Also let $t, p$ be polynomials. Let $n \in \text{poly}(n)$. Let $F^n$ denote families functions $f_n : \{0,1\}^n \to \{0,1\} \in F$ which contains at most $t(n)$ oracle gates computing $g_m : \{0,1\}^m \to \{0,1\}^m \in G$ and get string of length $p(n)$ as non-uniform advice. On an $n$-bit input, consider the DAG whose left side consists of the circuit of $f_n$ and whose right side consists of circuits $g_{n_1}, \ldots, g_{n_{t(n)}}$. The values of wires going from the left to the right correspond to (a topological ordering of) the oracle queries $x_1, \ldots, x_{t(n)}$ of lengths $n_1, \ldots, n_{t(n)}$, made in each of the $t(n)$ queries. For $i \in [t(n)]$, circuit $g_{n_i}$ takes as input $x_i$ and returns $y_i$. The values of wires going from the right to the left correspond to the responses $y_1, \ldots, y_{t(n)}$. We say that this DAG, denoted $\text{Unroll}(F^n)$, is an unrolling of $F^n(x)$.

- **Definition 20** (Replace Functionality.). Consider replacing each $g_{n_i}, i \in [t(n)]$, in $\text{Unroll}(F^n)$ with a circuit $g'_{n_i}$ that takes input $(x_1, \ldots, x_t)$ and produces output $y_i$. This is denoted by $\text{Replace}(\text{Unroll}(F^n), g'_{n_1}, \ldots, g'_{n_{t(n)}})$.

- **Definition 21** ($(G,t,\ell,u)$-closure of $\mathcal{F}$). Let $F := \{f_n\}_{n=1}^\infty \in \mathcal{F}$, where $f_n : \{0,1\}^n \to \{0,1\}$ and $G = \{g_m\}_{m=1}^\infty \in \mathcal{G}$, where $g_m : \{0,1\}^m \to \{0,1\}^m$ be function families. Also let $t, \ell, u$ be polynomials, and $t(n) \leq m \leq u(n)$. Let $f_{n^g}$ denote function $f_n : \{0,1\}^n \to \{0,1\}$ which has access to the output of $g_m : \{0,1\}^m \to \{0,1\}^m$ on at most $t(n)$ inputs of its choice.

We say that $\mathcal{F}$ is $(G, t, \ell, u)$-closed under compositions if for every $F \in \mathcal{F}$ such that for all $G \in \mathcal{G}$, $\text{Unroll}(F^n) \in \mathcal{F}$, we have that for all $G' \in \mathcal{G}$ and all $g'_{n_1}, \ldots, g'_{n_{t(n)}} \in G'$, $\text{Replace}(\text{Unroll}(F^n), g'_{n_1}, \ldots, g'_{n_{t(n)}}) \in \mathcal{F}$.

---

\[4\] Characteristic function of set $S$ outputs 1 if the input to the function is in set $S$. 

---
Limits to Non-Malleability

Definition 22 ((G, t)-closure of $\mathcal{F}$ under Strong Composition). Let $F := \{f_n\}_{n=1}^{\infty} \in \mathcal{F}$, where $f_n : \{0,1\}^n \to \{0,1\}$ and $G = \{g_n\}_{n=1}^{\infty} \in \mathcal{G}$, where $g_n : \{0,1\}^m \to \{0,1\}^m$, be function families. Also let $t$, $p$ be polynomials. Let $F^G$ denote families functions $f_n : \{0,1\}^n \to \{0,1\} \in \mathcal{F}$ which contains at most $t(n)$ oracle gates computing $g_m : \{0,1\}^m \to \{0,1\}^m \in \mathcal{G}$.

We say that $\mathcal{F}$ is $(G, t)$-closed under compositions if for every $F \in \mathcal{F}$ we have that for all $G, G' \in \mathcal{G}$ and all $g'_1, \ldots, g'_{t(n)} \in G'$, Replace(Unroll($F^G$), $g'_1, \ldots, g'_{t(n)}) \in \mathcal{F}$.

Black Box Reductions

Definition 23 (Black-Box-Reduction). We say $R$ is an $(F, \epsilon, \delta)$-black-box reduction from a (single bit) non-malleable code, $(E, D) = \{(E_n, D_n)\}_{n=1}^{\infty}$, to a distributional problem, $(\Psi, L) = \{\Psi_n, L_n\}_{n=1}^{\infty}$, if the following hold:

1. For every set of circuits $\{f_n\}_{n=1}^{\infty}$ parameterized by input length $n$ such that $f_n$ achieves $\epsilon(n)$-malleability, for non-negligible $\epsilon$, i.e.

$$\Pr_{b \leftarrow \{0,1\}} [D_n(f_n(E_n(b))) = 1 - b] > \frac{1}{2} + \epsilon(n),$$

then $R^f$ solves $\{(\Psi_n, L_n)\}_{n=1}^{\infty}$ with advantage $\delta(n)$, where $\delta$ is non-negligible. I.e.

$$\Pr_{x \leftarrow \Psi_n} [L_n(x) = R^{(f_k)_{k=1}^{\infty}}(x)] > \frac{1}{2} + \delta(n).$$

2. If $\{f_n\}_{n=1}^{\infty} \in \mathcal{F}$, then $R^{(f_k)_{k=1}^{\infty}}(x) \in \mathcal{F}$.

We say a reduction $R$ is length-preserving if $R$, on input of length $n$ is only allowed to make queries to oracles with security parameter $n$. Namely,

$$\Pr_{x \leftarrow \Psi_n} [L_n(x) = R^{f_n}(x)] > \frac{1}{2} + \delta(n).$$

We say a reduction $R$ is approximately length-preserving if there are polynomials $p(\cdot), q(\cdot)$ such that $R$, on input of length $n$ is only allowed to make queries to oracles with security parameter $k \in [p(n), q(n)]$. Namely,

$$\Pr_{x \leftarrow \Psi_n} [L_n(x) = R^{(f_k)_{k=1}^{\infty}}(x)] > \frac{1}{2} + \delta(n).$$

We say a reduction is in $\text{NC}^1$ if it can be written as a family of circuits of $O(\log n)$-depth, poly($n$)-size.

2-Message NMC against $d - 1$ arbitrary errors

In this section, we show that when the message space has size 2 (i.e. single bit messages), non-malleable codes are possible against $d - 1$ arbitrary errors, whereas error correcting codes can tolerate at most $(d - 1)/2$ arbitrary errors. In the next section, we will show that if the message space is increased to 3 or more, then non-malleable codes are impossible even against $d/2$ errors.

The construction is simply a repetition code $(E, D)$. On input a bit $b$, $E$ outputs the string $b^d$ (the bit $b$ repeated $d$ times). On input a string $b_1, \ldots, b_d$, $D$ outputs 1 if there is some $i \in [d]$ such that $b_i = 1$. Otherwise, $D$ outputs 0. Note that this code has distance $d$. 
We next prove that \((E, D)\) is a 0-non-malleable code (i.e. the two distributions in the security definition for non-malleable codes—see Definition 3—are identical). Applying Lemma 4, it is sufficient to show that for every tampering function \(f\) that modifies at most \(d - 1\) symbols,

\[
\Pr_{b \leftarrow \{0,1\}} [D(f(E(b))) = 1 - b] \leq \frac{1}{2},
\]

We will use the fact that for the decode algorithm defined above,

\[
\Pr[D(f(E(1))) = 0] = 0,
\]

since a tampering function that modifies at most \(d - 1\) bits cannot flip a 1 codeword to a tampered codeword that decodes to 0 under \(D\).

Therefore,

\[
\Pr_{b \leftarrow \{0,1\}} [D(f(E(b))) = 1 - b] = \frac{1}{2} \Pr[D(f(E(0))) = 1] + \frac{1}{2} \Pr[D(f(E(1))) = 0] \\
= \frac{1}{2} \Pr[D(f(E(0))) = 1] \\
\leq \frac{1}{2}.
\]

This completes the proof.

### 4 Unconditional Negative Results

In this section we demonstrate that non-malleable codes are impossible to construct for 3 different classes. The first impossibility result holds for message spaces of size greater than 2 (which is tight, given the result in Section 3), the second and third impossibility results hold even for a single bit.

#### 4.1 Functions that Modify Half the Max Minimum Distance

Let \((E, D)\) be a coding scheme with distance \(d\). Define the class of functions \(\mathcal{F}_{d/2-1} = \{f : f\) changes \(< d/2\) codeword symbols \}. We know that ECC exist, and thus NMC also exist, for \(\mathcal{F}_{d/2-1}\) (e.g. Reed Solomon Codes achieve this bound).

We now define the slightly larger class \(\mathcal{F}_{d/2} = \{f : f\) changes \(\leq d/2\) symbols\}. In Theorem 24 we show that even inefficient NMC do not exist for \(\mathcal{F}_{d/2}\). Recall that distance for randomized coding schemes is upper bounded by the notion of distance for (non-randomized) codes with the same message/codeword-space parameters. Specifically, for a set of codewords \(S\), we define the distance of \(S\) (dist\((S)\)) as the minimum pairwise distance over all pairs of codewords in \(S\). Let \(S\), be the set that consists of all sets \(S\) that contain exactly one codeword for each message in the message space. Then the distance of the code is defined as \(\max_{S \in \mathcal{S}} \text{dist}(S)\). Refer to definition 2 for formal definition of distance of coding scheme, presented earlier. Intuitively, we want that a code with distance \(d\), ensures that any 2 codewords which are at least \(d\) distance apart decode to distinct messages. Therefore, first consider a set of codewords which contains at least one codeword corresponding to each message in the message space such that decoding that specific codeword returns the corresponding message with probability greater than \(1/2\). Now consider the minimum of pairwise distances for the codewords in this set (say \(d'\)). Note that, if the distance of the code is set to \(d'\), then for this particular set, we will ensures that any 2 codewords which are at least \(d'\) apart decode to distinct messages with high probability. Further, if we take the
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maximum over all such distances \( d' \) corresponding to each set of codewords and call that value \( d \) as the distance of the code, then for any 2 codewords which are at least \( d \) apart decode to distinct messages with high probability.

\[ \text{Theorem 24.} \quad \text{Let} \ (E, D) \ \text{be a coding scheme with message space of size greater than 2, alphabet} \ \Sigma \ \text{and distance} \ d. \ \text{Then, for any} \ \epsilon > 0, \ (E, D) \ \text{is not a} \ \frac{1}{2} - \epsilon \cdot \text{NMC} \ \text{for} \ \mathcal{F}_{d/2}. \]

\[ \text{Proof.} \quad \text{We begin with some notation. Given} \ \alpha, \beta \in \Sigma^n, \ \text{we denote by} \ \|\alpha - \beta\|_0 \ \text{the number of positions} \ i \in [n] \ \text{such that} \ \alpha_i \neq \beta_i. \]

Let \ (E : U \rightarrow V, D : V \rightarrow U) \ be a randomized encoding scheme, where \ U \subseteq \Sigma^k, V \subseteq \Sigma^n \ \text{and} \ |U| > 2.

\[ \text{Claim 25.} \quad \exists x \in U \ \text{such that} \ \forall c_x \in E(x) \ \text{there is a} \ z = z(c_x) \in V: \]

1. \ \|c_x - z\|_0 \leq \frac{d}{2}
2. \ \Pr[D(z) \neq x] \geq \frac{1}{2}.

Assuming the claim, consider the following tampering function \( f \in \mathcal{F}_{d/2} \). Let \( z_c \) be the \( z \) for each \( c \in E(x^*) \) guaranteed to exist for some \( x^* \in U \) by the above claim.

\[ f(c) := \begin{cases} z_c & \text{if} \ c \in E(x^*) \\ c & \text{otherwise} \end{cases} \]

Let \( \Pr_{c_x \in E(x^*)}[D(z(c_x^*)) \neq x^*] = p \geq \frac{1}{2} \). Then, \( \exists y^* \neq x^* \in U \) such that \( \Pr_{c_x \in E(x^*)}[D(z(c_x^*)) = y^*] \leq \frac{p}{1-p} \), but \( \Pr[D(f(E(y^*))) = y^*] = 1 \). This means that a distribution \( D'_{x^*} \) that exactly agrees with \( D(f(E(\cdot))) \) on \( y^* \) must output \( \text{same}^* \) or \( y^* \) with probability \( 1 - p \) and \( y^* \) with probability at most \( \frac{p}{1-p} \). A distribution \( D'_{y^*} \) that exactly agrees with \( D(f(E(\cdot))) \) on \( y^* \) must output \( \text{same}^* \) or \( y^* \) with probability 1. Thus, any distribution \( D' \) can only agree with \( D(f(E(\cdot))) \) for both \( x^* \) and \( y^* \) at most \( (1 - p) + \frac{p}{1-p} \leq \frac{3}{4} \) fraction of the time (and must have statistical distance at least 1/8 from one of them), since \( p \geq 1/2 \) and \( |U| > 2 \).

Next we prove the claim.

\[ \text{Proof.} \quad \text{Suppose for the sake of contradiction that} \ \forall x \in U, \exists c_x \in E(x) \ \text{such that} \ \forall z \in V \ \text{with} \ \|c_x - z\|_0 \leq \frac{d}{2} \ \text{it is the case that} \ \Pr[D(z) \neq x] < \frac{1}{2}. \ \text{Fix any such set of codewords corresponding to all messages} \ S = \{c_x : \forall z \in V \ |\|c_x - z\|_0 \leq \frac{d}{2} \ \Rightarrow \ \Pr[D(z) \neq x] < \frac{1}{2} \} \subseteq U. \]

Note that the distance of \( S \ (\text{min}_{c_x \neq c_y \in S} \|c_x - c_y\|_0) \) is at most \( d \) (by definition of the distance of a randomized code). Let \( c_x \neq c_y \in U \) be two such codewords such that \( \|c_x - c_y\| \leq d \). Then, \( \exists z \in V \) such that \( |z - c_x|_0 \leq d/2 \) and \( |z - c_y|_0 \leq d/2 \). But then by assumption it follows that \( \Pr[D(z) = x] > \frac{1}{2} \) and \( \Pr[D(z) = y] > \frac{1}{2} \), which is a contradiction because \( x \neq y \).

We observe that a randomized coding scheme with message space \( M \), codeword space \( C \) and distance \( d \) (as defined above for randomized coding schemes), implies a (possibly inefficient) error correcting code with the same message/codeword space that can correct up to \( d/2 - 1 \) errors. To see this, note that one can take the set \( S \subseteq C \) (as in the definition of distance for randomized coding schemes) achieving the maximum \( \text{dist}(S) \). Since \( S \subseteq C \) contains exactly one codeword for each message in the message space, the set \( S \) itself comprises a code with message space \( M \), codeword space \( C \) and distance \( d \). This, in turn, implies a (possibly inefficient) error correcting code with message space \( M \) and codeword space \( C \) that can correct up to \( d/2 - 1 \) errors. We thus obtain the following corollary:
Corollary 26. Fix a message space $\mathcal{M}$ and a codeword space $\mathcal{C}$. If the optimal (inefficient) error-correcting code for $(\mathcal{M}, \mathcal{C})$ can correct at most $t$ errors, then there is no non-malleable code with message space $\mathcal{M}$ and codeword space $\mathcal{C}$ against tampering class $\mathcal{F}_{t+1}$.

4.2 Input-Local Functions

We rule out non-malleable codes for input-local functions (see Section 2.3 for formal definition), where each input symbol affects $\ell$ output symbols and $\ell$ is the locality parameter. We show that even for $\ell = 1$, non-malleability is impossible to achieve. The specific tampering functions used in our proof fix all but one of the codeword symbols to constant values. So we can alternately view this result as building on the previous impossibility result: If one allows fixing codeword symbols to constants, then one cannot achieve non-malleability against functions where even a single output symbol’s value depends on the input.

Theorem 27. Let $(\mathcal{E}, \mathcal{D})$ be a coding scheme with message space of at least 2 and alphabet $\Sigma$. Then, for any $\epsilon > 0$, $(\mathcal{E}, \mathcal{D})$ is not a $1/2 - \epsilon$-NMC for $\text{Local}_1$.

Proof. Let $U \subseteq \{0,1\}^k$, $V \subseteq \{0,1\}^n$ where $|U| > 1$. Let $(\mathcal{E} : U \rightarrow V, \mathcal{D} : V \rightarrow U)$ be non-malleable code. Take $x \neq y \in U$. Consider $c_x = \mathcal{E}(x), c_y = \mathcal{E}(y)$ for some fixed randomness. By correctness $c_x \neq c_y$ and moreover, $\mathcal{D}(c_x) \neq \mathcal{D}(c_y)$. Also let $d := d(c_x, c_y)$ be the distance between $c_x$ and $c_y$, note that $0 < d \leq n$. Consider $d + 1$ codewords starting with, $c_0 = c_x, c_1, \ldots, c_d = c_y$ where $\forall i \in \{0,\ldots,d-1\}$, $d(c_i, c_{i+1}) = 1$. Notice that

$$\mathcal{D}(c_0) \neq \mathcal{D}(c_d) \implies \exists j \in \{0,\ldots,d-1\} : \mathcal{D}(c_j) \neq \mathcal{D}(c_{j+1}).$$

Let $x = \mathcal{D}(c_j)$ and let $y = \mathcal{D}(c_{j+1})$, where $x \neq y$. Now, consider the following $f \in \text{Local}_1$,

$$f(c) = \begin{cases} c_j & \text{if } c \in \mathcal{E}(y) \\ c_{j+1} & \text{otherwise} \end{cases}$$

(Note that all symbols except a single one are constant.) Because they have disjoint support, either $\mathcal{D}(f(\mathcal{E}(x)))$ or $\mathcal{D}(f(\mathcal{E}(y)))$ will be at least $1/2$-far from any distribution $D^f$.

4.3 Functions with Large Output Locality

A function $f : \{0,1\}^n \rightarrow \{0,1\}^n$ is $(n - \log(n))$-output-local if each output bit depends on at most $n - \log(n)$ input bits (see Section 2.3 for formal definition). The particular class $\mathcal{F}'$ that we use in our lower bound proof is a subclass of all $(n - \log(n))$-local tampering functions $\mathcal{F}$. Each $f \in \mathcal{F}'$ has the following structure: First, $f_1, \ldots, f_{n-\log(n)}$ (the functions that output the first $n - \log(n)$ bits) are all the same, except that two different bits from $\{0,1\}$ are hardcoded in each. Second, $f_{n-\log(n)+1}, \ldots, f_n$ are also the same, except that a different value from $\{0,1\}$ is hardcoded in each. Finally, the set of input bits upon which $f_1, \ldots, f_{n-\log(n)}$ depend and the set of input bits upon which $f_{n-\log(n)+1}, \ldots, f_n$ depend are fixed. Taken together, this means that the total number of functions $f$ in $\mathcal{F}$ is at most $4^n \cdot 2^{2n-\log(n)}$, so $\log \log |\mathcal{F}'| = n - \log(n)$. On the other hand, Dziembowski et al. [43] showed existence of a $1/n$-non-malleable code for any class $\mathcal{F}$ such that $\log \log |\mathcal{F}| \leq n - 2 \log(n)$. Thus, our lower bound result is nearly tight matching the existential upper bound. In our theorem, we prove a more general statement:

Theorem 28. Let $(\mathcal{E}, \mathcal{D})$ be a coding scheme with $\mathcal{E} : \{0,1\} \rightarrow \{0,1\}^n$ and $\mathcal{D} : \{0,1\}^n \rightarrow \{0,1\}$. Let $\mathcal{F}$ be the class of $(n - \log(1/\epsilon) + 2)$-output- local functions, where $1/8 \geq \epsilon \geq 1/2^n$. Then $(\mathcal{E}, \mathcal{D})$ is $\epsilon$-malleable with respect to $\mathcal{F}$.
Note that the parameters discussed above can be obtained by setting $\epsilon = \frac{1}{\log^2 n}$.

Additionally, note that non-malleable codes whose decode function $D$ may output values in $\{0, 1, \bot\}$ imply non-malleable codes whose decode function $D$ may only output values in $\{0, 1\}$. Thus, ruling out the latter implies ruling out the former and only makes our result stronger.

**Proof.** Fix an arbitrary $(E, D)$ with $E : \{0, 1\} \rightarrow \{0, 1\}^n$ and $D : \{0, 1\}^n \rightarrow \{0, 1\}$. Our analysis considers two cases and shows that for each case, there exists $f \in \mathcal{F}$ such that

$$\Pr_{b \leftarrow \{0, 1\}} |D(f(E(b))) = 1 - b| \geq \frac{1}{2} + \epsilon.$$ 

By Definition 5, this is sufficient to prove Theorem 28.

We begin with some notation and the proceed to the case analysis. For codeword $c = c_1, \ldots, c_n$, let $c^{\text{top}}$ (resp. $c^{\text{bot}}$) denote the first $n - \log(1/\epsilon) + 2$ bits (resp. last $\log(1/\epsilon) - 2$ bits) of $c$. I.e. $c^{\text{top}} := c_1, \ldots, c_{n-\log(1/\epsilon)+2}$ ($c^{\text{bot}} := c_{n-\log(1/\epsilon)+3}, \ldots, c_n$). For $t \in \mathbb{N}$, let $S_t$ denote the set of all $t$-bit strings and let $U_t$ denote the uniform distribution over $t$ bits. Assume $n \geq 2$.

**Case 1.**

$$\Pr_{b \leftarrow \{0, 1\}} |D(c^{\text{top}})| = b \mid c \leftarrow E(b), r \leftarrow U_{\log(1/\epsilon) - 2} \geq 1/2 + \epsilon.$$ 

Let $c_0^* = c_1^0, \ldots, c_n^0$ (resp. $c_0^{-1} = c_1^{-1}, \ldots, c_n^{-1}$) be the lexicographically first string that decodes to $0$ (resp. $1$) under $D$ (i.e. $D(c_0^*) = 0$ and $D(c_0^{-1}) = 1$).

In this case we consider the following distribution over tampering circuits $f = f_1, \ldots, f_n$, where $f_i$ outputs the $i$-th bit of $f$:

- Sample $r \leftarrow U_{\log(1/\epsilon) - 2}$; construct circuits $f_i$ for each $i \in [n]$, which take input $c^{\text{top}}$ and output $c_i'$. Each $f_i$ does the following:
  - Compute $d := D(c^{\text{top}}||r)$.
  - Output $c_i' = c_i^{1-d}$.

We now analyze $\Pr_{b \leftarrow \{0, 1\}} |D(f(E(b))) = 1 - b|$.

$$\Pr_{b \leftarrow \{0, 1\}} |D(f(E(b))) = 1 - b| = \Pr_{b \leftarrow \{0, 1\}} |f(E(b)) \text{ outputs } c_0^{1-b}|$$

$$= \Pr_{b \leftarrow \{0, 1\}} |D(c^{\text{top}}||r) = b \mid c \leftarrow E(b), r \leftarrow U_{\log(1/\epsilon) - 2}|$$

$$\geq 1/2 + \epsilon,$$

where the two equalities follow from the definition of the tampering function $f$, and the inequality follows since we are in Case 1. This implies the $\epsilon$-malleability of $(E, D)$.

**Case 2.**

$$\Pr_{b \leftarrow \{0, 1\}} |D(c^{\text{top}}||r) = 1 - b \mid c \leftarrow E(b), r \leftarrow U_{\log(1/\epsilon) - 2} \geq 1/2 - \epsilon.$$ 

In this case we consider the following distribution over tampering circuits $f = f_1, \ldots, f_n$, where $f_i$ outputs the $i$-th bit of $f$:

The first $n - \log(1/\epsilon) + 2$ circuits ($f_1, \ldots, f_{n-\log(1/\epsilon)+2}$) simply compute the identity function: I.e. $f_i$ for $i \in [n - \log(1/\epsilon) + 2]$ takes $c_i$ as input and produces $c_i$ as output.

We next describe the distribution over circuits $f_i$ for $i \in \{n-\log(1/\epsilon)+3, \ldots, n\}$. Sample $r' \leftarrow [1/(4\epsilon) - 1]$. Construct circuits $f_i$ for each $i \in \{n-\log(1/\epsilon)+3, \ldots, n\}$ that take input $c^{\text{bot}}$ and produce output $c_i'$. Each $f_i$ does the following:
Let \( r := r_{n-\log(1/\epsilon)+3}, \ldots, r_n \) be the \( r' \)-th lexicographic string in the set \( S_{\log(1/\epsilon)-2} \setminus \{ c_{\text{bot}} \}^5 \).

Output \( c'_i = r_i \).

We now analyze \( \Pr_{b \leftarrow \{0,1\}}[D(f(E(b))) = 1 - b] \).

Since we are in Case 2 we have that:

\[
1/2 - \epsilon \leq \Pr_{b \leftarrow \{0,1\}}[D^{\text{top}}(r) = 1 - b \mid c \leftarrow E(b), r \leftarrow U_{\log(1/\epsilon)-2}]
\]

\[
= \Pr_{b \leftarrow \{0,1\}}[c_{\text{bot}} = r \mid c \leftarrow E(b), r \leftarrow U_{\log(1/\epsilon)-2}] \cdot \Pr_{b \leftarrow \{0,1\}}[D^{\text{top}}(r) = 1 - b \mid c_{\text{bot}} = r \land c \leftarrow E(b), r \leftarrow U_{\log(1/\epsilon)-2}]
\]

\[
+ \Pr_{b \leftarrow \{0,1\}}[c_{\text{bot}} \neq r \mid c \leftarrow E(b), r \leftarrow U_{\log(1/\epsilon)-2}] \cdot \Pr_{b \leftarrow \{0,1\}}[D^{\text{top}}(r) = 1 - b \mid c_{\text{bot}} \neq r \land c \leftarrow E(b), r \leftarrow U_{\log(1/\epsilon)-2}]
\]

\[
= \Pr_{b \leftarrow \{0,1\}}[c_{\text{bot}} = r \mid c \leftarrow E(b), r \leftarrow U_{\log(1/\epsilon)-2}] \cdot 0
\]

\[
= \Pr_{b \leftarrow \{0,1\}}[D^{\text{top}}(r) = 1 - b \mid c_{\text{bot}} \neq r \land c \leftarrow E(b), r \leftarrow U_{\log(1/\epsilon)-2}]
\]

Note that

\[
\Pr_{b \leftarrow \{0,1\}}[D^{\text{top}}(r) = 1 - b \mid c_{\text{bot}} \neq r \land c \leftarrow E(b), r \leftarrow U_{\log(1/\epsilon)-2}] = \Pr_{b \leftarrow \{0,1\}}[D(f(E(b))) = 1 - b].
\]

Thus, we have that

\[
1/2 - \epsilon \leq (1 - 4\epsilon) \cdot \Pr_{b \leftarrow \{0,1\}}[D(f(E(b))) = 1 - b].
\]

Since

\[
(1/2 + \epsilon) \cdot (1 - 4\epsilon) = 1/2 + \epsilon - 2\epsilon - 4\epsilon^2 \leq 1/2 - \epsilon,
\]

we have that

\[
\Pr_{b \leftarrow \{0,1\}}[D(f(E(b))) = 1 - b] \geq \frac{1/2 - \epsilon}{1 - 4\epsilon} \geq 1/2 + \epsilon.
\]

This implies the \( \epsilon \)-malleability of \( (E,D) \).

\[
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5 Recall that, \( t \in \mathbb{N} \), let \( S_t \) denote the set of all \( t \)-bit strings and let \( U_t \) denote the uniform distribution over \( t \) bits.
A crucial component of our impossibility result will be a lookup circuit that responds to queries submitted by the reduction with hardwired responses. However, we need the lookup circuit to maintain consistency: If the reduction queries the same query multiple times, the same response should be given each time. Such a lookup circuit is trivial to implement with polynomial-size circuits. However, in our case, we require that this lookup circuit is implementable in NC$^1$. In the following, we first formally define such a lookup circuit and then prove that it is implementable in NC$^1$.

**Definition 29 (Look-Up Circuit).** A $\ell(n), p(n)$) look-up circuit consists of $\ell(n)$ hardwired values of length $p(n)$ bits, denoted $y_1, \ldots, y_{\ell(n)}$. The lookup circuit receives as input $x_1, \ldots, x_{\ell(n)}$, where each $x_i$ has length $p(n)$ bits. The circuit outputs $\ell(n)$ number of $\ell(n)$-bit strings: $y_1, \ldots, y_{\ell(n)}$, where for $j \in [\ell(n)]$, $y_j$ is set to the first index $k \in [\ell(n)]$ such that $x_j = x_k$. For example, on input $x_1, x_2, x_3, x_4, \ldots$, where $x_1 = x_3$ and $x_2 = x_4$, the circuit outputs $y_1, y_2, y_1, y_2$.

**Proposition 30.** For $p(n)$, $\ell(n) = O(n^c)$ for some fixed constant $c$, there exist polynomial size look-up circuits of depth $O(\log n)$.

**Sketch.** The inputs, $x_1, \ldots, x_{\ell-1}$, can be put in sorted order via a circuit of size $O(n^c \log n)$ and depth $O(\log n)$ [10]. Then each sorted $x_i$ can determine if it is the first of that value (if $x_1, \ldots, x_{\ell-1}$ are in sorted order then $x_j$ is determining that there does not exist $x_i = x_j$ such that $i < j$), by comparing only to one neighboring value. This can be done in parallel. Finally, compare $x_{\ell}$ to all $x_i$ that pass this test in parallel. If there is such an $x_i$ such that $x_i = x_{\ell}$, the circuit will output $y_i$. Otherwise, the circuit will output $y_{\ell}$.

We now present the central technical lemma of the section.

**Lemma 31.** Assume that $F$ is $(F, t(n), p(n))$-closed under composition (see Definition 21), and contains $(t(n), p(n))$ look-up circuits for polynomials $t(\cdot), p(\cdot)$.

If there is an $(F, 1/2, \delta(n))$-black-box-reduction making $t(n)$ security parameter-preserving queries from a (single bit) non-malleable code for $F$, $(\Psi, L) = \{(\Psi_n, L_n)\}_{n=1}^{\infty}$, to a distributional problem, $(\Psi, L) = \{\Psi_n, L_n\}_{n=1}^{\infty}$, then one of the following must hold:

1. $(\Psi, L)$ is $\delta(n)/2$-easy for $F$.
2. $(\Psi, L)$ is $\delta(n)$-malleable by $F$.

Moreover, if $(\Psi, L)$ is efficient, then it suffices that $F$ contains such look-up circuits generated in uniform polynomial time.

**Proof.** Let $R$ be a security parameter-preserving $(F, 1/2, \delta(n))$-reduction, for a non-malleable code $(\Psi, L)$ and distributional problem $(\Psi, L)$. Moreover, for security parameter $n$, let $p(n)$ be the length of the codeword generated by $\Psi_n$ where $p(\cdot)$ is a polynomial.

Consider the following tampering functions $\{f_{p(n)}\}_{n=1}^{\infty}$ whose behavior on a given codeword $c$ is defined as follows (where $H$ is a random function $H: \{0, 1\}^{p(n)} \rightarrow \{0, 1\}^*$ and $H(c)$ is the randomness used by encoding algorithm):

\[
f_{p(n)}(c) := \begin{cases} 
\Psi_n(1; H(c)) & \text{if } D_n(c) = 0 \\
\Psi_n(0; H(c)) & \text{if } D_n(c) = 1
\end{cases}
\]

Since, NMC are perfectly correct, we have (for any choice of $H$)

\[
\Pr_{\Psi_n, \{0,1\}} [D_n(f_{p(n)}(\Psi(b))) = 1 - b] = 1.
\]

\[p(n)\] corresponds to the length of the codeword outputted by $\Psi_n$.\]
Therefore, by our assumption on $R$ we have that for all $n$,
\[
\Pr_{x \in \Psi_n}[L_n(x) = R^{f_{p(n)}}(x)] \geq \frac{1}{2} + \delta(n).
\]

Now, for the $j$-th oracle query, we define $f'_{p(n)}$, a stateful simulation of the output of the tampering function $f_p(n)$ on the $j$-th query. Each $f'_{p(n)}$ is a $(j, p(n))$ lookup circuit (with $j$ number of inputs/outputs of length $p(n)$) that hardcodes a random codeword (sampled from $E(b)$ where $b$ is uniform) as the $y_j$ value.

By our assumption on $F$ (and $R$), we have that Replace(Unroll($R^{f_{p(n)}}$), $f'_{p(n)}$, $\cdots$, $f'_{p(n)}(0)$) $\in F$. We will abuse notation and denote the resulting circuit by $R^{f_{p(n)}}$. So, it suffices to show that the behavior of $R^{f_{p(n)}}(x)$ is close that of $R^{f_{p(n)}}(x)$, for any $x$, which will imply that $R^{f_{p(n)}}(x) \in F$ breaks the distributional problem w.h.p., since $R^{f_{p(n)}}(x)$ does. More accurately, if $(E,D)$ is $\frac{\delta(n)}{2^{\Omega(n)}}$-non-malleable by $F$, then we will show that
\[
\forall n \in \mathbb{N}, \forall x \in \{0,1\}^n, \Delta(R^{f_{p(n)}}(x); R^{f_{p(n)}}(x)) \leq \delta(n)/2.
\]

By the above, this then implies that $(\Psi, L)$ is $(\delta(n)/2)$-easy for $F$.

To show that the outputs of $R^{f_{p(n)}}(x)$ and $R^{f_{p(n)}}(x)$ are close, we will use a hybrid argument, reducing to the $\frac{\delta(n)}{2^{\Omega(n)}}$-non-malleability of $(E,D)$ at every step.

In the $i$-th hybrid, the function $f'_{p(n)}$ responding to the $j$-th query is a $(j, p(n))$ look-up circuit that hardcodes values $y_1^i, \ldots, y_j^i$. For $k \in \{t = t(n)\}$, the $y_k^i$ values are sampled as follows: For $k \in \{t - i\}$, $y_k^i$ is sampled as by $f'_{p(n)}$. For $k > t - i$, $y_k^i$ is a random encoding of a random bit. The concatenation of the $t$ circuits for each query is denoted by $f'_{p(n)}$. Clearly, $f'_{p(n)}(0) = f'_{p(n)}$ and $f'_{p(n)}(t) = f'_{p(n)}$

We will show that for all $x \in \{0,1\}^n$ (and any fixing of random coins $r$ for $R$) $\Delta(R^{f_{p(n)}}(x); R^{f_{p(n)}}(x)) \leq \frac{\delta(n)}{2^{\Omega(n)}}$ (for $i \in \{t(n)\}$), which proves the claim above. $(R^{f_{p(n)}}(x)$ has advantage $\delta(n)$ and in each of the subsequent $t(n)$ hybrids we lose at most an $\epsilon(n)$ factor).

Suppose not, then there exists an $x$ (and random coins $r$, if $R$ is randomized) such that $R$’s behavior differs with respect to $f'_{p(n)}$ and $f'_{p(n)}$:
\[
|\Pr[R^{f_{p(n)}}(x) = 1] - \Pr[R^{f_{p(n)}}(x) = 1]| \geq \frac{\delta(n)}{2^{\Omega(n)}}.
\]

Note that for fixed random function $H$ (that generates the random coins used to sample the $y_j$ values) $f'_{p(n)}$ and $f'_{p(n)}$ differ solely on the response to $(t - i)$-th query. So, fix $x, H$ and all but the $(t - i)$-th value $y_{t-i}$ and “hardcode” all other $y_k$ values in both cases. The reason that we can hardcode the $y_j$ values except for the $(t - i)$-th response is the following: Clearly, up to the $(t - i)$-th query, the responses can be fully hardcoded since $x$ is fixed and so all the queries and responses can also be fixed. The $y_j$ values hardcoded in the $(t - i + 1)$-st lookup circuit and on can also be fixed, since in both $f'_{p(n)}$ and $f'_{p(n)}$, the $(t - i + 1)$-st value of $y_j$ and on is a random codeword, that does not depend on the value encoded in the query submitted by the reduction. Let $s_{H,x}$ denote the value encoded in the $(t - i)$-th query in this hardcoded variant of the hybrid. Note that the value of $s_{H,x}$ is also fixed.

1. In $R^{f_{p(n)}}(x)$ all values up to the $(t - i)$-th response are hardcoded. The $(t - i)$-th response, which will be a random encoding of bit $1 - s_{H,x}$, is not hardcoded. All the other responses are computed by lookup circuits with hardwired $y_j$ values.
2. In $R^{(i)}_{t}(x)$, all values up to the $(t - i)$-th response are hardcoded. The $(t - i)$-th response, which will be a random encoding of a random bit, is not hardcoded. All the other responses are computed by lookup circuits with hardwired $y$ values.

Thus, we will treat the above as a new function $R^{(i)}_{H,x}(\cdot)$ that takes as input just the response to the $(t - i)$-th query and returns some value. Note that $R^{(i)}_{H,x}(\cdot)$ is in $F$, since it can be viewed as the circuit $R^{(i)}_{t}(\cdot)$, with queries/responses to $f^{(i)}_{j}$, $j \in [t - i - 1]$ hardcoded, the $(t - i)$-th query hardcoded, the $(t - i)$-th value $y_{t-i}$ as the input to the circuit, and for $j > t - i$, the $f^{(i)}_{j}$ functions as lookup circuits contained in $F$. Moreover, by the above, $R^{(i)}_{H,x}(\cdot)$ distinguishes random codewords that encode the bit $1 - s_{H,x}$ from random codewords that encode a random bit with advantage $\epsilon(n)$. Specifically,

$$
\Pr[R^{(i)}_{H,x}(c) = 1 \mid c \leftarrow E_{n}(1 - s_{H,x})] - \Pr[R^{(i)}_{H,x}(c) = 1 \mid c \leftarrow E_{n}(b), b \leftarrow \{0, 1\}] \geq \frac{\delta(n)}{2t(n)}.
$$

By standard manipulation, the above is equivalent to:

$$
\frac{1}{2} \cdot \Pr[R^{(i)}_{H,x}(c) = 1 \mid c \leftarrow E_{n}(1 - s_{H,x})] + \frac{1}{2} \cdot \Pr[R^{(i)}_{H,x}(c) = 0 \mid c \leftarrow E_{n}(s_{H,x})] \geq 1 + \frac{\delta(n)}{2t(n)}.
$$

This implies that we can use $R^{(i)}_{H,x}$ to construct a distribution over tampering functions in $F$ that successfully break $(E, D)$. Details follows.

Let $c_{s_{H,x}}$ be a codeword encoding bit $s_{H,x}$ and let $c_{1 - s_{H,x}}$ be a codeword encoding bit $1 - s_{H,x}$. Define $\hat{f}_{H,x}$ as follows: $\hat{f}_{H,x}$ hardcodes $c_{s_{H,x}}$ and $c_{1 - s_{H,x}}$. On input (codeword) $c$,

- If $R^{(i)}_{H,x}(c) = 1$, output $c_{s_{H,x}}$;
- Otherwise, output $c_{1 - s_{H,x}}$.

We now analyze

$$
\Pr_{b \leftarrow \{0, 1\}}[D_{n}(\hat{f}_{H,x}(E_{n}(b))) = 1 - b].
$$

$$
\Pr_{b \leftarrow \{0, 1\}}[D_{n}(\hat{f}_{H,x}(E_{n}(b))) = 1 - b] = \Pr[b = 1 - s_{H,x}] \cdot \Pr[R^{(i)}_{H,x}(c) = 1 \mid c \leftarrow E_{n}(1 - s_{H,x})] + \Pr[b = s_{H,x}] \cdot \Pr[R^{(i)}_{H,x}(c) = 0 \mid c \leftarrow E_{n}(s_{H,x})]
$$

$$
= \frac{1}{2} \cdot \Pr[R^{(i)}_{H,x}(c) = 1 \mid c \leftarrow E_{n}(1 - s_{H,x})] + \frac{1}{2} \cdot \Pr[R^{(i)}_{H,x}(c) = 0 \mid c \leftarrow E_{n}(s_{H,x})]
$$

$$
\geq 1 + \frac{\delta(n)}{2t(n)}.
$$

But, the above implies that $(E, D)$ is $\frac{\delta(n)}{2t(n)}$-malleable for $F$.

Therefore, we conclude that either $(E, D)$ is $\frac{\delta(n)}{2t(n)}$-malleable for $F$ or the distributional problem, $(\Psi, L) = \{(\Psi_{n}, L_{n})\}_{n=1}^{\infty}$ is $(\delta(n)/2)$-easy for $F$.

The following corollary holds since $NC^{1}$ is $(NC^{1}, t, p(n), p(n))$-closed under composition (for all polynomials $p(\cdot)$), and $NC^{1}$ contains $(t(n), p(n))$ lookup circuits for any polynomials $t(\cdot), p(\cdot)$. 
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Corollary 32. If there is an $(\NC^1, 1/2, \delta(n))$-black-box-reduction making $t(n)$ security parameter preserving queries from a (single bit) non-malleable code for $\NC^1$, $(\Psi, L) = \{(\Psi_n, L_n)\}_{n=1}^{\infty}$, to a distributional problem, $(\Psi, L) = \{(\Psi_n, L_n)\}_{n=1}^{\infty}$, then one of the following must hold:

1. $(\Psi, L)$ is $\frac{\delta(n)}{2} i$-malleable by $\NC^1$.
2. $(\Psi, L)$ is $(\delta(n)/2)$-easy for $\NC^1$.

Note 33. The proof of Lemma 31 (as well as the other proofs in this section), does not extend to cases in which the reduction $R$ is outside the class of tampering functions $\mathcal{F}$. Specifically, in the hybrid arguments, we require that $R_{\mathcal{H},\pi}(\cdot)$ is in $\mathcal{F}$. In particular, our proof approach does not extend to proving impossibility of constructing a (single bit) non-malleable code for $\mathcal{F}$, from a distributional problem, $(\Psi, L)$ that is hard for some larger class $\mathcal{F}$. E.g. our techniques do not allow us to rule out constructions of non-malleable codes for $\NC^1$ from a distributional problem that is hard for $\NC^2$. Our techniques also do not rule out constructions of non-malleable codes for $\mathcal{F}$ from an “incompressibility”-type assumption, such as those used in the recent work of [16]. Briefly, if a function $\psi$ is incompressible by circuit class $\mathcal{F}$, it means that for $t \ll n$, for any computationally unbounded Boolean function $D : \{0, 1\}^t \rightarrow \{0, 1\}$ and any $F : \{0, 1\}^n \rightarrow \{0, 1\}^t \in \mathcal{F}$, the output of $D \circ F(x_1, \ldots, x_n)$ is uncorrelated with $\psi(x_1, \ldots, x_n)$ (over uniform choice of $x_1, \ldots, x_n$). In our case, this would mean that the reduction $R$ is allowed oracle access to a computationally unbounded Boolean function $\mathcal{D}$, since the hardness assumption would still be broken by the reduction as long as $R \in \mathcal{F}$ and the query made to $D$ has length $t \ll n$. Since $R$ composed with $D$ is clearly outside the tampering class $\mathcal{F}$, our proof approach does not apply in the incompressibility setting.

Note 34. We can extend Lemma 31 to rule out $(u(n), \ell(n))$-approximately security parameter preserving reductions by allowing our reduction access to a greater range of inefficient/simulated tampering functions (defined in the same manner as above): $\{f_k\}_{k=\ell(n)}^{u(n)}$ and $\{f'_k\}_{k=\ell(n)}^{u(n)}$. In this case, we can, WLOG, conflate the security parameter queried to the oracle with the length of the query made to the oracle. However, we now require for our proof that $\mathcal{F}$ is $(\mathcal{F}, t, \ell, u)$-closed under composition and contains look-up circuits with $t(n)$ inputs, consisting of $\ell(n)$ to $u(n)$ number of bits, for polynomials $\ell(\cdot), \ell(\cdot), u(\cdot)$.

Lemma 35. Assume $\mathcal{F}$ is $(\mathcal{F}, t, \ell, u)$-closed under composition (see Definition 21) and contains $(t(n), p(n))$ look-up circuits for polynomials $\ell(\cdot), p(\cdot)$. If there is an $(\mathcal{F}, 1/2, \delta(n))$-black-box-reduction making $t(n)$ number of $(\ell(n), u(n))$-approximately length preserving queries, from a (single bit) non-malleable code for $\mathcal{F}$, $(\Psi, L) = \{(\Psi_n, L_n)\}_{n=1}^{\infty}$, to a distributional problem, $(\Psi, L) = \{(\Psi_n, L_n)\}_{n=1}^{\infty}$, then one of the following must hold:

1. $(\Psi, L)$ is $\frac{\delta(n)}{2\ell(n)}$-malleable by $\mathcal{F}$.
2. $(\Psi, L)$ is $(\delta(n)/2)$-easy for $\mathcal{F}$.

Moreover, if $(\Psi, L)$ is efficient, then for the conclusion to hold it suffices that $\mathcal{F}$ contains such look-up circuits generated that are generated uniform polynomial time.

The following corollary holds since $\NC^1$ is $(\NC^1, t, \ell, u)$-closed under composition, where $\ell(n) = n^\gamma$, for any constant $\gamma \leq 1$, $u(n) = n^\gamma$, for any constant $\gamma \geq 1$ and $\NC^1$ contains look-up circuits with $t(n)$ number of inputs of length $\ell(n)$ to $u(n)$-bits for polynomials $\ell(\cdot), \ell(\cdot), u(\cdot)$. 
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Corollary 36. Fix constants $\gamma \leq 1$, $c \geq 1$. If there is an $(\mathsf{NC}^1, 1/2, \delta(n))$-black-box-reduction making $t(n)$ $(n', n^c)$-approximately length preserving queries from a (single bit) non-malleable code for $\mathsf{NC}^1$, $(E, D) = \{(E_n, D_n)\}_{n=1}^{\infty}$, to a distributional problem, $(\Psi, L) = \{(\Psi_n, L_n)\}_{n=1}^{\infty}$, then one of the following must hold:

1. $(E, D)$ is $\frac{\delta(n)}{2^{\Omega(n)}}$-malleable by $\mathsf{NC}^1$.
2. $(\Psi, L)$ is $(\delta(n)/2)$-easy for $\mathsf{NC}^1$.

We extend to non-security parameter preserving reductions, but require a stronger compositional property for the tampering class $F$. As for approximate security parameter preserving reductions, WLOG we may confine the security parameter queried to the oracle with the length of the query made to the oracle.

Lemma 37. Let $F$ be closed under strong composition (see Definition 22) and contain $(t(n), u(n))$ lookup circuits. If for every non-negligible $\epsilon$, there is an $(F, \epsilon, \delta(n))$-black-box-reduction (for some non-negligible $\delta$) making $t(n)$ queries from an (single bit) $\epsilon(n)$-non-malleable code for $\mathcal{F}$, $(E, D) = \{(E_n, D_n)\}_{n=1}^{\infty}$, to a distributional problem, $(\Psi, L) = \{(\Psi_n, L_n)\}_{n=1}^{\infty}$, then $(\Psi, L)$ is not $(\delta(n) - t(n) \cdot \epsilon(n))$-hard for $\mathcal{F}$.

Proof. Let $S := \{1, 2^1, 2^2, 2^{2^2}, \ldots \}$. Let $\epsilon(n)$ be the following non-negligible function:

$$\epsilon(n) := \begin{cases} \frac{1}{2} & \text{if } n \in S \\ 0 & \text{if } n \notin S \end{cases}$$

Assume there is some reduction $R$ that succeeds with non-negligible probability $\delta := \delta(n)$ for this $\epsilon$. Since $\delta$ is non-negligible, there must be an infinite set $S'$ such that $\delta(n) \geq 1/n^c$ for some constant $c$ and for all $n \in S'$.

WLOG, we may assume that the reduction $R$, on input of length $n$, queries at most a single input length $\ell(n) \in \omega(\log(n))$, whereas all other queries are of input length $O(\log(n))$ (since we may assume the oracle simply returns strings of all 0's on any input of length $k \notin S$). Additionally, we may assume that (1) $\ell(n)$ is polynomial in $n$ (since otherwise the reduction does not have time to even write down the query) and (2) for any $k \in \mathbb{N}$, the size of the set $\ell^{-1}(k) \cap S'$ is finite (otherwise we can hardcode all possible query/responses for a particular input length $k$ into the reduction—which is constant size since $k$ is constant—and obtain a circuit that breaks the underlying hard problem on an infinite number of input lengths). Moreover, we assume WLOG that $\ell(n) < n$, since otherwise our previous proof holds.

Since by assumption $\mathcal{F}$ is HCS-amenable, it means that Impagliazzo’s hardcore set holds for adversaries in $\mathcal{F}$. Specifically, for random codewords $c \leftarrow E_{\ell(n)}(b), b \leftarrow \{0, 1\}$ of length $\ell = \ell(n)$ s.t. $\ell(n) < n$, there are two possible cases:

1. For infinitely many $n \in S'$ (this set of values is denoted by $S'' \subseteq S'$), there is some adversary in $\mathcal{F} := \{F_n\}_{n \in \mathbb{N}}$ that outputs $D_{\ell(n)}(c)$ with probability at least $3/4^7$.
2. For infinitely many $n \in S'$ (this set of values is denoted by $S'' \subseteq S'$), there is some hardcore set $\mathcal{H}$ of size at least $e'(n) \cdot 2^k$, where $e'(n) = \frac{1}{2^{2^{\Omega(n)}}}$ such that every adversary in $\mathcal{F} := \{F_n\}_{n \in \mathbb{N}}$ outputs $D_{\ell(n)}(c)$ with probability at most $1/2 + e'(n)$, when $c$ is chosen at random from $\mathcal{H}$.

Note that $D_{\ell(n)}(c)$ takes inputs of length $\ell(n)$, whereas $F_n$ takes inputs of length $n$. We can easily resolve this discrepancy by padding inputs of length $\ell(n)$ up to $n$.

Again, the input $c$ to $D_{\ell(n)}$ has length $\ell(n)$ while $F_n$ takes inputs of length $n$. As above, we resolve the discrepancy by padding inputs of length $\ell(n)$ up to $n$. 

---

Footnote:

7 Note that $D_{\ell(n)}(c)$ takes inputs of length $\ell(n)$, whereas $F_n$ takes inputs of length $n$. We can easily resolve this discrepancy by padding inputs of length $\ell(n)$ up to $n$.

8 Again, the input $c$ to $D_{\ell(n)}$ has length $\ell(n)$ while $F_n$ takes inputs of length $n$. As above, we resolve the discrepancy by padding inputs of length $\ell(n)$ up to $n$. 
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In Case 1, we set the tampering function \( \{ f_k \}_k \) to use the circuit described above to decode a random codeword with prob 3/4 and then chooses a random encoding of 0 or 1 appropriately. Additionally, \( f_k \) only responds if \( k \in S \). Clearly, \( f_k \) succeeds with non-negligible probability \( \epsilon \). Since the \( \epsilon \) function remains the same, we know that \( \delta \) and \( \ell, S, S' \) remain the same.

In this case, as in the previous proof, we can switch to a simulated tampering function \( \text{Sim} \), which responds with \( f_t(n) \) on query input length \( \ell(n) \) and hardcodes all responses for all possible queries \( R \) makes to \( f_k \) with input lengths \( k = k(n) \in O(\log(n)) \).

Note that since we are in Case 1, for infinitely many input lengths–input lengths \( n \in S''\)–to \( R, R^{\text{Sim}} \), is a circuit in \( F_n \), since \( F_n \) strongly composes. Additionally, the behavior of \( R^{\text{Sim}} \) is identical to the behavior of \( R^{f_t(n)} \). Moreover, since \( f_k \) succeeds with non-negligible \( \epsilon \) by assumption on \( R \), it means that for all \( n \in S' \), \( R^{f_t(n)} \) agrees with \( (\Psi, L) \) with probability \( 1/2 + 1/n^c \). But then we must have that for infinitely many \( n \in S'\),–input lengths \( n \in S''-R^{\text{Sim}} \) agrees with \( (\Psi, L) \) with probability \( 1/2 + 1/n^c \) and \( R^{\text{Sim}} \in F_n \). So \( (\Psi, L) \) is \( (\delta'(n))\)-easy for \( F \), where

\[
\delta'(n) := \begin{cases} 
\frac{1}{n^c} & \text{if } n \in S'' \\
0 & \text{if } n \notin S'
\end{cases}
\]

In Case 2, we set the tampering function \( \{ f_k \}_k \) to decode the query submitted by the reduction \( R \) and respond with a random encoding from the hardcore set described above (if it exists), which decodes to 0 or 1 as appropriate. Specifically, the hardcore set \( H \) is defined as follows: \( f_k \) sets \( n^* \) to be equal to the lexicographically first element in the (finite) set \( \ell^{-1}(k) \cap S'' \), and chooses the lexicographically first set \( H \) of size \( \epsilon'(n^*) \cdot 2^{\ell(n^*)} = \epsilon'(n^*) \cdot 2^k \) for which every adversary in \( F_n \) outputs \( D_{f_t(k)}(c) \) with probability at most \( 1/2 + \epsilon'(n^*) \), when \( n^* \) is chosen at random from \( H \). If \( \ell^{-1}(k) \cap S'' = \emptyset \) or there is no such hardcore set \( H \), then \( f_k \) applies the trivial breaking strategy described above (decoding the input and responding with a random encoding of 0 or 1 as appropriate). Moreover, \( f_k \) responds only if \( k \in S \). Since the \( \epsilon \) function remains the same in this case as well, the \( \delta \) function also remains the same. Thus, for \( n \in S' \), \( R^{f_t(n)} \) must still agree with \( (\Psi, L) \) with probability \( 1/2 + 1/n^c \).

In this case, as in the previous proof, we can switch to a simulated tampering function \( \text{Sim} \) that does not decode but rather chooses a random codeword from the hardcore set \( H \) (which again we can hardcode in using lookup circuits as before). Moreover, for queries \( R \) makes to \( \text{Sim} \) with input lengths \( k = k(n) \in O(\log(n)) \), all responses for all possible queries \( c \) are hardcorded into \( \text{Sim} \). Now, for infinitely many \( n \in S'\),–input lengths \( n \in S''-R \)'s behavior should be \( t(n) \cdot \epsilon'(n) \)-close when interacting with \( \{ f_k \}_k \) versus \( \text{Sim} \), since otherwise in each hybrid step we can construct a distinguishing circuit in \( F_n \) (as in the previous proof) contradicting the guaranteed hardness of the hardcore set. Finally, we must argue that for infinitely many \( n \in S'\),–input lengths \( n \in S'' \)–R composed with \( \text{Sim} \) is in the class \( F \). But due to the fact that \( F \) is \( (F, t)\)-closed under strong composition, this occurs whenever the reduction is instantiated with security parameter \( n \in S'' \), where \( n \) is the lexicographically first element in the set \( \ell^{-1}(t(n)) \cap S'' \). Since \( n \) is always contained in \( \ell^{-1}(\ell(n)) \), since the size of \( \ell^{-1}(\ell(n)) \cap S' \) is finite and since the size of \( S'' \) is infinite, there will be infinitely many \( n \in S'' \) for which this event occurs. Thus, for infinitely many \( n \in S'' \) (denote this set of values by \( \tilde{S} \)), \( R^{f_t(n)} \) agrees with \( (\Psi, L) \) with probability \( 1/2 + 1/n^c \) and \( R^{\text{Sim}} \) is \( t(n) \cdot \epsilon'(n) \leq 1/2n^c\)-close to \( R^{f_t(n)} \). So we conclude that \( (\Psi, L) \) is \( (\delta'(n))\)-easy for \( F \), where

\[
\delta'(n) := \begin{cases} 
\frac{1}{n^c} & \text{if } n \in \tilde{S} \\
0 & \text{if } n \notin \tilde{S}
\end{cases}
\]

\footnote{Note that it is finite since \( \ell^{-1}(k) \cap S' \) is finite and \( S'' \subseteq S' \).}
The following corollary holds since $\mathsf{NC}$ is $(\mathsf{NC}, t)$-closed under strong composition and Impagliazzo’s HCS holds for $\mathsf{NC}$.

**Corollary 38.** If for every non-negligible $\epsilon = \epsilon(\cdot)$, there is an $(\mathsf{nu} - \mathsf{NC}, \epsilon, \delta)$-black-box-reduction, for some non-negligible $\delta = \delta(\cdot)$, making $t(n)$ queries from a (single bit) non-malleable code for $\mathsf{nu} - \mathsf{NC}$, $(E, D) = \{(E_n, D_n)\}_{n=1}^{\infty}$, to a distributional problem, $(\Psi, L) = \{(\Psi_n, L_n)\}_{n=1}^{\infty}$, then $(\Psi, L)$ is $(\delta'(n))$-easy for $\mathsf{NC}$, for some non-negligible $\delta' = \delta'(\cdot)$.
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Abstract

Reductions between problems, the mainstay of theoretical computer science, efficiently map an instance of one problem to an instance of another in such a way that solving the latter allows solving the former. The subject of this work is “lossy” reductions, where the reduction loses some information about the input instance. We show that such reductions, when they exist, have interesting and powerful consequences for lifting hardness into “useful” hardness, namely cryptography.

Our first, conceptual, contribution is a definition of lossy reductions in the language of mutual information. Roughly speaking, our definition says that a reduction $C$ is $t$-lossy if, for any distribution $X$ over its inputs, the mutual information $I(X; C(X)) \leq t$. Our treatment generalizes a variety of seemingly related but distinct notions such as worst-case to average-case reductions, randomized encodings (Ishai and Kushilevitz, FOCS 2000), homomorphic computations (Gentry, STOC 2009), and instance compression (Harnik and Naor, FOCS 2006).

We then proceed to show several consequences of lossy reductions:

1. We say that a language $L$ has an $f$-reduction to a language $L'$ for a Boolean function $f$ if there is a (randomized) polynomial-time algorithm $C$ that takes an $m$-tuple of strings $X = (x_1, \ldots, x_m)$, with each $x_i \in \{0, 1\}^n$, and outputs a string $z$ such that with high probability,

   $$L'(z) = f(L(x_1), L(x_2), \ldots, L(x_m))$$

   Suppose a language $L$ has an $f$-reduction $C$ to $L'$ that is $t$-lossy. Our first result is that one-way functions exist if $L$ is worst-case hard and one of the following conditions holds:

   - $f$ is the OR function, $t \leq m/100$, and $L'$ is the same as $L$
   - $f$ is the Majority function, and $t \leq m/100$
   - $f$ is the OR function, $t \leq O(m \log n)$, and the reduction has no error

   This improves on the implications that follow from combining (Drucker, FOCS 2012) with (Ostrovsky and Wigderson, ISTCS 1993) that result in auxiliary-input one-way functions.

2. Our second result is about the stronger notion of $t$-compressing $f$-reductions – reductions that only output $t$ bits. We show that if there is an average-case hard language $L$ that has a $t$-compressing Majority reduction to some language for $t = m/100$, then there exist collision-resistant hash functions.

   This improves on the result of (Harnik and Naor, STOC 2006), whose starting point is a cryptographic primitive (namely, one-way functions) rather than average-case hardness, and whose assumption is a compressing OR-reduction of SAT (which is now known to be false unless the polynomial hierarchy collapses).
Along the way, we define a non-standard one-sided notion of average-case hardness, which is the notion of hardness used in the second result above, that may be of independent interest.

**Introduction**

Consider a polynomial-time reduction $R$ from a language $L$ to another $L'$. That is, $R$ takes as input $x \in \{0,1\}^n$ for any $n$ and produces an output $y \in \{0,1\}^{m(n)}$ for some polynomial $m$ such that $x \in L$ if and only if $y \in L'$. Such a reduction relates the computational complexities of $L$ and $L'$; its existence says that the complexity of $L$ is at most the complexity of $L'$, up to some additional polynomial running time. In general, the reduction says little more than this. If the reduction has certain additional properties, however, it tells us more about the complexity of $L$ and starts becoming more useful. This work is about an important such class of reductions, namely *lossy reductions* that forget information about the input instance.

**Losing Information through Compression.** One way to lose information about the input instance is by compressing it. Continuing the discussion above, if $m(n) = O(\log n)$, the reduction enables $L$ to be decided in non-uniform polynomial-time. More generally, $L$ can be decided on $n$-bit inputs by a circuit of size roughly $2^{m(n)}$. Such *instance compressing*...
reductions, those that have \( m(n) \ll n \), have been an important part of the study of fixed parameter tractable algorithms, where they are called kernelizations (see [11] and the references therein). A classical example is the vertex cover problem on \( n \)-node graphs parameterized by the size of the cover \( k \), where there is a \( \text{poly}(n) \)-time algorithm that takes the graph as input and outputs a smaller graph of size \( \text{poly}(k) \) which has a cover of size \( k \) if and only if the original graph does.

Harnik and Naor [18] showed a variety of cryptographic applications of such compressing reductions. For example, assuming that the Boolean Satisfiability problem (SAT) has good enough instance compression, they showed how to construct a collision-resistant hash function starting from any one-way function, a task known to be impossible to do in a black-box manner [28]. Furthermore, if this compression has some additional properties, they also show how to get public-key encryption schemes and oblivious transfer protocols from one-way functions. However, Fortnow and Santhanam [14] and later Drucker [12] showed that, unless the polynomial hierarchy collapses, such instance compression algorithms for SAT cannot exist.

**This Work: Losing Information without Compression.** Compression is one way to lose information, but not the only one. In this paper, we study cryptographic implications of *lossy reductions* – randomized algorithms that forget information about the input instance but not necessarily by compressing them. Such reductions are abundant in the study of average-case complexity and cryptography.

An example is a reduction \( R(x) \) that outputs a sample from a distribution that is (almost) completely determined by whether \( x \) is contained in \( L \) (and, as before, \( R(x) \in L' \) if and only if \( x \in L \)). Such a reduction loses all information about \( x \) other than its membership in \( L \). Thus, it relates the complexity of deciding \( L \) in the *worst-case* to the complexity of deciding \( L' \) on *average* over a specific distribution\(^3\). In other words, a reduction that loses all information about its input except membership in \( L \) is a *worst-case to average-case reduction* from \( L \) to \( L' \).

From a different vantage point, such reductions are equivalent to *randomized encodings* [19], a powerful and versatile notion in cryptography (see the survey by Applebaum [1] and the references therein). In particular, randomized encodings have been used to delegate computations [3], for secure computation [31, 7, 20], for parallel cryptography [2], for key-dependent message security and much more.

Given this relevance to cryptography of reductions that lose all information except membership, both as average-case reductions and as randomized encodings, we ask whether anything similar can be said of reductions that are almost this way. That is, are *reductions that lose almost all other information except membership useful for cryptography*?

**Lossy Reductions and Cryptography.** Our first contribution is a definition of such lossy reductions through the lens of mutual information. For a function \( t : \mathbb{N} \to \mathbb{R}^+ \), we say that a reduction \( C \) from a language \( L \) to a language \( L' \) is \( t \)-lossy if for any random variable \( X \) over bit-strings of length \( n \) (capturing an input distribution), the mutual information \( I(X;\ C(X)) \) is at most \( t(n) \). Note that this definition does not fix an input distribution, rather quantifies over all of them. In this sense, it is reminiscent of the prior-free information complexity definition of [10]. Roughly speaking, if \( X \) has little entropy, we don’t care; if \( X \) has more than \( t(n) \) bits of entropy, we want the reduction to reveal at most \( t(n) \) of it.

\(^3\) The distribution is given by picking any \( x_N \notin L \) and any \( x_Y \in L \), and taking the equal convex combination of the distributions sampled by \( R(x_N) \) and \( R(x_Y) \).
Whereas Harnik and Naor showed that instance compression can be used to construct other cryptographic primitives from one-way functions, we investigate the possibility of using compression or information loss to construct one-way functions from simpler hardness properties. Some results along these lines are already known, or are implicit in prior work: (1) Drucker [12] showed that the existence of certain kinds of compression for a language \( L \) implies that \( L \) has a statistical zero-knowledge proof. Together with a result of Ostrovsky [25], this implies that if such a language is *average-case hard*, then one-way functions exist; (2) Replacing average-case with worst-case hardness in the above gives us *auxiliary input* one-way functions, a weaker object [26]; (3) on the other hand, if the reduction is a randomized encoding, then replacing average-case with worst-case hardness in the above gives us one-way functions [5].

We demonstrate a number of other similar sufficient conditions to elevate worst-case hardness to one-way functions. To give the reader a taste of what is to come, one of our results is a way to achieve the best of (1), (2) and (3) above, showing how to elevate worst-case hardness of \( L \) into one-way functions if \( L \) has a *lossy reduction* to \( L' \).

> Informal Theorem 1.1. Suppose there is a perfect reduction from \( L \) to \( L' \) that is \( O(\log n) \)-lossy on \( n \)-bit inputs. If \( L \) is worst-case hard, then One-Way Functions exist.

The above follows as a corollary to Informal Theorem 1.4 described later. As noted earlier, randomized encodings may be seen roughly as a \( 1 \)-lossy reduction from \( L \) to some problem \( L' \), and the worst-case hardness of a problem that has randomized encodings implies the existence of a one-way function. The above theorem says that it is in fact sufficient for the reduction to be \( O(\log n) \)-lossy (rather than 1-lossy) for this conclusion to hold, if it has the additional property that it does not make any errors – that is, a YES instance of \( L \) is never mapped to a NO instance of \( L' \), and also the other way round. This may also be interpreted as saying that the implication to OWFs for randomized encodings still holds if the privacy guarantee of the encodings is much weaker, as long as the correctness is perfect.

**f-Reductions and OWFs.** Our main theorems are about the implications of lossy reductions for the composition of a simple Boolean function with membership in a language. Let \( f = \{f^n\} \) denote a family of (partial) Boolean functions, where for some polynomial \( m \), the function \( f^n \) takes \( m(n) \) bits as input. We denote by \( f \circ L \) the composition of \( f \) with \( L \) – on \( m(n) \) inputs \( x_1, \ldots, x_{m(n)} \in \{0,1\}^n \), this function is computed as \( f(L(x_1), \ldots, L(x_{m(n)})) \).

We refer to a reduction from \( f \circ L \) to some problem as an \( f \)-reduction of \( L \). Such \( f \)-reductions that are also compressing (in terms of bit length) have been the subject of considerable past work in the study of parametrized complexity [18, 9, 14, 13] (see also further references in [13]), especially for simple functions \( f \) like AND and OR. Most relevant to our work are the results of Drucker [13], who showed that if there is a sufficiently compressing reduction from \( \text{OR}_m \circ L \) to any problem \( L' \), then \( L \) is contained in \( \text{SZK} \) (where \( m \) is some polynomial and \( \text{OR}_m \) is the family of OR function on \( m(n) \) inputs). As noted earlier, this implied membership in \( \text{SZK} \) lets us lift the average-case hardness of \( L \) to a one-way function, or its worst-case hardness to an auxiliary-input OWF.

Our starting point is the observation that Drucker’s proofs still work if the reduction were just lossy and not necessarily compressing. We prove the following theorems that show three different sufficient conditions for lossy reductions to be useful in lifting worst-case hardness...
hardness directly to one-way functions. Each of the three imply OWFs along different paths, as described briefly below. These paths and the pointers to the relevant parts of the paper are presented in Figure 1.

**Informal Theorem 1.2.** Suppose, for some polynomial $m$, and promise problem $L$, there is a reduction from $\text{OR}_m \circ L$ to $L$ that is $(m(n)/100)$-lossy on $(n \cdot m(n))$-bit inputs. If $L$ is worst-case hard, then One-Way Functions exist.

We prove this by first showing that Drucker’s techniques actually imply a certain kind of worst-case to average-case reduction to $L’$. And if $L$ is worst-case hard, then this reduction lets us conclude that $L’$ is one-sided average-case hard, a notion explained later in this section. Thus, if $L’$ is $L$ itself, then it is both contained in $\text{SZK}$ and is one-sided average-case hard. Finally, we show that the existence of any such problem implies the existence of a OWF.

The next theorem we prove is that a similarly lossy Majority-reduction for $L$ by itself lets us lift the worst-case hardness of $L$ to a OWF, without worrying about what it reduces to.

**Informal Theorem 1.3.** Suppose, for some polynomial $m$, and promise problem $L$, there is a reduction from $\text{MAJ}_m \circ L$ to some problem that is $(m(n)/100)$-lossy on $(n \cdot m(n))$-bit inputs. If $L$ is also worst-case hard, then One-Way Functions exist.

In this case, we extend Drucker’s techniques to show that such a reduction from $\text{MAJ}_m \circ L$ implies a two-sided average-case reduction from $L$ to some problem $L’$ – where the YES and NO parts of the distribution over instances of $L’$ that $L$ is reduced to can be sampled separately. In different terms, this implies that $L$ has statistical randomized encodings, and the conclusion follows from the fact that the worst-case hardness of a problem that has randomized encodings implies one-way functions [5].

Finally, the following theorem says that we can make do with $\text{OR}_m$-reductions that are not as lossy as before – only $O(m(n) \log n)$-lossy instead of $m(n)/100$ – if the reduction is perfect, meaning that it never maps YES instances of $\text{OR}_m \circ L$ to NO instances of $L’$, and also the other way. Note that a reduction that is $\Omega(m(n) \log n)$-lossy could still preserve some information about all of its $m(n)$ inputs – for instance, whether each $x_i$ is a YES or NO instance of $L$, etc..

**Informal Theorem 1.4.** Suppose, for some polynomial $m$, and promise problems $L$ and $L’$, there is a perfect reduction from $\text{OR}_m \circ L$ to $L’$ that is $O(m(n) \log n)$-lossy on $(n \cdot m(n))$-bit inputs. If $L$ is worst-case hard, then One-Way Functions exist.

We prove this by showing that a perfect reduction from $\text{OR}_m \circ L$ implies a one-sided average-case reduction that is perfect in the sense that the NO and YES distributions are disjoint. On the other hand, the hardness that is implied by the reduction is quite weak due to it not being lossy enough – it only says that the NO distribution is no better than $(1 - 1/poly(n))$-distinguishable from the YES distribution for a given algorithm. However, the perfectness lets us show that the sampler for the NO distribution itself is a weak one-way function (with the input as its random string).

**Collision-Resistance from Compression.** Finally, we show that compressing reductions – a strong form of lossy reductions where the output length is smaller than the input length – can be used to lift one-sided average-case hardness to collision-resistant hash functions.
Informal Theorem 1.5. Suppose, for some polynomial \( m \), and promise problem \( L \), there is a perfect reduction from \( OR^m \circ L \) to some problem that compresses \( (n \cdot m(n)) \)-bit inputs to \( m(n)/100 \) bits. If \( L \) is also one-sided average-case hard with perfect sampling\(^5\), then Collision-Resistant Hash Functions exist.

Our construction builds directly on the construction of collision-resistant hash functions from homomorphic commitments by Ishai et al [21]. In our construction, the keys of the hash function for hashing strings of length \( m \) correspond to a set of \( 2m \) instances (grouped into \( m \) pairs) sampled from the NO distribution. Each bit of an input \( x \) is used to select an instance from the corresponding pair, and the hash function is computed by running the compressing OR-reduction on this set.

The construction in [21] may be seen to use essentially the same approach, where instead of using a compressing OR-reduction for a hard problem, they use the homomorphism of a commitment scheme. The security of the commitment scheme there is the analogue of the one-sided average-case hardness of \( L \), and our observation is that, while homomorphism is one way to compress (XOR-compression in their case), it is not necessary, and any compressing OR-reduction is sufficient to use with the construction.

One-Sided Average-Case Hardness. In the process of studying the implications of OR-compression of a problem to itself, we introduce the notion of one-sided average-case hardness, which we describe next. Recall that the worst-case hardness of a problem \( L \) says that for any polynomial-time algorithm \( A \) that attempts to decide \( L \), there exists some input \( x \) on which it is wrong. Perhaps the simplest notion of average-case hardness flips the quantifiers here and says that there exists a (samplable) distribution over inputs such that any algorithm fails to decide \( L \) with large advantage when inputs are sampled from this distribution.

A stronger notion of average-case hardness that we call two-sided average-case hardness (and one that directly relates to one-way functions), says that there are two (samplable) distributions, one over the just the YES instances of \( L \) and another over just the NO instances, such that no algorithm \( A \) can distinguish between them. One-sided average-case hardness is a notion between this and worst-case hardness, and says that there exists one samplable distribution \( N \) over (mostly) NO instances such that for any algorithm \( A \), there exists a distribution \( Y_A \) over (mostly) YES instances such that \( A \) cannot distinguish between \( N \) and \( Y_A \).

One-sided average-case hardness implies worst-case hardness, is implied by two-sided average-case hardness, and does not seem to be related in this manner to plain average-case hardness. Ostrovsky [25] proved that plain average-case hardness of a problem in \( \text{SZK} \) implies OWFs. We prove the following theorem that, to our knowledge, is incomparable to it.

Informal Theorem 1.6. If there is a problem in \( \text{SZK} \) that is one-sided average-case hard, then One-Way Functions exist.

The theorem is proven using a reduction to (the complement of) the Statistical Difference problem that is complete for \( \text{SZK} \) [27]. We also show that the existence of an analogous notion of worst-case to average-case reduction – called one-sided average-case reduction – from a problem \( L \) to any other problem implies that \( L \) is contained in \( \text{SZK} \). Thus, along with the worst-case hardness of \( L \), they imply auxiliary-input OWFs analogous to how two-sided average-case hardness implies OWFs. Such reductions are closely related to the notion of semi-private randomized encodings [4].

\(^5\) The perfect sampling condition implies that the YES and NO distributions that come up in the definition of the hardness are contained completely within the YES and NO parts of the problem.
Figure 1 The many paths to One-Way Functions. $L$ and $L'$ are promise problems. The solid arrows denote implications, and the dashed arrows denote implication conditioned on the worst-case hardness of $L$. In all cases, $m$ and $t$ are polynomials in $n$, and the reductions lose all but $t(n)$ bits of information on a set of $m(n)$ inputs of size $n$—that is, $t$-lossy according to Definition 21 (when reducing $L$ to $L'$, $m(n)$ is set to 1).

1.1 Notation

We will always deal with promise problems and partial functions rather than languages and total functions, as these come up naturally in our discussions, and are also more general. Given a promise problem $L$, we denote by $L_Y$ and $L_N$ the corresponding sets of YES and NO inputs. Abusing notation, we also denote by $L$ the partial function indicating membership in this promise problem. In the other direction, note that any partial Boolean function $f : \{0, 1, \bot\}^n \to \{0, 1, \bot\}$ has a corresponding promise problem, which we also sometimes denote by $f$. The symbol $\bot$ is set to be the output of a partial function on an input on which it is otherwise undefined. In general, we take $U_S$ to be the random variable distributed uniformly over the set $S$, where $S$ is clear from context we simply write $U$.

Random variables are capitalized ($X$), and algorithms are sans serif ($A$). $A(X)$ denotes the random variable resulting from sampling $x$ according to $X$ and running $A$ on it. $H(X)$ is the Shannon entropy of $X$, and $I(X; Y)$ is the mutual information between $X$ and $Y$. We take $\Delta(X; Y)$ to denote the total variation distance between $X$ and $Y$. 
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\[ L' \text{ weak one-sided avg-case hard w. perfect sampling} \]

\[ L' \text{ two-sided avg-case hard} \]

\[ \text{auxiliary-input OWF} \]

\[ \text{OWF} \]
Cryptography from Information Loss

Unless otherwise specified, all algorithms in our work are non-uniform, and assumptions and claims of hardness are also against non-uniform algorithms. Further, we always use notions of hardness that are strong in the following sense – when we say, for instance, that a problem \( L \) is hard against polynomial-time algorithms, we mean that for any polynomial-time algorithm \( A \), there is an \( n_A \in \mathbb{Z} \) such that for any \( n \geq n_A \), the algorithm \( A \) fails to decide \( L \) correctly on some instance of size \( n \). This is to be contrasted against the more standard notion of hardness, infinitely-often hardness, which would say that there is an infinite sequence of \( n \)'s such that \( A \) fails to decide \( L \) on some instance of size \( n \). All of our lemmas and theorems, however, may also be stated in terms of infinitely-often hardness and follow from the same proofs, resulting in infinitely-often cryptographic objects as well.

1.2 Outline of the Paper

In Section 2, we define the various kinds of computational hardness that we will be using, the corresponding reductions, and some lemmas relating the reductions, the hardness, and one-way functions. In Section 3, we prove define the class \( \text{SZK} \) and prove that one-sided average-case hardness in \( \text{SZK} \) implies one-way functions, and some associated lemmas. In Section 4, we define our notion of lossy reductions, and prove that certain kinds of lossy reductions along with worst-case hardness imply one-way functions. In Section 5, we prove that one-sided average-case hardness and \( \text{OR} \)-compressing reductions imply collision-resistance hash functions.

2 Computational Hardness

In this section, we define the various kinds of computational hardness of promise problems that we will be employing in later discussions, and also different kinds of reductions between problems that have implications for such hardness. The proofs of the lemmas in this section are in Appendix A. We start by defining the weakest and simplest form of hardness.

▶ **Definition 1 (Worst-Case Hardness).** A problem \( L \) is worst-case hard if, for any polynomial-time algorithm \( A \) and all large enough \( n \), there is an input \( x \in (L_Y \cup L_N) \cap \{0,1\}^n \) such that
\[
\Pr[A(x) = L(x)] < 2/3.
\]

Worst-case hardness says that for any algorithm \( A \) (and large enough instance size \( n \)), there is an input \( x \) on which it is wrong. We next define perhaps the simplest form of average-case hardness, which mostly just swaps these quantifiers. It says that there is a distribution over inputs \( x \) such that any algorithm \( A \) is wrong on average over this distribution.

▶ **Definition 2 (Average-Case Hardness).** A problem \( L \) is average-case hard if there is a polynomial-time sampling algorithm \( D \) such that:

1. \( D \) mostly samples instances from \( L_Y \) and \( L_N \). That is, for all large enough \( n \),
\[
\Pr_{x \leftarrow D(1^n)}[x \notin L_Y \cup L_N] \leq 0.1
\]

2. The membership in \( L \) of most instances drawn from \( D \) is hard to decide. That is, for any polynomial-time algorithm \( A \), for all large enough \( n \),
\[
\Pr_{x \leftarrow D(1^n)}[A(x) = L(x) \vee L(x) = \bot] \leq \frac{1}{2} + 0.15
\]
Note that the constant $2/3$ in Definition 1 is somewhat arbitrary – if there is an algorithm $A$ that does in fact decide $L$ in the worst-case with success probability bounded away from $1/2$ for all $n$, this can be amplified by repetition to get an algorithm $A'$ with success probability close to 1.

In Definition 2, however, the constants are not arbitrary, at least in this straightforward sense. There are known hardness amplification theorems (see [6, Chapter 19]) that can take a problem $L$ that is somewhat average-case hard as above, and obtain another problem $L'$ and a distribution under which $L'$ is much harder, but these do not say that $L$ itself is any harder than initially supposed. Our choice of the constants we use in our definitions are such that the hardness is mild enough to be implied by the hypotheses that we later start with, and are yet strong enough to have interesting implications for cryptography, as shown by our theorems.

We next define a stronger and natural notion of average-case hardness that is known to be closely related to One-Way Functions. It separates the hard distribution into YES and NO parts, and asks that each of these parts be efficiently samplable.

▶ Definition 3 (Two-Sided Average-Case Hardness). A problem $L$ is two-sided average-case hard if there are two polynomial-time sampling algorithms $Y$ and $N$ such that:

- $Y$ and $N$ mostly sample instances from $L_Y$ and $L_N$, respectively. That is, for all large enough $n$,

$$\Pr_{x \leftarrow Y(1^n)} [x \not\in L_Y] \leq 0.1$$

$$\Pr_{x \leftarrow N(1^n)} [x \not\in L_N] \leq 0.1$$

- The outputs of $Y$ and $N$ are computationally indistinguishable. That is, for any polynomial-time algorithm $A$, for all large enough $n$,

$$\left| \Pr_{x \leftarrow Y(1^n)} [A(x) = 1] - \Pr_{x \leftarrow N(1^n)} [A(x) = 1] \right| \leq 0.3$$

It is known that any two-sided average-case hard problem implies the existence of a One-Way Function. This follows from the fact that such hardness implies the existence of a family of statistically far distributions that are computationally indistinguishable ($N$ and $Y$). Goldreich [15] showed that this is equivalent to the existence of OWFs if the indistinguishability was with negligible advantage, and this was later extended by Naor and Rothblum [23] to hold for weaker indistinguishability that covers the constants used above (see [8] for an alternative proof), leading to the following lemma. A theorem that is roughly equivalent to the combination of Lemmas 4 and 9 was also proven by Applebaum and Raykov [5].

▶ Lemma 4. There is a problem that is two-sided average-case hard if and only if One-Way Functions exist.

Further, note that the existence of a OWF also implies (as can be seen by the PRG that can be constructed from it) that there is some language that is two-sided average-case hard, but with much stronger guarantees – with negligible functions (in $n$) in place of the constants 0.1 and 0.3 in Definition 3. In this sense, for the purposes of its relevance to cryptography, the constants in the definition above are also somewhat arbitrary.

Finally, we introduce a notion of average-case hardness that is intermediate between worst-case and two-sided average-case hardness and, to our knowledge, is incomparable to plain average-case hardness. Recall that average-case hardness was obtained by swapping...
the quantifiers in worst-case hardness, and two-sided average-case hardness then came out of separating and fixing the YES and NO parts. The following definition fixes just the NO distribution, and requires that for any algorithm \( A \), there exists some YES distribution that it cannot distinguish from this fixed NO distribution.

▶ **Definition 5** (One-Sided Average-Case Hardness). A problem \( L \) is one-sided average-case hard if there is a polynomial-time sampling algorithm \( N \) such that:

\[
\Pr_{x \leftarrow N(1^n)} [x \notin L_N] \leq 0.1
\]

For any polynomial-time algorithm, there is some distribution that is mostly over \( L_Y \) that it cannot distinguish from the output of \( N \). That is, for every polynomial-time algorithm \( A \), there is a (possibly inefficient) sampler \( Y_A \) such that:

\[
\Pr_{x \leftarrow Y_A(1^n)} [x \notin L_Y] \leq 0.1
\]

The outputs of \( N \) and \( Y_A \) are indistinguishable to \( A \). That is, for all large enough \( n \),

\[
\left| \Pr_{x \leftarrow N(1^n)} [A(x) = 1] - \Pr_{x \leftarrow Y_A(1^n)} [A(x) = 1] \right| \leq 0.3
\]

We say that the hardness is strong if the distinguishing advantage is negligible in \( n \), and weak if it is only required to be less than \((1 - 1/n^c)\) for some constant \( c \). We say that \( L \) is one-sided average-case hard with perfect sampling if \( N \) and \( Y_A \) only output samples in \( L_N \) and \( L_Y \), respectively.

This kind of hardness turns out to be somewhat related to a weaker kind of OWF called auxiliary-input OWF – see Corollary 17. We do not know how to amplify this kind of hardness, so the choice of constants in its definition is not arbitrary.

We consider separately the weak one-sided average-case hardness with perfect sampling, which requires that the YES and NO distribution be contained completely within the respective parts of the problem, but places a much weaker requirement on their indistinguishability. This variant implies the existence of OWFs, though following an approach different from that taken in Lemma 4.

▶ **Lemma 6.** If there is a problem that is weak one-sided average-case hard with perfect sampling, then One-Way Functions exist.

### 2.1 Reductions

Reductions relate the complexities of different problems, and while there are more involved forms of reductions that still do so, in our work we will be using the simple notion of Karp reductions. Roughly, a Karp reduction from \( L \) to \( L' \) takes an instance \( x \) and produces an instance \( x' \) whose membership in \( L' \) is completely determined by that of \( x \) in \( L \). Later definitions below also ask for some additional properties.

▶ **Definition 7** (Karp Reduction). A polynomial-time algorithm \( R \) is a Karp reduction from a problem \( L \) to a problem \( L' \) if for all large enough \( n \):

\[
\begin{align*}
 x \in L_Y \cap \{0, 1\}^n &\implies \Pr[R(x) \in L'_Y] \geq 0.9 \\
 x \in L_N \cap \{0, 1\}^n &\implies \Pr[R(x) \in L'_N] \geq 0.9
\end{align*}
\]

In this case, \( L \) is said to reduce to \( L' \). If the above probabilities are both 1, then \( A \) is said to be a perfect Karp reduction.
A worst-case reduction like the one above from $L$ to $L'$ allows us to conclude that $L'$ is worst-case hard if $L$ is worst-case hard. Throughout the rest of this work, we will be drawing conclusions about the two-sided and one-sided average-case hardness of $L'$ that follow from analogous notions of worst-to-average-case reductions defined below.

**Definition 8 (Two-Sided Average-Case Karp Reduction).** A polynomial-time algorithm $R$ is a two-sided average-case Karp reduction from a problem $L$ to a problem $L'$ if there are two polynomial-time samplers $Y$ and $N$ such that the following hold for all large enough $n$:

- $Y$ and $N$ mostly sample instances from $L_Y'$ and $L_N'$, respectively. That is, $\Pr_{x \leftarrow Y(n)} [x \notin L_Y'] \leq 0.1$ and $\Pr_{x \leftarrow N(n)} [x \notin L_N'] \leq 0.1$.

- For any $x \in L_N \cap \{0,1\}^n$, the output of $R(x)$ is close to that of $N(1^n)$. That is, for such $x$, $\Delta (R(x); N(1^n)) \leq 0.1$.

- For any $x \in L_Y \cap \{0,1\}^n$, the output of $R(x)$ is close to that of $Y(1^n)$. That is, for such $x$, $\Delta (R(x); Y(1^n)) \leq 0.1$.

A two-sided average-case reduction from $L$ to $L'$ allows us to conclude that $L'$ is two-sided average-case hard if $L$ is worst-case hard.

**Lemma 9.** Suppose there is a two-sided average-case Karp reduction from a language $L$ to a language $L'$, and $L$ is worst-case hard. Then, $L'$ is two-sided average-case hard.

Finally, we define one-sided average-case reductions, which similarly relate one-sided average-case hardness to worst-case hardness.

**Definition 10 (One-Sided Average-Case Karp Reduction).** A polynomial-time algorithm $R$ is a one-sided average-case Karp reduction from a problem $L$ to a problem $L'$ if there is a polynomial-time sampler $N$ such that the following hold for all large enough $n$:

- $N$ mostly samples instances from $L'_N$. That is, $\Pr_{x \leftarrow N(1^n)} [x \notin L'_N] \leq 0.1$.

- For any $x \in L_N \cap \{0,1\}^n$, the output of $R(x)$ is close to that of $N(1^n)$. That is, for such $x$, $\Delta (R(x); N(1^n)) \leq 0.1$.

- For any $x \in L_Y \cap \{0,1\}^n$, the output of $R(x)$ is mostly contained in $L'_Y$. That is, for such $x$, $\Pr_{x' \leftarrow R(x)} [x' \notin L'_Y] \leq 0.1$.

The reduction is said to be strong if for any $x \in L_N \cap \{0,1\}^n$, the distance $\Delta (R(x); N(1^n))$ is negligible in $n$, and is weak if this is at most $1 - 1/n^c$ for some constant $c$. The reduction is said to have perfect sampling if the probability that the outputs of $N$ or $R(x)$ when $x \in L_Y$ are not in $L'_N$ and $L'_Y$, respectively, are 0.
Lemma 11. Suppose there is a one-sided average-case Karp reduction from a language \( L \) to a language \( L' \), and \( L \) is worst-case hard. Then, \( L' \) is one-sided average-case hard. Further, if the reduction is weak and has perfect sampling, then the hardness is also weak and has perfect sampling.

3 Statistical Zero Knowledge

One of the paths we take to showing the existence of OWFs is through a one-sided average-case hard problem that also has a statistical zero-knowledge proof. The class \( \text{SZK} \) of problems that have statistical zero-knowledge proofs has been widely studied in the past, partly owing to its connections to cryptography (see [29] and discussions and references therein). Due to a completeness theorem of Sahai and Vadhan [27], we may equivalently define this class in the following manner that is more convenient for us.

Definition 12 (Statistical Zero Knowledge [27]). Statistical Zero Knowledge (\( \text{SZK} \)) is the class of promise problems which have a perfect Karp reduction to the Statistical Difference problem (SD), which is defined over pairs of circuits \((C_0, C_1)\), as follows:

\[
\begin{align*}
\text{SD}_Y &= \{(C_0, C_1) \mid \Delta(C_0(U); C_1(U)) > 2/3\} \\
\text{SD}_N &= \{(C_0, C_1) \mid \Delta(C_0(U); C_1(U)) < 1/3\}
\end{align*}
\]

where \( n \) is the output length of both \( C_0 \) and \( C_1 \), and the \( U \)'s above represent uniform distributions over the appropriate input domains.

We will also use the following two results regarding \( \text{SZK} \).

Lemma 13 (Polarization [27]). There exists an efficient procedure Polarize that when given two circuits \( C_0, C_1 \) and a parameter \( 1^\lambda \) as input outputs \( C'_0, C'_1 \) such that

- If \( \Delta(C_0(U); C_1(U)) > 2/3 \), then \( \Delta(C'_0(U); C'_1(U)) > 1 - 2^{-\lambda} \).
- If \( \Delta(C_0(U); C_1(U)) < 1/3 \), then \( \Delta(C'_0(U); C'_1(U)) < 2^{-\lambda} \).

Theorem 14 (\( \text{SZK} \) closed under complement [24]). If \( \Pi = (\Pi_Y, \Pi_N) \in \text{SZK} \), then \( \Pi = (\Pi'_Y, \Pi'_N) \in \text{SZK} \) where \( \Pi'_Y = \Pi_N \) and \( \Pi'_N = \Pi_Y \).

As noted in Lemma 4, two-sided average-case hardness of any problem implies the existence of OWFs. Ostrovsky [25] showed that plain average-case hardness of any problem in \( \text{SZK} \) also implies the existence of OWFs. Furthermore, Ostrovsky and Wigderson [26] observe that the worst-case hardness of any problem in \( \text{SZK} \) implies the existence of auxiliary-input one-way functions.\(^6\) We show the following incomparable theorem.

Theorem 15. If there is a problem in \( \text{SZK} \) that is one-sided average-case hard, then One-Way Functions exist.

\(^6\) Roughly, auxiliary-input one-way functions (against non-uniform adversaries) exist if there is polynomial \( p \) such that for every family of poly size circuits, \{A\_n\}\_n\in\mathbb{N} there is family of circuits of size \( p(n) \), \{F\_n\}\_n\in\mathbb{N}, such that \( A_n \) fails to invert \( F_n \) when given a description of \( F_n \) as an auxiliary input. Contrast this with the notion of non-uniform one-way functions we use throughout: a (fixed) family of poly-sized circuits, \{F\_n\}\_n\in\mathbb{N} is a non-uniform one-way function if for any poly-sized circuit family \( \{F\_n\} \) is hard to invert. So far as we know, the latter is strictly stronger. Interestingly however, if one is concerned with security against uniform adversaries, the quantifiers can be switched via diagonalization arguments and the two notions are equivalent.
Proof. We show that such hardness implies the existence of two samplable distributions that are \(\alpha\)-statistically far but \(\beta\)-computationally indistinguishable, where there is a noticeable gap between \(\alpha\) and \(\beta\). (Here, we will take \(\alpha = 4/5 - \text{negl}(n)\) and \(\beta = 3/4\).) The rest follows from the results of Goldreich and Naor-Rothblum [15, 23].

The completeness of the complement of Statistical Difference (by Theorem 14) implies that for any problem \(L\) in \(\text{SZK}\), there is a reduction \(R\) that takes input \(x\) and outputs two circuits that sample distributions that are far if \(x \in L\), and negligible close if \(x \notin L\). Let \(L\) be the one-sided average-case hard problem in \(\text{SZK}\) and let \(N\) be the sampler for its fixed NO distribution. The two distributions we want are sampled by the samplers \(D_0\) and \(D_1\) below given security parameter \(n\):

\[\begin{align*}
& D_0(1^n) \colon \text{Sample } x \leftarrow N(1^n). \text{ Compute } (C_0, C_1) \leftarrow R(x). \text{ Compute circuits } (C_0', C_1') \leftarrow \text{Polarize}(1^n, C_0, C_1). \text{ Pick random } r \text{ of appropriate length and output } ((C_0', C_1'), C_0(r)). \\
& D_1(1^n) \colon \text{Same as above, but output } ((C_0', C_1'), C_1(r)) \text{ at the end.}
\end{align*}\]

By definition, the event that \(N(1^n)\) outputs something not in \(L\) happens with probability at most \(1/10\). By the definition of \(\text{SD}\), conditioned on this event not happening, for any fixed output \(C_0, C_1\) we have that \(\Delta(C_0(U); C_1(U)) > 2/3\). If this is the case, it follows from Lemma 13 that \(\Delta(C_0'(U); C_1'(U)) > 1 - 2^{-n}\) and it follows that, conditioned on this event not happening, we have \(\Delta(D_0(1^n); D_1(1^n)) > 1 - \text{negl}(n)\). By standard manipulations\(^7\), we get that \(\Delta(D_0(1^n); D_1(1^n)) > .8 - \text{negl}(n)\).

To see that these distributions are \(3/4\)-computationally indistinguishable, consider any distinguisher \(A\) for them. Suppose \(A\) has more than \(3/4\) advantage in distinguishing \(D_0(1^n)\) from \(D_1(1^n)\). But then consider \(A'\) that attempts to solve \(L\) by output \(x\) running the reduction, \(R\), and polarization procedure, \(\text{Polarize}(1^n, \ldots)\) to get \(C_0', C_1'\), flipping a coin \(b \leftarrow U_{\{0,1\}}\), and outputting 1 if \(A(C_0', C_1', C_0(U)) = b\). If \(A'\) was inputs from \(N(1^n)\), then what it feeds \(A\) is identically distributed to either \(D_0(1^n)\) (if \(b = 0\)) or \(D_1(1^n)\) (if \(b = 1\)). It follows from \(A'\)'s advantage that \(\Pr[A'(N(1^n))] > \frac{1 + \text{negl}(n)}{2} = .875\).

On the other hand, by virtue of the fact that \(L\) is one-sided average-case hard there is a distribution \(Y_A\) which is \(.3\)-indistinguishable from \(N\) to \(A'\). Consider \(A'(Y_A)\). First of all \(\Pr[Y_A \in L_Y] \geq .9\). Moreover, for any such \(x \in L_Y\), \(R(x) \in \text{SD}_N\). In this case, \(\text{Polarize}(1^n)\) will output \((C_0', C_1')\) such that \(\Delta(C_0'(U); C_1'(U)) < 2^{-n}\). Therefore, with probability at least \(.9\), the two circuits \(A'\) gives to \(A\) correspond to distributions with negligible distance from one another. It follows from standard manipulations that \(A\), regardless of efficiency, can distinguish with probability at most \(.1 + \text{negl}(n)\). Thus, \(\Pr[A'(Y_A) = 1] \leq \frac{.1 + \text{negl}(n)}{2} = .575\).

But then \(\Pr[A'(N_A) = 1] = 1 - \Pr[A'(Y_A) = 1] > .3\), which violates the assumption on \(Y_A\) following from the average-case hardness of \(L\).

The above theorem talks about the implication of a problem that is both one-sided hard and is in \(\text{SZK}\). The following lemma, which was implicitly used by Drucker [13], says that membership of a problem in \(\text{SZK}\) is implied by the existence of any one-sided average-case reduction from it. A stronger version of this lemma (in different terminology) was also proven by Applebaum and Raykov [5].

\begin{lemma}
If there is a one-sided average-case Karp reduction from a problem \(L\) to any other problem, then \(L\) is in \(\text{SZK}\).
\end{lemma}

\(^7\) For any random variables \(X, Y, Z\) and any event \(E\), \(\Delta(X; Y) \in [\Pr[Z \in E] \Delta(X | Z \in E; Y | Z \in E) \pm \Pr[Z \notin E]]\).
Proof of Lemma 16. We show this by reduction to the Statistical Difference problem, and appealing to its completeness of \( \text{SZK} \) and the closure of the class under complement. Suppose \( R \) is the one-sided average-case Karp reduction and \( \mathbf{N} \) is the canonical NO distribution from Definition 10. The reduction is, given input \( x \) for \( L \), to output the pair of circuits \((\mathbf{N}(1^n; \cdot); R(x; \cdot))\) – each of these takes the randomness for the respective algorithm as input and produces the corresponding output. The properties of the one-sided reduction guarantee that if \( x \in L_N \), then \( \Delta(\mathbf{N}(1^n); R(x)) \) is at most 0.1, while if \( x \in L_Y \), then this is at least 0.9.

Because worst-case hard languages in \( \text{SZK} \) imply auxiliary-input one-way functions [26], the following is an immediate consequence of Lemma 16. We refer the reader to [26] for the definition of auxiliary-input one-way functions.

\[\textbf{Corollary 17.} \text{If } L \text{ is worst-case hard and there is a one-sided average-case Karp reduction from } L \text{ to any other problem, then auxiliary-input one-way functions exist.}\]

Starting with a stronger hypothesis – a two-sided average-case reduction from \( L \) – we show membership in \( \text{SRE} \), which is the class of problems that have statistical randomized encodings (and is a subset of \( \text{SZK} \)). We refer the reader to [5] for the definitions of randomized encodings and this class.

\[\textbf{Lemma 18.} \text{If there is a two-sided average-case Karp reduction from a problem } L \text{ to any other problem, then } L \text{ is in } \text{SRE}.\]

This lemma is proven in the same way as Lemma 16, with the two fixed distributions of the randomized encodings taken to be \( \mathbf{Y} \) and \( \mathbf{N} \) from the two-sided average-case reduction (see Definition 8).

\[\textbf{4 Lossy Reductions}\]

In this section, we define our notions of lossy reductions, and show their implications for OWFs. We start with a definition of what it means for a generic algorithm to lose information about its input. All algorithms in this section are randomized and non-uniform unless specified otherwise.

\[\textbf{Definition 19 (Lossy Algorithm).} \text{An algorithm } \mathcal{C} \text{ is said to be } t\text{-lossy on } n\text{-bit inputs for some } n \in \mathbb{N} \text{ and } t \in \mathbb{R}^+ \text{ if, for any random variable } X \text{ over } \{0, 1\}^n, \]

\[I(X; C(X)) \leq t\]

Note that being \( t \)-lossy means, in a sense, that the algorithm loses \((n - t(n))\) bits of information. For convenience, we overload the above terminology for the following special cases of reductions.

\[\textbf{Definition 20 (Lossy Reduction).} \text{For a function } t : \mathbb{N} \rightarrow \mathbb{R}^+, \text{ a Karp reduction from a problem } L \text{ to a problem } L' \text{ is said to be } t\text{-lossy if, for every } n \in \mathbb{N}, \text{ it is } t(n)\text{-lossy on } n\text{-bit inputs.}\]

For a polynomial \( m \), consider a family \( f = \{f_n : \{0, 1, \perp\}^m(n) \rightarrow \{0, 1, \perp\}\} \) of partial functions. Define the problem \( f \circ L \) on inputs from \( \{0, 1\}^{n \times m(n)} \) as the composition of \( f \) with \( m(n) \) copies of \( L \); that is, for \( x_1, \ldots, x_{m(n)} \in \{0, 1\}^{n} \), define \((f \circ L)(x_1, \ldots, x_{m(n)}) = f(L(x_1), \ldots, L(x_{m(n)}))\). We also overload the terminology for reductions from such compositions as follows.
Definition 21 (Lossy $f$-Reduction). Let $m : \mathbb{N} \to \mathbb{N}$ and $t : \mathbb{N} \to \mathbb{R}^+$ be polynomials, and $f = \{f_n : \{0, 1, \perp\}^{m(n)} \to \{0, 1, \perp\}\}$ be a family of partial functions. For a problem $L$, a Karp reduction from $f \circ L$ to a problem $L'$ is said to be $t$-lossy if, for every $n \in \mathbb{N}$, it is $t(n)$-lossy on $(n \cdot m(n))$-bit inputs. We say in this case that $L$ has a $t$-lossy $f$-reduction to $L'$.

In the last two definitions, the problem $L$ is said to have a $t$-lossy self-reduction (or self-$f$-reduction) if $L'$ is the same as $L$. During many of our discussions, the size parameter $n$ will be fixed, and when it is, we will use just $t$ and $m$ to denote the numbers $t(n)$ and $m(n)$.

We first consider the family of OR functions – for some polynomial $m$, the family $\text{OR}_m = \{\text{OR}^n : \{0, 1, \perp\}^{m(n)} \to \{0, 1, \perp\}\}_{n \in \mathbb{N}}$, where $\text{OR}^n$ is a function from $\{0, 1, \perp\}^{m(n)}$ to $\{0, 1, \perp\}$ that is the Boolean OR of its inputs if they are all from $\{0, 1\}$, and is $\perp$ if any of its inputs is $\perp$. Drucker [13] showed that any problem that is $\text{OR}_m$-compressible to $O(m(n) \log n)$ bits is contained in $\text{SZK}$, where his notion of compression to $t$ bits was that the output length of the reduction is at most $t$ bits (similar to Definition 31). We observe that his proof works almost as is for reductions that are lossy in the sense of Definition 21 (but that may not be compressing). We isolate the following lemma that is implicit in [13], which will be useful for us, and state it in terms of average-case Karp reductions.

Lemma 22. Suppose, for some polynomial $m$ and problems $L, L'$, there is a reduction from $\text{OR}_m \circ L$ to $L'$. If this reduction is $(m/100)$-lossy and $m(n) > 100$ for all large enough $n$, then there is a one-sided average-case Karp reduction from $L$ to $L'$.

As noted above, Drucker shows membership in $\text{SZK}$ as long as the compression (or loss) is to $O(m \log n)$ bits, but the implication of the one-sided average-case reduction as in Lemma 22 seems to follow only if the loss is to somewhat less than $m$ bits. In the case where the reduction from $\text{OR}_m \circ L$ does not make any errors, however, we can recover a weak one-sided average-case reduction with perfect sampling even if the loss is only to $O(m \log n)$ bits.

Lemma 23. Suppose, for some polynomial $m$ and problems $L, L'$, there is a perfect reduction from the problem $\text{OR}_m \circ L$ to $L'$. If this reduction is $O(m \log n)$-lossy, then there is a weak one-sided average-case Karp reduction with perfect sampling from $L$ to $L'$.

Define $\text{MAJ}_m$ in the same way as $\text{OR}_m$, but with the Majority function. We extend Drucker’s results and show the following stronger conclusion from lossy Majority-reduction – that it implies a two-sided average-case reduction (or a randomized encoding, following Lemma 18).

Lemma 24. Suppose, for some polynomial $m$ and problems $L, L'$, there is a reduction from the problem $\text{MAJ}_m \circ L$ to $L'$. If this reduction is $m/100$-lossy and $m(n) > 100$ for all large enough $n$, then there is a two-sided average-case Karp reduction from $L$ to $L'$.

The proofs of these lemmas are in Appendix B.

4.1 Lossy Reductions and One-Way Functions

We now state and prove our main theorems, showing that certain lossy reductions for a problem $L$ can be used to lift its worst-case hardness to a One-Way Function. Each of our three theorems is proven by following a different path, as explained in the respective proofs. The first says that good enough lossy self-OR-reduction implies a OWF.
Theorem 25. Suppose, for some polynomial \( m \) and a problem \( L \), there is a reduction from \( \text{OR}_m \circ L \) to \( L \) that is \( (m/100) \)-lossy. If \( L \) is worst-case hard and \( m(n) > 100 \) for all large enough \( n \), then One-Way Functions exist.

Proof of Theorem 25. This theorem is proven by showing that the hypothesis implies that \( L \) is both one-sided average-case hard and contained in \( \text{SZK} \) which, as seen in Section 3, implies a OWF. The proof is as follows:

- Lemma 22 implies that there is a one-sided average-case reduction from \( L \) to itself.
- Lemma 16 and the one-sided reduction imply that \( L \in \text{SZK} \).
- Together with the worst-case hardness of \( L \) and the one-sided reduction, Lemma 11 implies that \( L \) is one-sided average-case hard.
- Theorem 15, along with the above two conclusions, implies that OWFs exist.

Our second theorem uses an incomparable hypothesis – that there is a lossy MAJ-reduction, but not necessarily to \( L \) itself.

Theorem 26. Suppose, for some polynomial \( m \) and a problem \( L \), there is a reduction from \( \text{MAJ}_m \circ L \) to some problem that is \( (m/100) \)-lossy. If \( L \) is worst-case hard and \( m(n) > 100 \) for all large enough \( n \), then One-Way Functions exist.

Proof of Theorem 26. This theorem is proven by showing that such a reduction implies the existence of a two-sided average-case reduction from \( L \), and using this to go from worst-case hardness of \( L \) to OWFs. Suppose the reduction is to a problem \( L' \). The proof is as follows:

- Lemma 24 implies that there is a two-sided average-case reduction from \( L \) to \( L' \).
- Together with the worst-case hardness of \( L \) and the two-sided reduction, Lemma 9 implies that \( L' \) is two-sided average-case hard.
- Lemma 4, along with the above two-sided hardness, implies that OWFs exist.

The third theorem also uses a hypothesis incomparable to the other two – it assumes that the lossy reduction is perfect, but works even if the loss is to more bits than the number of instances it takes as input.

Theorem 27. Suppose, for a polynomial \( m \) and a problem \( L \), there is a perfect reduction from \( \text{OR}_m \circ L \) to some problem that is \( O(m \log n) \)-lossy. If \( L \) is also worst-case hard, then One-Way Functions exist.

We draw the following interesting corollaries of this theorem, both of which follow from a direct implication of lossy perfect OR-reduction by their respective hypotheses. The first is a statement along the lines of Lemma 4, but incomparable to it. Lemma 4 may be rephrased as saying that a 1-lossy reduction from a worst-case hard language implies OWFs, and Corollary 28 relaxes the requirement to \( O(\log n) \)-lossiness, but requires the reduction to be perfect.

Corollary 28. Suppose there is a perfect reduction from a problem \( L \) to another problem that is \( O(\log n) \)-lossy. If \( L \) is also worst-case hard, then One-Way Functions exist.

The second corollary is the analogue of Theorem 27 for Majority reductions.

Corollary 29. Suppose, for a polynomial \( m \) and a problem \( L \), there is a perfect reduction from \( \text{MAJ}_m \circ L \) to some problem that is \( O(m \log n) \)-lossy. If \( L \) is also worst-case hard, then One-Way Functions exist.
Proof of Theorem 27. This theorem is proven by showing that a perfect lossy OR-reduction leads to a weak one-sided average-case reduction with perfect sampling, which along with worst-case hardness leads to OWFs. Suppose the reduction is to a problem \( L' \). The proof is as follows:

- Lemma 23 implies that there is a weak one-sided average-case reduction from \( L \) to \( L' \) with perfect sampling.
- Together with the worst-case hardness of \( L \) and the above reduction, Lemma 11 implies that \( L' \) is weak one-sided average-case hard with perfect sampling.
- Lemma 6, along with the above hardness, implies that OWFs exist.

\[ \square \]

5 Collision Resistance

In this section, we show that that one-sided average-case hardness of a language \( L \) combined with compressibility of \( \text{OR}_m \circ L \) (in the standard sense of compressed output length), implies the existence of collision-resistant hash functions.

The reduction builds directly on the construction of collision-resistant hash functions from homomorphic encryption due to Ishai, Kushilevitz, and Ostrovsky [21] (more generally, from any one-round private information retrieval (PIR) protocol, or homomorphic one-way commitments). Indeed, these cryptographic notions can be viewed precisely as providing compressing reductions for related languages whose average-case hardness is implied by security: e.g., additively homomorphic encryption corresponds directly to self-compression from \( \text{XOR}_m \circ L \) to \( L \), for the (average-case hard) language \( L \) where \( L_Y \) is the set of ciphertexts encrypting the bit 1, and \( L_N \) is the set of ciphertexts of 0.

We begin by formally defining collision-resistant hash function families and the required form of output-length compression.

\[ \textbf{Definition 30.} \text{Collision-resistant hash functions exist if there exist } \ell, \ell' : \mathbb{N} \to \mathbb{N} \text{ with } \ell(n) > \ell'(n), \text{ an index set } I \subseteq \{0,1\}^*, \text{ and probabilistic polynomial-time algorithms of the form:} \]

\[ \begin{align*}
\text{Gen}(1^n), \text{ which outputs an index } s \in I, \\
\text{Eval}(s, y), \text{ which given index } s \in I \text{ and input } y \in \{0,1\}^{\ell(n)}, \text{ outputs } h_s(y) \in \{0,1\}^{\ell'(n)}, \\
\text{for which finding collisions is computationally hard. That is, for every polynomial-time } (\text{non-uniform}) A, \text{ there exists a negligible function } \nu \text{ for which} \\
\Pr_{s \leftarrow \text{Gen}(1^n)} \left[ (y \neq y') \land (\text{Eval}(s, y) = \text{Eval}(s, y')) \right] \leq \nu(n). 
\end{align*} \]

\[ \textbf{Definition 31 (Compressing Reduction).} An algorithm } C \text{ is said to compress } n\text{-bit inputs to } t \text{ bits for some } n, t \in \mathbb{N} \text{ if for any } x \in \{0,1\}^n \text{ the output bit length is } |C(x)| \leq t. 

For a function } t : \mathbb{N} \to \mathbb{N}, a \text{ Karp reduction from a problem } L \text{ to a problem } L' \text{ is said to } t\text{-compressing if, for every } n \in \mathbb{N}, \text{ it is } t(n)\text{-compressing on } n\text{-bit inputs.} \]

We now present the main theorem of the section. Note for simplicity, we present the reduction with respect to a perfect compressing reduction of \( \text{OR}_m \circ L \) (see Definition 7), as well as assuming perfect sampling for the one-sided average-case hard language \( L \) (that is, for any polynomial-time A, the probability that the outputs of N or Y_A are not in \( L_N \) and \( L_Y \), respectively, are set to 0).

\[ \textbf{Theorem 32.} \text{Suppose, for some polynomial } m \text{ and a problem } L, \text{ there is a perfect reduction from } \text{OR}_m \circ L \text{ to } L' \text{ that compresses to } m/100 \text{ bits. If } L \text{ is strongly one-sided average-case hard with perfect sampling and } m(n) > 100 \text{ for all large enough } n, \text{ then Collision-Resistant Hash Functions exist.} \]
Recall that existence of a compressing reduction from \((\text{MAJ}_{2m+1} \circ L)\) to \(L’\), or from \((\text{AND}_m \circ L)\) to \(L’\), each directly imply equivalent compressing reduction from \((\text{OR}_m \circ L)\) to \(L’\), up to constant factors of compression. This yields the following corollary.

**Corollary 33.** The following variations of Theorem 32 additionally hold. Let \(m\) be polynomial and \(L\) a problem. Then collision-resistant hash functions exist assuming existence of a compressing reduction of the following corresponding kinds (to \(m/100\) bits), in addition to the specified hardness requirements on \(L\):

1. If there is a compressing reduction from \(\text{MAJ}_m \circ L\) to \(L’\) and \(L\) is strongly one-sided average-case hard with perfect sampling.
2. If there is a compressing reduction from \(\text{AND}_m \circ L\) to \(L’\) and the complement language \(\text{co}L\) is strongly one-sided average-case hard with perfect sampling.

At a high level, the construction mirrors the approach of [21], as follows. Each hash function in the family will be keyed by a collection \(s\) of \(2m\) randomly sampled no-instances of \(L\) (via \(N\)). The corresponding hash function \(\text{Eval}(s, \cdot)\) takes as input a bit-string \(y \in \{0, 1\}^m\), and outputs the \(m/100\)-bit instance of \(L’\) generated by applying the compressing reduction on the \((\text{OR}_m \circ L)\) instance defined by the \(m\) no-instances selected by the bits of \(y\). A successful collision-finder can be used to gain contradictorily high advantage in deciding \(L\) (more specifically, in distinguishing a sample of \(N\) from the (possibly inefficient) \(Y_A\), by embedding the challenge instance \(x\) into a random location \(i^* \in [m]\) of the key, and seeing whether the colliding inputs \(y \neq y’\) differ in this index \(i^*\). If \(x\) was sampled from \(N\), then the concocted key is properly distributed, independent of \(i^*\), and thus \(y, y’\) must differ in position \(i^*\) with noticeable probability. On the other hand, if \(x\) was sampled from \(Y_A\), then any \((\text{OR}_m \circ L)\) instance containing \(x\) is a yes instance, whereas any instance not containing \(x\) is (by construction) a no instance; by perfect correctness of the compressing reduction, it thus cannot be the case that any two such inputs \(y, y’\) that differ in position \(i^*\) could collide to an identical output in \(L’\).

**Proof of Theorem 32.** Given such a pair of languages \(L, L’\), we construct the desired collision-resistant hash function family.

Denote by \(R\) the weakly compressing reduction from \((\text{OR}_m \circ L)\) to \(L’\). By one-sided average-case hardness of \(L\) (as per Definition 5), there exists a polynomial-time sampling algorithm \(N\) which samples instances from \(L_N\). Let \(\ell(n) = m\) and \(\ell'(n) = m/100\) be the input and (compressed) output length of the hash function. Consider the following algorithms.

- **Gen**(1\(^n\)): Independently sample \(\ell(n) = m\) instances from \(N\). That is, for \((i, b) \in [m] \times \{0, 1\}\), let \(x_{i,b} \leftarrow N(1^n)\). Output \(s = (x_{i,b})_{i \in [m], b \in \{0, 1\}}\).
- **Eval**\((s, y)\): Parse \(s = (x_{i,b})_{i \in [m], b \in \{0, 1\}}\) and \(y = (y_1, \ldots, y_m) \in \{0, 1\}^m\). Output the \(R\)-compression of the \((\text{OR}_m \circ L)\) instance selected by \(y\). That is, output \(R((x_{i,y_i})_{i \in [n]} \in \{0, 1\}^{m/100})\).

We prove that the above constitutes a collision-resistant hash function family, by showing that any successful collision finder would violate one-sided average-case hardness of \(L\).

Suppose there exists a (non-uniform) polynomial-time algorithm \(A\) for which

\[
P_{s \leftarrow \text{Gen}(1^n)}[\exists (y, y') \in A(s) \quad (y \neq y') \wedge (\text{Eval}(s, y) = \text{Eval}(s, y'))] = \epsilon.
\]

Consider the following associated algorithm \(A'\), which receives as input a bit string \(x \in \{0, 1\}^n\) and outputs a bit (corresponding to a prediction for \(x \in L_Y\) or \(L_N\)). Intuitively, \(A'\) embeds the input \(x\) into a random index of the hash function description, runs the collision-finder \(A\), and outputs 1 if \(A\) successfully finds a collision which differs in the embedded index.
Thus, for any finding success probability and (possibly inefficient) sampler algorithm $Y_{A'}$ corresponding to $A'$, for which

\[
\Pr_{x\leftarrow\mathcal{N}(1^n)} [A'(x) = 1] - \Pr_{x\leftarrow Y_{A'}(1^n)} [A'(x) = 1] \leq \nu'(n).
\] (1)

Claim 1: $\Pr_{x\leftarrow\mathcal{N}(1^n)} [A'(x) = 1] \geq \epsilon/m$. Given $x \leftarrow \mathcal{N}(1^n)$, the value of $s$ as generated by $A'$ is identically distributed to that of $\text{Gen}(1^n)$, independent of the selected choice of $i^* \in [m]$. This implies that

\[
\Pr_{x\leftarrow\mathcal{N}(1^n)} [A'(x) = 1] = \Pr_{s\leftarrow\text{Gen}(1^n)} [(y \neq y') \land (\text{Eval}(s, y) = \text{Eval}(s, y')) \land (y_{i^*} \neq y'_{i^*})] \\
\geq \Pr_{s\leftarrow\text{Gen}(1^n)} [(y \neq y') \land (\text{Eval}(s, y) = \text{Eval}(s, y'))] \cdot \frac{1}{m} = \frac{\epsilon}{m}.
\]

Claim 2: $\Pr_{x\leftarrow Y_{A'}(1^n)} [A'(x) = 1] = 0$. Assuming perfect correctness $\Pr_{x\leftarrow Y_{A'}} [x \in L_Y] = 1$ and $\Pr_{x\leftarrow N} [x \in L_N] = 1$, then the embedded instance satisfies $x_{i^*, b^*} \in L_Y$, whereas the ambient instances are in $x_{i, b} \in L_N$ for $(i, b) \neq (i^*, b^*)$. This means for any $y, y' \in \{0,1\}^m$ in which $y_{i^*} \neq y'_{i^*}$, the corresponding selected $\text{OR}_m \circ L$ instances necessarily disagree: $(x_{i, y_i})_{i\in[m]} \in (\text{OR}_m \circ L)_N$ and $(x_{i, y'_i})_{i\in[m]} \in (\text{OR}_m \circ L)_N$, or vice versa. However, by perfect correctness of the compression algorithm $R$, this implies $R((x_{i, y_i})_{i\in[m]}) \neq R((x_{i, y'_i})_{i\in[m]}).$ Thus, for any $y, y' \in \{0,1\}^m$ with $y_{i^*} \neq y'_{i^*}$, it must be the case that $\text{Eval}(s, y) \neq \text{Eval}(s, y')$.

Combining the above two claims together with Equation (1) implies that the collision-finding success probability $\epsilon$ of $A$ must be bounded above by a negligible value. The theorem follows.
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In this section, we restate and prove the lemmas stated in Section 2 about average-case hardness and reductions, and their connections to one-way functions.

A.1 Proof of Lemma 6

Lemma 6. If there is a problem that is weak one-sided average-case hard with perfect sampling, then One-Way Functions exist.

Proof. Let \( L \) be weak one-sided average-case hard with perfect sampling, and \( N \) the poly-time sampling algorithm, such that there is a constant \( c \) such that for any poly-time distinguisher \( D \) there is \( Y_D \) such that for almost all \( n \), \(| \Pr_r[ D(N(1^n;r)) = 1] - \Pr_r[ Y_D(1^n;r) = 1] | < 1 - 1/n^c \). Moreover, \( \text{Supp}(N) \subseteq L_N \) and \( \text{Supp}(Y) \subseteq L_Y \).
Let $F$ be defined for output length $n$ as $F_n(x) := N(1^n; x)$. We will show that $F$ is a weak-one-way function. The lemma then follows from classical results. [30, 17, 16]

Suppose, for the sake of contradiction, there exists an efficient $A$ that can invert $F_n$ with probability $> 1 - 1/n^c$, for infinitely many $n$. Then, consider the (efficient) distinguisher $D$ that simply checks if $A$ was successful. In particular, $D$ on input $x$ simply:

1. $y \leftarrow A(x)$
2. If $F_n(y) = x$, output 1. Otherwise, output 0.

Because $A$ has advantage $1 - 1/n^c$ on $F_n$, $\Pr[A(N(1^n; r)) = 1] > 1 - 1/n^c$, for infinitely many $n$. Now by our assumption on $L$, there exists $Y_D$ such that $|\Pr_r[D(Y_D(1^n; r)) = 1] - \Pr_r[D(N(1^n; r)) = 1]| < 1 - 1/n^c$ and $\text{Supp}(Y_D) \cap \text{Supp}(N) = \emptyset$, for almost all $n$. It follows from the latter condition that $A$ will never find preimages (under $F$) for outputs from $Y_D$, because they don’t exist. It follows that $\Pr_r[D(Y_D(1^n; r))] = 0$.

But then, $\Pr[D(N) = 1] - \Pr[D(Y_D) = 1] > 1 - 1/n^c$ for infinitely many $n$, which contradicts the weak one-sided average-case hardness of $L$.

A.2 Proof of Lemma 9

Lemma 9. Suppose there is a two-sided average-case Karp reduction from a language $L$ to a language $L'$, and $L$ is worst-case hard. Then, $L'$ is two-sided average-case hard.

Let $Y, N$ be the samplers guaranteed by the two-sided-ness of the reduction from $L$ to $L', R$. Let $Y, N$ denote the random variable distributed according to $Y$ and $N$ evaluated on random inputs, respectively.

It suffices to show that for every efficient $A$, $|\Pr[A(Y) = 1] - \Pr[A(Y) = 1]| \leq 3/10$ (for almost all $n$).

Suppose not, and let $A$ be a counter-example to the above in that $\Delta(A(Y); A(N)) > 3/10$ for infinitely many $n$. Moreover, suppose without loss of generality that $\Pr[A(Y) = 1] > \Pr[A(N) = 1]$. Then define $A'$ to be the algorithm for $L$ that on input $x$: (i) runs the reduction to get $z \leftarrow R(x)$, then (ii) runs $b \leftarrow A(z)$, and finally (iii) outputs $b$. Let $R_z$ be the random variable distributed according to $R(x)$. By definition, it is the case that $\Delta(R_z; Y) \leq 1/10$ for all $x \in L_Y$ and similarly $\Delta(R_z; N) \leq 1/10$ for all $x \in L_N$. It follows that $\Delta(A(R_z); A(N)) \leq 1/10$ for all $x \in L_Y$ and similarly $\Delta(A(R_z); A(Y)) \leq 1/10$ for all $x \in L_N$.

Consequently,

$x \in L_Y \implies \Pr[A'(x) = 1] = \Pr[A(R_z) = 1] \geq \Pr[A(Y) = 1] - 1/10$

$x \in L_N \implies \Pr[A'(x) = 1] = \Pr[A(R_z) = 1] \leq \Pr[A(N) = 1] + 1/10$

$\leq \Pr[A(Y) = 1] - 2/10$.

It follows from standard amplification that $L$ is not worst-case hard, contradicting our assumption on $L$.

A.3 Proof of Lemma 11

Lemma 11. Suppose there is a one-sided average-case Karp reduction from a language $L$ to a language $L'$, and $L$ is worst-case hard. Then, $L'$ is one-sided average-case hard. Further, if the reduction is weak and has perfect sampling, then the hardness is also weak and has perfect sampling.
Let $R$ be the one-sided average-case Karp reduction from $L$ to $L'$ with a corresponding NO-instance sampler $N$. In order to show that $L'$ is one-sided average-case hard, we need to show a NO-instance sampler for $L'$ and, for any polynomial-time $A$, a YES-distribution $Y_A$ that it cannot distinguish from it. Our NO-instance sampler will be the $N$ from the reduction itself, which satisfies the property that its samples are in $L'_N$ except with probability 0.1.

Given a polynomial-time algorithm $A$, we claim that, for all large enough $n$, there exists an $x_y \in L_Y \cap \{0, 1\}^n$ such that $A$ cannot distinguish between $R(x_y)$ and $N(1^n)$ with advantage more than 0.3. If this were not the case, that is, if for every $x \in L_Y \cap \{0, 1\}^n$, the algorithm $A$ could distinguish between $R(x)$ and $N(1^n)$ with advantage more than 0.3, then the algorithm $A'$ that, on input $x$, estimates the probability that $A(R(x)) = 1$ up to error say 0.01 could be used to decide $L$ on all instances $x \in (L_Y \cup L_N) \cap \{0, 1\}^n$, as for all $x \in L_N$, the reduction promises that $R(x)$ is at most 0.1-far from $N(1^n)$. The distribution $Y_A(1^n)$ is simply $R(x_y)$ for such an $x_y$, and the reduction guarantees that $R(x_y)$ is contained in $L_Y$ except with probability 0.1, as necessary.

Note that if $R$ is a weak one-sided average-case reduction with perfect sampling, then for any $x \in L_Y$, $\Pr[R(x) \notin L'_Y] = 0$, $\Pr[N(1^n) \notin L'_N] = 0$, and there is a constant $c$ such that for any $x \in L_N$, $\Delta(N(1^n); R(x)) \leq 1 - n^{-c}$. Then, again, for any efficient $A$ it follows that $\Delta(A(N(1^n)); A(R(x))) \leq 1 - n^{-c}$, for any $x \in L_Y$. Now, we can modify the $A'$ above to approximate $\Pr[A(R(x)) = 1]$ to within a $\frac{1}{2n^c}$ factor. We claim, as above, that there is some $x_y \in L_Y$ $\Delta(A(R(x)); A(N(1^n))) \leq 1 - \frac{1}{2n^c}$. If not then for every $x \in L_Y \cup L_N$, $\Delta(A(R(x)); A(N(1^n))) > 1 - \frac{1}{2n^c}$ and $A'$ will output such that $A'(x) = L(x)$ with overwhelming probability. It follows that such an $x_y$ exists and again we can take $Y_A(1^n) = R(x_y)$. Because $x \in L_Y$, $\Pr[R(x) \notin L'_Y] = 0$, it follows that $\Pr[Y_A(1^n) \notin L'_Y] = 0$.

**B Proofs for Section 4**

In this section, we restate and prove the lemmas used in Section 4. The proofs of Lemmas 22 and 23 are based on the following lemma that is implicit in [13], in particular following from the proofs of Theorem 7.1 and Claim 7.2 there. While the statement there is in terms of the compression (where the output length of the reduction itself is restricted to $t$ bits), it may be verified that the proof only uses lossiness as in Definitions 19 and 21.

**Lemma 34 ([13]).** Suppose, for some polynomials $m : \mathbb{N} \to \mathbb{N}$ and $t : \mathbb{N} \to \mathbb{R}$, a problem $L$ has a $t$-lossy $\text{OR}_m$-reduction to a problem $L'$, and the reduction has error $\epsilon(n) < 0.5$. Let

$$
\delta(n) = \min \left\{ \sqrt{\frac{\ln 2}{2} \frac{t(n) + 1}{m(n)}}, 1 - 2^{-\frac{t(n)}{m(n)} - 3} \right\}
$$

Then, for any constant $c$, there are polynomial-time algorithms $A$ and $B$ such that:

- $\Pr[A(1^n) \notin L'_N] \leq \epsilon$
- For any $x \in L_N \cap \{0, 1\}^n$, $\Delta(A(1^n); B(x)) \leq \delta(n) + n^{-c}$
- For any $x \in L_Y \cap \{0, 1\}^n$, $\Pr[B(x) \notin L'_Y] \leq \epsilon$

We now use this to prove the following lemmas.

**Lemma 22.** Suppose, for some polynomial $m$ and problems $L, L'$, there is a reduction from $\text{OR}_m \circ L$ to $L'$. If this reduction is $(m/100)$-lossy and $m(n) > 100$ for all large enough $n$, then there is a one-sided average-case Karp reduction from $L$ to $L'$.
Proof of Lemma 22. The reduction from the hypothesis has error at most 0.1, and is $t$-lossy for $t = m/100$. Applying Lemma 34 with $c = 1$ gives us algorithms $A$ and $B$ as in its statement, with $\delta(n) < \sqrt{\ln 2/100}$ for large enough $n$. We get a one-sided Karp reduction from $L$ to $L'$ with the algorithm $B$ as the reduction and $A$ the corresponding NO-instance sampler.  

Lemma 23. Suppose, for some polynomial $m$ and problems $L, L'$, there is a perfect reduction from the problem $\text{OR}_m \circ L$ to $L'$. If this reduction is $O(m \log n)$-lossy, then there is a weak one-sided average-case Karp reduction with perfect sampling from $L$ to $L'$.

Proof of Lemma 23. Here, the reduction has error 0, and is $t$-lossy for $t = c'm \log n$ for some constant $c'$. Applying Lemma 34 with $c = c' + 2$, we get $\delta(n) = 1 - 2^{-(c' \log n + 3)}$, which is less than $1 - 1/n^{c-1}$ for large enough $n$. We get a weak-perfect one-sided reduction from $L$ to $L'$ with the algorithm $B$ as the reduction and $A$ as the corresponding NO-instance sampler.

Closely along the lines of Drucker [13], we show the following analogue of Lemma 34 for Majority reductions, and use it to prove Lemma 24. We defer the proof of this lemma to Appendix B.1.

Lemma 35. Suppose, for some polynomials $m : \mathbb{N} \to \mathbb{N}$ and $t : \mathbb{N} \to \mathbb{R}$, a problem $L$ has a $t$-lossy $\text{MAJ}_m$-reduction to a problem $L'$, and the reduction has error $\epsilon(n) < 0.5$. Let

$$\delta(n) = \min \left\{ \sqrt{\frac{(t + 1) \ln 2}{m + 1}}, 1 - 2^{-\frac{2m}{100}} \right\}$$

Then, for any constant $c$, there are polynomial-time algorithms $Y$, $N$ and $R$ such that:

- $\Pr[N(1^n) \notin L'_N] \leq \epsilon$
- $\Pr[Y(1^n) \notin L'_Y] \leq \epsilon$
- For any $x \in L_N \cap \{0, 1\}^n$, $\Delta(N(1^n); R(x)) \leq \delta(n) + n^{-c}$
- For any $x \in L_Y \cap \{0, 1\}^n$, $\Delta(Y(1^n); R(x)) \leq \delta(n) + n^{-c}$

Lemma 24. Suppose, for some polynomial $m$ and problems $L, L'$, there is a reduction from the problem $\text{MAJ}_m \circ L$ to $L'$. If this reduction is $m/100$-lossy and $m(n) > 100$ for all large enough $n$, then there is a two-sided average-case Karp reduction from $L$ to $L'$.

Proof of Lemma 24. The reduction we start with has error 0.1 and is $t$-lossy for $t = m/100$ bits. Applying Lemma 35 with $c = 1$, we get algorithms $R$, $Y$ and $N$ with $\delta < \sqrt{\ln 2}/100$ for all large enough $n$. We get a two-sided Karp reduction from $L$ to $L'$ with the algorithm $Y$ as the YES-instance sampler, $N$ as the NO-instance sampler, and $R$ as the reduction.
Definition 36. Let \( m, n, k \in \mathbb{N} \), with \( m = 2k + 1 \), and \( \delta \in [0, 1] \). A (possibly randomized) mapping \( F : (\{0, 1\}^m)^n \to \{0, 1\}^n \) is said to be \( \delta \)-distributionally stable (denoted \( \delta \)-DS) over a pair of distributions \((D_0, D_1)\) over \(\{0, 1\}^n\) if the following holds:

\[
\mathbb{E}_{x \sim D_0} \left[ \Delta \left( F(D_0^k, D_1^k); F(D_0^{k+1}, D_1^k) \right) \right] \leq \delta
\]

The proof of Lemma 35 follows from the following propositions.

Proposition 37. Let \( m, n, k \in \mathbb{N} \), and \( t \in \mathbb{R}^+ \), with \( m = 2k + 1 \). Any (possibly randomized) mapping \( F : (\{0, 1\}^m)^n \to \{0, 1\}^n \) that is \( t \)-lossy on \( \nu \)-bit inputs is \( \delta \)-distributionally stable over any pair of distributions \((D_0, D_1)\) over \(\{0, 1\}^n\), where \( \delta = \min \left\{ \sqrt{\frac{(t+1)\ln 2}{m+1}}, 1 - 2^{-\frac{3m}{m+2}} \right\} \).

Proposition 38. Let \( m, n, k \in \mathbb{N} \), with \( m = 2k + 1 \). Suppose \( F : (\{0, 1\}^m)^n \to \{0, 1\}^n \) is \( \delta \)-DS over all pairs of distributions over \(\{0, 1\}^n\). For any pair of disjoint sets \( S_0, S_1 \subseteq \{0, 1\}^n \), any \( \ell > 0 \), and any \( \nu \in (0, 1) \), there exists a distribution \( K \) over \( S_0^\ell \times S_1^\ell \) such that:

- \( K \) is samplable in time \( \text{poly}(n, \ell, 1/\nu^2) \)
- For any \( x \in S_0 \),
  \[
  \mathbb{E}_{(T_0, T_1) \sim K} \left[ \Delta \left( F(U_0^k, U_1^k); F(U_0^{k+1}, U_1^k) \right) \right] \leq \delta + 2m/\ell + \nu
  \]
- For any \( x \in S_1 \),
  \[
  \mathbb{E}_{(T_0, T_1) \sim K} \left[ \Delta \left( F(U_1^k, U_0^k); F(U_1^{k+1}, U_0^k) \right) \right] \leq \delta + 2m/\ell + \nu
  \]
where \( U_T \) is the uniform distribution over the multiset \( T \).

Proof of Lemma 35. Given a reduction \( A \) from \( \text{MAJ}_m \circ L \) to \( L' \) that is \( t \)-lossy and the constant \( c \), we construct the algorithms \( Y, N, \) and \( R \) as required by the lemma. Fix a value of \( n \) and, for convenience, denote \( m(n) \) and \( t(n) \) by just \( m (= 2k + 1) \) and \( t \).

First, we apply Proposition 37 to \( A \), which tells us that it is \( \delta \)-DS over any pair of distributions over \(\{0, 1\}^n\), with \( \delta \) as in the statement. This lets us apply Proposition 38 taking the sets \( S_0 \) and \( S_1 \) to be \( L_N \cap \{0, 1\}^n \) and \( L_Y \cap \{0, 1\}^n \), respectively, and with \( \ell = 4m/c \) and \( \nu = 1/2n^c \) there. Proposition 38 then gives us a samplable distribution \( K \) over \( L_N^\ell \times L_Y^\ell \).

The algorithm \( N \), on input \( \nu \), samples \( (T_0, T_1) \) from the \( K \) obtained as above, and outputs a sample from \( A(U_0^k, U_1^k) \). The algorithm \( R \) is the same, except it outputs \( A(U_0^{k+1}, U_1^k) \). The algorithm \( R \), on input \( x \), similarly samples \( (T_0, T_1) \) and outputs \( A(U_0^k, U_1^k, x) \).

That the outputs of \( N(\nu) \) and \( Y(\nu) \) are contained in \( L_N^\ell \) except with error \( \epsilon \) follows from the fact that \( T_0 \subseteq L_N, T_1 \subseteq L_Y \), and \( A \) has error at most \( \epsilon \).

Next, for any \( x \in L_N \cap \{0, 1\}^n \), we are interested in the following distance:

\[
\Delta (N(\nu); R(x)) = \Delta \left( A(U_0^{k+1}, U_1^k); A(U_0^k, U_1^k, x) \right)
\leq \Delta \left( (U_0^k, T_1, A(U_0^{k+1}, U_1^k)); (T_0, T_1, A(U_0^k, U_1^k, x)) \right)
\leq \mathbb{E}_{(T_0, T_1) \sim K} \left[ \Delta \left( A(U_0^{k+1}, U_1^k); A(U_0^k, U_1^k, x) \right) \right]
\leq \delta + 2m/\ell + \nu = \delta + 3/4n^c
\]

where the first inequality follows from the data processing inequality, and the second from Proposition 38. The analogous guarantee for \( x \in L_Y \cap \{0, 1\}^n \) and \( Y(\nu) \) is shown in the same way. This proves the lemma.
Proof of Proposition 37. We prove this by reduction to the simpler distributional stability lemma proved by Drucker [13]. Recall that \( F(D_0^{k+1}, D_1^k) \) is computed by sampling \( x_1, \ldots, x_{k+1} \leftarrow D_0 \) and \( y_1, \ldots, y_k \leftarrow D_1 \), and a random permutation \( \pi \) over \([2k+1] \), and then computing the output as \( F(\pi(x_1, \ldots, x_{k+1}, y_1, \ldots, y_k)) \). Alternatively, we can write this as the random variable \( F(\Pi(\mathcal{X}, \mathcal{Y})) \). Similarly, we can write \( F(D_0^k, D_1^k, x) \) as \( F(\Pi(x, \mathcal{X}', \mathcal{Y}')) \).

The distance we are interested in is now:

\[
\Delta \left( F(\Pi(\mathcal{X}, \mathcal{Y})); F(\Pi(x, \mathcal{X}', \mathcal{Y}')) \right)
\]

We split the process of sampling \( \Pi \) into two parts. First, we sample the part of the permutation that maps the last \( k \) inputs (corresponding to \( \mathcal{Y} \)) to get an intermediate random variable \( \hat{\Pi} \), which is uniform over the set of permutations that all map their last \( k \) inputs to the same places, and then sample the final permutation \( \pi \) from this variable. We have:

\[
\Delta \left( F(\Pi(\mathcal{X}, \mathcal{Y})); F(\Pi(x, \mathcal{X}', \mathcal{Y}')) \right) \leq \Delta \left( (\hat{\Pi}, F(\Pi(\mathcal{X}, \mathcal{Y}))); (\hat{\Pi}, F(\Pi(x, \mathcal{X}', \mathcal{Y}')))) \right) = \mathbb{E}_{\pi \leftarrow \hat{\Pi}} \left[ \Delta \left( F(\Pi(\mathcal{X}, \mathcal{Y})); F(\Pi(x, \mathcal{X}', \mathcal{Y}')) \right) \right]
\]

where the first inequality is by the data processing inequality, and in the last expectation \( \hat{\Pi} \) represents \( \Pi \) sampled conditioned on the last \( k \) inputs being mapped according to \( \hat{\pi} \).

For any \( \hat{\pi} \) sampled from \( \hat{\Pi} \), define the mapping \( G_\pi \) on input \( (x_1, \ldots, x_{k+1}) \) as the one obtained by sampling \( (y_1, \ldots, y_k) \leftarrow \mathcal{Y} \), and running \( F \) with the \( y_i \)'s in the positions assigned by \( \hat{\pi} \), and the \( x_i \)'s in lexicographic order in the rest. We can now apply [13, Lemma 6.2], which is paraphrased below, to the quantity inside the first expectation with \( G_\pi \) as the mapping to get the proposition.

**Proposition 39 ([13, Lemma 6.2]).** Let \( m, n \in \mathbb{N} \), and \( t \in \mathbb{R}^+ \). Any (possibly randomized) mapping \( F : (\{0, 1\}^n)^m \rightarrow \{0, 1\}^t \) that is \( t \)-lossy on \( nm \)-bit inputs satisfies the following for any distribution \( D \) over \( \{0, 1\}^n \):

\[
\mathbb{E}_{x \leftarrow D} \left[ \Delta \left( F(D, x); F(D^{k+1}) \right) \right] \leq \delta
\]

where \( \delta = \min \left\{ \sqrt{\frac{\ln 2}{n}}, \frac{t+1}{m}, 1 - 2^{-\frac{t}{m}} \right\} \).

While the lemma in [13] was stated for compression as measured by output length, it may be verified that its proof there only uses lossiness.

In order to prove Proposition 38, we need the following proposition that is proven in the same way as [13, Lemma 6.3].

**Proposition 40.** Suppose \( F \) is \( \delta \)-DS over all pairs of distributions over \( \{0, 1\}^n \). For a pair of distributions \((D_0, D_1)\), denote by \( D_{0, \ell} \) (respectively \( D_{1, \ell} \)) the empirical distribution formed by taking \( \ell \) samples from \( D_0 \) (respectively \( D_1 \)). (Note that these are themselves random variables.) Then,

\[
\mathbb{E}_{\tilde{D}_{0, \ell}, \tilde{D}_{1, \ell}} \left[ \Delta \left( F(\tilde{D}_{0, \ell}^k, \tilde{D}_{1, \ell}^k, x); F(\tilde{D}_{0, \ell}^{k+1}, \tilde{D}_{1, \ell}^k) \right) \right] \leq \delta + 2m/\ell
\]

Proof of Proposition 38. We proceed by considering the following two-player zero-sum game:

- Player 1 chooses a pair of multisets \( T_0 \subseteq S_0 \) and \( T_1 \subseteq S_1 \), both of size \( \ell \)
- Player 2 chooses a string \( x \in S_0 \cup S_1 \)
If \( x \in S_0 \), Player 2 gets a payoff of \( \Delta \left( F(U^k_{T_0}, U^k_{T_1}, x); F(U^{k+1}_{T_0}, U^{k+1}_{T_1}) \right) \), and if \( x \in S_1 \), it gets a payoff of \( \Delta \left( F(U^k_{T_1}, U^k_{T_0}, x); F(U^{k+1}_{T_1}, U^{k+1}_{T_0}) \right) \).

The rest of the proof follows that of [13, Lemmas 6.4 and 6.5]. For any randomized strategy of Player 2, which is a distribution \( X \) over \( S_0 \cup S_1 \), consider the randomized strategy of Player 1 \( (T_0, T_1) \) where each element of \( T_0 \) (respectively \( T_1 \)) is sampled from the distribution \( X \) restricted to \( S_0 \) (respectively \( S_1 \)), denoted \( X|_{S_0} \) (denoted \( X|_{S_1} \)). In the case where \( X \) is not supported in \( S_0 \) (respectively \( S_1 \)), the set \( T_0 \) is chosen arbitrarily from \( S_0 \) (respectively \( T_1 \) from \( S_1 \)). The payoff of this strategy for Player 2 is calculated as follows:

\[
\Pr_{x \sim X} [x \in S_0] \mathbb{E}_{x \sim X|_{S_0}, T_0, T_1} \left[ \Delta \left( F(U^k_{T_0}, U^k_{T_1}, x); F(U^{k+1}_{T_0}, U^{k+1}_{T_1}) \right) \right] + \Pr_{x \sim X} [x \in S_1] \mathbb{E}_{x \sim X|_{S_1}, T_0, T_1} \left[ \Delta \left( F(U^k_{T_1}, U^k_{T_0}, x); F(U^{k+1}_{T_1}, U^{k+1}_{T_0}) \right) \right]
\]

Noting that the elements of \( T_0 \) and \( T_1 \) are sampled from \( X|_{S_0} \) and \( X|_{S_1} \), respectively, and that \( F \) is \( \delta \)-DS over all pairs of distributions over \( \{0,1\}^n \), Proposition 40 implies that both the expectations above are at most \( \delta + 2m/\ell \).

Thus, for any strategy of Player 2, there is a strategy of Player 1 such that Player 2’s payoff is at most \( \delta + 2m/\ell \). By the minimax theorem, there is a randomized strategy of Player 1 – a distribution over multisets \( (T_0, T_1) \) – such that for every move \( x \in S_0 \cup S_1 \) of Player 2, its payoff is at most \( \delta + 2m/\ell \). Further, by the results of Lipton and Young [22, Theorem 2], there is a randomized strategy of Player 1 that corresponds to uniformly sampling from a set of pure strategies of size \( O(n/\nu^2) \) and restricts Player 2’s payoff to \( \delta + 2m/\ell + \nu \). This proves the proposition. \( \blacktriangle \)
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Abstract

An affine determinant program ADP : \( \{0, 1\}^n \to \{0, 1\} \) is specified by a tuple \((A, B_1, \ldots, B_n)\) of square matrices over \(F_q\) and a function \(Eval : F_q \to \{0, 1\}\), and evaluated on \(x \in \{0, 1\}^n\) by computing \(Eval(\det(A + \sum_{i \in [n]} x_i B_i))\).

In this work, we suggest ADPs as a new framework for building general-purpose obfuscation and witness encryption. We provide evidence to suggest that constructions following our ADP-based framework may one day yield secure, practically feasible obfuscation.

As a proof-of-concept, we give a candidate ADP-based construction of indistinguishability obfuscation (iO) for all circuits along with a simple witness encryption candidate. We provide cryptanalysis demonstrating that our schemes resist several potential attacks, and leave further cryptanalysis to future work. Lastly, we explore practically feasible applications of our witness encryption candidate, such as public-key encryption with near-optimal key generation.
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Program obfuscation “scrambles” a program, preserving functionality while hiding implementation details. A theoretical study of program obfuscation was initiated by Barak et al. [6], who demonstrated that the natural notion of virtual black-box (VBB) obfuscation is impossible to achieve for all circuits. This initially led to skepticism that general cryptographically useful program obfuscation might not be realizable.

The situation changed several years ago when Garg et al. [17] gave the first candidate construction of indistinguishability obfuscation – a weaker notion not subject to the impossibility – and, along with subsequent work [32], showed how to use this weaker notion in a multitude of cryptographically useful ways. In fact, today indistinguishability obfuscation (iO) is widely regarded as “crypto complete,” capable of achieving essentially any cryptographic task.

Initially all candidate obfuscators required cryptographic multilinear maps [16, 13, 20], a powerful new mathematical tool. Very recently, two new lines of work have emerged on constructing obfuscation without multilinear maps. The first line of work builds upon the connection between obfuscation and functional encryption (see [1] and the references therein); the second builds on a number of new mathematical methods [21]. While these new directions expand the set of methodologies for achieving general-purpose obfuscation, the set of viable approaches for building general-purpose obfuscation remains extremely limited.

We view the situation as being reminiscent of the early days of public key cryptography, which also required new mathematical tools for the time. Some, such as Diffie-Hellman and RSA, have withstood the test of time, whereas others, such as the Merkle–Hellman knapsack cryptosystem, were ultimately found to be insecure. But even the failures yielded interesting insights, such as new cryptanalysis techniques. Therefore, given the importance of obfuscation, we believe it is crucial to investigate many potential lines of inquiry for realizing obfuscation. Furthermore, we believe it is particularly important to emphasize simplicity in our search for new approaches, since even successful cryptanalyses of simple proposals are likely to inform the scientific quest for secure and efficient obfuscation. (This perspective is part of a larger research agenda exploring new sources of hardness in cryptography [31].)

This Work

In this work, we propose a new framework for building obfuscation through affine determinant programs (ADP). An ADP consists of a tuple of square matrices $(A, B_1, \ldots, B_n)$ over $\mathbb{F}_p$, where evaluation on an input $x \in \{0, 1\}^n$ involves computing the affine combination $A + \sum_{i \in [n]} x_i B_i$ and taking the determinant. While ADPs have appeared before in the literature (e.g. to build randomized encodings [28]), to the best of our knowledge no prior work has considered their application to general obfuscation. We believe ADPs are a promising route toward obfuscation for several reasons:

- ADPs are conceptually very simple.
- We can interpret the recent work of Bartusek et al. [8] as an ADP for conjunction obfuscation, with provable security under the LPN assumption. Thus, ADPs certainly provide security for obfuscation in some situations.
- As we will show, ADPs may offer a route toward implementable applications.

---

1 To be slightly more precise, building cryptography from iO also requires one-way functions.
Therefore, we initiate the study of ADPs for obfuscation, giving the following results:

- **A New Framework for Building Obfuscation.** We suggest ADPs as a route toward building obfuscation without multilinear maps. To facilitate this approach, we provide a number of techniques for protecting ADPs against attacks, and study the security of these techniques by developing new cryptanalysis techniques.

- **A Candidate Witness Encryption Scheme.** We examine a special case of obfuscation, called witness encryption, and give a very simple candidate construction. As an application, we use our scheme to build a public key encryption scheme with low-complexity key generation. Our approach yields for the first time implementable applications of witness encryption.

- **Towards Candidate iO Constructions.** We then turn to the much more difficult problem of constructing full indistinguishability obfuscation. We develop some initial ideas, including cryptanalytic methods, leading to an initial candidate construction.

### 1.1 Technical Overview

One of the main approaches to general-purpose program obfuscation, pioneered in [17], can be seen as following a particular recipe:

1. Construct an algebraic randomized encoding for the input program, which can be seen as offering a sort of “one-time” security.
2. Place the algebraic encoding “in the exponent” of a multilinear map, using the multilinear map operations to evaluate the encoding.

In most of the literature, the randomized encoding used is a matrix branching program, which can be obtained using Barrington’s theorem and Kilian re-randomization. Another common example due to [37] converts a circuit into an algebraic circuit.

**Affine Determinant Programs**

In this work, we consider another variant of randomized encodings from the literature (though not yet considered in the obfuscation literature) which we call **Affine Determinant Programs** (ADPs). Here, the program consists of a matrix $M$ whose entries are affine functions mapping inputs $x$ to a field $\mathbb{F}_p$. We will denote by $M(x)$ the entry-wise evaluation of $M$ on input $x$. There is also a fixed evaluation function $\text{Eval} : \mathbb{F} \rightarrow \{0, 1\}$. To evaluate the program on input $x$, we simply compute $\text{Eval}(\det(M(x)))$.

We note that, just like Barrington’s theorem or the algebraic circuit approach to constructing algebraic randomized encodings, ADPs can also plausibly be used in conjunction with multilinear maps (and appropriate re-randomization) to yield secure obfuscation$^2$. However, the central question we consider in this work is:

*Can we obfuscate with ADPs in the clear, without using multilinear maps?*

**Witness Encryption – An Initial Idea**

As a starting point, we consider the easier task of constructing a secure **witness encryption** [19] scheme. In witness encryption, a ciphertext $c$ is encrypted with respect to an instance $x$ of some NP language $L$. The ciphertext may be decrypted using any witness $\pi$ that attests

---

$^2$ There is a potential issue that the standard multilinear map interface does not allow for efficiently computing determinants over encoded values. However, the first two multilinear map candidates [16, 13] do allow for determinant computations.
that \( x \in L \). Security stipulates that, for any false instance \( x \notin L \), encryptions relative to \( x \) completely hide the message from computationally bounded adversaries. Note that the instance \( x \) is considered public.

We build a new framework for witness encryption for the NP-complete subset-sum problem, where instances \( x \) are vector/scalar pairs \((v, t)\) \(\in \mathbb{Z}^n \times \mathbb{Z} \), and witnesses are 0/1 vectors \( w \in \{0,1\}^n \) such that \( v \cdot w = t \). Under standard NP reductions, our construction extends to any NP language.

Testing the validity of a subset-sum witness can be trivially expressed as an ADP of dimension one: \( M_{v,t}(w) = -t + v \cdot w \) is an affine function that is 0 if and only if \( w \) is a witness for \((v,t)\). We can introduce randomization and extend this to a matrix program by choosing a random \( R \in \mathbb{F}^{k \times k} \) and setting \( M_{v,t}(w) = (-t + v \cdot w)R \). Then, with overwhelming probability over the choice of \( R \), for \( w\in \{0,1\}^n \), \( \det(M_{v,t}(w)) = 0 \) if and only if \( w \) is a valid witness.

While the above allows for testing if a witness is valid, we need a way to actually encode a message in the output. There are many ways to do this, but perhaps the simplest is to encrypt 0 by sampling the distribution above, and encrypting 1 by sampling a uniformly random ADP. Let \( M_{v,t,m} \) be the resulting ADP. A random ADP over a large field will have \( \det(M(w)) \neq 0 \) with high probability for any \( w \). Therefore for valid witnesses \( w \), we have that \( \det(M_{v,t,m}(w)) = 0 \) if and only if \( m = 0 \).

**Witness Encryption – Resisting Attacks Through Structured “Noise”**

It is not difficult to see that the idea so far is completely insecure. The attacker can learn \( m \) by, for example, choosing a \( w^* \) that satisfies \( v \cdot w^* = t \), but where \( w^* \) now consists of arbitrary field elements rather than 0/1. Such a \( w^* \) can be found trivially using linear algebra. In this case, we will still have that \( \det(M(w)) = 0 \) if and only if \( m = 0 \), thus revealing \( m \). We call attacks of this form invalid input attacks.

Alternatively, one could simply inspect a single entry of \( M \) and notice that in the case \( m = 0 \), the entry is a multiple of the (known) function \((-t + v \cdot w)\), whereas if \( m = 1 \) the entry is a random affine function and is most likely not a multiple of \((-t + v \cdot w)\).

To remedy these issues, we will add as "noise" a randomized “all-accept” ADP \( M_{AA} \), which is an ADP that accepts every 0/1 input, but rejects (with high probability) any input that is not 0/1. The encryption of 0 will then be\( M(w) = M_{AA}(w) + M_{v,t,m}(w) \).

Since the all-accept program rejects any input that is not 0/1, meaning \( M_{AA}(w) \) is full rank, it is also the case that \( M(w) \) is full rank with high probability. Therefore, our witness encryption scheme will reject any invalid inputs, just as a random ADP will. This shows that our witness encryption scheme is at least immune to invalid input attacks.

Of course, as suggested by our noise analogy above, the security of this proposal depends on how “noisy” the all-accept program \( M_{AA} \) is. In Section 5 we discuss two simple approaches, and how these approaches evade our attempts at cryptanalysis.

**Applications**

As suggested in [19], one application of witness encryption is to build a public key encryption scheme where public keys are extremely short and generated by a lightweight process. In particular, given a PRG \( G \), the secret key will be a seed \( s \) and the public key will be the output \( x = G(s) \). To encrypt a message \( m \), simply witness encrypt \( m \) to the statement “\( x \)
has a pre-image under $G'$. Correctness is immediate, and security follows from a simple two-step hybrid: first replace $x$ with a random string, which with overwhelming probability will not be in the image of $G$. Then invoke witness encryption security to show that $m$ is hidden. Under a stronger assumption of extractable witness encryption due to [23], $G$ can even be taken to be an arbitrary one-way function.

We show how to optimize our witness encryption candidate for use with Goldreich’s one-way function, which is a very simple one-way function where every output bit depends on only 5 input bits. Thus, public-key generation is linear-time in the secret key length. For a plausible setting of parameters, we obtain 300-bit public keys, and 50 megabyte ciphertexts. We note that while our ciphertexts are too large for any practical use, they are well within the realm of implementability. In contrast, existing approaches to building witness encryption using multilinear maps are extremely impractical and their concrete efficiency has never even been estimated, to the best of our knowledge.

**Indistinguishability Obfuscation**

We now turn to the task of using ADPs to build general-purpose indistinguishability obfuscation (iO). We note that this case is much more challenging than witness encryption. First, there is the obvious question of converting general computations into ADPs. Second, the security requirements for witness encryption are much weaker: it only needs security to hold in the evasive setting, where the adversary cannot find accepting inputs, and the adversary is allowed to know almost the entire program, save for a single message bit.

Fortunately, there are multiple ways to convert a circuit in $\text{NC}^1$ into an ADP, outlined in Section 4, and iO for $\text{NC}^1$ can be bootstrapped into iO for all circuits following known techniques [17]. However, simply taking such a program and adding an all-accept program as in our witness encryption construction is insufficient, as doing so leads to various attacks, which we outline in Section 9.

As mentioned earlier, the common approach starting with [17] to obfuscating circuits in $\text{NC}^1$ first applies Barrington’s theorem [7] to obtain a representation of the circuit as a polynomial-size branching program. Then, the branching program is represented as a matrix branching program, and the matrix entries are encoded in the exponent of a multilinear map.

In this work, we still make use of branching programs as the underlying computational model, but instead appeal to the works of [28, 4], which give a representation of any deterministic branching program as an ADP $(A, B_1, \ldots, B_n)$. In particular, this representation has the property that for any binary input $x \in \{0, 1\}^n$, $\det(A + \sum_i x_i B_i) = 1$ if $x$ induces an accepting path in the branching program, and $\det(A + \sum_i x_i B_i) = 0$ otherwise.

We argue that this ADP representation of branching programs has several qualitative advantages over the matrix branching program approach. Notably, the earlier matrix branching program approach gives rise to so-called “mixed input” attacks, since multiple matrices are associated with each input bit. In contrast, the ADP encoding associates a single matrix with each input bit.

In this work, we initiate a systematic study of various randomization strategies that can be applied to ADPs that encode branching programs, in the hope that such safeguards will lead to a secure obfuscation scheme. As a first attempt, we left- and right-randomize with matrices $R, S$ over $\mathbb{F}_p$ such that $\det(R) \cdot \det(S) = 1$, preserving the correctness property of the ADP, while scrambling the individual matrix entries. However, this safeguard is not sufficient, due to the existence of “polynomial extension attacks,” discussed in Section 9.1. Thus, we consider methods of scrambling the underlying ADP encoding first, before applying the left and right randomization as a final step.
In particular, we make use of the fact that on honest evaluation, the determinant will always be in \{0, 1\}. This motivates the possibility of adding random *even-valued* noise to the matrices in the ADP, which shifts the determinant by an even value on every input. Correctness is then preserved by simply having the evaluator compute the parity of the determinant. Parameters must be set carefully so that the size of the field over which these determinant calculations are being carried out is large enough so that determinants on honest inputs do not wrap around the modulus. This is discussed in detail in Section 8.1.

Unfortunately, as we show in Section 9.3, this even-valued error does not yet give a secure obfuscation scheme. In particular, there exist attacks on \(iO\) that use the fact that the adversary may know the underlying structure of the branching program it is attacking to learn non-trivial information about the random even-valued error. This in turn motivates the need to inject entropy into the structure of the branching program itself, before encoding it as an ADP and applying the safeguards described above. We term this process “random local substitution,” where each individual “step” of the branching program is randomized, and discuss one concrete method of doing this in Section 8.1.1. However, we stress that there is a vast space of transformations to explore here, and our proposal is only the first of many simple possibilities to explore.

In summary, we present the following generic recipe for obfuscating a deterministic branching program \(BP\):

1. Apply random local *functionality-preserving* transformations to \(BP\), producing \(BP'\).
2. Represent \(BP'\) as an ADP, following [28, 4].
3. Add random even-valued error to each matrix in ADP, fixing the evaluation function to compute the parity of the determinant.
4. Left- and right-randomize with matrices \(R, S\) such that \(\det(R) \cdot \det(S) = 1\).

In the body, we give an instantiation of the above recipe, resulting in a candidate \(iO\) scheme for all circuits (noting that it suffices to obfuscate the class \(\text{NC}^1\), which can be simulated by polynomial-size branching programs). However, we view the recipe itself as the main contribution of this section, and hope that it will motivate other candidates and more cryptanalysis, with the eventual goal of obtaining efficient and secure obfuscation without the use of multilinear maps.

## 2 Preliminaries

Let \(\mathbb{Z}, \mathbb{N}\) be the set of integers and positive integers respectively. For \(n \in \mathbb{N}\), let \([n]\) denote the set \(\{1, \ldots, n\}\). For \(p \in \mathbb{N}\), denote \(\mathbb{Z}/p\mathbb{Z}\) by \(\mathbb{Z}_p\), and denote the finite field of order \(p\) by \(\mathbb{F}_p\). A vector \(v \in \mathbb{F}_p^n\) (represented in column form by default) is written as a bold lower-case letter and we denote its \(i\)th element by \(v_i \in \mathbb{F}_p\). A matrix \(A \in \mathbb{F}_p^{n \times m}\) is written as a bold capital letter and we denote the entry at position \((i, j)\) by \((A)_{i,j}\). For any set of matrices \(A_1, \ldots, A_n\) of potentially varying dimensions, let \(\text{diag}(A_1, \ldots, A_n)\) be the block diagonal matrix with the \(A_i\) on the diagonal, and zeros elsewhere.

We use the usual Landau notations. A function \(f(n)\) is said to be negligible if it is \(n^{-\omega(1)}\) and we denote it by \(f(n) := \text{negl}(n)\). A probability \(p(n)\) is said to be overwhelming if it is \(1 - n^{-\omega(1)}\). We write \(D_1 \approx_D D_2\) if there exists a negligible function \(\text{negl}(n)\) such that the statistical distance between \(D_1\) and \(D_2\), denoted \(SD(D_1, D_2)\), is bounded above by \(\text{negl}(n)\). Recall for any two distribution \(D_1\) and \(D_2\) taking values in some set \(S\) the statistical distance or \(SD(D_1, D_2)\) is defined as:

\[
SD(D_1, D_2) = 1/2 \sum_{x \in S} |\Pr[D_1 = x] - \Pr[D_2 = x]|.
\]
We write $D_1 \approx_c D_2$ if no computationally-bounded adversary can distinguish between $D_1$ and $D_2$ except with advantage $\text{negl}(n)$.

2.1 Randomized Encodings

A randomized encoding of the function $f(x)$ is a function $\hat{f}(x, r)$ such that a sample from the output distribution of $\hat{f}(x, r)$ for a uniformly chosen $r$ reveals $f(x)$ and no additional information about $x$. We formalize and generalize this below.

▶ Definition 1 (Randomized Encodings [5]). Let $f : \{0, 1\}^n \rightarrow \{0, 1\}^\ell$ be a function. We say that $\hat{f} : \{0, 1\}^n \times \{0, 1\}^m \rightarrow \{0, 1\}^s$ is a $\delta$-correct, $\epsilon$-private randomized encoding of $f$, if it satisfies the following:

- **δ-correctness.** There exists an algorithm $B$, called a decoder, such that for any input $x \in \{0, 1\}^n$,
  \[ \Pr[B(\hat{f}(x, U_m)) \neq f(x)] \leq \delta. \]

- **ε-privacy.** There exists a randomized simulator algorithm $\text{Sim}$ such that for any $x \in \{0, 1\}^n$,
  \[ \text{SD}(\text{Sim}(f(x)), \hat{f}(x, U_m)) \leq \epsilon. \]

2.2 Witness Encryption

The following definition is taken almost verbatim from [19].

▶ Definition 2. A witness encryption scheme for an NP language $L$ (with corresponding witness relation $R$) consists of the following two polynomial-time algorithms:

- **Encrypt($1^\lambda, x, m$)** takes as input a security parameter $1^\lambda$, an unbounded-length string $x$, and a message $m \in \{0, 1\}$, and outputs a ciphertext $ct$.

- **Decrypt($ct, w$)** takes as input a ciphertext $ct$ and an unbounded-length string $w$, and outputs a message $m$ or the symbol $\perp$.

These algorithms satisfy the following two conditions:

- **Correctness.** For any security parameter $\lambda$, for any $m \in \{0, 1\}$, and for any $x \in L$ such that $R(x, w)$ holds, we have that
  \[ \Pr[\text{Decrypt}(\text{Encrypt}(1^\lambda, x, m), w) = m] = 1. \]

- **Soundness Security.** For any PPT adversary $A$, there exists a negligible function $\text{negl}(\cdot)$ such that for any $x \not\in L$, we have:
  \[ |\Pr[A(\text{Encrypt}(1^\lambda, x, 0)) = 1] - \Pr[A(\text{Encrypt}(1^\lambda, x, 1)) = 1]| < \text{negl}(\lambda). \]

We also consider an “extractable” version of witness encryption, introduced by [23]. In extractable witness encryption, if an adversary that can break semantic security for an instance $x$, an extractor can extract the witness for $x$. Formally, in an extractable witness encryption, the following definition (taken verbatim from [23]) replaces the standard soundness security notion.
- **Extractable Security.** A witness encryption scheme for a language $L \in \text{NP}$ is secure if for all PPT adversary $\mathcal{A}$ and all polynomials $q$, there exists a PPT extractor $\mathcal{E}$ and a polynomial $p(\cdot)$ such that for all auxiliary inputs $z$ and for all $x \in \{0,1\}^*$, the following holds:

$$\Pr[m \leftarrow \{0,1\}; ct \leftarrow \text{WE.Encrypt}(1^\lambda, x, m) : \mathcal{A}(x, ct, z) = b] \geq \frac{1}{2} + \frac{1}{q(|x|)} \implies \Pr[\mathcal{E}(x, z) = w : (x, w) \in R_L] \geq \frac{1}{p(|x|)}.$$

2.3 **Indistinguishability Obfuscation**

**Definition 3 (Indistinguishability Obfuscator [6]).** A uniform PPT machine $iO$ is an indistinguishability obfuscator for a circuit class $\{C_\lambda\}$ if the following conditions are satisfied:

- *(Strong Functionality Preservation)* For all security parameters $\lambda \in \mathbb{N}$, for all $C \in C_\lambda$,

$$\Pr[C' \leftarrow iO(\lambda, C) \left\{ \forall x, C'(x) = C(x) \right\} \geq 1 - \text{negl}(\lambda).$$

- For any non-uniform PPT distinguisher $D$, there exists a negligible function $\alpha$ such that the following holds: for all $\lambda \in \mathbb{N}$, for all pairs of circuits $C_0, C_1 \in C_\lambda$, we have that if $C_0(x) = C_1(x)$ for all inputs $x$ and $|C_0| = |C_1|$ (where $|C|$ denotes the size of a circuit), then

$$|\Pr[D(iO(\lambda, C_0)) = 1] - \Pr[D(iO(\lambda, C_1)) = 1]| \leq \alpha(\lambda).$$

3 **Affine Determinant Programs: Syntax and Definitions**

An affine determinant program (ADP) : $\{0,1\}^n \rightarrow \{0,1\}$ is parameterized by an input length $n$, a width $k$, and a finite field $\mathbb{F}_p$. An ADP is comprised of an affine function $M : \{0,1\}^n \rightarrow \mathbb{F}_p^{k \times k}$ along with an evaluation function $\text{Eval} : \mathbb{F}_p \rightarrow \{0,1\}$. The affine function $M$ is specified by an $(n+1)$-tuple of $k \times k$ matrices $M = (A, B_1, \ldots, B_n)$ over $\mathbb{F}_p$ so that

$$M(x) := A + \sum_{i \in [n]} x_i B_i.$$

On input $x \in \{0,1\}^n$, $\text{ADP}_{M,\text{Eval}}(x)$ is computed as

$$\text{Eval}(\text{det}(M(x))).$$

We will typically use one of the following $\text{Eval}$ functions.

- $\text{Eval}_0(y) = \begin{cases} 1 & \text{if } y = 0 \\ 0 & \text{if } y \neq 0 \end{cases}$
- $\text{Eval}_{\neq 0}(y) = \begin{cases} 1 & \text{if } y \neq 0 \\ 0 & \text{if } y = 0 \end{cases}$
- $\text{Eval}_{\text{parity}}(y) = y \mod 2$. 
3.1 Encoding Functions as ADPs

We will consider a randomized procedure ADP-Encode which takes as input a description \( \langle f \rangle \) of a function \( f : \{0, 1\}^n \rightarrow \{0, 1\} \) and produces \( \text{ADP}_{M, \text{Eval}} \) such that \( \text{ADP}_{M, \text{Eval}} \equiv f \). Formally, the algorithm works as follows.

- **ADP-Encode\((\lambda, \langle f \rangle)\)**: This algorithm takes in a security parameter \( \lambda \) and a canonical description \( \langle f \rangle \) of a function \( f \in \mathcal{F}_n \). It outputs width-\( k \) \( \text{ADP}_{M, \text{Eval}} \) over \( \mathbb{F}_p \) where \( k = \text{poly}(\lambda, |\langle f \rangle|) \) and \( p = 2^{\text{poly}(\lambda)} \).

In this work, \( \text{Eval} \) will be fixed as part of the description of ADP-Encode and will be independent of the particular input \( \langle f \rangle \). We will therefore view ADP-Encode as an algorithm outputting \( M = (A, B_1, \ldots, B_n) \) where \( A, B_1, \ldots, B_n \in \mathbb{F}^{k \times k}_p \).

3.2 One-time Security

We say that ADP-Encode satisfies one-time security if the matrix \( M(x) \) can be simulated given only \( f(x) \).

**Definition 4 (One-time Security).** ADP-Encode is one-time secure for \( \mathcal{F}_n \) if there exists a PPT simulator \( \text{Sim} \) such that for any \( f \in \mathcal{F}_n \) and any \( x \in \{0, 1\}^n \),

\[
M(x) \approx_{s} \text{Sim}(f(x))
\]

where \( M \leftarrow \text{ADP-Encode}(\lambda, \langle f \rangle) \).

We stress that while \( M = (A, B_1, \ldots, B_n) \), the simulator is only required to simulate a single evaluation of \( M(x) = A + \sum_{i \in [n]} x_i B_i \).

**Theorem 5 ([28]).** There exists an algorithm ADP-Encode which satisfies correctness and one-time security for all branching programs.

**Remark 6.** One-time security implies that \( M(x) \) is a randomized encoding [27] of \( f(x) \).

Achieving One-time Security Generically

When the evaluation function is \( \text{Eval}_0 \) or \( \text{Eval}_{\neq 0} \), there is a simple generic transformation that turns any functionality-preserving ADP-Encode procedure into one that additionally satisfies one-time security.

We first import the following lemma from [26].

**Lemma 7 ([26]).** For any fixed \( A \in \mathbb{F}^{k \times k}_q \) and uniformly random invertible \( R, S \leftarrow \mathbb{F}^{k \times k}_q \), the distribution of \( R \cdot A \cdot S \) depends only on \( \text{rank}(A) \).

Let ADP-Encode be an encoding procedure which uses \( \text{Eval}_0 \) or \( \text{Eval}_{\neq 0} \), and outputs

\[
M = (A, B_1, \ldots, B_n) \in (\mathbb{F}^{k \times k}_p)^{n+1}.
\]

**Claim 8 (One-Time Security for Eval\(_0\), Eval\(_{\neq 0}\)).** Suppose ADP-Encode has the property that when \( \text{det}(M(x)) = 0 \), then \( \text{rank}(M(x)) = k' \) for some fixed \( k' < k \). Furthermore, ADP-Encode uses \( \text{Eval}_0 \) or \( \text{Eval}_{\neq 0} \). Let ADP-Encode\(^'\) be an algorithm which runs ADP-Encode, samples uniformly random invertible \( R, S \leftarrow \mathbb{F}^{k \times k}_p \), and outputs

\[
R \cdot M \cdot S := (R \cdot A \cdot S, R \cdot B_1 \cdot S, \ldots, R \cdot B_n \cdot S).
\]

Then ADP-Encode\(^'\) has identical functionality to ADP-Encode, and is additionally one-time secure.
Proof. Identical functionality holds since \( \det(M(x)) = 0 \) implies \( \det(R \cdot M(x) \cdot S) = 0 \), and \( \det(M(x)) \neq 0 \) implies \( \det(R \cdot M(x) \cdot S) \neq 0 \) since \( R, S \) are invertible.

One-time security follows from the fact that given \( f(x) \), \( R \cdot M(x) \cdot S \) can be simulated by either drawing a random matrix of rank \( k' \) or of rank \( k \) (by Lemma 7).

3.3 \( iO \) Security

In contrast to one-time security, \( iO \) security holds even if the adversary is free to evaluate \( M \) on as many inputs \( x \) of its choosing. In particular, we ask that \( M = (A, B_1, \ldots, B_n) \) be an \( iO \) of the input program \( f \).

\textbf{Definition 9.} \( \text{ADP-Encode} \) is \( iO \)-secure for \( \mathcal{F}_n \) if for any two functions \( f_1, f_2 \in \mathcal{F}_n \) such that \( f_1 \equiv f_2 \) and \( |\langle f_1 \rangle| = |\langle f_2 \rangle| \), then

\[ M_1 \approx_{\text{C}} M_2 \]

where \( M_1 \leftarrow \text{ADP-Encode}(1^\lambda, \langle f_1 \rangle) \) and \( M_2 \leftarrow \text{ADP-Encode}(1^\lambda, \langle f_2 \rangle) \).

4 Constructing ADPs

4.1 Obfuscating Simple Functionalities with ADPs

In this section we describe simple ADP-based obfuscations of point functions and conjunctions. These constructions have appeared before in the literature, but we recast them in the language of our ADP framework.

Point Functions

Consider the class of point functions \( \{\mathcal{I}_y\} \) over \( \{0, 1\}^n \), where for any \( x \in \{0, 1\}^n \), \( \mathcal{I}_y(x) \) outputs 1 if and only if \( x = y \), and outputs 0 otherwise. There exists a simple ADP encoding scheme for point functions due to [9] where each ADP matrix is \( 1 \times 1 \) (i.e. a scalar).

On input point \( y \), the ADP encoding of \( \mathcal{I}_y \) is generated as follows. Fix a superpolynomial-size modulus \( p \), draw uniformly random \( b_1, \ldots, b_n \leftarrow \mathbb{Z}_p \), and set

\[ a = - \sum_{i \in [n] : p_i = 1} b_i. \]

The resulting scalar ADP is \( M = (a, b_1, \ldots, b_n) \). To evaluate \( M \) on input \( x \in \{0, 1\}^n \), compute the scalar sum \( M(x) = a + \sum_{i \in [n]} x_i b_i \) and output 1 if and only if the resulting scalar is 0. Correctness holds with high probability on any input since the modulus \( p \) is superpolynomial. Observe that this ADP construction fits into the more general framework of taking a determinant of an affine combination of matrices, since the determinant is simply the identity for \( 1 \times 1 \) matrices.

If the accepting point \( y \) is chosen from a distribution with sufficient entropy, this ADP information-theoretically hides \( y \) (this follows immediately from the Leftover Hash Lemma).

Conjunctions

Point functions can be naturally extended to \textit{conjunctions}, a more expressive class of functionalities that allow for “wildcard” positions (which we denote by \( * \) ) indicating locations where the input bit can be either 0 or 1. Formally, a conjunction \( C_{\text{pat}} \) is parameterized by a pattern string \( \text{pat} \in \{0, 1, *\}^n \). On input \( x \in \{0, 1\}^n \), \( C_{\text{pat}} = 1 \) if and only if \( x \) matches \( \text{pat} \) at all indices \( i \) where \( \text{pat}_i \in \{0, 1\} \). Bartusek et al. [8] give a simple ADP-based obfuscation for conjunctions, which we recall here.
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We now give a simple construction that directly converts any log-depth formula into a

functionally equivalent ADP. In contrast to the point function and conjunction setting, we have been unable to prove that this ADP encoding achieves any meaningful notion of obfuscation security. Nevertheless, this encoding procedure will be useful for one of our candidate witness encryption constructions (see Section 5), as well as to develop general intuition for the ADP framework.
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an OR gate or an AND gate.

Fix a superpolynomial-size prime \( p \). For this ADP construction, evaluation is done by computing the determinant of \( M(x) := A + \sum_{i \in [n]: x_i = 1} B_i \) over \( \mathbb{F}_p \) and accepting if and only if the result is 0.

Throughout this construction, we maintain the invariant that (with overwhelming probability) on an accepting input \( M(x) \) will be rank-deficient by 1, and on a rejecting input \( M(x) \) will be full-rank.

Positive Input Wire: An ADP for the (positive) input wire \( f(x_1, \ldots, x_n) = x_j \) consists of \( n + 1 \) scalars (i.e. a width-1 ADP) \((a, b_1, \ldots, b_n)\) set as follows. Sample a uniformly random \( r \leftarrow \mathbb{F}_p \), and set \( a = -r \) and \( b_j = r \). For all \( i \neq j \), set \( b_i = 0 \).
Negated Input Wire: An ADP for the (negated) input wire \( f(x_1, \ldots, x_n) = \neg x_j \) consists of \( n + 1 \) scalars \((a, b_1, \ldots, b_n)\) set as follows. Sample a uniformly random \( r \leftarrow \mathbb{F}_p \) and set \( b_j = r \). Set \( a = 0 \) and \( b_i = 0 \) for all \( i \neq j \).

For any input \( x \in \{0,1\}^n \), correctness of the input wire ADP constructions holds with high probability over the randomness of \( r \).

The ADP \( M \) that computes the AND of two \( n \)-bit input ADPs \( M_1, M_2 \) with widths \( w_1, w_2 \) respectively is constructed as follows. Define \( k := k_1 + k_2 \). Sample a uniformly random matrix \( R \leftarrow \mathbb{F}_q^{(k-1) \times k} \) and a uniformly random matrix \( S \leftarrow \mathbb{F}_q^{k \times (k-1)} \). Output

\[
M(x) = R \cdot \begin{pmatrix} M_1(x) & 0 \\ 0 & M_2(x) \end{pmatrix} \cdot S.
\]

We briefly sketch correctness of the AND construction.

- (Both input wires accept) If \( \det(M_1(x)) = 0 \) and \( \det(M_2(x)) = 0 \), then

\[
\begin{pmatrix} M_1(x) & 0 \\ 0 & M_2(x) \end{pmatrix}
\]

is a \( k \times k \) matrix which is rank-deficient by 2. Left- and right-multiplying by random matrices \( R \leftarrow \mathbb{F}_q^{(k-1) \times k} \), \( S \leftarrow \mathbb{F}_q^{k \times (k-1)} \) yields \( M(x) \) which is rank deficient by 1 with overwhelming probability.

- (Some input wire rejects) If either of \( \det(M_1(x)) \neq 0 \) or \( \det(M_2(x)) \neq 0 \) holds, then

\[
\begin{pmatrix} M_1(x) & 0 \\ 0 & M_2(x) \end{pmatrix}
\]

is a \( k \times k \) matrix which is rank-deficient by at most 1. Left- and right-multiplying by random matrices \( R \leftarrow \mathbb{F}_q^{(k-1) \times k} \), \( S \leftarrow \mathbb{F}_q^{k \times (k-1)} \) yields \( M(x) \) which is full-rank with overwhelming probability.

An ADP \( M \) which computes the OR of two \( n \)-bit input ADPs \( M_1, M_2 \) with widths \( w_1, w_2 \) respectively can be constructed as follows. Define \( k := k_1 + k_2 \). Sample a uniformly random matrix \( R \leftarrow \mathbb{F}_q^{k \times k} \) and a uniformly random matrix \( S \leftarrow \mathbb{F}_q^{k \times k} \). Sample a uniformly random affine function \( T : \{0,1\}^n \rightarrow \mathbb{F}_q^{k \times k} \). Output

\[
M(x) = R \cdot \begin{pmatrix} M_1(x) & T(x) \\ 0 & M_2(x) \end{pmatrix} \cdot S.
\]

We briefly sketch correctness of the OR construction.

- (Either input wire accepts) If \( \det(M_1(x)) = 0 \) or \( \det(M_2(x)) = 0 \), then

\[
\begin{pmatrix} M_1(x) & T(x) \\ 0 & M_2(x) \end{pmatrix}
\]

is a \( k \times k \) matrix which is rank-deficient by 1; even if both \( \det(M_1(x)) = 0 \) and \( \det(M_2(x)) = 0 \) hold, the random \( T(x) \) will ensure the rank is only deficient by 1 with overwhelming probability. Left- and right-multiplying by random matrices \( R \leftarrow \mathbb{F}_q^{k \times k} \), \( S \leftarrow \mathbb{F}_q^{k \times k} \) yields \( M(x) \) which is still rank deficient by 1 with overwhelming probability.

- (Both input wires reject) If both \( \det(M_1(x)) \neq 0 \) and \( \det(M_2(x)) \neq 0 \) hold, then

\[
\begin{pmatrix} M_1(x) & T(x) \\ 0 & M_2(x) \end{pmatrix}
\]

is a full-rank \( k \times k \) matrix. Left- and right-multiplying by random matrices \( R \leftarrow \mathbb{F}_q^{k \times k} \), \( S \leftarrow \mathbb{F}_q^{k \times k} \) still yields a full-rank \( M(x) \) with overwhelming probability.
4.3 Encoding Branching Programs as ADPs

In this section we describe a way to represent branching programs as ADPs. This representation is implicit in [28] (see also [4]). Different notions of branching programs (e.g., deterministic vs. non-deterministic vs. counting) correspond to different choices of the field and evaluation Eval.

We start by defining the most expressive notion and then specialize it to the weaker notions on which we will rely.

**Definition 10** (Counting Branching Programs [28]). A \( \mathbb{Z} \)-arithmetic branching program computing \( f : \{0,1\}^n \to \mathbb{Z} \) is specified by a directed acyclic graph \( G = (V, E) \) and a labeling \( \phi(\cdot, \cdot) \) where each edge \((u,v)\) is labeled with a literal \( \phi(u,v) = x_i \) or \( \phi(u,v) = \neg x_i \), or the constant 1. Two of the vertices are labeled \( s, t \). Its size is \( |V| - 1 \). Any input \( x \) induces a subgraph \( G_x \) limited to edges consistent with \( x \) (i.e. edges that evaluate to 1 on \( x \)). An accepting path on input \( x \) is a directed \( s \to t \) path in \( G_x \). A \( \mathbb{Z} \)-arithmetic branching program (ABP) computes the function \( f : \{0,1\}^n \to \mathbb{Z} \) such that \( f(x) \) is the number of accepting paths. It computes a boolean function \( f : \{0,1\}^n \to \{0,1\} \) if the number of accepting paths is equal to \( f(x) \in \{0,1\} \).

**Lemma 11** ([28, 4]). Suppose there is a \( \mathbb{Z} \)-arithmetic branching program (ABP) of size \( \ell \) computing a boolean function \( f \). Suppose \( L(x) \) satisfies the following
- \( L(x) \) has \(-1\) along the second diagonal (right below the main diagonal).
- \( L(x) \) is 0 below the second diagonal.
- Each entry of \( L(x) \) is a degree (at most) 1 polynomial in a single input variable \( x_i \).

More precisely, \( L(x) \) is defined as follows. Fix a topological ordering of the vertices in \( V \), and label the columns / rows (from left to right / top to bottom) according to this ordering of vertices. In particular we want \( s \) labeled 1 and \( t \) labeled \( \ell \). We first define a matrix \( A(x) \) of dimension \( \ell \times \ell \). For entry \((i,j)\) of \( A(x) \), write \( \phi(i,j) \) if \((i,j)\) is an edge in \( G \) and 0 otherwise. Note that \( A(x) \) will be 0 on and below the main diagonal. Now consider \( A(x) - I \), and delete its first column and last row to obtain the \((\ell - 1) \times (\ell - 1)\) dimensional matrix \( L(x) \).

Then for all \( x \in \{0,1\}^n \), we have \( \det(L(x)) = f(x) \). (If \( f \) is boolean, we say \( f(x) \) accepts if \( \det(L(x)) \) is non-zero.)

This immediately gives us an ADP for \( \mathbb{Z} \)-arithmetic branching programs. Namely, \( M = L \) and \( \text{Eval} \) is simply the identity function (if \( f \) is boolean). This ADP can also be implemented over a finite field \( \mathbb{F}_p \) if the number of accepting paths is at most \( p - 1 \). Simply compute \( f(x) = \det(L(x)) \mod p \).

**Example**

Suppose we have vertices in the order \( s, v_1, v_2, t \). We can write a point function that accepts on \( x = 010 \) with an edge from \( s \) to \( v_1 \) labeled with \( 1 - x_1 \), an edge from \( v_1 \) to \( v_2 \) labeled with \( x_2 \), and an edge from \( v_2 \) to \( t \) labeled with \( 1 - x_3 \). So the resulting \( A(x) - I \) and \( L(x) \) matrices are

\[
A(x) = \begin{pmatrix}
-1 & 1 - x_1 & 0 & 0 \\
0 & -1 & x_2 & 0 \\
0 & 0 & -1 & 1 - x_3 \\
0 & 0 & 0 & -1
\end{pmatrix},
\]

\[
L(x) = \begin{pmatrix}
1 & 1 - x_1 & 0 & 0 \\
0 & -1 & x_2 & 0 \\
0 & 0 & -1 & 1 - x_3 \\
0 & 0 & 0 & -1
\end{pmatrix}.
\]
Thus the resulting ADP is of the following form:

\[
\begin{pmatrix}
1 - x_1 & 0 & 0 \\
-1 & x_2 & 0 \\
0 & -1 & 1 - x_3
\end{pmatrix}.
\]

Then, as done in [4] and described above, the resulting program can be “re-randomized” by left- and right-multiplying by uniformly random matrices \( R, S \) such that \( \det(R) = \det(S) = 1. \)

\section{Witness Encryption}

\subsection{Definitions}

In this section we will use ADPs to construct witness encryption \([18]\). Since our focus will not be on encoding functions as ADPs, we will ignore the Eval part of our ADP formalism. For the remainder of this section, a width-\( k \) ADP \( M \) over \( \mathbb{F}_p \) will refer to a tuple of \( n+1 \) matrices \((A, B_1, \ldots, B_n)\), where each matrix is in \( \mathbb{F}_p^{k \times k} \). Since we will not have a dedicated Eval function, the evaluation of \( M(\cdot) \) on an input \( x \in \{0,1\}^n \) will refer to the matrix

\[ M(x) := A + \sum_{i \in [n]} x_i B_i. \]

Consider the NP-complete subset sum problem (or more generally, vector subset sum).

\begin{definition}
The VECTOR-SUBSET-SUM language consists of instances \((H, \ell)\) where \( H \in \mathbb{Z}^{d \times n}, \ell \in \mathbb{Z}^d \), such that there exists \( w \in \{0,1\}^n \) satisfying \( H \cdot w = \ell \) (over the integers).
\end{definition}

We refer to \( d \) as the dimension of the instance. When \( d = 1 \), we simply refer to this as \( \text{SUBSET-SUM} \).

\subsection{Vector Subset Sum Encoding}

A dimension \( d = 1 \) instance \((h, \ell)\) can be represented as an ADP of arbitrary \( k \) as follows. Sample a uniformly random matrix \( R \leftarrow \mathbb{F}_p^{k \times k} \) and set \( A = -\ell R \) and \( B_i = h_i R \) for all \( i \in [n] \). This ADP accepts on input \( w \in \{0,1\}^n \) if and only if

\[ \det(A + \sum_{i \in [n]} w_i B_i) = \det((-\ell + \sum_{i \in [n]} w_i h_i) R) = 0. \]

We can generalize this approach to any instance \((H, \ell)\) of dimension \( d \geq 1 \) as follows. We define the procedure \( \text{VSS.Encode} \), which takes an instance \((H, \ell)\) of \( \text{VECTOR-SUBSET-SUM} \) instance and outputs a width-\( k \) ADP over \( \mathbb{F}_p \).

\begin{itemize}
\item \( \text{VSS.Encode}(H \in \mathbb{Z}^{d \times n}, \ell \in \mathbb{Z}^d), p, k) : \) Interpret each entry of \( H \) and \( \ell \) as the corresponding element over \( \mathbb{F}_p \); for correctness we will require \( p > \max_{x \in \{0,1\}^n} \|H \cdot x\|_\infty \). For each \( j \in [d] \), draw uniformly random \( R_j \leftarrow \mathbb{F}_p^{k \times k} \). Set \( A := -\sum_{j \in [d]} \ell_j R_j \) and \( B_i := \sum_{j \in [d]} \ell_{j,i} R_j \) for each \( i \in [n] \). Output

\[ M_{H,\ell} = (A, B_1, \ldots, B_n). \]
\end{itemize}
An Insecure Witness Encryption

Consider the following insecure construction of witness encryption for VECTOR-SUBSET-SUM. To “encrypt” a bit $b$ with respect to an instance $(H, \ell)$:

1. Fix a width $k$ and a prime $p > \max_{x \in \{0,1\}^n} ||[H \cdot x]||_\infty$ such that $p$ is at least super-polynomial in the security parameter.
2. Sample
   $$M_{H,\ell} \leftarrow \text{VSSEncode}((H, \ell), p, k).$$
3. Sample uniformly random $S \leftarrow \mathbb{F}_p^{k \times k}$ and output the ciphertext
   $$M_{H,\ell, b} := M_{H,\ell} + (bS, 0, \ldots, 0).$$

To decrypt a ciphertext of the form $(A, B_1, \ldots, B_n)$ using a witness $w \in \{0,1\}^n$, we compute
$$\det(A + \sum_{i \in [n]} w_i B_i).$$
If this determinant is a non-zero element in $\mathbb{F}_p$, then $b = 1$ and if the result is zero then $b = 0$.

Correctness holds since if $w \in \{0,1\}^n$ is a witness for $(H, \ell) \in \text{VECTOR-SUBSET-SUM}$, then $H \cdot w = \ell$, so
$$A + \sum_{i \in [n]} w_i B_i = bS.$$  

Since $S$ is a random matrix in $\mathbb{F}_p$, where $p$ is super-polynomial in the security parameter, its determinant is nonzero with overwhelming probability.

However, this construction is insecure; given an instance $(H, \ell) \not\in \text{VECTOR-SUBSET-SUM}$, an adversary can potentially find $x \in \mathbb{F}_p^n$ (where $x \not\in \{0,1\}^n$) such that $H \cdot x = \ell$. The same correctness argument used for valid witnesses $w \in \{0,1\}^n$ will also imply that for such an $x \in \mathbb{F}_p^n$, the “encrypted” bit $b$ can be recovered as
$$b = \text{Eval}_{\neq 0}(\det(M_{H,\ell, b}(x))).$$

Preventing Invalid Evaluations

For this approach to have any hope for security, we will need to modify the ciphertext $M_{H,\ell, b}$ so that $\det(M_{H,\ell, b}(x))$ does not leak the value of $b$ on inputs $x \not\in \{0,1\}^n$.

Our approach is to add “noise” to $M_{H,\ell, b}$ which will prevent the adversary from gaining information on non-binary inputs. This noise will take the form of another ADP $M_{\text{noise}}$ which will satisfy the following properties:

- (Zero on binary inputs) For all $x \in \{0,1\}^n$, $\det(M_{\text{noise}}(x)) = 0$.
- (Non-zero on non-binary inputs): For all $x \in \mathbb{F}_p^n \setminus \{0,1\}^n$, $\Pr[\det(M_{\text{noise}}(x)) = 0] = \text{negl}(n)$, where the probability is taken over the randomness used to generate $M_{\text{noise}}$. In the construction, we will simply add $M_{\text{noise}}$ to $M_{H,\ell, b}$, so the “non-zero on non-binary inputs” property will intuitively block the attack described above. We set $M_{\text{noise}}$ to be the result of sampling from an “All-Accept” encoding scheme, defined as follows.

An All-Accept ADP encoding scheme $\text{AllAcc.Gen}$ is a randomized procedure that takes an input length $n$ and field $\mathbb{F}_p$, and outputs $M$ of width $k$ with the following properties:

- (Correctness) For all $x \in \{0,1\}^n$,
  $$\Pr[\det(M(x)) = 0 : \text{AllAcc.Gen}(n, \mathbb{F}_p) \rightarrow (M, k)] = 1.$$
- (Rejection of Invalid Inputs) For all non-binary $x$, i.e. $x \in \mathbb{F}_p^n \setminus \{0,1\}^n$,
  $$\Pr[\det(M(x)) = 0 : \text{AllAcc.Gen}(n, \mathbb{F}_p) \rightarrow (M, k)] = \text{negl}(n).$$
An All-Accept ADP from a Boolean Formula Encoding

A natural attempt to construct such an encoding scheme would be to use the formula encoding scheme described in Section 4.2 to encode any formula that accepts all boolean inputs $x \in \{0, 1\}^n$. Unfortunately, this does not in general guarantee rejection of invalid inputs. However, it turns out that encoding the simple boolean formula

$$f(x_1, \ldots, x_n) = (x_1 \lor \neg x_1) \land \cdots \land (x_n \lor \neg x_n)$$

via the procedure described above does guarantee rejection of invalid inputs. This sampling procedure is equivalent to the concrete procedure given here.

$\text{AllAccGen}^{\text{FORM}}_p(n, \mathbb{F}_p)$:

1. Draw uniformly at random 4 sets of $n$ vectors of dimension $n + 1$:
   $$\{u_i\}_{i \in [n]}, \{v_i\}_{i \in [n]}, \{s_i\}_{i \in [n]}, \{t_i\}_{i \in [n]}$$
   along with $n^2$ scalars $\{c^{(i)}_j\}_{i, j \in [n]}$ over $\mathbb{F}_p$.

2. Let
   $$A = \sum_{i \in [n]} u_i v_i^\top,$$
   $$B_i = -u_i v_i^\top + s_i t_i^\top + \sum_{j \in [n]} c^{(j)}_i u_j t_j^\top,$$
   and output $M = (A, B_1, \ldots, B_n)$.

Correctness and security follow by fixing the field size $p = \omega(\text{poly}(n))$ and rewriting an evaluation on input $x \in \mathbb{F}_p^n$ as follows, setting $k_i := \sum_{j \in [n]} x_j c^{(i)}_j$:

$$A + \sum_{i \in [n]} x_i B_i = \sum_{i \in [n]} \left( (1 - x_i) u_i v_i^\top + x_i s_i t_i^\top + k_i u_i t_i^\top \right)$$

$$= \sum_{i \in [n]: x_i = 0} u_i \left( v_i^\top + k_i t_i^\top \right) + \sum_{i \in [n]: x_i = 1} \left( s_i + k_i u_i \right) t_i^\top$$

$$+ \sum_{i \in [n]: x_i \notin (0, 1)} u_i \left( (1 - x_i) v_i^\top + k_i t_i^\top \right) + x_i s_i t_i^\top.$$

Thus when $x$ is binary, $A + \sum_{i \in [n]} x_i B_i$ can be written as a sum of $n$ rank one matrices (recall the dimension is $n + 1$). Otherwise, it can be written as a sum of at least $n + 1$ rank one matrices which do not share column or row spans (with overwhelming probability over the sampling randomness). Since the field size is $p = \omega(\text{poly}(n))$, the resulting matrix will be full rank except with probability negligible in the input length $n$.

We now describe a slight generalization of the above sampling procedure, which will help with security of the eventual witness encryption candidate. We replace the vectors $u_i, v_i, s_i, t_i$ with matrices $U_i, V_i, S_i, T_i$ of width $q(n)$ (where $q(\cdot)$ is now a parameter for the encoding procedure). In the sampling procedure given above, $q(n)$ is implicitly set to always output 1. In general, the resulting dimension of the output program will be set to $k = nq(n) + 1$. This more general sampling procedure is used in the concrete candidate we give in Section 5.2.
An All-Accept ADP from “Nearly Skew Symmetric” Matrices

To state our next construction of an all-accept ADP, it will be helpful to define a “nearly-skew-symmetric” matrix.

**Definition 13 (Nearly Skew Symmetric Matrices).** A matrix $N \in \mathbb{F}_p^{k \times k}$ is nearly-skew-symmetric (NSS) if $N_{i,j} = -N_{j,i}$ for all $i, j \geq 1$ such that $i \neq j$, and $N_{i,1} + N_{1,i} + N_{i,i} = 0$ for all $i$.

Observe that any nearly-skew-symmetric matrix will have $N_{1,1} = 0$. Furthermore, the bottom-right $(k-1) \times (k-1)$ supmatrix of any NSS matrix is skew-symmetric. Setting $n = k - 1$, note that it is easy to sample a random NSS by choosing uniformly random field elements $a_1, \ldots, a_n, d_1, \ldots, d_n$, as well as a uniformly random width-$n$ skew-symmetric matrix $B$, and outputting

$$
\begin{pmatrix}
0 & 0 & \cdots & 0 \\
0 & -a_1 - d_1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & -a_n - d_n & 0 & \cdots & d_n
\end{pmatrix} + \begin{pmatrix}
0 & a_1 & \cdots & a_n \\
-1 & d_1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
-1 & d_n & 0 & \cdots & d_n
\end{pmatrix}.
$$

The above formulation makes it clear that for any finite field $\mathbb{F}_p$, and matrix width $k$, the set of all NSS matrices lies in a known linear subspace. Let $\text{NSS.Sample}(p, k)$ be the procedure that produces a uniformly random sample from this subspace, i.e. outputs a random nearly-skew-symmetric matrix $N$ of width $k$ over $\mathbb{F}_p$.

We define the following all-accept encoding procedure.

**AllAcc.Gen**$_{\text{NSS}}(n, \mathbb{F}_p)$:

- Let $k = n + 1$, and draw a uniformly random full rank matrix $T \leftarrow \mathbb{F}_p^{k \times k}$.
- For each $i \in [k]$, draw $N_i \leftarrow \text{NSS.Sample}(k)$ and set $C_i = T^{-1} \cdot N_i$.
- Let $A$ be the $k \times k$ matrix obtained by concatenating the first column of each of the $C_i$ matrices, and let $B_i$ be the $k \times k$ matrix obtained by concatenating the $i + 1$st columns of each of the $C_i$ matrices. Output $M = (A, B_1, \ldots, B_n)$.

To show correctness, fix any $x \in \{0, 1\}^n$, and let $x' = [1 \mid x^T]^T$. Denote the $j$th column of a matrix $M$ by $(M)_j$. Then for all $j \in [n + 1]$,

$$
T \cdot (A + \sum_{i \in [n]} x_i B_i)_j = T \cdot C_j \cdot x' = N_j \cdot x'.
$$

Now we claim that for all $j$, $x'^T \cdot N_j \cdot x' = 0$, which implies that $x'^T \cdot T$ is in the kernel of $A + \sum_{i \in [n]} x_i B_i$, and thus that $\det(T(x)) = 0$. In fact, for any NSS matrix $N$, and any vector $x' = [1 \mid x^T]^T$, where $x \in \{0, 1\}^n$, it holds that $x'^T \cdot N \cdot x' = 0$. To see this, treat each entry of $x$ as a distinct formal variable, and expand out the expression as a quadratic polynomial over $x_1, \ldots, x_n$. Since $x$ is binary, we know that $x_i^2 = x_i$. Thus, the coefficient on $x_i$ is equal to $N_{i,i} + N_{i,1} + N_{1,i} = 0$, and the coefficient on $x_i x_j$ for $i \neq j$ is equal to $N_{i,j} + N_{j,i} = 0$, which establishes the claim.

To argue security, we take $n$ to be the security parameter, and fix the field size to be $p = \omega(p \log n)$. Fix any $x \notin \{0, 1\}^n$ and again let $x' = [1 \mid x^T]^T$. We want to bound the probability that there exists some vector $v \neq 0$ such that $v^T \cdot (A + \sum_{i} x_i B_i) = 0$. Setting $w^T = v^T \cdot T^{-1}$, we have that

$$v^T \cdot (A + \sum_{i} x_i B_i) = 0 \iff w^T \cdot N_i \cdot x' = 0 \forall i \in [n+1].$$
We will union bound over all vectors \( \mathbf{w}^T \) to show that there does not exist such a vector with high probability. Note that it suffices to union bound over all \( \mathbf{w}' \) with first entry equal to 0 or 1, for a total of \( 2p^n \) vectors.

First consider the case where \( \mathbf{w}^T = [0 \mid \mathbf{w}^T] \) for some \( \mathbf{w} \in \mathbb{F}_p^n \). Recall that each \( \mathbf{N}_i \) is generated by choosing random values \( a_1, \ldots, a_n, d_1, \ldots, d_n \) and a skew-symmetric \( \mathbf{B} \) and arranging in a matrix as described above. Now treat these values as formal variables, and consider the linear polynomial over these variables induced by the expression \([0 \mid \mathbf{w}^T] \cdot \mathbf{N}_i \cdot [1 \mid \mathbf{x}^T]^T\). We argue that this polynomial must not be identically zero. The coefficient on the variable \( a_i \) is exactly \(-w_i \). Since \( \mathbf{w}' \neq \mathbf{0} \), it must be the case that \( \mathbf{w} \neq \mathbf{0} \), so there must be some \( i \) such that \( w_i \neq 0 \).

Now consider the case where \( \mathbf{w}^T = [1 \mid \mathbf{w}^T] \) for some \( \mathbf{w} \in \mathbb{F}_p^n \). The coefficient on \( a_i \) is exactly \( w_i(x_i - 1) \) and the coefficient on \( d_i \) is exactly \( x_i(w_i - 1) \). But by assumption, there must be some \( i \) such that \( x_i \not\in \{0, 1\} \), implying that the coefficient on either \( a_i \) or \( d_i \) is non-zero. Thus, for each of the \( 2p^n \) vectors \( \mathbf{w}' \) we consider, the probability that \( \mathbf{w}^T \cdot \mathbf{N}_i \cdot \mathbf{x}' = 0 \) is at most \( 1/p \) over the randomness of sampling \( \mathbf{N}_i \). This holds simultaneously for each \( i \in [n+1] \) with probability at most \( 1/p^{n+1} \). So by a union bound, there exists a \( \mathbf{w}' \) orthogonal to each \( \mathbf{N}_i \cdot \mathbf{x}' \) with probability at most \( 2/p = \text{negl}(n) \).

### 5.2 Candidate Witness Encryption Constructions

#### Generic Candidate

Given the above definitions, we can define a general paradigm for constructing witness encryption (encrypting a single bit \( b \)) for \textsc{VECTOR-SUBSET-SUM}. Instantiating the framework with any \textsc{AllAcc.Gen} and \textsc{VSS.Encode} procedures will result in a correct witness encryption.

- \textsc{WE.Enc}(b, (\mathbf{H}, \ell)) : Let \( d \times n \) be the dimension of \( \mathbf{H} \).
  1. Choose a prime \( p > \max_{x \in \{0, 1\}^n} ||\mathbf{H} \cdot \mathbf{x}||_\infty \). Additionally we require \( p = \omega(\text{poly}(n)) \).
  2. Sample \( (\mathcal{M}_\text{AA}, k) \leftarrow \text{AllAcc.Gen}(n, \mathbb{F}_p) \).
  3. Sample \( \mathcal{M}_{\mathbf{H}, \ell} \leftarrow \text{VSS.Encode}((\mathbf{H}, \ell), \mathbb{F}_p, k) \).
  4. Sample \( \mathbf{S} \leftarrow \mathbb{F}_p^{k \times k} \).
  5. Output \( \mathcal{M}_\text{AA} + \mathcal{M}_{\mathbf{H}, \ell} + (b \mathbf{S}, 0, \ldots, 0) \).

- \textsc{WE.Dec}(\mathcal{M}, \mathbf{w}) : output \text{Eval}_b(\det(\mathcal{M}(\mathbf{w}))) \).

#### Concrete Candidate

We now give a simple, self-contained instantiation of the general witness encryption framework described above.

This candidate will be a witness encryption for \textsc{SUBSET-SUM}, with instances \((\mathbf{h} \in \mathbb{Z}^n, \ell \in \mathbb{Z})\). Given an instance \((\mathbf{h} \in \mathbb{Z}^n, \ell \in \mathbb{Z})\), define the instance \((\mathbf{H} \in \mathbb{Z}^{(n+1)\times 2n}, \ell \in \mathbb{Z}^{n+1})\) of \textsc{VECTOR-SUBSET-SUM} where

\[
\mathbf{H} := \begin{pmatrix}
    h_1 & h_2 & \cdots & h_n & 0 & 0 & \cdots & 0 \\
    1 & 0 & \cdots & 0 & 1 & 0 & \cdots & 0 \\
    0 & 1 & \cdots & 0 & 0 & 1 & \cdots & 0 \\
    \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & \cdots & 1 & 0 & 0 & \cdots & 1
\end{pmatrix}, \ell := \begin{pmatrix}
    \ell \\
    1 \\
    1 \\
    \vdots \\
    1
\end{pmatrix}.
\]

As discussed in Section 7, this transformation will help with security. In particular, an instance \((h_1, \ldots, h_n, \ell) \not\in \textsc{SUBSET-SUM}\) could potentially have many \(h_i = 0\), so encoding without the above transformation will leak many \( \mathbf{B}_i \) of the all-accept encoding in the clear.
The following instantiation combines the VSS.Encode scheme described above with the all-accept encoding AllAcc.Gen\textsuperscript{FORM}, with parameter $q(n) = n^\epsilon$ for some constant $\epsilon > 0$. As discussed in Section 7.1, setting $q(\cdot)$ to be a super-constant function of $n$ will help defend against MQ-style attack strategies. Note that the encryption scheme below takes as input a one-dimensional SUBSET-SUM instance and first follows the above conversion to a VECTOR-SUBSET-SUM instance. Then, it encrypts under this VECTOR-SUBSET-SUM instance following the generic paradigm above.

\begin{align*}
\text{WE.Enc}(b, ((h_1, \ldots, h_n), \ell)). & \quad \text{Choose } p > \max_{x \in \{0,1\}^n} |\sum_i x_i h_i| \text{ such that } p = \omega(\text{poly}(n)), \\
1. & \quad \text{For each } i \in [2n], \text{ draw } 4 \text{ uniformly random matrices } U_i, V_i, S_i, T_i \leftarrow \mathbb{F}_p^{(2n^{1+\epsilon}+1) \times n^\epsilon}. \\
2. & \quad \text{For each } i, j \in [2n], \text{ draw a uniformly random scalar } c^{(i)}_j \leftarrow \mathbb{F}_p. \\
3. & \quad \text{Draw } 2n \text{ uniformly random matrices } R_0, R_1, \ldots, R_n, S \leftarrow \mathbb{F}_p^{(2n^{1+\epsilon}+1) \times (2n^{1+\epsilon}+1)}. \\
4. & \quad \text{Define } A := \sum_{i \in [2n]} U_i V_i^\top - \ell R_0 - \sum_{i \in [n]} R_i + bS. \\
\text{For } \ell \in [n], \text{ define } & \quad B_\ell := -U_\ell V_\ell^\top + V_\ell T_\ell^\top + \sum_{j \in [2n]} c^{(j)}_\ell U_j T_j^\top + h_\ell R_0 + R_\ell. \\
\text{For } \ell \in \{n+1, \ldots, 2n\}, \text{ define } & \quad B_\ell := -U_\ell V_\ell^\top + S_\ell T_\ell^\top + \sum_{j \in [2n]} c^{(j)}_\ell U_j T_j^\top + R_\ell. \\
5. & \quad \text{Finally, output } M = (A, B_1, \ldots, B_{2n}). \\
\text{WE.Dec}(M, w). & \quad \text{Let } \widehat{w} \text{ be such that each } \widehat{w}_i = 1 - w_i. \text{ Output } \text{Eval}_{\rho_0}(\text{det}(M([w | \widehat{w}])))].
\end{align*}

**6 Applications of ADP-Based Witness Encryption**

**6.1 Public-Key Encryption with Short Public Keys**

In this section, we show how to use our witness encryption candidate to construct a public key encryption scheme with extremely short public keys and with fast key generation.
6.1.1 A Generic Framework

We recall from [19] the generic construction of public-key encryption from a witness encryption scheme WE and any pseudo-random generator \( g : \{0, 1\}^\lambda \rightarrow \{0, 1\}^{n(\lambda)} \).

- \( \text{PKE.Gen}(1^\lambda) \). Sample a uniformly random \( \sk \leftarrow \{0, 1\}^\lambda \), and set \( \pk = g(\sk) \). Output \( (\pk, \sk) \).
- \( \text{PKE.Encrypt}(\pk, m \in \{0, 1\}) \). Define the boolean circuit \( C[\cdot, \pk](\cdot) \), which on input \( x \in \{0, 1\}^\lambda \), outputs 1 if and only if \( g(x) = \pk \). Interpreting \( C[\cdot, \pk](\cdot) \) as an instance of CIRCUIT-SAT, apply a deterministic reduction from CIRCUIT-SAT to SUBSET-SUM and obtain an instance \( (\text{h}, \ell) \). Output \( c \leftarrow \text{WE.Enc}(1^\lambda, (\text{h}, \ell), m) \).
- \( \text{PKE.Decrypt}(\sk, (\text{h}, \ell), c) \). Run the reduction from CIRCUIT-SAT to SUBSET-SUM to transform the witness \( \sk \) for \( C[\cdot, \pk](\cdot) \) to a subset-sum witness \( \text{w} \) for \( (\text{h}, \ell) \). Return \( m \leftarrow \text{WE.Dec}(c, \text{w}) \).

\( \triangleright \) Remark 14. The choice of \( g \) is fixed in the specification of the public-key encryption scheme and is not included in \( \pk \). Notice that \( 1^\lambda \) is an input to \( \text{WE.Enc} \) since there is no set-up/gen algorithm in witness encryption, but it is not an explicit input to \( \text{PKE.Encrypt} \); however, it can be easily obtained by inspecting the length of \( \pk \).

The following claim captures the fact that security of this construction can be proved assuming either the standard security notion for witness encryption [19], or the stronger extractable security notion given by [23]; in the latter case the requirement on \( g \) can be weakened to one-wayness.

\( \triangleright \) Claim 15 (Security of Witness-Encryption-based PKE). The above public-key encryption scheme satisfies CPA-security if

- \( \text{WE} \) is secure under the standard [19] security notion for witness encryption, and \( g : \{0, 1\}^\lambda \rightarrow \{0, 1\}^{n(\lambda)} \) is a pseudo-random generator with \( n(\lambda) \geq 2\lambda \) OR
- \( \text{WE} \) is secure under the stronger [23] security notion for extractable witness encryption, and \( g : \{0, 1\}^\lambda \rightarrow \{0, 1\}^{n(\lambda)} \) is a one-way function.

Proof. In the case where we use the standard [19] security notion for witness encryption, an encryption with respect to \( \pk \) which is not generated as the output of \( g \) computationally hides the encrypted message. Therefore, an adversary that can distinguish encryptions of 0 and 1 also distinguishes between outputs of \( g \) and uniformly random strings, breaking the pseudorandomness of \( g \).

If we rely on the [23] extractable security notion, then an adversary which can distinguish encryptions of 0 and 1 implies the existence of an extractor which outputs a witness that \( \pk \) is in the image of \( g \); this breaks the one-wayness of \( g \).

6.1.2 A Concrete Instantiation from Goldreich’s PRG

For an arbitrary one-way function, the CIRCUIT-SAT to SUBSET-SUM reduction may be costly. Thus, we give a concrete instantiation of the above approach using Goldreich’s PRG [22, 3] in place of \( g \), along with a custom reduction to VECTOR-SUBSET-SUM. We first recall the construction of Goldreich’s PRG.

\( \triangleright \) Definition 16 (Goldreich’s PRG with locality \( k \)). Fix a boolean predicate \( P : \{0, 1\}^k \rightarrow \{0, 1\} \), and a list \( S_1, \ldots, S_m \in [n]^k \) of \( k \)-tuples of indices. Write \( S_i \) as \( (i_1, \ldots, i_k) \). On input \( x \in \{0, 1\}^n \), the \( j \)th bit of the output is set to \( P(x_{i_1}, \ldots, x_{i_k}) \).
For this work, we will exclusively focus on the locality $k = 5$ setting with the TSA ("Tri-Sum-And") predicate, defined as

$$\text{TSA}(x_1, x_2, x_3, x_4, x_5) = x_1 + x_2 + x_3 + x_4 x_5 \mod 2.$$  

Hereinafter, "Goldreich’s PRG" will refer to the instantiation with the TSA predicate. For a list $S = (S_1, \ldots, S_m)$ where each $S_i \in [n]^5$, let $g_S : \{0, 1\}^n \rightarrow \{0, 1\}^m$ be Goldreich’s PRG instantiated with the TSA predicate, parameterized by index sets $S_1, \ldots, S_m$.

- **Definition 17.** The GOLDBREICH language consists of instances $(n, y, (S_1, \ldots, S_m))$ such that each $S_i \in [n]^5$, and $y$ is in the image of $g_S$ where $S = (S_1, \ldots, S_m)$.

- **Lemma 18 (GOLDBREICH to VECTOR-SUBSET-SUM).** There is a Karp reduction which takes $(n, y, (S_1, \ldots, S_m))$ in GOLDBREICH and outputs $(\mathbf{H}, \ell)$ in VECTOR-SUBSET-SUM, where $\mathbf{H} \in \mathbb{Z}^{m \times (n+2m)}$ and $\ell \in \mathbb{Z}^m$.

**Proof.** Given a list $S = (S_1, \ldots, S_m)$ with corresponding Goldreich PRG $g_S : \{0, 1\}^n \rightarrow \{0, 1\}^m$, along with a string $y \in \{0, 1\}^m$, we construct an instance $(\mathbf{H}, \ell)$ where $\mathbf{H} \in \mathbb{Z}^{m \times (n+2m)}$ and $\ell \in \mathbb{Z}^m$ such that there exists $\mathbf{x} \in \{0, 1\}^{n+2m}$ satisfying $\mathbf{H} \cdot \mathbf{x} = \ell$ if and only if there exists $\mathbf{x} \in \{0, 1\}^{n+2m}$ satisfying $G_S(\mathbf{x}) = y$.

We define $n + 2m$ variables by allocating 1 variable for each input position $j \in [n]$, and $2$ variables $a_i, b_i$ for each output position $i \in [m]$. We generate $m$ equations as follows. For each $i \in [m]$, write $S_i = (i_1, i_2, i_3, i_4, i_5)$ and consider the pair $(S_i, y_i)$.

- If $y_i = 0$, the associated equation is
  $$2x_{i_1} + 2x_{i_2} + 2x_{i_3} - x_{i_4} - x_{i_5} - 4a_i + b_i = 0.$$  

- If $y_i = 1$, the associated equation is
  $$2x_{i_1} + 2x_{i_2} + 2x_{i_3} + x_{i_4} + x_{i_5} - 4a_i - b_i = 2.$$  

Since each equation is a linear equation over $n + 2m$ variables, writing the coefficients of each of the $m$ equations as a matrix yields the matrix $\mathbf{H} \in \mathbb{Z}^{m \times (n+2m)}$. Correspondingly, $\ell \in \mathbb{Z}^m$ is specified by the right-hand-side values of the $m$ equations.

We can extend a pre-image $\mathbf{x} \in \{0, 1\}^n$ into a vector $\mathbf{w} \in \{0, 1\}^{n+2m}$ satisfying $\mathbf{H} \cdot \mathbf{w} = \ell$ as follows. For each $i \in [m]$:

- If $y_i = 0$, set $a_i = 1$ if and only if $x_{i_1} + x_{i_2} + x_{i_3} \geq 2$.
- If $y_i = 1$, set $a_i = 1$ if and only if $x_{i_1} + x_{i_2} + x_{i_3} + x_{i_4} x_{i_5} \geq 3$.
- Regardless of $y_i$, set $b_i = 1$ if and only if $x_{i_4} + x_{i_5} = 1$.

It can be verified that if any constraint $i$ is not satisfied, then there is no $\{0, 1\}$ setting of the $a_i, b_i$ variables that can result in a satisfying VECTOR-SUBSET-SUM witness.

### 6.1.3 Optimizations and Parameter Size Estimates

In this section, we describe an extension of the above witness encryption candidate for one-bit messages that allows for encoding an $h$-bit message in a single ADP. We will make use of the NSS based all-accept, and will first generalize the AllAcc.Gen$^{\text{NSS}}$ algorithm to output wide rectangular matrices of dimension $k \times (k + r)$. We include the parameter $r$ in the input to the sampling procedure, noting that the procedure given before implicitly set $r = 0$. 

---

**ITCS 2020**
AllAcc.Gen^{NSS}(n, r, \mathbb{F}_p) :
- Let \( k = n + 1 \), and draw a uniformly random full rank matrix \( \mathbf{T} \leftarrow \mathbb{F}_p^{k \times k} \).
- For each \( i \in [k + r] \), draw \( \mathbf{N}_i \leftarrow \text{NSS.Sample}(k) \) and set \( \mathbf{C}_i = \mathbf{T}^{-1} \cdot \mathbf{N}_i \).
- Let \( \mathbf{A} \) be the \( k \times (k + r) \) matrix obtained by concatenating the first column of each of the \( \mathbf{C}_i \) matrices, and let \( \mathbf{B}_i \) be the \( k \times (k + r) \) matrix obtained by concatenating the \( i + 1 \)st column of each of the \( \mathbf{C}_i \) matrices. Output \( \mathbf{M} = (\mathbf{A}, \mathbf{B}_1, \ldots, \mathbf{B}_n) \).

It is also straightforward to generalize the VSS.Encode procedure to take in an additional input \( r \) and produce an ADP with matrices of width \( k \times (k + r) \). Simply draw the random \( \mathbf{R}_i \) matrices over \( \mathbb{F}_p^{k \times (k + r)} \).

The optimized witness encryption algorithm will additionally take as input a parameter \( \lambda \) which determines the correctness of the encryption, and the input message will now be \( \mathbf{m} \in \{0, 1\}^h \). It operates as follows.

\[ \text{WE.Enc}(\lambda, \mathbf{m}, (\mathbf{H}, \ell)) : \] Let \( d \times n \) be the dimension of \( \mathbf{H} \), and \( h \) be the bit length of \( \mathbf{m} \).
1. Choose a prime \( p > \max_{x \in \{0,1\}^n} ||\mathbf{H} \cdot \mathbf{x}||_\infty \).
2. Set \( t = \lceil h / \log(p) \rceil \) and \( r = \lambda + t \).
3. Sample \( (\mathbf{M}_{\lambda}, k) \leftarrow \text{AllAcc.Gen}^{NSS}(n, r, \mathbb{F}_p) \).
4. Sample \( \mathbf{M}_{H, \ell} \leftarrow \text{VSS.Encode}((\mathbf{H}, \ell), \mathbb{F}_p, k, r) \).
5. Encode \( \mathbf{m} \in \{0, 1\}^h \) as a vector \( \hat{\mathbf{m}} \in \mathbb{F}_p^t \). Let \( \mathbf{X}_{\hat{m}} \) be the matrix of dimension \( k \times (k + r) \) whose only non-zero entries consist of the vector \( \hat{\mathbf{m}} \), placed in the last \( t \) positions of the first row.
6. Output \( \mathbf{M}_{\lambda} + \mathbf{M}_{H, \ell} + \mathbf{X}_{\hat{m}} \).

\[ \text{WE.Dec} (\mathbf{M}, \mathbf{w}) : \] Compute \( \mathbf{A}_w = \mathbf{A} + \sum_{i} w_i \mathbf{B}_i \). If the first \( k + \lambda \) columns of \( \mathbf{A}_w \) do not form a matrix of rank exactly \( k - 1 \), abort. Otherwise, find a rank \( k - 1 \) submatrix \( \mathbf{A}'_w \) of dimension \( k \times (k - 1) \) among the first \( k + \lambda \) columns of \( \mathbf{A}_w \). Let \( \mathbf{X} \) be the matrix of all zeros except for a formal variable \( x \) in the top right corner. Now, for each \( i \in [t] \), let \( \hat{m}_i \) be the solution to the linear equation \( \det([\mathbf{A}'_w \mid (\mathbf{A}_w)_{k+\lambda+1}] - \mathbf{X}) = 0 \) over the variable \( x \). Assemble the \( \hat{m}_i \) into a vector \( \hat{\mathbf{m}} \in \mathbb{F}_p^t \) and recover the message \( \mathbf{m} \in \{0, 1\}^h \).

To argue correctness of decryption on input a valid witness \( \mathbf{w} \), first note that since \( \mathbf{A}'_w \) has full rank \( k - 1 \), each equation \( \det([\mathbf{A}'_w \mid (\mathbf{A}_w)_{k+\lambda+1}] - \mathbf{X}) = 0 \) will be linear with a non-zero coefficient on variable \( x \). Hence, each element of \( \hat{\mathbf{m}} \) can easily be recovered. It is left to argue that the decryption function aborts with negligible probability. Let \( \overline{\mathbf{A}}_w \) be the first \( k + \lambda \) columns of \( \mathbf{A}_w \). We claim that the rank of \( \overline{\mathbf{A}}_w \) is \( k - 1 \), except with negligible probability. We know it is not full rank, since by the properties of the NSS all-accept scheme, the vector \( [1 \mid \mathbf{w}] \cdot \mathbf{T} \) must be in its left kernel. Similar to the proof of security of the original NSS all accept, we can union bound over all other possible vectors, concluding that \( \overline{\mathbf{A}}_w \) is rank deficient by at least 2 with probability at most \( 1/p^\lambda \), which is negligible in \( \lambda \), even for constant size fields.

Now we estimate the ciphertext size of the public key encryption scheme that results from combining the optimized witness encryption scheme with our reduction from GOLDREICH to VECTOR-SUBSET-SUM. We will set \( \lambda = 80 \) to be the security and correctness parameter. Note that for any public key encryption scheme, it suffices to encrypt a security parameter number of bits and then appeal to key encapsulation to encrypt arbitrarily long messages. We set \( p = 11 \) to be the smallest prime satisfying \( p > \max_{x \in \{0,1\}^n} ||\mathbf{H} \cdot \mathbf{x}||_\infty \) for \( \mathbf{H} \) output by the reduction from GOLDREICH.
We will make use of Goldreich’s PRG\(^3\) with input length \(n = 300\) and output length \(m = 300\) [15]. Plugging in these parameters, the optimized witness encryption will output \(n + 2m = 900\) matrices of dimension \(900 \times 1007\) over the field of size 11. Assuming 4 bits per field element, this comes to a ciphertext of size about 400 MB. Again, the public key size will be extremely small: 300 bits. Perhaps even more impressively, the key generation can be done by a Boolean circuit with 300 AND gates and 900 XOR gates. This can be useful for fast distributed generation of keys via secure multiparty computation. We are not aware of any other (practically feasible) public-key encryption schemes whose key generation is nearly as efficient.

7 Cryptanalysis of the Witness Encryption Candidate

Recall that in our generic witness encryption framework of Section 5, we encrypt a bit \(b\) with respect to an instance \((h, \ell)\) by sampling the following 3 ADPs.

- An instance-encoding ADP
  \[
  M_{h, \ell} = (A^{(h, \ell)}, B_1^{(h, \ell)}, \ldots, B_n^{(h, \ell)}).
  \]

- A bit-encoding ADP
  \[
  M_b = (bS, 0, \ldots, 0).
  \]

- An all-accept ADP
  \[
  M_{AA} = (A^{(AA)}, B_1^{(AA)}, \ldots, B_n^{(AA)}) \leftarrow \text{AllAcc.Gen}(n, \mathbb{F}_p).
  \]

The ciphertext is the ADP
\[
M_{h, \ell} + M_b + M_{AA} = (A^{(h, \ell)} + bS + A^{(AA)}, B_1^{(h, \ell)} + B_1^{(AA)}, \ldots, B_n^{(h, \ell)} + B_n^{(AA)}).
\]

A described in Section 5, \(M_{h, \ell} + M_b\) on its own would be insufficient for security, since given any vector \(w \in \mathbb{F}_p^n\) such that \(h \cdot w = \ell\), it is possible to recover \(b\). For security, recovering \(b\) should only be possible when the vector \(w\) additionally satisfies \(w \in \{0, 1\}^n\).

We therefore include the “all-accept” ADP \(M_{AA}\) such that for any \(x \not\in \{0, 1\}^n\), \(\text{det}(M_{AA}(x)) \neq 0\) with overwhelming probability, and for any \(x \in \{0, 1\}^n\), \(\text{det}(M_{AA}(x)) = 0\). We note that both \(M_{h, \ell} + M_b\) and \(M_{AA}\) on their own are “insecure” in the sense that we can show randomness recovery attacks on the procedures used to sample them. However, security relies on the idea that adding these ADPs to each other may block such attacks.

First, we show how to mount a randomness recovery attack on \(M_{AA}\). On its own, this will not constitute an attack on the witness encryption ciphertext. However, we will show that this attack strategy can be extended to a full attack on a simplified version of our concrete witness encryption candidate, without the additional safeguards.

Indeed, to obtain secure witness encryption for VECTOR-SUBSET-SUM, we need semantic security of ciphertexts to hold for any instance \((h, \ell)\) that is not in the language. A toy NO instance to consider is
\[
h = (0, \ldots, 0, 1), \ell = 2.
\]

\(^3\) This function is conjectured to be one-way when the output length is equal to the input length. Here we use it as a one-way function, which by Claim 15 suffices if our WE candidate is extractable. The latter assumption is only sufficient but not necessary; in fact, the security of this PKE candidate is a relatively clean and falsifiable assumption that can serve as a good target for cryptanalysis.
Intuitively, such an instance is particularly vulnerable since the resulting $M_h, \ell + M_b + M_{AA}$ will give out all but 2 of the matrices of $M_{AA}$ in the clear.

Attacks on this instance motivate the concrete candidate given in Section 5, in which we first encode the instance $(h, \ell)$ into a VECTOR-SUBSET-SUM instance $(H, \ell)$ where $H$ consists of many linearly independent rows.

### 7.1 Formula-Based All-Accept

We will consider two attacks on the $\text{AllAcc}^\text{FORM}$ sampling procedure, where the width of each $u_i, v_i, s_i, t_i$ is set to 1. The second attack in particular will motivate the need to consider a more general width parameter $q(\cdot)$.

#### 7.1.1 Correlated Span Attack

We first show a polynomial-time algorithm that given $M = (A, B_1, \ldots, B_n) \leftarrow \text{AllAcc.Gen}(n, p)$, recovers all $4n$ vectors $\{u_i, v_i, s_i, t_i\}_{i \in [n]}$ up to scalings. The high-level intuition for the attack is that for any $x \in \{0, 1\}^n$, the matrix $A + \sum_i x_i B_i$ is rank-deficient. Moreover, if we look at the kernel of this matrix for many different choices of $x \in \{0, 1\}^n$, correlations between these kernels will allow us to recover the original randomness used to sample $(A, B_1, \ldots, B_n)$. We refer to this as a correlated span attack.

More precisely, the algorithm proceeds in the following steps.

1. Observe that $A$ is rank deficient by 1. Thus, we can find vectors $\alpha$ and $\beta$ such that $A \cdot \alpha = 0$ and $\beta^\top \cdot A = 0$.
2. Observe that with high probability $\alpha \perp v_i$ for all $i \in [n]$. Similarly, $\beta \perp u_i$ for all $i \in [n]$.
3. Now to recover $t_i$ up to a scalar, compute $\beta^\top \cdot B_i$. Since $\beta$ is perpendicular to $u_i$ for all $i \in [n]$, $\beta^\top \cdot B_i = (\beta^\top \cdot s_i) \cdot t_i$.
4. Now find a vector $\gamma$ that is perpendicular to $t_i$ for $i \in [n]$. Then, one can compute $B_i \cdot \gamma$ to find a vector that is a scalar multiple of $u_i$. Continuing this way, one can recover all vectors $u_i, v_i, s_i, t_i$ for $i \in [n]$ up to scalar multiples.

Note that this attack crucially relies on access to the rank deficient matrix $A + \sum_i x_i B_i$ for various choices of $x \in \{0, 1\}^n$. In the witness encryption candidate, it appears difficult to recover such a matrix when the instance is not in the language SUBSET-SUM, which is crucial for security.

#### 7.1.2 Linearization Attack

Next we discuss linearization-style attacks [29, 14]. At a high level, a linearization attack first models the problem to be solved as a system of non-linear equations. Then, it attempts to find certain structures within the equations that enable solving them with just linear algebra. Generally, one derives new variables and re-expresses the system as a larger system of linear equations. Note that in general, systems of quadratic equations are difficult to solve. However, certain systems may be vulnerable to this style of attack.

For concreteness, we give a particular witness encryption instance that we are interested in attacking. We describe the output of encrypting a bit $b$ under the SUBSET-SUM NO instance $(h, \ell) = ((0, \ldots, 0, 1), 2)$, without first applying the transformation to VECTOR-SUBSET-SUM instance $(H, \ell)$. 
WE.\text{Enc}(b, ((0, \ldots, 0, 1), 2)). Fix a large enough field $\mathbb{F}_p$ and draw at random 4 sets of $n$ vectors of dimension $n+1$: $\{u_i\}_{i \in [n]}, \{v_i\}_{i \in [n]}, \{s_i\}_{i \in [n]}, \{t_i\}_{i \in [n]}$, along with $n^2$ scalars $\{c^{(i)}_j\}_{i,j \in [n]}$ over $\mathbb{F}_p$. Also draw uniformly random matrices $R, S \in \mathbb{F}_p^{(n+1) \times (n+1)}$. Let

$$A = \sum_{i \in [n]} u_i v_i^\top - 2R + bS,$$

$$B_1 = -u_1 v_1^\top + s_1 t_1^\top + \sum_{j \in [n]} c^{(j)}_1 u_j t_j^\top,$$

$$\vdots$$

$$B_{n-1} = -u_{n-1} v_{n-1}^\top + s_{n-1} t_{n-1}^\top + \sum_{j \in [n]} c^{(j)}_{n-1} u_j t_j^\top,$$

$$B_n = -u_n v_n^\top + s_n t_n^\top + \sum_{j \in [n]} c^{(j)}_n u_j t_j^\top + R.$$

Output

$$M = (A, B_1, \ldots, B_n).$$

First, observe that $A$ and $B_n$ are masked by $R$, so we will attempt to extract information only from $B_1, \ldots, B_{n-1}$. Our goal is to recover vectors $(u_1, \ldots, u_n, s_1)$. In the end, we will be left with $\Omega(n^6)$ equations of degree 3 over the the $O(n^2)$ variables that constitute these vectors. As discussed at the end of the section, these asymptotics fall in the range where successful linearization attacks may be mounted. Thus, we view this as evidence that the above simplified scheme requires the safeguards described in Section 5.2.

The idea can now be described as follows.

1. Compute $M_i = B_i \cdot B_i^{-1}$ for $i \in \{2, \ldots, n-1\}$. Denote matrix $P = \begin{pmatrix} u_1, \ldots, u_n, s_1 \end{pmatrix}$ and $Q = \begin{pmatrix} t_1, \ldots, t_n, -v_1 \end{pmatrix}^\top$. In this notation, $B_1$ can be written as $P \cdot D_1 \cdot Q$ where $D_1 \in \mathbb{F}_p^{(n+1) \times (n+1)}$ is:

$$D_1 = \begin{bmatrix} c^{(1)}_1 & 0 & \cdots & 0 & 1 \\ 0 & c^{(2)}_1 & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & c^{(n)}_1 & 0 \\ 1 & 0 & \cdots & 0 & 0 \end{bmatrix}$$

2. Now for $i \in \{2, \ldots, n-1\}$, $B_i$ can be expressed as $P \cdot D_i \cdot Q + \text{LowRank}_i$. Here, $D_i$ is described below, and $\text{LowRank}_i$ is a matrix with rank at most 2.

$$D_i = \begin{bmatrix} c^{(1)}_i & 0 & \cdots & 0 & 0 \\ 0 & c^{(2)}_i & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & c^{(n)}_i & 0 \\ 0 & 0 & \cdots & 0 & 0 \end{bmatrix}$$
3. Calculate $D'_i := D_i^{-1} \cdot D_i$ as

$$
D'_i = \begin{bmatrix}
0 & 0 & \cdots & 0 & 0 \\
0 & (c_i^{(2)})^{-1} & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & (c_i^{(n)})^{-1} & 0 \\
0 & 0 & \cdots & 0 & 0
\end{bmatrix}
$$

4. Now, define $M_i := B_i^{-1} \cdot B_i$. Note that the attacker can compute all $M_i$ for $i \in \{2, \ldots, n-1\}$ in the clear. Observe that

$$
Q \cdot M_i = Q \cdot B_i^{-1} \cdot B_i = Q \cdot Q^{-1} \cdot D'_i \cdot Q + Q \cdot \text{LowRank}_i = D'_i \cdot Q + \text{LowRank}'_i,
$$

where $\text{LowRank}'_i$ is a matrix of rank at most 2.

5. Defining $Q'_i := D'_i \cdot Q$, we have that $Q \cdot M_i - Q'_i$ has rank at most 2. Then, for any $i$, letting $Q$ and $Q'_i$ be matrices of formal variables, the attacker can set up $O(n^6)$ degree 2 equations over $2n^2$ variables. These arise by setting the determinant of each of the $O(n^6)$ submatrices of size $3 \times 3$ in $Q \cdot M_i - Q'_i$ equal to zero.

We also have more equations that arise from the fact that $Q'_i$ has the following structure:

$$
Q'_i = \begin{bmatrix}
0 & (c_i^{(2)})^{-1}c_i^{(2)}Q_{2,1} & \cdots & 0 \\
(c_i^{(2)})^{-1}c_i^{(2)}Q_{2,1} & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
(c_i^{(n)})^{-1}c_i^{(n)}Q_{n,1} & (c_i^{(n)})^{-1}c_i^{(n)}Q_{n,2} & \cdots & 0 \\
0 & 0 & \cdots & (c_i^{(n)})^{-1}c_i^{(n)}Q_{n,n+1}
\end{bmatrix}
$$

Thus, for every $i_1, i_2 \in \{2, \ldots, n-1\}$ and $j_1, j_2 \in \{n+1\}$, $Q'_{i_1} \cdot Q_{j_1,j_2} = Q'_{i_2} \cdot Q_{j_1,j_2}$. Similarly, one can set up new equations for every $i \in [n]$. We can further impose that $\sum_i Q_{i,i} = 1$ to ensure non-triviality.

6. It is not immediately clear that there are enough linearly independent equations to mount an attack. As long as we have a unique solution, Kipnis and Shamir [29] suggest that (heuristically) it should be possible to solve for $Q$ and $D'_i$ (up to scaling factors). This argument can be generalized to any constant degree $d$. For a degree 3 system with $n^2$ variables, we need $0.1 \cdot n^6$ equations. A rudimentary counting argument suggests that if $B_i$ are random, such a solution should not exist. We leave a more refined analysis of this attack to future work.

This attack suggests that we should set parameters so that $\text{LowRank}$ matrices have a super-constant rank, or alternatively, that we do not allow the attacker to see many $B_i$ matrices in the clear. The construction in Section 5.2 incorporates safeguards that address both, generalizing the width of the $u, v, s, t$ vectors via the parameter $q(\cdot)$, and encoding $\text{SUBSET-SUM}$ instances into $\text{VECTOR-SUBSET-SUM}$ instances with many linearly independent vectors.

---

4 More specifically, for a degree-2 system of equation over $n$ variables, roughly $0.1 \cdot n^2$ linearly independent quadratic equations suffice to recover an over-determined solution in polynomial time [29, 35].
7.2 NSS-Based All-Accept

One potential advantage that the NSS-based construction has over the formula-based construction is in the amount of randomness used to generate a sample. For dimension $n$, the formula-based sampling procedure uses $4(n + 1)n + n^2 = O(n^2)$ uniformly random field elements to produce $n + 1$ matrices of dimension $(n + 1) \times (n + 1)$. On the other hand, the NSS-based sampling procedure generates a fresh NSS matrix for each $i \in [n]$, each of which requires about $n^2/2$ fresh random variables. Thus the sampling procedure overall uses $O(n^3)$ random field elements to produce $n + 1$ matrices of dimension $(n + 1) \times (n + 1)$.

However, the NSS matrices are very structured, which leads to randomness recovery attacks in certain settings, even when the attacker is not given the entire all-accept sample. Consider a sample $(A, B_1, \ldots, B_n) \leftarrow \text{AllAcc.Gen}^{\text{NSS}}(n, \mathbb{F}_p)$, recalling that the width $k$ of each matrix is $n + 1$. The goal will be to recover the random matrix $T$ drawn during the sampling procedure. First assume that just $B_1$ and $B_2$ are given in the clear. This means we have the 2nd and 3rd column of each $C_i$ matrix for $i \in [k]$, where $N_i = T \cdot C_i$ and each $N_i$ is NSS. The symmetric properties of each $N_i$ immediately give us $k$ linear equations over the $2k$ variables comprising the 2nd and 3rd row of $T$. Generalizing, if we started with $s$ matrices $B_i$ in the clear, we could form $\binom{s}{2}$ linear equations over $2s$ variables of $T$ and eventually the linear system will be over-determined.

We can use this structure to attack the $(h, \ell) = ((1, 0, \ldots, 0), 2)$ instance of SUBSET-SUM as follows (note this is the same instance considered above but relabeled for convenience). Encryption of the bit 0 results in the set of matrices $A' = A + 2R$, $B_1' = B_1 + R$, $B_2', \ldots, B_n$, where $(A, B_1, \ldots, B_n) \leftarrow \text{AllAcc.Gen}^{\text{NSS}}(n, \mathbb{F}_p)$ and $R$ is a uniformly random matrix. Using $B_2', \ldots, B_n$, recover all but the first two rows of $T$ as described above, and call this matrix $\tilde{T} \in \mathbb{F}_p^{(k-2) \times k}$. We will be interested in solving for the first and second rows of $T$, denoted $t^{(1)}$ and $t^{(2)}$, using $\tilde{T}$ and the matrices $A'$ and $B_1'$.

Note that $\tilde{T}$ and $B_2', \ldots, B_n$ reveal the bottom right $(k - 2) \times (k - 2)$ submatrix of each $N_i$, and in particular the diagonal entries of each of these submatrices. Now let $d_i$ be the column vector that consists of the final $k - 2$ elements on the diagonal of $N_i$, and arrange the $k$ columns $d_i$ into a matrix $\tilde{N}$ of dimension $(k - 2) \times k$. Using the symmetries present in the $N_i$, we see that

$$\tilde{T} \cdot A = \begin{bmatrix} -t^{(1)} \cdot B_2 \\ \vdots \\ -t^{(1)} \cdot B_n \end{bmatrix} = \tilde{N} := \tilde{T}^{(1)} - \tilde{N} \text{ and } \tilde{T} \cdot B_1' = \begin{bmatrix} -t^{(2)} \cdot B_2 \\ \vdots \\ -t^{(2)} \cdot B_n \end{bmatrix} := \tilde{T}^{(2)},$$

and we can then compute

$$\tilde{T} (A' + 2B_1') = \tilde{T} (A - 2R + 2B_1 + 2R) = \tilde{T} (A + 2B_1) = \tilde{T}^{(1)} - 2\tilde{T}^{(2)} = \tilde{N}.$$

This gives $k^2$ linear equations over the $2k$ variables comprising $t^{(1)}$ and $t^{(2)}$.

This attack again highlights the danger of giving the adversary many $B_i$ matrices in the clear. This motivates the need for encoding the SUBSET-SUM instance $(h, \ell)$ into a VECTOR-SUBSET-SUM instance $(H, \ell)$ where $H$ contains many linearly independent rows, as described in the concrete candidate above. Now an adversary attacking the $(h, \ell) = ((1, 0, \ldots, 0), 2)$ instance can recover matrices $B_1 - B_{n/2+1}, \ldots, B_{n/2} - B_n$ in the clear, and about half the information in $T$, but it is unclear how to use this limited information to mount a full randomness recovery or message distinguishing attack.
8 Candidate Obfuscation for Branching Programs

As discussed in Section 4.3, the ADP model is powerful enough to capture different types of branching programs. In this section, we describe a general paradigm for taking an arbitrary deterministic branching program BP and producing an ADP that is plausibly an indistinguishability obfuscation (iO) of BP. Since polynomial-size deterministic branching programs are powerful enough to simulate the class NC¹ (by Barrington’s theorem) or even log-space computations, our construction directly yields a candidate iO for NC¹ and log-space. As shown in [17], this suffices to obtain a candidate iO for all polynomial-size circuits.

8.1 Functionality-Preserving Transformations

In this section, we describe three generic transformations that can be applied to affine determinant programs satisfying specific conditions. Our candidate NC² obfuscation will be the result of applying these three transformations in sequence to an ADP encoding of [28, 4].

8.1.1 Transformation 1: Random Local Substitutions

Recall the ADP encoding of counting branching programs described in Section 4.3. Consider any such branching program, specified by a directed acyclic graph $G = (V, E)$, and fix a topological ordering on the vertices $v_1, \ldots, v_n$. Each pair of ordered vertices $(v_j, v_k)$, for $j < k$, is labeled by a function $x_i \mapsto 0, 1, 0 \text{ or } 1$ (no edge). Given such a branching program, our first transformation will perform what we term a random local substitution for each vertex pair $(v_j, v_k)$. We describe in Section 9.3 an attack strategy that motivates the need for random local substitutions.

Viewing the branching program as $A = (M, \text{Eval})$, where $M = (A, B_1, \ldots, B_n)$, we see that each vertex pair $(v_j, v_k)$ defines a width-1 ADP. For concreteness, these matrices can be thought to be over some finite field $\mathbb{F}_p$ and Eval is just the identity function. In particular, each pair gives rise to the $(j, k - 1)\text{th}$ entry of each matrix $A, B_1, \ldots, B_n$, which we denote by $a^{(j,k)}, b_1^{(j,k)}, \ldots, b_n^{(j,k)}$, as follows. If the label is the bit 0 or 1, then $a^{(j,k)}$ is equal to the bit, and all $b_i^{(j,k)} = 0$. If the label is $x_i$, then $a^{(j,k)} = 0, b_i^{(j,k)} = 1$, and $b_i^{(j,k)} = 0$ for $i' \neq i$. If the label is $\neg x_i$, then $a^{(j,k)} = 1, b_i^{(j,k)} = -1$, and $b_i^{(j,k)} = 0$ for $i' \neq i$.

We will inject entropy into the branching program by replacing each of these width-1 ADPs with a random width-2 ADP computing the same function. There are many possible such local substitution operations and generalizations, but we present here a particularly simple realization, which maintains the property that the resulting matrices have all entries in $\{-1, 0, 1\}$.

In the graph representation of the original branching program, the effect of replacing each width-1 ADP with a width-2 ADP amounts to adding a vertex $v_{j,k}$ for each pair $(v_j, v_k)$. Thus, if the width of the original ADP was $\ell$, the width of the resulting ADP $A', B'_1, \ldots, B'_n$ will be $\ell + \binom{\ell + 1}{2}$. With this view it is easy to see what transformations are possible. For any pair $(v_j, v_k)$, we consider the set of $2 \times 2$ submatrices of $A', B'_1, \ldots, B'_n$ with rows indexed by $v_j, v_k$ and columns indexed by $v_{j,k}$, $v_k$. Denote this set of $2 \times 2$ matrices as $A^{(j,k)}, B_1^{(j,k)}, \ldots, B_n^{(j,k)}$. If the label of $(v_j, v_k)$ was 0, we set all $B_i^{(j,k)} = 0$, and have the following possibilities for $A^{(j,k)}$:

$$
A_1^{(0)} = \begin{bmatrix} 0 & 0 \\ -1 & 0 \end{bmatrix}, A_2^{(0)} = \begin{bmatrix} 1 & 0 \\ -1 & 0 \end{bmatrix}, A_3^{(0)} = \begin{bmatrix} 0 & 0 \\ -1 & 1 \end{bmatrix}.
$$
We set \( A \) is being obfuscated. Observe that be done by setting the bit length of \( B \) local substitution above satisfies these properties. Our next transformation assumes the following about the input 

### 8.1.2 Transformation 2: Small Even-Valued Noise

Our next transformation assumes the following about the input \( \text{ADP} = (M, \text{Eval}) \).

- \( M = (A, B_1, \ldots, B_n) \) is such that each entry of \( A, B_1, \ldots, B_n \) is in \( \{-1, 0, 1\} \).
- \( \text{Eval} = \text{Eval}_{\neq 0} \), and furthermore, on any input \( x \in \{0, 1\}^n \), \( \det(A + \sum_i x_i B_i) \in \{0, 1\} \).

Note that any \( \text{ADP} \) output by the \([28, 4]\) encoding and then subjected to the random local substitution above satisfies these properties.

**AddNoise(\( \text{ADP} \))**:

- Let \( \ell \) be the width of the matrices in \( \text{ADP} \) and \( n \) be the input length. Based on \( n, \ell \), fix a prime modulus \( p \) and error distribution \( \chi \) as explained below. Consider each matrix \( A, B_i \) as now being over \( \mathbb{F}_p^{\ell \times \ell} \).
- Sample matrices \( U, V \) randomly in \( \mathbb{F}_p^{\ell \times \ell} \) such that \( \det(U) \cdot \det(V) = 1 \).
- Sample matrices \( \text{Err}_i \leftarrow \chi^{\ell \times \ell} \).
- Set \( A' = U \cdot (A + 2 \cdot \text{Err}_0) \cdot V \) and \( B'_j = U \cdot (B_j + 2 \cdot \text{Err}_j) \cdot V \) for all \( j \in [n] \).
- Finally, in the resulting \( \text{ADP} \), set \( M = (A', B'_1, \ldots, B'_n) \) and set \( \text{Eval} = \text{Eval}_{\text{parity}} \).

**Parameters**

We set \( \chi \) to be the distribution that samples uniformly from the range \([-B(\ell), +B(\ell)]\), where \( B(\ell) = \ell^{2(1)} \). We set \( p \) to be a prime modulus such that \( p \) is \( \Theta((n \cdot B(\ell) \cdot \sqrt{\ell})) \). This can be done by setting the bit length of \( p \) as \( \ell^{1 + \epsilon} \) for any constant \( \epsilon > 0 \), assuming \( \ell > n \).

**Correctness**

Let \( x \) be any input in \( \{0, 1\}^n \) and let \( L(x) := A + \sum_i x_i B_i \) be the branching program that is being obfuscated. Observe that

\[
\det(M(x)) = \det(U \cdot (L(x) + 2 \cdot \text{Err}_0 + \sum_i x_i \cdot 2 \cdot \text{Err}_i) \cdot V)
\]

\[
= \det(U) \det(V) \det(L(x) + 2 \cdot \text{Err}_0 + \sum_i x_i \cdot 2 \cdot \text{Err}_i)
\]

\[
= \det(L(x) + 2(\text{Err}_0 + \sum_i x_i \cdot \text{Err}_i)).
\]
Correctness follows from the following observations.

- The value of $\det(L(x) + 2(\text{Err}_0 + \sum_i x_i \cdot \text{Err}_i))$ over the integers is of the form $L(x) + 2z$ for some $z \in \mathbb{Z}$.
- The number of monomials in the degree $\ell$ polynomial defined by the determinant is (loosely) bounded by $\ell^\ell$.
- Each entry in $L(x) + 2(\text{Err}_0 + \sum_i x_i \cdot \text{Err}_i)$ is bounded by $n \cdot B(\ell) + 1$ in absolute value, so the determinant is smaller than $(n \cdot B(\ell) + 1)^\ell \cdot \ell^\ell$ in absolute value. If $p > (n \cdot B(\ell) + 1)^\ell \cdot \ell^\ell$, correctness holds.

One can also carry out a more refined calculation as follows. For a boolean input $x$, let $Q_x = L(x) + 2(\text{Err}_0 + \sum_i x_i \cdot \text{Err}_i)$. With overwhelming probability over the choice of $x$, $Q_x$ has entries bounded by $n^{1/2+\delta} B(\ell)$ in absolute value for any $\delta > 0$. This can be shown using a Chernoff bound. The signs of the entries of this matrix $Q_x$, are random and independent, so one can use the matrix Bernstein inequality (see for example, Theorem 6.6.1 [36]) to bound the maximum eigenvalue and hence the determinant (as determinant is the product of eigenvalues), to be $(n^{1/2+\delta} \cdot B(\ell) \cdot \ell^{1/2+\delta})^\ell$. This implies that $p$ can be a $\Theta(\ell^{1+\epsilon})$ bit prime for any $\epsilon > 0$.

### 8.1.3 Transformation 3: Block-Diagonal Matrices

Ideally, the obfuscation of a circuit over $n$ bits should not leak anything other than its input/output behavior on $x \in \{0, 1\}^n$. However, consider evaluating the ADP that results from the above transformation on a short but non-binary input $x$. Due to the setting of parameters necessary for correctness, the determinant of the matrix $A + \sum_i x_i B_i$ will not be large enough to wrap around the modulus. Intuitively, the even-valued noise should ensure that the only useful information gained from this determinant is the evaluation of the polynomial defined by the determinant is $\Theta(\ell^{1+\epsilon})$ bit prime for any $\epsilon > 0$.

The idea will be to post-process any $M = (A, B_1, \ldots, B_n)$ in a way that forces the determinant on non-binary inputs to be large and random. This can be accomplished using $2n$ random matrices $\{G_i, H_i\}_{i \in [n]}$ of determinant 1. We will append each $G_i$ to $A$ along the diagonal, and then append $H_i - G_i$ to $B_i$ in the $i$th slot along the diagonal. After appending, we rerandomize as before with $U$ and $V$. The determinant on any binary input will be the product of the determinant of the original ADP times the product of the determinant of $G_i$ or $H_i$ for each $i$, which are both 1. On any non-binary input, some block diagonal will be a linear combination of $G_i$ and $H_i$ that results in a large and random determinant. The following transformation also takes as input a parameter $d$, which determines the size of the random $G_i, H_i$ matrices. In our obfuscation construction, it is reasonable to set $d = 2$.

**AddBlockDiagonals(ADP, d):**

- Let $\ell$ be the length of the matrices in ADP and $n$ be the input length.
- Sample $2n$ matrices $\{G_i, H_i\}_{i \in [n]}$ uniformly from $\mathbb{F}_p^{d \times d}$ conditioned on their determinant being equal to 1.
- Sample $U, V$ uniformly from $\mathbb{F}_p^{(\ell + nd) \times (\ell + nd)}$ conditioned on $\det(U) \cdot \det(V) = 1$.
- Set $A' = U \cdot \text{diag}(A, G_1, \ldots, G_n) \cdot V$, and $B'_i = U \cdot \text{diag}(B_i, 0, \ldots, 0, H_i - G_i, 0, \ldots, 0) \cdot V$, and return the resulting ADP, consisting of $M = (A', B'_1, \ldots, B'_n)$ and Eval = Eval_{parity}. 


In summary, to obfuscate a deterministic (alternatively, \( \mathbb{F}_2 \) counting) branching program, we first convert it into an ADP as described in Section 4.3. We then output \( \text{AddBlockDiagonals}(\text{AddNoise}(\text{RLS}(\text{ADP})), 2) \) as the final obfuscation.

8.2 Extensions of the Basic Construction

8.2.1 Obfuscating Affine \( \mathbb{F}_2 \) Counting Branching Programs

Motivated by the goal of improved concrete efficiency, we extend the branching program model to allow labeling of edges by any function over the input bits. This is captured by the following notion of Affine Counting Branching Programs.

**Definition 19** (Affine Counting Branching Programs) [28]. An *Affine \( \mathbb{F}_2 \) Counting Branching Program computing* \( f : \{0, 1\}^n \rightarrow \{0, 1\} \) is specified by a directed acyclic graph \( G = (V, E) \) and a labeling \( \phi(u, v) \) where each edge \( (u, v) \in E \) is labeled with an affine function \( \phi(u, v) = f_{u, v}(x) \), and two special source and sink vertices are labeled \( s \) and \( t \) respectively. \( f_{u, v} \) has the form

\[
f_{u, v}(x) = \sum_{i \in S_{u, v}} x_i + c_{u, v} \mod 2,
\]

where \( c_{u, v} \in \mathbb{F}_2 \). Its size is \( |V| - 1 \). Any input \( x \in \{0, 1\}^n \) induces a sub-graph \( G_x \) limited to edges consistent with \( x \) (i.e. edges that evaluate to 1 on \( x \)). An accepting path on input \( x \) is a directed \( s \rightarrow t \) path in \( G_x \). An Affine \( \mathbb{F}_2 \) Counting Branching Program computes the function \( g : \{0, 1\}^n \rightarrow \{0, 1\} \) such that \( g(x) \) is the number of accepting paths in \( G_x \mod 2 \).

We now import the following theorem.

**Lemma 20** ([28, 4]). Suppose there is an Affine \( \mathbb{F}_2 \) Counting Branching Program of size \( \ell \) computing a boolean function \( f \). Suppose \( L(x) \) satisfies the following

- \( L(x) \) has \( -1 \) along the second diagonal (right below the main diagonal).
- \( L(x) \) is \( 0 \) below the second diagonal.
- Each entry of \( L(x) \) is a degree (at most) 1 polynomial in a single input variable \( x_i \).

More precisely, \( L(x) \) is defined as follows. Fix a topological ordering of the vertices in \( V \), and label the columns / rows (from left to right / top to bottom) according to this ordering of vertices. In particular we want \( s \) labeled \( 1 \) and \( t \) labeled \( 0 \). We first define a matrix \( A(x) \) of dimension \( \ell \times \ell \). For entry \((i, j)\) entry of \( A(x) \), write affine function \( \phi(i, j) \) (written as a degree one polynomial over the reals) if \((i, j)\) is an edge in \( G \) and 0 otherwise. Note that \( A(x) \) will be \( 0 \) on and below the main diagonal. Now consider \( A(x) - I \), and delete its first column and last row to obtain the \( (\ell - 1) \times (\ell - 1) \) dimensional matrix \( L(x) \).

Then for all \( x \in \{0, 1\}^n \), we have \( \det(L(x)) \mod 2 = f(x) \).

Observe that this class of branching programs contain \( \mathbb{Z} \) branching programs, since the evaluation of a \( \mathbb{Z} \) branching program is exactly its evaluation modulo 2. What we observe is that in this case, our obfuscation scheme described in Section 8 is already capable of obfuscating affine \( \mathbb{F}_2 \) counting branching programs. The idea is that we can apply transformation 2 given in Section 8 to the matrix \( L(x) \) representing an Affine \( \mathbb{F}_2 \) Counting Branching Program as follows: Each edge in \( L(x) \) is an affine function of the form \( f(x) = \sum_{i \in S} x_i + c \mod 2 \). We construct a new matrix \( L'(x) \) where the edge is replaced by \( f'(x) = \sum_{i \in S} x_i + c \), and the computation is now over integers. The range of this new affine function is \([0, n + 1]\). If the parameters are chosen appropriately, what we end up computing by the evaluation procedure is \( \det(L'(x)) \mod 2 \). We set \( p \) so that this can be computed without a wrap-around. Note that \( \det(L(x)) \mod 2 = \det(L'(x)) \mod 2 \) as the error that is added to the matrices is even. This ensures correctness.

In the next section, we refine the notion of random local substitution and propose another alternative safeguard that relies on the ideas developed in this section.
8.2.2 Using Embedded Affine $\mathbb{F}_2$ Branching Programs

In Section 8.1.1, we discussed the notion of random local substitutions, which is our safeguard for preventing attacks such as the one described in Section 9.3. However, that solution incurs a quadratic blow up in the size of the branching program. In this section, we propose an alternate safeguard. Let $BP : \{0, 1\}^n \to \{0, 1\}$ be a $\mathbb{Z}$ branching program with $\ell$ vertices, including source $s$ and target $t$. First, sample a $BP' : \{0, 1\}^n \to \{0, 1\}$ as follows:
- Fix $\ell$ vertices, and select two vertices $s', t'$ among these $\ell$ vertices to act as the source vertex and target vertex of $BP'$.
- Induce a random directed acyclic graph among these vertices. This is done by connecting all vertices $i \in [\ell]$ to vertices $j$ where $j \geq i + 1$. In this numbering, the starting vertex $s'$ is the 1st vertex and $t'$ is the $\ell^{th}$ vertex. For every edge $u, v$ sample a random affine function $f_{u,v}(x)$ which is used to label the edges.

We now combine $BP$ and $BP'$ into the final transformed $BP''$ as follows. $BP''$ consists of $2\ell + 2$ vertices: the $\ell$ vertices of $BP$, the $\ell$ vertices of $BP'$, and a new source $s''$ and target $t''$. Form edges from $s''$ to $s$, from $s''$ to $s'$, and from $t$ to $t''$, all with label 1. Note that there will be no edge between $t'$ and $t''$. Observe that $BP''$ computes the same function as $BP'$. Indeed, any additional paths that go via $BP'$ are never connected to the target vertex $t''$. There can be either 0 or 1 path going via $BP$ since we started with a deterministic $\mathbb{Z}$ branching program. This resulting new $BP''$ can now be input to transformations 2 and 3 outlined in Section 8.

9 Cryptanalysis and Parameter Estimation for the Branching Program Obfuscation Candidate

9.1 Polynomial Extension Attacks

As an instructive example, consider the ADP obfuscation of a point function $I_v$, without the even-valued error. Recall that on input $x \in \{0, 1\}^n$, $I_v$ outputs 1 if $x = v$ and 0 otherwise.

A simple branching program computing $I_v$ contains $n + 1$ vertices, with a single edge from each vertex $i$ to vertex $i + 1$ that is either set to $v_i$ or $1 - v_i$. Thus, $L(x)$ can be written as the following matrix:

$$
\begin{bmatrix}
1 + 2v_1x_1 - v_1 - x_1 & 0 & \ldots & \ldots & 0 \\
-1 & 1 + 2v_2x_2 - v_2 - x_2 & \ldots & \ldots & 0 \\
0 & -1 & \ddots & \ddots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & \ldots & -1 & 1 + 2v_nx_n - v_n - x_n
\end{bmatrix}
$$

Hence, for $x \in \{0, 1\}^n$, $\det(L(x))$ is 1 if $x = v$ and 0 otherwise. Writing $L(x) = L_0 + x_1L_1 + \ldots + x_nL_n$,

we see that an attacker given

$$ADP = (A = U \cdot L_0 \cdot V, B_1 = U \cdot L_1 \cdot V, \ldots, B_n = U \cdot L_n \cdot V),$$

can evaluate

$$\det(A + \sum x_iB_i) = \det(U \cdot L(x) \cdot V) = \det(L(x)).$$
Thus, the attacker has input-output access to the polynomial $\det(L(x))$ over the field $\mathbb{F}_p$, and is not restricted to evaluation on binary inputs $x \in \{0,1\}^n$. This leads to the following attack.

1. Observe that $\det(A + \sum_i x_i B_i)$ is the unique multilinear polynomial over $\mathbb{F}_p^n$ agreeing with $\prod_{i \in [n]} (1 + 2v_i x_i - v_i - x_i)$ on inputs from $\{0,1\}^n$. This implies

$$\det(A + \sum_i x_i B_i) = \prod_{i \in [n]} (1 + 2v_i x_i - v_i - x_i)$$

over $\mathbb{F}_p$.

2. To recover $v_1$, compute

$$\det(A + x_1 \cdot B_1 + \sum_{i \geq 2} 2^{-1} B_i) = (1 - 2^{-1})^{n-1}(1 + 2v_1 x_1 - v_1 - x_1).$$

We can find $x_1 = 1 - v_1$ by equating this quantity to 0. This recovers the first bit of the point function, and the others can be computed in the same way.

The reason that this particular attack succeeds is that the polynomial extending the boolean function $\det(L(x))$ is \textit{multilinear}. Read-once branching programs give rise to such polynomials. More generally, Klivans and Shpilka [30] showed that any read-once, oblivious branching program can be learned efficiently. In their model, the attacker is given membership and equivalence query access to an unknown polynomial $P$ computed by a read once branching program over a field $\mathbb{F}_p$. This means the attacker is able to evaluate the program on any input $x \in \mathbb{F}_p^n$, as well as submit a hypothesis $H$ and learn that either $H$ is equal to $P$ or receive a point $y$ on which $H(y) \neq P(y)$. In our setting, we just argued that the attacker has membership query access to the polynomial computed by the branching program, and equivalence queries can be simulated by evaluation on random points and appealing to Schwartz-Zippel.

For our construction to satisfy the security notion of indistinguishability obfuscation, we need to be able to successfully obfuscate simple classes of functions computable by read once branching programs. Thus, we have to include some noise in the obfuscation procedure that destroys the read once nature of any such program. One can view the random even-valued error as adding an edge between every pair of vertices in the branching program, labeled with a random, small, even linear combination of the entire input vector. The resulting program is very far from read-once, as evaluating every edge requires reading the entire input. Thus, learning results that apply to restricted classes on branching programs will not apply. As an example, [30] state that their techniques would not apply to a polynomial as simple as $f(x_1, \ldots, x_n) = \prod_{i=2}^{n}(x_1 + x_i)$.

### 9.2 The Need for Super-polynomial Error and Modulus

Now we present a contrived example consisting of two ADPs which will motivate the need for super-polynomial noise for transformation 2. While these specific ADPs will not arise from the [28] transformation, we will set our error-size to err on the side of caution.

The attack works as follows. Suppose we have an ADP $A, B_1, \ldots, B_n$ that is in one of the two following forms.
In the first form, $A, B_1, \ldots, B_n = 0$.

In the second form, $A = 0$, and $B_i$ for $i \in [n]$ is the matrix

$$
\begin{bmatrix}
1 & 1 & \ldots & 1 \\
0 & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 0
\end{bmatrix}
$$

Now consider applying the AddNoise operation to one of the ADPs, hoping that the choice of ADP is masked by this operation. Assume that the even-valued error added by the AddNoise operation is actually chosen in $\{-2,2\}$, so that each entry of the matrices $\text{Err}_0, \text{Err}_1, \ldots, \text{Err}_n$ is uniform in $\{-1,+1\}$. Observe that in both cases $\det(A + \sum_i x_i B_i) = 0$ for all $x \in \{0,1\}^n$, so the parity of the determinant will not reveal which ADP was chosen.

A relevant result of [33] states that the determinant of a matrix where the entries are chosen uniformly at random from $\{-1,+1\}$ concentrates in absolute value around $\sqrt{n!}$. This fact can be used to estimate the determinant of the matrix $A + \sum_i B_i$ in both cases, which is the ADP evaluated on input $x = [1, \ldots, 1]$.

**Case 1:** The value $\det(A + \sum_i B_i)$ is exactly $\det(2(\text{Err}_0 + \sum_i x_i \cdot \text{Err}_i))$, whose entries are independently signed, with standard deviation about $\sqrt{n}$. Thus, the determinant will concentrate around $\sqrt{n!} \cdot (\sqrt{n})^n$ in absolute value.

**Case 2:** To estimate the value $\det(A + \sum_i B_i)$ in this case, we apply a Chernoff bound and find that the elements in the top row are typically in the range $[n - \sqrt{n} \log^2 n, n + \sqrt{n} \log^2 n]$. If we divide the top row by $\sqrt{n}$, we are left with a matrix whose entries are distributed as the matrix in case 1, with the only difference being that the top row is positively signed. Heuristically, this will result in $\det(A + \sum_i B_i)$ being a $\sqrt{n}$ factor larger.

Thus, the magnitude of the determinant on input $[1, \ldots, 1]$ will give a distinguisher. Note however that neither ADP considered here is a valid [28, 4] encoding of a branching program. We chose these particular ADPs for simplicity, to illustrate the need for super-polynomial error; similar attacks can be carried out on ADPs that result from encodings of real branching programs.

**Setting the Modulus**

Once we fix the noise bound $B(\ell)$, we can choose $p$ in a more refined manner as follows. Let $L = (L_0, \ldots, L_n)$ be the branching program to obfuscate. We would like to add noise to the matrices of $L$ to form an ADP $(A, B_1, \ldots, B_n)$, in such a way that for all $y_0, y_1, \ldots, y_n \in \{0,1\},$

$$
\left(\det(y_0A + \sum_i y_i B_i) \mod p\right) \mod 2 = \det(y_0 L_0 + \sum_i y_i L_i) \mod 2.
$$

Let $t = \text{poly}(\ell)$ be a parameter, and set $p = \Theta(t^\ell \cdot B(\ell)^\ell \cdot \sqrt{\ell!} \cdot \ell)$. Then we observe the following:

- If $t \geq n^2$, then with overwhelming probability we can correctly evaluate any boolean combination $y_0, y_1, \ldots, y_n \in \{0,1\}^{n+1}$. To see this, first note that the entries of $y_0A + \sum_i y_i B$ are randomly signed, and typically lie in $[-2 \cdot \sqrt{n + 1} \log^2 n \cdot B(\ell), +2 \cdot \sqrt{n + 1} \log^2 n \cdot B(\ell)]$ due to a Chernoff bound. Then, we can appeal to Theorem 1.1 from [33], stating that the determinant of any matrix $M$ of dimension $\ell$, with entries chosen uniformly at random from $\{-1, +1\}$, satisfies

$$
\sqrt{\ell!} \cdot e^{-\sqrt{\ell \log \ell}} \leq |\det(M)| \leq \sqrt{\ell!} \cdot \ell,
$$
with overwhelming probability. Here $c > 0$ is any constant. In this case, the determinant will thus heuristically satisfy
\[
|\det(y \cdot A + \sum_i y_i \cdot B_i)| \leq (2 \cdot B(\ell) \cdot \sqrt{n + 1} \log^2 n)^t \sqrt{\ell} \cdot \ell \leq p.
\]

Now, consider more general (non-binary) linear combinations $(y_0, y_1, \ldots, y_n)$. If the $\ell_1$ norm of the combination satisfies $|y_0| + \sum_i |y_i| > t^3$, then it holds that
\[
|\det(y_0 A + \sum_i y_i B_i)| \geq p.
\]

This overflow will hopefully help with security against attacks that evaluate the ADP on non-binary inputs. We can again observe heuristically from theorem 1.1 in [33]. If the weight is greater than $t^3$, then typically we expect each entry of the matrix to be randomly signed and having values larger than $t^{1.4} \cdot B(\ell)$. Thus with high probability,
\[
|\det(y_0 A + \sum_i y_i B_i)| \geq (t^{1.4} \cdot B(\ell))^t \sqrt{\ell} \cdot e^{c \sqrt{t \log \ell}} \geq p.
\]

We set $t$ to be $n^2$ to allow correct evaluation of boolean inputs. The above describes that setting the modulus appropriately can protect against attacks that involves evaluating programs on inputs of large (polynomial) weight. If the weight of the combination is bounded by some polynomial $t$, we claim the following.

**Claim 21.** Fix any ADP $A, B_1, \ldots, B_n$ of width $\ell$ with entries in $\{-1, 0, 1\}$. For any $x = (x_0, \ldots, x_n) \in \mathbb{Z}^{n+1}$, let $L(x) = x_0 A + \sum_i x_i B_i$, and let $\text{ADP}' = \text{AddNoise}(\text{ADP})$. Let $\text{Err}_0, \text{Err}_1, \ldots, \text{Err}_n$ be the matrices drawn during the real AddNoise procedure (with a super-polynomial bound), and for $x \in \mathbb{Z}^{n+1}$, let $\text{Err}(x) := x_0 \cdot 2\text{Err}_0 + \sum_i x_i \cdot 2\text{Err}_i$. Then for any $x \in \mathbb{Z}^{n+1}$ where $|x|_1 < t$,
\[
\Pr \left[ \frac{|\det(x_0 A + \sum_i x_i B'_i)| - |\det(L(x)) \mod 2 + \det(\text{Err}(x))|}{|\det(\text{Err}(x))|} \leq \negl(\ell) \right] \geq 1 - \negl(\ell),
\]
where the probability is taken over the randomness of generating $\text{Err}_0, \text{Err}_1, \ldots, \text{Err}_n$.

This also shows that if the error is chosen from a super-polynomially large error distribution, then a distinguishing attack which only uses the magnitude of $\det(M(x))$ will not apply.

**Proof.** This follows from a result of Ipsen and Rehman [25] who showed that for any non-singular matrices $M_1, M_2 \in \mathbb{R}^{\ell \times \ell}$,
\[
|\det(M_1 + M_2) - \det(M_1)|/|\det(M_1)| \leq \left( \kappa \cdot \frac{\|M_2\|_2}{\|M_1\|_2} + 1 \right)^\ell - 1,
\]
were $\|M\|_2$ is the largest singular value of the matrix $M$ and $\kappa := \|M_1\|_2 \cdot \|M_1^{-1}\|_2$ (it is sometimes referred to as the condition number of $M_1$). For a random matrix of size $\ell \times \ell$, the condition number is expected to be around $O(\ell)$ [12]. Now, we can substitute $M_1$ as $\text{Err}(x)$, $M_2$ as $L(x)$. Observe that the maximum singular value of $\text{Err}(x)$ will be at least $\Omega(B(\ell)\sqrt{\ell})$ (see Exercise 14, [34]). Since branching programs have small entries, their singular values are also bounded by $|x|_1 \cdot O(\ell) = O(t \cdot \ell)$. Thus, the right hand side of the previous equation is
\[
\left( \kappa \cdot \frac{\|L(x)\|_2}{\|\text{Err}(x)\|_2} + 1 \right)^\ell - 1 = \left( O(\ell) \cdot \frac{O(t \cdot \ell)}{\Omega(B(\ell) \cdot \sqrt{\ell})} + 1 \right)^\ell - 1.
\]
\[
\approx O(t^2 \cdot t \cdot B(\ell)^{-1})
\]
Since $B(\ell)$ is super-polynomial in $\ell$, this concludes the argument. Although above we talked about learning for any $y \in \mathbb{Z}^{n+1}$ determinants of the form $\det(y_0A + \sum_i y_iB_i)$, however, in $\mathbb{Z}$ branching programs, whenever $y \equiv 0 \mod 2$, then $\det(y_0L_0 + \sum_i y_iL_i) = 0 \mod 2$ and thus such combinations should not reveal anything useful. Heuristically, Claim 21 suggests that the magnitude of $\det(y_0A + \sum_i y_iB_i)$ should only reveal information about $\det((y_0 \mod 2)L_0 + \sum_i (y_i \mod 2)L_i)$.

### 9.3 The Need for Random Local Substitutions

Consider any fixed branching program $L(x) = A + \sum_i x_iB_i$ of width $\ell$. Suppose we obfuscate $L(x)$ but skip the random local substitution step. Let $\text{Err}^{(0)}, \text{Err}^{(1)}, \ldots, \text{Err}^{(n)}$ be the $n+1$ error matrices drawn by the AddNoise transformation. Write each $\text{Err}^{(i)}_{j,k} = 2^{\text{Err}^{(i)}_{j,k}}$. We can recover the parity of each $e^{(i)}_{j,k}$ as follows. Let $A', B'_1, \ldots, B'_n$ be the ADP after obfuscation. For any input $x$,

$$\det(A' + \sum_i x_iB'_i) \equiv \det(L(x)) + \sum_{j,k} (\sum_i x_i 2^{\text{Err}^{(i)}_{j,k}}) \det(L(x)_{(j,k)}) \mod 4,$$

where $L(x)_{(j,k)}$ is the $(j,k)$ minor of $L(x)$. Note that everything is known except the parities of $e^{(i)}_{j,k}$, so this gives a linear equation mod 2 over these $(n+1)\ell^2$ parities. We have an exponential number of equations of this form, and can eventually obtain $(n+1)\ell^2$ linearly independent equations.

This readily gives an attack on $iO$. To distinguish between two known and functionally equivalent branching programs $L_1, L_2$, simply run the above attack assuming the underlying BP is $L_1$ and see if there exists a solution or not. Now, the random local substitution is meant to randomize the underlying branching program $L(x)$, so an attacker does not know all of the $L(x)_{(j,k)}$ values. Without these, the attacker cannot set up and solve the above system of linear equations.

### 10 Applications and Future Work

In future work, we aim to explore applications of optimized variants of our candidates. We give some of the more promising directions below. Since our focus here is on concrete efficiency, we make a heuristic leap of faith of treating our $iO$ candidates as ideal obfuscation schemes for the purpose of these applications.

#### Concretely Efficient Obfuscation for Circuits

If the safeguards described are secure, then in order to obfuscate a branching program of size $\ell$, we need about $O(\ell^{4+\epsilon})$ bits for any $\epsilon > 0$. In concrete terms, if the size of the branching program exceeds $2^{13}$ vertices, the size is already around 100 terabytes. This motivates the study of efficient bootstrapping mechanisms and simple “obfuscation complete” families of branching programs. In particular, we would like to understand if the SNARG-based bootstrapping approach from [11] or the PRF-based approach from [24, 2] are practically feasible for our candidates.

#### Obfuscating PRFs

Efficiently obfuscating PRFs and simple computations that employ them is a highly desirable goal for both theoretical and practical applications. For instance, the bootstrapping theorems of [24, 2] reduce the obfuscation of a circuit to multiple obfuscations of simple functions that each use a constant number of PRF calls. This and other applications motivate PRF
candidates that have small affine branching programs, which can be efficiently handled by our construction. One such candidate could be based on the work of [10]. They propose a weak PRF\(^5\) candidate based on Learning With Rounding (LWR) modulo a constant-size composite, which can be computed by a linear-size deterministic branching program. They also suggest a heuristic for converting a weak PRF into a strong one by evaluating the weak PRF on a suitable encoding of the input; for this particular weak PRF candidate, a linear encoding over a prime that does not divide the LWR modulus seems like a natural choice. For instance, one could use a linear code over \(F_2\) and LWR modulo 15 or linear code over \(F_3\) and LWR modulo 10. This approach yields (strong) PRF candidates that can be evaluated by a linear-size affine branching program.

**Optimally-Succinct Non-Interactive Arguments**

The ability to efficiently obfuscate a PRF would give several compelling applications. One example, due to Sahai and Waters [32], is a succinct non-interactive argument (SNARG) with proof length that is the best one could hope for; namely, an \(s\)-bit proof suffices to obtain (roughly) \(2^{-s}\) soundness error.

To give slightly more detail, we briefly recall the obfuscation-based SNARG of [32]. Given a PRF and relation circuit \(R_L\) for language \(L\), the crs consists of the obfuscations of two programs \(C_P\) and \(C_V\). \(C_P\) takes as input an instance witness pair \((x, w)\) and outputs \(PRF_k(x)\) (where \(k\) is a hard-coded PRF key) if and only if \(R_L(x, w) = 1\). \(C_V\), which has the same \(k\) hard-coded, takes as input \((x, \pi)\) and outputs 1 if and only if \(PRF_k(x) = \pi\). A prover wishing to prove that \(x \in L\) simply evaluates \(Obf(C_P)\) on \((x, w)\) to obtain \(\pi = PRF_k(x)\). The verifier on input \(x\) and proof \(\pi\) runs \(Obf(C_V)\) on \((x, \pi)\) and accepts if the output is 1.

If the obfuscation is an ideal obfuscation, then forging a proof on \(x \not\in L\) requires predicting \(PRF(k, x)\). If the PRF is exponentially-secure, then the SNARG soundness error is (within polynomial factors of) \(2^{-s}\).

**References**


\(^5\) A weak PRF is only guaranteed to be indistinguishable from a random function given its evaluation on uniformly random points (as opposed to on adversarially chosen points, as in the usual definition of a PRF).
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A graph $G$ on $n$ nodes is an Orthogonal Vectors (OV) graph of dimension $d$ if there are vectors $v_1, \ldots, v_n \in \{0,1\}^d$ such that nodes $i$ and $j$ are adjacent in $G$ if and only if $\langle v_i, v_j \rangle = 0$ over $\mathbb{Z}$. In this paper, we study a number of basic graph algorithm problems, except where one is given as input the vectors defining an OV graph instead of a general graph. We show that for each of the following problems, an algorithm solving it faster on such OV graphs $G$ of dimension only $d = O(\log n)$ than in the general case would refute a plausible conjecture about the time required to solve sparse MAX-$k$-SAT instances:

- Determining whether $G$ contains a triangle.
- More generally, determining whether $G$ contains a directed $k$-cycle for any $k \geq 3$.
- Computing the square of the adjacency matrix of $G$ over $\mathbb{Z}$ or $\mathbb{F}_2$.
- Maintaining the shortest distance between two fixed nodes of $G$, or whether $G$ has a perfect matching, when $G$ is a dynamically updating OV graph.

We also prove some complementary results about OV graphs. We show that any problem which is NP-hard on constant-degree graphs is also NP-hard on OV graphs of dimension $O(\log n)$, and we give two problems which can be solved faster on OV graphs than in general: Maximum Clique, and Online Matrix-Vector Multiplication.
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1 Introduction

Two of the most studied conjectures in fine-grained complexity are the Strong Exponential Time Hypothesis (SETH), and the Orthogonal Vectors Conjecture (OVC). SETH was introduced by Impagliazzo, Paturi and Zane [17] regarding the complexity of $k$-SAT:

Hypothesis 1 (Strong Exponential Time Hypothesis). For every $\varepsilon > 0$, there is an integer $k \geq 3$ such that $k$-SAT on $n$ variables cannot be solved in $O(2^{(1-\varepsilon)n})$ (randomized) time.

OVC concerns the Orthogonal Vectors (OV) problem: Given as input a set $A \subseteq \{0,1\}^d$ of $|A| = n$ vectors, determine whether there are $a, b \in A$ such that $\langle a, b \rangle = 0$ (all inner products in this paper, including this one, are taken over $\mathbb{Z}$ unless stated otherwise).
Hypothesis 2 (Orthogonal Vectors Conjecture). For every $\varepsilon > 0$, there is a $c > 0$ such that OV in dimension $d = c \log n$ cannot be solved in $O(n^{2-\varepsilon})$ (randomized) time.

Williams [28] showed that SETH implies OVC. Most of the known fine-grained implications of SETH use this result and are actually proved assuming OVC instead; see [27] for a survey of the many applications of OVC to graph algorithms, string algorithms, nearest neighbors problems, and more.

In this paper, we study a mathematical object inspired by OVC which we call an OV graph: a graph $G$ on $n$ nodes is an OV graph of dimension $d$ if there are $n$ vectors $v_1, \ldots, v_n \in \{0, 1\}^d$ such that nodes $i$ and $j$ are adjacent in $G$ if and only if $\langle v_i, v_j \rangle = 0$. Given as input the vectors $v_1, \ldots, v_n \in \{0, 1\}^d$ defining $G$, there are a number of natural algorithmic questions one might ask, including:

- OV: does $G$ have any edges?
- OV-\(\Delta\): does $G$ contain any triangles?
- OV-\(\text{DIR}-k\)-CYCLE: given a partition of the nodes of $G$ into $k$ parts, is there a $k$-cycle containing one node from each part?

Detecting triangles and more generally, $k$-cycles are among the most basic algorithmic questions one can ask about graphs. OV graphs of low dimension $d \ll n$ make up a small fraction of all graphs: there are only $2^{O(dn)}$ such graphs on $n$ nodes, compared to $2^{O(n^2)}$ total graphs on $n$ nodes. However, in this paper we will show that solving these problems on OV graphs of dimension only $d = O(\log n)$ may be just as hard as solving them in general graphs. Somewhat analogously to how Williams showed that faster algorithms for OV in dimension $O(\log n)$ would lead to breakthroughs in solving $k$-SAT, we will show that faster algorithms for OV-\(\Delta\) or OV-\(\text{DIR}-k\)-CYCLE on OV graphs of dimension $O(\log n)$ would lead to breakthroughs in solving MAX-$k$-SAT.

MAX-\(k\)-SAT

In the MAX-$k$-SAT problem for an integer $k \geq 2$, given as input a $k$-CNF formula $\phi$, the goal is to determine the maximum number of clauses of $\phi$ which can be satisfied by a single assignment.

MAX-$k$-SAT on $n$ variables and $m$ clauses can be solved in $O(2^a m)$ time by exhaustive search. Williams [28, 29] showed that MAX-2-SAT has a much faster, $2^{n/3} \text{poly}(n)$ time algorithm, where $\omega < 2.373$ is the exponent of matrix multiplication [26, 13]. This running time for MAX-2-SAT has remained unchallenged for over 15 years. It is an interesting open problem whether a faster algorithm exists.

Williams’ techniques for MAX-2-SAT do not carry over to MAX-$k$-SAT for $k \geq 3$ (see [19] for a discussion), and there is no known $O((2 - \varepsilon)^n)$ time algorithm for MAX-$k$-SAT for any $k \geq 3$ and $\varepsilon > 0$.

Unlike with $k$-SAT [16], there is no known sparsification lemma for MAX-$k$-SAT, so that in principle MAX-$k$-SAT on formulas with $O(n)$ clauses might be easier than the general case of MAX-$k$-SAT that might have $n^k$ clauses. This has led researchers to investigate the complexity of such sparse instances of MAX-$k$-SAT (e.g. [11, 9, 3]).

The fastest known algorithms for MAX-$k$-SAT on $n$ variables and $cn$ clauses for constant $c$ run in time $2^{n(1-1/O(\log^2 c))} \text{poly}(n)$ when $k \leq 4$, or in time $2^{n(1-1/O(\log^{1/3} c))} \text{poly}(n)$ when $k > 4$ [3]. Unfortunately, as $c$ grows, these running times go to $2^n$, the brute force running time. Thus the following hypothesis is fully consistent with the state-of-the art of MAX-$k$-SAT algorithms:
Hypothesis 3 (Sparse MAX-3-SAT Hypothesis). For every $\varepsilon > 0$, there exists a $c > 0$ so that $n$ variable MAX-3-SAT on $cn$ clauses cannot be solved in time $O(2^{n(1-\varepsilon)})$.

The hypothesis above strengthens an earlier hypothesis that MAX-3-SAT requires $2^{n(o(1))}$ time (see e.g. [27, 19]); it would be equivalent to that hypothesis if a sparsification lemma for MAX-3-SAT can be proven. We will base some of our hardness results on our strengthened hypothesis. We will also use an analogous hypothesis for Sparse MAX-2-SAT:

Hypothesis 4 (Sparse MAX-2-SAT Hypothesis). For every $\varepsilon > 0$, there exists a $c > 0$ so that $n$ variable MAX-2-SAT on $cn$ clauses cannot be solved in time $O(2^{n(\omega/3-\varepsilon)})$.

1.1 Our Results

Triangle Finding and Matrix Multiplication

The best known algorithm for finding a triangle in a graph on $n$ nodes runs in time $n^{\omega+o(1)}$, where $\omega \leq 2.373$ is the matrix multiplication exponent [26, 13]. Our first result is that if there is a faster algorithm that finds triangles in OV graphs, then Hypothesis 4 would be violated and sparse MAX-2-SAT would have faster algorithms.

Theorem 5. Suppose OV$\Delta$ in OV graphs with $n$ nodes and dimension $O(\log n)$ can be solved in time $n^{\omega-\varepsilon+o(1)}$ for some constant $\varepsilon > 0$. Then, for any constants $a, \delta > 0$, MAX-2-SAT on $n$ variables and $a \cdot n$ clauses can be solved in time $2(n^{3/3-\varepsilon/3+\delta})$.

The best known algorithm for triangle finding in a general graph $G$ works by reducing to the Boolean matrix multiplication of two copies of the adjacency matrix of $G$. In Boolean matrix multiplication, given as input two matrices $A,B \in \{0,1\}^{n \times n}$, the goal is to compute their product over the (AND,OR) semiring, i.e. the matrix $C \in \{0,1\}^{n \times n}$ given by $C[i,j] = \bigvee_{k=1}^{n} A[i,k] \land B[k,j]$. This can be solved in time $n^{\omega+o(1)}$ using a simple reduction to matrix multiplication over either $\mathbb{F}_2$ or $\mathbb{Z}$.

Similarly, OV$\Delta$ in OV graphs with $n$ nodes and dimension $d$ has a simple linear-time reduction to Boolean matrix multiplication of $n \times n$ matrices which are the adjacency matrices of OV graphs of dimension $d$. In other words, these are matrices $A \in \{0,1\}^{n \times n}$ for which there are vectors $v_1, \ldots, v_n \in \{0,1\}^d$ such that $A[i,j] = 1$ if and only if $\langle v_i, v_j \rangle = 0$. If such matrices for $d = O(\log n)$ can be multiplied in $n^{\omega-\varepsilon+o(1)}$ time for some constant $\varepsilon > 0$, it would lead to a corresponding speedup for MAX-2-SAT on $n$ variables and $O(n)$ clauses as well. In other words, this small set of only $O(2^{\log n}) = O(2^{n \log n})$ matrices with such efficient descriptions may be just as difficult to multiply as arbitrary $\{0,1\}$ matrices (of which there are $2^{n^2}$).

Consequences of the $n^\omega$ hardness of OV$\Delta$ for dynamic algorithms

Because of its simplicity, triangle detection has been reduced to many other problems. For instance, Abboud and Vassilevska Williams [1] present several clean reductions from triangle detection to a variety of dynamic problems. We next show that, as a consequence of the hardness of OV$\Delta$, many of the triangle-based lower bounds in [1] also hold for OV graphs with $O(\log n)$ dimension.

Typically, in dynamic graph algorithms one supports edge insertions and deletions. In OV graphs, however, the edge relation is captured by the labels on the vertices of the graph. Thus, in dynamic OV graphs, we instead support vertex label updates as above. One could also consider an alternate model where the updates may only change one bit of a vertex label, but update times in these two models differ by at most a fairly negligible $O(d)$ factor.
Although changing a vertex label can change all the incident edges to the vertex, our lower bounds apply even when each update changes at most a single edge. Hence the lower bounds would also apply in the standard dynamic graph algorithms model if one maintains the OV graph as a graph, rather than as a set of vectors.

Assuming that $OV\Delta$ requires $n^{\omega-o(1)}$ time (as follows from Hypothesis 4), we obtain the following conditional lower bounds:

- Dynamic $s$-$t$ OV Shortest Paths, maintaining the distance between two fixed vertices $s$ and $t$ in an $n$ node OV graph with dimension $O(\log n)$ under vertex relabel updates (change the vector representing a node) requires either $n^{\omega-o(1)}$ preprocessing time, or $n^{\omega-1-o(1)}$ amortized update time; the lower bound holds even if the updates insert or delete at most a single edge. The same lower bounds hold for $5/3-\varepsilon$-approximating the $s$-$t$ distance when arbitrary label updates are allowed, even when the preprocessing time can be arbitrary.

- Dynamic bipartite perfect matching in OV graphs on $n$ nodes and dimension $O(\log n)$ under vertex relabel updates requires either $n^{\omega-o(1)}$ preprocessing time, or $n^{\omega-1-o(1)}$ amortized update time. The lower bound holds even if the updates insert or delete at most a single edge. If the updates can be arbitrary, the lower bound holds for arbitrary preprocessing time.

In the full version of the paper we present more such reductions. Because of the structure of our reductions, the lower bounds we prove in which the relabelings change only a single edge also hold for incremental algorithms (where edges are only inserted), but the lower bound is only for worst case update time.

**Directed $k$-Cycle**

The fastest known algorithm for finding a $k$-cycle for any constant $k \geq 3$ in a general directed $n$-node graph runs in $n^{\omega-o(1)}$ time via color-coding and matrix multiplication [6]. Our next result is that under Hypothesis 4, this running time is essentially tight even in OV graphs:

**Theorem 6.** Let $k \geq 3$ be any constant. Suppose that $k$-Cycle in directed OV graphs with $n$ nodes and dimension $O(\log n)$ can be solved in time $n^{\omega-\varepsilon+o(1)}$ for some constant $\varepsilon > 0$. Then, for any constants $a, \delta > 0$, MAX-2-SAT on $n$ variables and $a \cdot n$ clauses can be solved in time $2^{(\omega/3-\varepsilon/3+\delta)n}$.

As our MAX-3-SAT Hypothesis 3 is potentially more believable than our MAX-2-SAT Hypothesis 4, we further investigate what it implies for $k$-Cycle detection. We show that unless Hypothesis 3 fails, there is no constant $k$ for which $k$-cycle in an $n$ node OV graph with dimension $O(\log n)$ can be found in $O(n^{3/2-\varepsilon})$ time for any $\varepsilon > 0$. The statement of our directed $k$-cycle results under Hypothesis 3 are strongest for $k = 4$:

**Theorem 7.** Suppose that OV-DIR-4CYCLE in OV graphs with $n$ nodes and dimension $O(\log n)$ can be solved in time $n^{2-\varepsilon+o(1)}$ for some constant $\varepsilon > 0$. Then, for any constants $a, \delta > 0$, MAX-3-SAT on $n$ variables and $a \cdot n$ clauses can be solved in time $2^{(1-\varepsilon/2+\delta)n}$, and Hypothesis 3 fails.

If $\omega = 2$, the above would give an essentially tight lower bound under a better hypothesis. While the lower bounds we obtain under Hypothesis 3 are not nearly as strong as the tight results we get under Hypothesis 4, they are conditioned on a slightly more believable hypothesis. Moreover, the techniques seem to be slightly more flexible, so that there might be hope that a similar result might hold for $k$-cycle in undirected graphs. When $k$ is odd,
our hardness results already hold for \( k \)-cycle in undirected OV graphs, but when \( k \) is even, \( k \)-cycle in general undirected graphs can be solved in \( O(n^2) \) time regardless of \( k \) [30]. Hence our \( n^{\omega-o(1)} \) lower bound from Hypothesis 4 may not extend to undirected graphs if \( \omega > 2 \). A strengthening of our MAX-3-SAT-based reductions to undirected graphs might still be possible, and would be significant as it would be tight, at least for 4-cycles.

**Constant Degree Graphs have low OV dimension**

Next, we study the complexity of various NP-hard graph problems when they are restricted to graphs on \( n \) nodes with OV dimension \( O(\log n) \). We begin with problems which are known to be NP-hard on constant-degree graphs, including Hamiltonian Path and Minimum Vertex Cover. It follows from prior work [5] that constant-degree graphs have OV dimension \( O(\log n) \). However, the proof of this is nonconstructive, and uses the probabilistic method. We nonetheless show how to derandomize this proof, giving a deterministic polynomial-time algorithm for finding a representation of a constant-degree graph as an OV graph of dimension \( O(\log n) \). We hence show:

▶ **Theorem 8.** Any problem which is NP-hard on graphs of constant maximum degree is also NP-hard on OV graphs of dimension \( O(\log n) \).

We also show that at least one NP-hard problem, the Max Clique problem, seems to become easier on OV graphs of dimension \( d \ll n \), by reducing to a set packing problem:

▶ **Theorem 9.** Given as input vectors \( V = \{v_1, \ldots, v_n\} \subseteq \{0,1\}^d \) defining a dimension \( d \) OV graph \( G_V \), a maximum size clique in \( G_V \) can be found in time \( 2^d \cdot n^{O(1)} \).

**Online Matrix-Vector Multiplication**

Finally, we study the Online Matrix-Vector Multiplication (OMV) problem: preprocess a matrix \( M \in \mathbb{F}_2^{n \times n} \) so that, given as input a query vector \( v \in \mathbb{F}_2^n \), one can quickly return the product \( M \cdot v \). The best known algorithms in general answer queries in time \( n^2-o(1) \) [18]. We show that faster algorithms are possible when the matrix \( M \) is the adjacency matrix of a graph with OV dimension \( c \log n \):

▶ **Theorem 10.** For \( c > 0 \), we can preprocess vectors \( u_1, \ldots, u_n, v_1, \ldots, v_n \in \{0,1\}^{c \log n} \), which define a matrix \( M \in \mathbb{F}_2^{n \times n} \) as \( M[i,j] = 1 \) if and only if \( \langle u_i, v_j \rangle = 0 \), in preprocessing time \( \tilde{O}(n^2) \) with high probability, such that given as input a vector \( v \in \mathbb{F}_2^n \), we can compute the product \( M \cdot v \) in time \( n^{2-1/\log c} \).

Data structures for OMV have many applications. For instance, by multiplying the adjacency matrix of a graph \( G \) by an indicator vector for a subset \( S \subseteq \{1,2,\ldots,n\} \) of the nodes of \( G \), one gets the neighborhood of \( S \). Similar to [18, Corollary 1.1], our Theorem 10 thus yields a data structure with \( \tilde{O}(n^2) \) preprocessing time for OV graphs \( G \) of dimension \( c \cdot \log n \) which, given as a query a subset \( S \) of the nodes of \( G \), can answer whether \( S \) is independent, dominating, or a vertex cover, in time \( n^{2-1/\log c} \).

Our data structure for Theorem 10 works by expressing the matrix \( M \) as the sum of a matrix of rank \( n^{0.1} \) and a sparse matrix with \( n^{2-1/\log c} \) nonzero entries. It does this by combining the algorithm for OV by Abboud et al. [2], which makes use of the “polynomial method in algorithm design”, together with known techniques for converting polynomial method constructions into “matrix rigidity” upper bounds [4].
1.2 Other Related Work

OV graphs have been studied in a number of other settings in mathematics and computer science.

The Edge Clique Cover Number (ECCN) of a graph $G$ is the minimum number of cliques needed to cover the edges of $G$. We can see that a graph $G$ is an OV graph of dimension $d$ if and only if the ECCN of the complement of $G$ is $d$. A line of work in the combinatorics community has shown that a number of simple classes of graphs have low ECCN; see e.g. [12, 5, 15, 24, 23].

The complexity of determining the ECCN of an input graph has also been studied. The problem is known to be NP-hard in general, but Gramm et al. [14] gave a parameterized algorithm running in time $2^{2^{O(k)}} \cdot \text{poly}(n)$ on an $n$ node graph with ECCN $k$. Such a doubly-exponential dependence on $k$ may be optimal: Cygan et al. [10] showed that a $2^{2^{O(k)}} \cdot \text{poly}(n)$ time algorithm would refute the Exponential Time Hypothesis (a weak version of SETH).

Representations of graphs by the orthogonality relations of vectors have also been studied in other areas. For instance, Lovász [20] describes “orthonormal representations” where each node must be assigned a unit vector in Euclidean space, and the vectors corresponding to nonadjacent vertices must be orthogonal. In this language, if $G$ is a graph with low OV dimension, then the complement of $G$ has low $\{0,1\}$-faithful orthogonality dimension; see e.g. [22, 21].

2 Preliminaries

2.1 Notation

For a positive integer $d$, write $0^d$ for the all-zeroes vector of dimension $d$. Write $\|$ to denote concatenation of vectors.

Define $\text{AND} : \{0,1\}^d \times \{0,1\}^d \rightarrow \{0,1\}^d$, the bit-wise AND function by, for $x, y \in \{0,1\}^d$ and $\ell \in \{1,\ldots,d\}$, $\text{AND}(x, y)[\ell] = x[\ell] \cdot y[\ell]$.

2.2 OV Graphs

Definition 11 (OV Graph). For positive integers $n, d$ and vectors $V = \{v_1, \ldots, v_n\} \subseteq \{0,1\}^d$, the OV graph $G_V$ is the graph on $n$ nodes where nodes $i$ and $j$ are adjacent if and only if $\langle v_i, v_j \rangle = 0$, where the inner product is over $\mathbb{Z}$. The OV dimension of a graph $G$ is the smallest nonnegative integer $d$ such that $G$ can be written as the OV graph of vectors in $\{0,1\}^d$.

Definition 12 (Generalized Inner Product). For any positive integers $n, d$ and vectors $v_1, \ldots, v_n \in \mathbb{Z}^d$, we define the generalized inner product

$$\text{IP}(\{v_1, \ldots, v_n\}) = \langle v_1, \ldots, v_n \rangle = \sum_{\ell=1}^d v_1[\ell] \cdot v_2[\ell] \cdots v_n[\ell].$$

The sum (as well as all inner products in this paper) is taken over $\mathbb{Z}$.

Definition 13 ($k$-Uniform OV Hypergraph). For positive integers $n, d$ and vectors $V = \{v_1, \ldots, v_n\} \subseteq \{0,1\}^d$, the $k$-uniform OV hypergraph $G_{V,k}$ is the $k$-uniform hypergraph on $n$ nodes where, for distinct nodes $i_1, i_2, \ldots, i_k$, the hyperedge $(i_1, \ldots, i_k)$ is in $G_{V,k}$ if and only if $\langle v_{i_1}, v_{i_2}, \ldots, v_{i_k} \rangle = 0$. 
Definition 14 (OV dimension of a matrix). The OV dimension of a matrix $M \in \{0,1\}^{n \times n}$ is the smallest nonnegative integer $d$ such that there are $2n$ vectors $u_1, \ldots, u_n, v_1, \ldots, v_n \in \{0,1\}^d$ with the property that, for any $i, j \in \{1,2,\ldots,n\}$, we have $M[i,j] = 1$ if and only if $\langle u_i, v_j \rangle = 0$. Equivalently, the OV dimension of $M$ is the rank of $\bar{M}$ (the all 1s matrix minus $M$) over the OR, AND (Boolean) semiring.

Remark 15. The adjacency matrix of an OV graph of dimension $d$ is a matrix of OV dimension $d$.

2.3 Algorithmic Problems

Definition 16. We define some problems. For positive integers $n,d$:

- **OV<sub>n,d</sub>:** Given $A,B \subseteq \{0,1\}^d$ with $|A| = |B| = n$, determine whether there is an $(a,b) \in A \times B$ with $\langle a,b \rangle = 0$.
- **EXACT-IP<sub>n,d</sub>:** Given $A,B \subseteq \{0,1\}^d$ with $|A| = |B| = n$, and an integer $0 \leq m \leq d$, determine whether there is an $(a,b) \in A \times B$ with $\langle a,b \rangle = m$.
- **OV<sub>Δ,n,d</sub>:** Given $V \subseteq \{0,1\}^d$ with $|V| = n$, determine whether there are distinct $a,b,c \in V$ with $(a,b) = (b,c) = (c,a) = 0$.
- **EXACT-IPΔ<sub>n,d</sub>:** Given $A,B,C \subseteq \{0,1\}^d$ with $|A| = |B| = |C| = n$, and three integers $0 \leq m_{AB}, m_{BC}, m_{CA} \leq d$, determine whether there is a $(a,b,c) \in A \times B \times C$ with $(a,b) = m_{AB}$, $(b,c) = m_{BC}$, and $(c,a) = m_{CA}$.
- **OV-HYPERGRAPH<sub>n,d,k</sub>** (for $\ell > k \geq 2$): Given $V \subseteq \{0,1\}^d$ with $|V| = n$, determine whether there is a $T \subseteq V$ of size $|T| = \ell$ such that for all $S \subseteq T$ of size $|S| = k$ we have $IP(S) = 0$.
- **DIRECTED-CYCLE<sub>n,d,k</sub>:** Given $V_1, \ldots, V_k \subseteq \{0,1\}^d$ with $|V_1| = \cdots = |V_k| = n$, determine whether there is a $v_i \in V_i$ for each $i \in \{1,2,\ldots,k\}$ such that $\langle v_i, v_{i+1} \rangle = 0$ for all such $i$ (with $v_{k+1} = v_1$).
- **MAX-k-SAT<sub>n,m</sub>:** Given a $k$-CNF formula $\phi$ on $n$ variables and $m$ clauses, determine the maximum number of clauses of $\phi$ which can be satisfied by an assignment.

3 Reduction from MAX-2SAT to Finding Triangles in OV Graphs

Lemma 17. There is a polynomial-time reduction from **MAX-2-SAT<sub>n,m</sub>** to **EXACT-IPΔ<sub>2\lceil n/3 \rceil,m</sub>** instances of **EXACT-IPΔ<sub>3\lceil n/3 \rceil,m</sub>**.

Proof. Partition the input variables into three groups $X, Y, Z$ of $n/3$ variables each. Let $S$ be the set of clauses of $\phi$. Partition $S$ into six sets $S_X, S_Y, S_Z, S'_X, S'_Y, S'_Z$ such that:

- $S_X$ contains the clauses which consist only of literals of variables from $X$, and $S'_X$ and $S''_X$ are defined similarly.
- $S_X \subseteq S \setminus (S_Y \cup S'_Y \cup S'_Z)$ contains the clauses which contain one literal from $Y$ and one from $Z$, and $S_Y$ and $S_Z$ are defined similarly.

For each of the $O(n^3)$ choices of $0 \leq m_X, m_Y, m_Z \leq m$, we will determine whether it is possible to find an assignment to $\phi$ which satisfies all but $m_X$ clauses of $S'_X \cup S_Z$, all but $m_Y$ clauses of $S'_Y \cup S_X$, and all but $m_Z$ clauses of $S'_Y \cup S_Y$. From this we can compute the desired answer.
For any assignment $\alpha : X \rightarrow \{0,1\}^{n/3}$, define the vector $v_\alpha \in \{0,1\}^m$, whose entries are indexed by clauses $c$ in $S$, by
\[
v_\alpha[c] = \begin{cases} 
0 & \text{if } c \in S_X \cup S_Y \cup S_Z \text{ and } \alpha \text{ satisfies a literal in } c, \\
0 & \text{if } c \in S'_Y \cup S_X, \\
1 & \text{otherwise}.
\end{cases}
\]
Similarly, for any assignment $\beta : Y \rightarrow \{0,1\}$, define $v_\beta \in \{0,1\}^m$ by
\[
v_\beta[c] = \begin{cases} 
0 & \text{if } c \in S_X \cup S'_Y \cup S_Z \text{ and } \alpha \text{ satisfies a literal in } c, \\
0 & \text{if } c \in S'_X \cup S_Y, \\
1 & \text{otherwise}.
\end{cases}
\]
and for any assignment $\gamma : Z \rightarrow \{0,1\}$, define $v_\gamma \in \{0,1\}^m$ by
\[
v_\gamma[c] = \begin{cases} 
0 & \text{if } c \in S_X \cup S_Y \cup S'_Z \text{ and } \alpha \text{ satisfies a literal in } c, \\
0 & \text{if } c \in S'_Y \cup S_Z, \\
1 & \text{otherwise}.
\end{cases}
\]
Note that for any assignment $s$ to all the variables, letting $\alpha = s|_X$, $\beta = s|_Y$, and $\gamma = s|_Z$, we have that $\langle v_\alpha, v_\beta \rangle$ counts the number of clauses in $S'_Y \cup S_Z$ which are unsatisfied by $s$, $\langle v_\beta, v_\gamma \rangle$ counts the number of clauses in $S'_Z \cup S_X$ which are unsatisfied by $s$, and $\langle v_\gamma, v_\alpha \rangle$ counts the number of clauses in $S'_X \cup S_Y$ which are unsatisfied by $s$. In other words, our goal is to determine whether there is an $\alpha : X \rightarrow \{0,1\}$, $\beta : Y \rightarrow \{0,1\}$, and $\gamma : Z \rightarrow \{0,1\}$ with $\langle v_\alpha, v_\beta \rangle = m_X$, $\langle v_\beta, v_\gamma \rangle = m_Y$, and $\langle v_\gamma, v_\alpha \rangle = m_Z$. This is exactly an instance of $\text{EXACT-IP}_{3,2^{n/3},m}$, as desired.

**Theorem 18 (Reduction from $\text{EXACT-IP}$ to OV implicit in [8, Proof of Lemma 4.2]).** For any positive integer $n$, and any $c, \varepsilon > 0$, set $s := n^{c \log(c/\varepsilon)}$ and $d := O(2^{c/\varepsilon} \log n)$. There is a pair of maps
\[
\mathbf{r}_1, \mathbf{r}_2 : \{0,1\}^{c \log n} \times \{1,2,\ldots,s\} \times \{0,1,\ldots,c \log n\} \rightarrow \{0,1\}^d
\]
which can be computed in deterministic time $O(s \cdot 2^{c/\varepsilon} \log n)$ such that for any $x,y \in \{0,1\}^{c \log n}$, and any $m \in \{0,1,\ldots,c \log n\}$, we have $(x,y) = m$ if and only if there is an $i \in \{1,2,\ldots,s\}$ such that $\langle \mathbf{r}_1(x,i,m), \mathbf{r}_2(y,i,m) \rangle = 0$ (over $\mathbb{Z}$).

**Lemma 19.** For every $c, \varepsilon > 0$, there is a reduction from an $\text{EXACT-IP}_{n,c \log n}$ instance to $n^{3c \log(c/\varepsilon)}$ many instances of $\text{OV}_{\Delta_n,O(2^{c/\varepsilon} \log n)}$. The $\text{EXACT-IP}_{\Delta_n}$ instance is a yes instance if and only if at least one of the $\text{OV}_{\Delta_n}$ instances is a yes instance. The reduction takes time $2^{O(c \log(c/\varepsilon) \log n + c/\varepsilon)}$.

**Proof.** In our $\text{EXACT-IP}_{n,c \log n}$ instance, we are given $A,B,C \subseteq \{0,1\}^{c \log n}$ with $|A| = |B| = |C| = n$ and three nonnegative integers $m_{AB}, m_{BC}, m_{CA}$, and our goal is to determine whether there is a $(a,b,c) \in A \times B \times C$ such that $(a,b) = m_{AB}$, $(b,c) = m_{BC}$, and $(c,a) = m_{CA}$.

Set $s := n^{c \log(c/\varepsilon)}$ and $d := O(2^{c/\varepsilon} \log n)$, and let $\mathbf{r}_1, \mathbf{r}_2$ be the maps from Theorem 18. Then, our goal is equivalent to determine whether there is a choice of $(a,b,c) \in A \times B \times C$ and $i_{AB}, i_{BC}, i_{CA} \in \{1,2,\ldots,s\}$ such that $\langle \mathbf{r}_1(a,i_{AB},m_{AB}), \mathbf{r}_2(b,i_{AB},m_{AB}) \rangle = \langle \mathbf{r}_1(b,i_{BC},m_{BC}), \mathbf{r}_2(c,i_{BC},m_{BC}) \rangle = \langle \mathbf{r}_1(c,i_{CA},m_{CA}), \mathbf{r}_2(a,i_{CA},m_{CA}) \rangle = 0$. 


For each fixed choice of $i_{AB}, i_{BC}, i_{CA} \in \{1, 2, \ldots, s\}$, this is very nearly an instance of $\text{OV} \Delta_{n,d}$, which would complete the proof. To convert it into an instance of $\text{OV} \Delta_{n,3d}$, simply map:

$$a \rightarrow r_1(a, i_{AB}, m_{AB})||0^d||r_2(a, i_{CA}, m_{CA}),$$

$$b \rightarrow r_2(b, i_{AB}, m_{AB})||r_1(b, i_{BC}, m_{BC})||0^d,$$

$$c \rightarrow 0^d||r_2(c, i_{BC}, m_{BC})||r_1(c, i_{CA}, m_{CA}),$$

for each $a \in A$, $b \in B$, $c \in C$, where $\|\|$ denotes concatenation of vectors, and $0^d$ is the all-0s vector of length $d$.

**Theorem 20.** Suppose that $\text{OV} \Delta_{N, c \log N}$ can be solved in (deterministic) time $N^{\tau+o(1)}$ for some constant $\tau \geq 0$ and all constants $c > 0$. Then, for any constant $a > 0$, $\text{MAX}-\text{SAT}_{n,an}$ can be solved in (deterministic) time $O(2^{(3/3+\delta)n})$ for every $\delta > 0$.

**Proof.** Let $\varepsilon$ be a small constant to be set later. Lemma 17 gives a reduction from $\text{MAX}-\text{SAT}_{n,an}$ to $O(n^3)$ instances of $\text{EXACT-IP} \Delta_{O(2n^2),an}$. Lemma 19 then reduces each of those to $2^{O(nc \log(a/c))}$ instances of $\text{OV} \Delta_{O(2n^2),O(n^2^{\varepsilon})}$. The total time for computing all these reductions is $2^{O(nc \log(a/c) + a/c)}$.

For any $\delta > 0$, we can pick a sufficiently small $\varepsilon > 0$ so that the combination is a reduction from $\text{MAX}-\text{SAT}_{n,an}$ to $2^{2n/2}$ instances of $\text{OV} \Delta_{O(2n^2),O(n^{3/2})}$, which can be computed in $2^{n/2}$ time. Each of those instances can be solved in time $2^*n^{3+o(n)}$ using the given algorithm with $N = O(2^{n/3})$, as desired.

Finally, we can extend Theorem 20 from showing hardness just for $\text{OV} \Delta_{n, O(\log n)}$ to showing hardness for $\text{DIRECTED-CYCLE}_{n, O(\log n), k}$ for any integer $k \geq 3$ (the two problems coincide when $k = 3$) via a simple reduction:

**Lemma 21.** For any integer $k \geq 3$, there is a linear-time reduction from $\text{OV} \Delta_{n, O(\log n)}$ to $\text{DIRECTED-CYCLE}_{n, O(\log n), k}$.

**Proof.** $\text{OV} \Delta_{n, O(\log n)}$ reduces to $\text{DIRECTED-CYCLE}_{n, O(\log n), 3}$ by simply repeating the given input set three times (unless it contains the all-zeroes vector, in which case we include it in only one of the three sets). We next show how to reduce from $\text{DIRECTED-CYCLE}_{n, O(\log n), k-1}$ to $\text{DIRECTED-CYCLE}_{n, O(\log n), k}$ for any $k \geq 4$, which will complete the proof.

We are given as input $k - 1$ sets $V_1, \ldots, V_{k-1} \subseteq \{0, 1\}^d$ for $d = O(\log n)$ and $|V_i| = n$ for all $i \in \{1, 2, \ldots, k-1\}$. For each $i$ write $V_i = \{v_{i,j}\}_{j \in \{1, \ldots, n\}}$.

Next, for a sufficiently large $d' = O(\log n)$, pick $2n$ vectors $\alpha_1, \ldots, \alpha_n, \beta_1, \ldots, \beta_n \in \{0, 1\}^{d'}$ such that, for $i, j \in \{1, 2, \ldots, n\}$ we have

$$\langle \alpha_i, \beta_j \rangle = \begin{cases} 0 & \text{if } i = j \\ 1 & \text{otherwise.} \end{cases}$$

This can be done, for instance, by picking each $\alpha_i$ to be a different vector with exactly half its entries 1, and picking $\beta_i$ to be $\tilde{\alpha}_i$ (i.e. the all 1s vector minus $\alpha_i$). We thus can pick the smallest $d' = O(\log n)$ such that $(d'/2) \geq n$.

We will now pick sets $V'_1, \ldots, V'_k \subseteq \{0, 1\}^{2d+d'}$ for our $\text{DIRECTED-CYCLE}_{n, O(\log n), k}$ instance. We will pick $V'_i = \{v'_{i,j}\}_{j \in \{1, 2, \ldots, n\}}$, where the $v'_{i,j}$ vectors are defined as follows: If $i \in \{1, 2, \ldots, k-2\}$ then set $v'_{i,j} = v_{i,j}||v_{i,j}||0^{d'}$. Then, set $v'_{k-1,j} = 0^d||v_{k-1,j}||\alpha_j$ and $v'_{k,j} = v_{k-1,j}||0^d||\beta_j$.
We can see with these choices that the vectors \((v_1,j_1), (v_2,j_2), \ldots, (v_k-1,j_{k-1})\) formed a \(k-1\) cycle in the original instance of \(\text{DIRECTED-CYCLE}_{n,O(\log n),k-1}\) if and only if the \(k\) vectors \((v_1,j_1), (v_2,j_2), \ldots, (v_k,j_k)\) form a \(k\) cycle in the new instance we created of \(\text{DIRECTED-CYCLE}_{n,O(\log n),k}\). Moreover, \((v_k',j_k) = 0\) if and only if \(j = j'\), so these are the only possible \(k\) cycles in the new instance, as desired.

\[\textbf{Corollary 22.} \text{ Suppose for any } k \geq 3 \text{ that } \text{DIRECTED-CYCLE}_{n,O(\log n),k} \text{ can be solved in (deterministic) time } N^{\tau + o(1)} \text{ for some constant } \tau \geq 0. \text{ Then, for any constant } a > 0, \text{ MAX-2-SAT}_{n,a} \text{ can be solved in (deterministic) time } O(2^{(\tau/3 + \delta)n}) \text{ for every } \delta > 0.\]

### 4 Hypercliques in OV Hypergraphs and Directed Cycles

A straightforward generalization of the above argument shows:

\[\textbf{Theorem 23.} \text{ Suppose, for integers } \ell > k \geq 2, \text{ that } \text{OV-HYPERGRAPH}_{N,O(\log N),\ell,k} \text{ can be solved in (deterministic) time } N^{\tau + o(1)} \text{ for some constant } \tau \geq 0. \text{ Then, for any constant } a > 0, \text{ MAX-}k\text{-SAT}_{n,a} \text{ can be solved in (deterministic) time } O(2^{(\tau/\ell + \delta)n}) \text{ for every } \delta > 0.\]

Following the reduction from finding hypercliques in hypergraphs to finding directed cycles of [19], we can also reduce to finding directed cycles in OV graphs, with some care to ensure that the OV dimension does not increase too much:

\[\textbf{Theorem 24.} \text{ Let } k \geq 4 \text{ be a constant integer. There is a } O(d \cdot n^{k-\lceil k/3 \rceil}) \text{ time deterministic reduction from } \text{OV-HYPERGRAPH}_{n,d,k,3} \text{ to } \text{DIRECTED-CYCLE}_{n^{k-\lceil k/3 \rceil},d+O(\log n),k}.\]

The proof of the theorem is a bit technical, so we first present the special case for \(k = 4\) and then highlight some changes.

\[\textbf{Theorem 25} \text{ (}k = 4\text{ case of Theorem 24). There is a } O(d \cdot n^2 \log n) \text{ time deterministic reduction from } \text{OV-HYPERGRAPH}_{n,d,4,3} \text{ to } \text{DIRECTED-CYCLE}_{\binom{n}{2},d+O(\log n),4}.\]

\[\textbf{Proof.} \text{ In } \text{OV-HYPERGRAPH}_{n,d,4,3}, \text{ we are given as input a size-}n \text{ set } V = \{v_1, \ldots, v_n\} \subseteq \{0,1\}^d, \text{ and we want to determine whether there is a } T \subseteq V \text{ of size } |T| = 4 \text{ such that, for all } S \subseteq T \text{ of size } |S| = 3, \text{ we have } \text{IP}(S) = 0.\]

We first give some definitions. Define \(\text{AND} : \{0,1\}^d \times \{0,1\}^d \to \{0,1\}^d\) by, for \(x, y \in \{0,1\}^d\) and \(\ell \in \{1, \ldots, d\}, \text{AND}(x,y)[\ell] = x[\ell] \cdot y[\ell]\). Next, similar to Lemma 21, for a sufficiently large \(d' = O(\log n)\), pick \(2n\) vectors \(\alpha_1, \ldots, \alpha_n, \beta_1, \ldots, \beta_n \in \{0,1\}^d\) such that, for \(i, j \in \{1, 2, \ldots, n\}\) we have

\[\langle \alpha_i, \beta_j \rangle = \begin{cases} 0 & \text{if } i = j \\ \geq 1 & \text{otherwise.} \end{cases}\]

As before, we can pick the smallest \(d' = O(\log n)\) such that \((d'/2)^2 \geq n\). Finally, define \(\chi : \{1, 2, 3, 4\}^2 \times \{1, 2, \ldots, n\}^2 \to \{0,1\}^d\) by

\[\chi(p, q, i, j) = \begin{cases} \alpha_j & \text{if } p = q \\ \beta_i & \text{if } p = q + 1 \pmod 4 \\ 0^d & \text{otherwise.} \end{cases}\]

Our reduction constructs sets \(V_1, V_2, V_3, V_4 \subseteq \{0,1\}^{d+4d'},\) each of size \(\binom{n}{2}\), as follows. For each \(p \in \{1, 2, 3\}, 1 \leq i < j \leq n,\) put into set \(V_p\) the vector
\[ v_{i,j,p} := \text{AND}(v_i, v_j) \| \chi(p, 1, i, j) \| \chi(p, 2, i, j) \| \chi(p, 3, i, j) \| \chi(p, 4, i, j), \]

where \( \| \) denotes vector concatenation. Finally, for each \( 1 \leq i < j \leq n \), put into \( V_4 \) the vector

\[ v_{j,i,4} := \text{AND}(v_j, v_i) \| \chi(4, 1, j, i) \| \chi(4, 2, j, i) \| \chi(4, 3, j, i) \| \chi(4, 4, j, i). \]

We picked the function \( \chi \) so that, for \( a, b, c, d \in \{1, 2, \ldots, n\} \),

- for \( p \in \{1, 2, 3\} \), we have \( \langle v_{a,b,p}, v_{c,d,p+1} \rangle = 0 \) if and only if \( a < b = c < d \) and

\[ \langle \text{AND}(v_{a,b}), \text{AND}(v_{c,d}) \rangle = \langle v_{a,b}, v_{c,d} \rangle = 0. \]

- For \( p = 4 \), we have \( \langle v_{a,b,4}, v_{c,d,1} \rangle = 0 \) if and only if \( a > b = c < d \) and \( \langle v_{a,b}, v_{c,d} \rangle = 0. \)

In other words, there are \( a, b, c, d \in \{1, 2, \ldots, n\} \) such that \( \langle v_{a,b,1}, v_{b,c,2} \rangle = \langle v_{b,c,2}, v_{c,d,3} \rangle = \langle v_{d,a,4}, v_{a,b,1} \rangle = 0 \) if and only if \( 1 \leq a < b < c < d \leq n \) and, for every \( S \subseteq \{v_i, v_i, v_i, v_i\} \) of size \( |S| = 3 \) we have \( \text{IP}(S) = 3 \). In other words, the sets \( V_1, V_2, V_3, V_4 \) form the desired instance of \( \text{DIRECTED-CYCLE}_{(\frac{n}{2}),d+4}^{a,d,a}. \)

Now we highlight the main changes to the above proof needed to obtain Theorem 24.

**Sketch of the proof of Theorem 24.** We start with \( \text{OV-HYPERGRAPH}_{n,d,k,3} \) where we are given as input a size-\( n \) set \( V = \{v_1, \ldots, v_n\} \subseteq \{0, 1\}^d \), and we want to determine whether there is a \( T \subseteq V \) of size \( |T| = k \) such that, for all \( S \subseteq T \) of size \( |S| = 3 \), we have \( \text{IP}(S) = 0. \)

Let \( \gamma = k - \lceil k/3 \rceil. \)

The reduction from \( k \)-hyperclique in 3-uniform hypergraphs to \( k \)-hypercycle in 3-uniform hypergraphs from [19] carries over to our case and we see (details in the full version) that \( \text{OV-HYPERGRAPH}_{n,d,k,3} \) reduces to the following OV Hypercycle problem: given \( k \) sets of vectors \( W_1, \ldots, W_k \) where \( W_i \subseteq \{0, 1\}^d \) with \( |Q_i| = n \), are there \( a_1 \in W_1, \ldots, a_k \in W_k \) so that for every \( j \in \{1, \ldots, k\} \), we have that \( \langle a_j, a_{j+1}, \ldots, a_{j+\gamma} \rangle = 0 \), where indices are taken mod \( k. \)

We now take this hypercycle problem with generalized inner product over \( (\gamma + 1) \)-tuples and reduce it to \( k \)-cycle in a graph with roughly \( n^\gamma \) vertices extending our construction for 4-cycle.

We extend the definition of AND to take the bitwise AND of a \( \gamma \)-tuple of \( d \) length bit vectors. We then select for sufficiently high \( d' \), \( 2n^{\gamma-1} \) vectors \( \alpha_1, \ldots, \alpha_n, \beta_1, \ldots, \beta_n, \in \{0, 1\}^{d'} \) such that, for \( i, j \in \{1, 2, \ldots, n\} \gamma-1 \) we have

\[ \langle \alpha_i, \beta_j \rangle = \begin{cases} 0 & \text{if } i = j \\ \geq 1 & \text{otherwise}. \end{cases} \]

This can be done as before by picking each \( \alpha_i \) to be a different vector with exactly half its entries 1, and picking \( \beta_i \) to be \( \overline{\alpha_i} \). Then we get \( d' = O(\log n) \) by picking the smallest \( d' \) with \( \left( \frac{d'}{2} \right)^2 \geq n^{\gamma-1} \). We define \( \chi : \{1, 2, \ldots, k\}^2 \times \{1, 2, \ldots, n\}^\gamma \to \{0, 1\}^{d'} \) by the below, where \( i_1, \ldots, i_\gamma \in \{1, \ldots, n\} \):

\[ \chi(p, q, i_1, \ldots, i_\gamma) = \begin{cases} \alpha_{i_1 \ldots i_\gamma} & \text{if } p = q \\ \beta_{i_1 \ldots i_\gamma-1} & \text{if } p = q + 1 \pmod{k} \\ 0 & \text{otherwise.} \end{cases} \]
Our reduction constructs sets $V_1, V_2, \ldots, V_k \subseteq \{0,1\}^{d+kd'}$, each of size roughly $n^\gamma$, as follows. For each $p \in \{1,2,\ldots,k\}$, and each $\gamma$-tuple $i_1, \ldots, i_\gamma \in \{1, \ldots, n\}$ put into set $V_p$ the vector

$$v_{i_1,\ldots,i_\gamma,p} := AND(v_{i_1}^p, \ldots, v_{i_\gamma}^p) || \langle \chi(p, 1, v_{i_1}^p, \ldots, v_{i_\gamma}^p) \rangle || \langle \chi(p, 2, v_{i_1}^p, \ldots, v_{i_\gamma}^p) \rangle || \ldots || \langle \chi(p, k, v_{i_1}^p, \ldots, v_{i_\gamma}^p) \rangle,$$

where $||$ denotes vector concatenation and $v_j^p$ is the $j$th node of $W_p$ from the hypercycle instance.

We picked the function $\chi$ so that,

$$\langle v_{i_1,\ldots,i_\gamma,p}, v_{j_1,\ldots,j_\gamma,p+1} \rangle = 0$$

if and only if $(v_{i_1}^p, \ldots, v_{i_\gamma}^p) = (v_{j_1}^{p+1}, \ldots, v_{j_\gamma}^{p+1})$ and

$$\langle AND(v_{i_1}^p, \ldots, v_{i_\gamma}^p), (v_{j_1}^{p+1}, \ldots, v_{j_\gamma}^{p+1}) \rangle = (v_1^p, v_2^p, \ldots, v_\gamma^p, v_{\gamma+1}^p) = 0.$$

In other words, there is an OV $k$-cycle if and only if there was an OV $k$-hypercycle. ▶

We obtain the following corollary:

**Corollary 26.** Suppose that there is some $\varepsilon > 0$ so that $DIRECTED-CYCLE_{n,O(\log n),k}$ can be solved in

- $O(n^{3/2-\varepsilon})$ time for some $k \geq 6$ divisible by 3, or
- $O(n^{3/2+1/(2d)-\varepsilon})$ time for some $k = 3\ell + 1 \geq 4$, or
- $O(n^{3/2+1/(4d+2)-\varepsilon})$ time for some $k = 3\ell + 2 \geq 5$.

Then, for any constant $a > 0$, $MAX-3-SAT_{n,an}$ can be solved in (deterministic) time $O(2^{(1-\varepsilon/4+\delta)n})$ for every $\delta > 0$.

In particular, if $DIRECTED-CYCLE_{n,O(\log n),4}$ can be solved in time $n^{2-\varepsilon}$ time for some $\varepsilon > 0$, then $MAX-3-SAT_{n,an}$ has a faster algorithm.

## 5 Consequences for dynamic problems

In this section we will give two reductions that show that under Hypothesis 4, dynamic graph problems are hard even in OV graphs. We will need two tools to prove our theorems.

The first is from the previous section. It says that for any $n$ we can construct $2n$ Boolean vectors of length $O(\log n)$, $\alpha_1, \ldots, \alpha_n, \beta_1, \ldots, \beta_n$ so that $\langle \alpha_i, \beta_j \rangle = 0$ if and only if $i = j$.

The second tool is a way to make an OV graph “layered”.

**Claim 27.** For any $\ell \geq 2$, there exist $\ell$ nonzero Boolean vectors $a_1, \ldots, a_\ell$ of length $2 + (\ell - 2)(\ell - 1)/2$ so that for each $i, j$, $\langle a_i, a_j \rangle = 0$ if and only if $j = i + 1$ or $i = j + 1$.

**Proof.** We proceed by induction. For $\ell = 2$, the vectors are $[1, 0]$ and $[0, 1]$. Suppose the vectors for $\ell$ are $a_1, \ldots, a_\ell$ and have length $L$, then for every $j < \ell$, replace $a_j$ with $a_j$ concatenated with the length $\ell - 1$ bit vector that is all 0 except in position $j$ in which it is 1. Replace $a_\ell$ with $a_\ell$ concatenated with the length $\ell - 1$ all 0s vector. Finally set $a_{\ell+1}$ to be the length $L$ all 0s vector concatenated with the length $\ell - 1$ all 1s vector.

After the vector replacement, $\langle a_j, a_{j+1} \rangle > 0$ for all $j < \ell$, and $\langle a_\ell, a_1 \rangle$ is the same as before the replacement for $i, j < \ell$, and $\langle a_\ell, a_{\ell+1} \rangle = 0$. The length of the vectors goes up by $\ell - 1$. If we assume inductively that $L = 2 + (\ell - 2)(\ell - 1)/2$, adding $\ell - 1$, we complete the proof as $(\ell - 2)(\ell - 1)/2 + (\ell - 1) = (\ell - 1)\ell/2$. □
Remark 28. In fact, we will see in Theorem 32 below that the bound $2 + (\ell - 2)(\ell - 1)/2$ in Claim 27 can be replaced by only $O(\log \ell)$. However, such an improvement is unimportant for the results in this section, in which we will always pick $\ell$ to be a constant.

First let us consider the dynamic $s$-$t$ OV Shortest Paths which asks to maintain the distance between two fixed vertices $s$ and $t$ in an $n$ node OV graph with dimension $O(\log n)$ under vertex relabel updates (change the vector representing a node).

Theorem 29. Under Hypothesis 4, dynamic $s$-$t$ OV Shortest Paths with vertex label updates that change at most one edge at a time requires either $n^{\omega - o(1)}$ preprocessing time, or $n^{\omega - 1 - o(1)}$ amortized update time. If arbitrary vertex label updates are supported, then $5/3 - \varepsilon$-approximating the $s$-$t$ distance requires $n^{\omega - 1 - o(1)}$ amortized update time even when starting with an empty graph (all vectors are all 1s).

Proof. Suppose we are given an instance of OV$\Delta$ with $n$ vectors $V$ of dimension $d = O(\log n)$.

We will start with the proof for vertex label updates that change at most a single edge.

Let us create 4 sets of vectors $V_1, V_2, V_3, V_4$, using the vectors $a_1, a_2, \ldots, a_6$ from Claim 27: for each $i \in \{1, \ldots, 4\}$ and for every $v \in V$, put in $V_i$ the vector $v^i$ that concatenates $v$ with $a_{j_i+1}$. In addition, create two new vectors, $s$ and $t$, where $s$ is the $d$-length all 1s vector concatenated with $a_1$ and $t$ is the $d$-length all 1s vector concatenated with $a_6$.

By construction, $s$ and $t$ are non-orthogonal with all other vectors, and a vector $v^j \in V_j$ and a vector $u^k \in V_k$ for $j \leq k$ are orthogonal if and only if $k = j + 1$ and $u$ and $v$ are orthogonal in the original OV$\Delta$ instance.

We will use the length $d' = O(\log n)$ vectors $\alpha_1, \ldots, \alpha_n, \beta_1, \ldots, \beta_n$ from our first tool. For every vector $v^i \in V^i$ for $j \in \{2, 3\}$, we concatenate the length $d'$ all 0s vector to its end. For a vector $v_q^4 \in V^4$ for $j \in \{1, 4\}$ (where $v_q$ is the $q$th vector of $V$) we concatenate $\beta_q$ to the end of it. This does not change the orthogonality of the vectors. We also concatenate the length $d'$ all zeros vector to the ends of both $s$ and $t$.

This completes the preprocessing stage.

Now, the updates are as follows. We have $n$ stages, one for each vector $v_q \in V$. In the stage for $v_q$, we replace the last $d'$ bits of $s$ and $t$ with $\alpha_q$ and the first $d$ bits with the all 0 vector. This has the effect of inserting the edges $(s, v_q^1)$ and $(v_q^4, t)$ and leaving all other edges unchanged.

Then, the distance between $s$ and $t$ in the new OV graph is 5 if and only if there are vectors $a, b \in V$ such that $(v_q, a) = (a, b) = (b, v_q) = 0$. At the end of the stage for $v_q$, we undo the relabeling of $s$ and $t$ and we move on to the next vector in $V$. This effectively deletes the two edges that were inserted.

The number of stages is $n$, so if the preprocessing time is $O(n^{\omega - \varepsilon})$ for $\varepsilon > 0$, then the total time of all $n$ update stages needs to be $n^{\omega - o(1)}$ under our Hypothesis, and hence the amortized time per update is $n^{\omega - 1 - o(1)}$.

Now we present a simpler proof where the updates are arbitrary relabelings. In the previous proof since the edges in the initial graph would be too expensive to insert one by one using single edge updates, we needed preprocessing. Here there will be no need for preprocessing since we can simply label all vertices as needed one by one.

Create just two sets of vectors $V_1, V_2$, using the vectors $a_1, a_2, a_3, a_4$ from Claim 27: for each $i \in \{1, 2\}$ and for every $v \in V$, put in $V_i$ the vector $v^i$ that concatenates $v$ with $a_{j_i+1}$. In addition, create two new vectors, $s$ and $t$, where $s$ is the $d$-length all 1s vector concatenated with $a_1$ and $t$ is the $d$-length all 1s vector concatenated with $a_4$. Then we will have $n$ stages one for each vector $v_q \in V$ in which we will change $s$ and $t$ as follows. In the stage for $v_q$, we replace the first $d$ bits of $s$ and $t$ with $v_q$. Now, $s$ will only be orthogonal to the vectors in $V_1$
corresponding to original vectors that are orthogonal to \( v_q \) and \( t \) will be orthogonal to the vectors in \( V_2 \) corresponding to original vectors that are orthogonal to \( v_q \). Thus the distance between \( s \) and \( t \) is 3 if there is a triangle in the OV graph, and it is at least 5 otherwise. ◀

The second dynamic problem we will prove hardness for is dynamic bipartite perfect matching in OV graphs: given an OV graph maintain whether it has a perfect matching, under vertex relabel updates.

▶ Theorem 30. Dynamic bipartite perfect matching in OV graphs on \( n \) nodes and dimension \( O(\log n) \) under vertex relabel updates that change only a single edge at a time requires either \( n^{o(1)} \) preprocessing time, or \( n^{o(1)} \) amortized update time. If arbitrary vertex relabelings are supported, the same lower bound holds but with arbitrary preprocessing.

Proof. The proof is similar to the proof of the previous theorem.

We start with an instance of \( \text{OV}_\Delta \) and make it layered with 10 layers, \( s, V^{1,1}, V^{1,2}, V^{2,1}, V^{2,2}, V^{3,1}, V^{3,2}, V^{4,1}, V^{4,2}, t \). Here \( s \) and \( t \) are vertices and the rest contain vectors corresponding to the vectors in \( V \). The layering is accomplished using Claim 27 as in the previous theorem. This adds a constant number of coordinates to the vectors.

For a particular \( j \), the edges between \( V^{j,1} \) and \( V^{j,2} \) are just a matching between the vectors \( v_q^{j,1} \) and \( v_q^{j,2} \) corresponding to a vector \( v_q \in V \). This is accomplished using the vectors \( \alpha_i \) and \( \beta_i \) from our first tool.

The edges between \( V^{j,2} \) and \( V^{j+1,1} \) are between vectors \( v_q^{j,2} \) and \( v_q^{j+1,1} \) that correspond to \( v_q \), \( v_r \in V \) that are orthogonal.

The above two tasks are accomplished as follows. Let \( L = \mathcal{O}(1) \) be the length of the vectors \( a_j \) for \( j \in \{1,\ldots,12\} \) from Claim 27. Let \( d = \mathcal{O}(\log n) \) be the length of the vectors from the original \( \text{OV}_\Delta \) instance and let \( d' = \mathcal{O}(\log n) \) be the length of the vectors \( \alpha_1,\ldots,\alpha_n,\beta_1,\ldots,\beta_n \) from our first tool. Let \( 0_t \) denote the length-\( t \) all 0s vector. Each of the vectors \( v_q^{j,b} \) for \( j \in \{1,2,3,4\}, b \in \{1,2\} \) is of length \( L + 2d' + 2d \) as follows. If \( j \) is odd, a vector \( v_q^{j,1} \) is the concatenation of \( a_{2j+2}, 0_d, \alpha_q, v_q, 0_d, \text{ and a vector } v_q^{j,2} \) is the concatenation of \( a_{2j+3}, 0_d, \beta_q, 0_d, v_q \). On the other hand, if \( j \) is even, a vector \( v_q^{j,1} \) is the concatenation of \( a_{2j+2}, 0_d, 0_d, v_q, 0_d, \text{ and a vector } v_q^{j,2} \) is the concatenation of \( a_{2j+3}, 0_d, \beta_q, v_q, 0_d \).

We make \( s \) and \( t \) orthogonal to each other but not to anything else. This can be done by letting \( s \) be \( a_1 \) followed by \( 0_{2d'+2d} \) and \( t \) be \( a_2 \) followed by \( 0_{2d'+2d} \). Since all other vectors start with \( a_k \) for \( k \geq 4 \), \( s \) and \( t \) are not orthogonal to any of the other vectors but are orthogonal to each other.

This completes the preprocessing stage. At this point there is a perfect matching consisting of \( (s,t) \) and the perfect matchings between \( V^{j,1} \) and \( V^{j,2} \) for \( j \in \{1,2,3,4\} \).

There is a stage for each \( v_q \in V \). In the stage for \( v_q \), we make \( s \) be in layer 1 and only orthogonal to \( v_q^{1,1} \), and \( t \) be in layer 10 and only orthogonal to \( v_q^{4,2} \). This effectively deletes the edge \( (s,t) \) and inserts edges \( (s,v_q^{1,1}) \) and \( (v_q^{4,2},t) \). (These updates are undone at the end of the stage.)

Since \( v_q^{1,1} \) is the concatenation of \( a_4,\alpha_q,0_d,0_d,0_d,0_d,v_q \) and \( v_q^{4,2} \) is the concatenation of \( a_1,\beta_q,0_d,v_q,0_d,0_d,0_d \), we only need to set \( s \) to be the concatenation of \( a_3,\beta_q,0_d,0_d,0_d,0_d,0_d \) and \( t \) to be the concatenation of \( a_{12},\alpha_q,0_d,0_d,0_d,0_d \).

Now the only way that for there to be a perfect matching is if there are \( v_a, v_b, v_c \) form a triangle in the original OV graph. The number of updates is \( \mathcal{O}(n) \), and hence we get the same conditional lower bound as in the previous theorem. ◀
6 Problems still NP-hard on OV graphs

We begin by recalling Alon’s original proof that graphs with low maximum degree can be written as OV graphs of low dimension:

\[\text{Lemma 31 ([5, Lemma 3.2]). For any graph } G \text{ with } n \text{ nodes and maximum degree } d, \text{ there are } n \text{ vectors in } \{0,1\}^{O(d^2 \log n)} \text{ whose OV graph is } G.\]

\[\text{Proof. (We give here the original proof of [5].) Let } k = \lceil 2e^2(d+1)^2 \log n \rceil. \text{ We begin by picking } n \text{ vectors } v_1, \ldots, v_n \in \{0,1\}^k \text{ at random: for each } i \in \{1,2,\ldots,n\} \text{ and each } \ell \in \{1,2,\ldots,k\} \text{ we set } v_i[\ell] = 1 \text{ independently with probability } 1/(d+1), \text{ and } v_i[\ell] = 0 \text{ otherwise. Next, we perform a “correction”: for each } i,j \in \{1,2,\ldots,n\} \text{ which are adjacent nodes in } G, \text{ and each } \ell \in \{1,2,\ldots,k\} \text{ such that } v_i[\ell] = v_j[\ell] = 1 \text{, we set both } v_i[\ell] \text{ and } v_j[\ell] \text{ to } 0. \text{ After this correction, every edge in } G \text{ is also an edge in the OV graph for } V = \{v_1, \ldots, v_n\}. \]

Now, consider any } i,j \in \{1,2,\ldots,n\} \text{ which are not adjacent in } G. \text{ They are also not adjacent in the OV graph of } V \text{ so long as there is an } \ell \in \{1,2,\ldots,k\} \text{ such that } (1) v_i[\ell] = v_j[\ell] = 1 \text{ before the correction phase, and (2) for every } i' \in \{1,2,\ldots,n\} \setminus \{i,j\} \text{ which is adjacent to } i \text{ or } j \text{ (there are at most } 2d \text{ such } i'\text{’s), } v_{i'}[\ell] = 0 \text{ before the correction phase. For a fixed } \ell \in \{1,2,\ldots,k\}, \text{ this happens with probability}

\[\frac{1}{(d+1)^2} \left(1 - \frac{1}{d+1}\right)^{2d} \geq \frac{1}{e^2(d+1)^2}.\]

Thus, for a fixed pair } i,j \in \{1,2,\ldots,n\} \text{ which are not adjacent in } G, \text{ the probability that they are adjacent in the OV graph of } V \text{ is at most}

\[\left(1 - \frac{1}{e^2(d+1)^2}\right)^n \leq e^{-k/e^2(d+1)^2} \leq \frac{1}{n^2}.\]

It follows that the expected number of } i,j \in \{1,2,\ldots,n\} \text{ which are not adjacent in } G \text{ but are adjacent in the OV graph of } V \text{ is at most } \binom{n}{2} \cdot n^{-2} < 1/2. \text{ Hence, by the probabilistic method, there is a choice of randomness for which there are no such } i,j, \text{ and hence the OV graph of } V \text{ is exactly our graph } G, \text{ as desired.} \]

\[\textbf{Theorem 32. Given a graph } G \text{ with } n \text{ nodes and maximum degree } d, \text{ there is a deterministic algorithm running in time } n^{O(d^2)} \text{ to find } n \text{ vectors in } \{0,1\}^{O(d^2 \log n)} \text{ whose OV graph is } G.\]

\[\text{Proof. We will derandomize the construction from Lemma 31. We first note that, for a fixed } \ell, \text{ when picking } v_i[\ell] \text{ for all } i \text{ before the correction phase, it is sufficient to pick them } (2d+2)-\text{wise independently, rather than fully independently as we did in the original proof. Indeed, in the proof that any } i,j \in \{1,2,\ldots,n\} \text{ which are not adjacent in } G \text{ are also not adjacent in the OV graph of } V, \text{ we only needed to consider } v_{i'}[\ell] \text{ for } (2d+2) \text{ choices of } i'. \text{ For a fixed } \ell, \text{ we can thus draw the required } v_i[\ell] \text{ before the correction phase for all } i, \text{ } (2d+2)-\text{wise independently, to be 1 with probability } 1/(d+1), \text{ and 0 otherwise, using } O(d \log n) \text{ random bits via standard constructions.}

Next, rather than independently sample such a vector for each } \ell, \text{ we use the standard derandomization trick of using a random walk on a constant-degree expander graph (see e.g. [25, Section 4.2]). We saw above that for a given } i,j \in \{1,2,\ldots,n\} \text{ which are not adjacent in } G, \text{ the required vector entries for a particular } \ell \text{ can be drawn with } O(d \log n) \text{ random bits, and will cause them to be not adjacent in the OV graph of } V \text{ with probability } 1/(d+1). \text{ Hence, using an expander random walk, we can draw the vector entries for } t = O(d^2 \log n) \text{ different } \ell \text{s using } O(t + d \log n) = O(d^2 \log n) \text{ random bits. As before, there is a choice of randomness for which the resulting OV graph is } G. \text{ We can iterate over all } 2^{O(d^2 \log n)} = n^{O(d^2)} \text{ choices of randomness to find such an OV graph as desired.} \]
This immediately gives a polynomial-time reduction from algorithmic problems on sparse graphs to algorithmic problems on OV graphs of dimension $O(\log n)$. For instance:

**Corollary 33.** Any problem which is NP-hard on graphs of constant maximum degree is also NP-hard on OV graphs of dimension $O(\log n)$.

Finally, we note that some NP-hard graph problems do become easier on OV graphs:

**Theorem 34.** Given as input vectors $V = \{v_1,\ldots,v_n\} \subseteq \{0,1\}^d$ defining a dimension $d$ OV graph $G_V$, a maximum size clique in $G_V$ can be found in time $2^d \cdot n^{O(1)}$.

**Proof.** A clique in $G_V$ of size $s$ corresponds to a subset $S \subseteq V$ of size $|S| = s$ such that, for each $i \in \{1,2,\ldots,d\}$, there is at most one $v \in V$ such that $v[i] = 1$. Equivalently, if we view each $v \in V$ as a subset of $U := \{1,2,\ldots,d\}$ (i.e. $i \in v$ if and only if $v[i] = 1$), then $S \subseteq V$ is a clique if and only if it is a collection of disjoint subsets of $U$. Finding the maximum size clique is hence the set packing problem in a universe of size $d$, which can be solved in $2^d \cdot n^{O(1)}$ time [7].

# OV Matrices and Online Matrix-Vector Multiplication

**Theorem 35.** For any real numbers $a,c$ with $c > 2a > 0$, and any matrix $M \in F_2^{n \times n}$ of OV dimension $c \cdot \log n$, we can write $M = L \cdot R + S$ where $L, R \in F_2^{n \times r}$ for $r = n^{a \log(c/a) + o(1)}$, and $S \in F_2^{n \times n}$ has at most $O(n^{2-a})$ entries equal to 1. Moreover, given the vectors $u_1,\ldots,u_n,v_1,\ldots,v_n \in \{0,1\}^{c \log n}$ such that $M[i,j] = 1$ if and only if $\langle u_i, v_j \rangle = 0$ (over $\mathbb{Z}$), we can compute $L, R$ and $S$ in randomized time $O(n^2)$ with high probability.

**Proof.** We use the polynomial method similar to [2, Theorem 1.1]. Let $d = c \log n$. For every subset $S \subseteq \{1,2,\ldots,d\}$, define the polynomial $p_S : F_2^d \to F_2$ by $p_S(x) = \sum_{\ell \in S} x[\ell]$. Notice that, when $x = 0^d$, then $p_S(x) = 0$ for all $S$, and when $x \neq 0^d$, then $p_S(x) = 1$ for half of all $S$.

Let $m = a \log n$. We begin by picking $m$ independent, uniformly random subsets $S_1,\ldots,S_m \subseteq \{1,2,\ldots,d\}$. We then compute the set $E$ of all pairs $(i,j) \in \{1,\ldots,n\}^2$ such that $\text{AND}(u_i,v_j) \neq 0^d$ but $p_{S_t}(\text{AND}(u_i,v_j)) = 0$ for all $t \in \{1,\ldots,m\}$. This can be computed in $O(n^2md) = \tilde{O}(n^2)$ time. From the above discussion, a given $(i,j)$ is in $E$ with probability $2^{-m} = n^{-a}$, and so the expected size of $E$ is $n^{2-a}$. Hence, by Markov’s inequality, $|E| \leq 100 \cdot n^{2-a}$ with probability at least 0.99; if this is not the case, repeat independently until it is.

Now, consider the polynomial $p : F_2^d \to F_2$ given by, for $z \in F_2^d$, $p(z) = 1 + \prod_{t=1}^m (1 + p_{S_t}(z))$. Since $p$ is over $F_2$, with $x^2 = x$ for all $x \in F_2$, we can assume that $p$ is multilinear by reducing any exponent larger than 1 to 1. Hence, we can expand $p$ into a sum of multilinear monomials, and the number $r$ of monomials will be at most

$$r \leq \sum_{g=0}^m \binom{d}{g} \leq \binom{d}{m} \leq O \left( \frac{d}{m} \right)^m = O \left( \frac{c \log n}{a \log n} \right)^{a \log n} \leq n^{a \log(c/a) + o(1)}.$$

1 Here we use the fact, from Stirling’s inequality, that for any $1 \leq k \leq n$ we have $\binom{n}{k} \leq \frac{n^k}{k!} \leq \left( \frac{en}{k} \right)^k \leq O(n/k)^k$. 
In particular, since for \( x, y \in \mathbb{F}_2^d \) the vector AND\((x, y)\) consists of a single monomial in terms of \( x \) and \( y \) in each entry, i.e. \( \text{AND}(x, y)[\ell] = x[\ell] \cdot y[\ell] \), we can write

\[
p(\text{AND}(x, y)) = \sum_{w=1}^{r} \prod_{\ell \in T_w} x[\ell] \cdot y[\ell]
\]

for some subsets \( T_1, \ldots, T_r \subseteq \{1, 2, \ldots, d\} \). Define the map \( V : \mathbb{F}_2^d \rightarrow \mathbb{F}_2^r \) by \( V(x)[w] = \prod_{\ell \in T_w} x[\ell] \). Hence, \( p(\text{AND}(x, y)) = \langle V(x), V(y) \rangle \) (where the inner product is over \( \mathbb{F}_2 \)).

Finally, we can define our matrices \( L, R, S \) as follows: \( L \in \mathbb{F}_2^{r \times r} \) is the matrix whose \( i \)th row is \( V(u_i) \), \( R \in \mathbb{F}_2^{2^r \times n} \) is the matrix whose \( j \)th column is \( V(v_j) \), and \( S \in \mathbb{F}_2^{n \times n} \) is the matrix whose entry \( S[i, j] \) is 1 if and only if \( (i, j) \in E \). Hence, we can see that \( (L \cdot R)[i, j] = p(\text{AND}(u_i, v_j)) \), and we have defined \( E \) so that \( S[i, j] = 1 \) if and only if \( p(\text{AND}(u_i, v_j)) \neq M[i, j] \).

\[\blacktriangleright\textbf{Corollary 36.}\] For \( c > 0 \), given vectors \( u_1, \ldots, u_n, v_1, \ldots, v_n \in \{0, 1\}^{c \log n} \) which define a matrix \( M \in \mathbb{F}_2^{2^r \times n} \) of OV dimension \( c \log n \), we can compute matrices \( L \in \mathbb{F}_2^{r \times n} \), \( R \in \mathbb{F}_2^{2^r \times n} \) and \( S \in \mathbb{F}_2^{n \times n} \) in time \( O(n^2) \) with high probability such that \( S \) has at most \( n^{2-1/O(\log c)} \) nonzero entries and \( M = L \cdot R + S \).

\[\text{Proof.}\] Apply Theorem 35 with \( a = 1/O(\log c) \) so that \( a \log(c/a) < 0.1 \).

\[\blacktriangleright\textbf{Corollary 37.}\] For \( c > 0 \), we can preprocess vectors \( u_1, \ldots, u_n, v_1, \ldots, v_n \in \{0, 1\}^{c \log n} \) which define a matrix \( M \in \mathbb{F}_2^{2^r \times n} \) of OV dimension \( c \log n \), in preprocessing time \( O(n^2) \) with high probability, such that given as input a vector \( v \in \mathbb{F}_2^n \), we can compute the product \( M \cdot v \) in time \( n^{2-1/O(\log c)} \).

\[\text{Proof.}\] In preprocessing we compute the matrices \( L, R, S \) from Corollary 36. Then, on input \( v \), we compute \( L \cdot (R \cdot v) \) in \( O(n^{1.2}) \) time and \( S \cdot v \) in \( n^{2-1/O(\log c)} \) time, and sum the results.
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Abstract

Say that we are given samples from a distribution \( \psi \) over an \( n \)-dimensional space. We expect or desire \( \psi \) to behave like a product distribution (or a \( k \)-wise independent distribution over its marginals for small \( k \)). We propose the problem of enumerating/list-decoding all large subcubes where the distribution \( \psi \) deviates markedly from what we expect; we refer to such subcubes as skewed subcubes. Skewed subcubes are certificates of dependencies between small subsets of variables in \( \psi \). We motivate this problem by showing that it arises naturally in the context of algorithmic fairness and anomaly detection.

In this work we focus on the special but important case where the space is the Boolean hypercube, and the expected marginals are uniform. We show that the obvious definition of skewed subcubes can lead to intractable list sizes, and propose a better definition of a minimal skewed subcube, which are subcubes whose skew cannot be attributed to a larger subcube that contains it. Our main technical contribution is a list-size bound for this definition and an algorithm to efficiently find all such subcubes. Both the bound and the algorithm rely on Fourier-analytic techniques, especially the powerful hypercontractive inequality.

On the lower bounds side, we show that finding skewed subcubes is as hard as the sparse noisy parity problem, and hence our algorithms cannot be improved on substantially without a breakthrough on this problem which is believed to be intractable. Motivated by this, we study alternate models allowing query access to \( \psi \) where finding skewed subcubes might be easier.
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1 Introduction

Assume that we observe samples from a distribution \( \psi \) over points in \( n \)-dimensional space \( \mathcal{D}^n \). Our prior belief is that each attribute has a marginal distribution \( \mu_i \), and that the various attributes are nearly independent (or at least \( k \)-wise independent for small \( k \)). Hence \( \psi \) is close to the product distribution \( \mu = \prod_i \mu_i \). Our goal is to find significant deviations between our hypothesis \( \mu \) and the observed distribution \( \psi \), manifested as significant dependencies between small sets of variables. The distribution \( \mu \) might represent either a prior model for
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Assume there is a base population \( \psi \), or it might be represent a target distribution that we wish \( \psi \) to be close to. This problem arises naturally in several machine learning applications as we detail in Section 1.1, but first we formulate the problem with more detail.

To formulate a precise statement, we first define the notion of subcubes. Assume that \( D \) is ordered and bounded, the two canonical examples are \( D^n = \{0, 1\}^n \) and \( D^n = [0, 1]^n \). Let \( K \subseteq [n] \) be a set of \( k \) coordinates. For \( x \in D^n \), \( x_K \) denotes the projection of \( x \) onto coordinates in \( K \). For each \( j \in K \), let \( I_j \subseteq D \) be an interval in \( D \). We call the set of points \( C = \{ x \in D^n : x_K \in \prod_{j \in K} I_j \} \) a subcube of codimension \( k \). We have

\[
\mu(C) := \Pr_{x \sim \mu}[x \in C] = \prod_{j \in K} \Pr_{x_j \sim \mu_j}[x_j \in I_j] = \prod_{j \in K} \mu_j(I_j).
\]

If we similarly define \( \psi(C) := \Pr_{x \sim \psi}[x \in C] \), then our goal is to find subcubes such that \( |\mu(C) - \psi(C)| \geq \gamma \). Motivated by our applications, we add two more desiderata to our problem formulation (that will be justified shortly): we restrict to large subcubes, and we want algorithms that enumerate all subcubes that satisfy our conditions.

One way to restrict to large subcubes is to only consider subcubes with \( \mu(C) \geq \eta \) for some \( \eta \in [0, 1] \). Alternately, we could bound the codimension by \( k \). The advantage of the latter is that we only need that \( \mu \) is \( k \)-wise independent for the equality \( \mu(C) = \prod_{j \in K} \mu_j(I_j) \) to hold. In the discrete case \( D^n = [0, 1]^n \), the two notions coincide since \( \mu(C) = 2^{-k} \) for subcubes of codimension \( k \).

Rather then phrasing this as an optimization question where the goal is to find the subcube that maximizes the deviation \( \gamma \), our goal will be to come up with a list-decoding style algorithm that enumerates over all subcubes of codimension \( k \) such that \( |\mu(C) - \psi(C)| \geq \gamma \).

In addition to being a natural algorithmic question in its own right, this problem comes up in recent work in machine learning, on anomaly detection and fairness.

1.1 Motivation

Fairness in Machine Learning

Assume there is a base population \( P \) of individuals, each described by \( n \) attributes. We naturally view \( P \) as inducing a distribution \( \mu \) on the attribute space \( D^n \). Suppose that small subsets of the attributes are nearly independent, so that \( \mu \) is close to being \( k \)-wise independent for some \( k \) which is small compared to \( n \). We are given a distribution \( \psi \) over this population. Our goal is to discover significant biases in the distribution that are not present in the original population \( P \). For instance the population \( P \) might be the set of students that apply to a university, and \( \psi \) might represent the set of successful applicants. Or \( P \) might be the training data for a machine learning algorithm while \( \psi \) represents the misclassified inputs. The latter setting has received a fair amount of attention in the context of algorithmic bias and fairness in Machine learning, where the most commonly studied notion is that of intersectionality bias [4]: we are interested in biases where we restrict the values of some small subset of attributes, which are typically discrete. See for instance a recent study showing that facial recognition software has higher error rates for women of color [3]. Our motivation for considering subcubes is that it captures intersectionality in the discrete setting.

Enumerating over all subcubes is more appropriate than optimization in this setting since not all intersectionalities might be equally important. The fact that college applications submitted during certain days of the week are less likely to be accepted might not be as significant as the fact that certain zipcodes are less likely to be accepted; even if the deviation
is lower in the latter case. We ask for algorithms that enumerate over all biased subcubes and leave it to subject experts to decide how interesting these are, just as in list-decoding we do not worry about how the receiver chooses from the list of possible codewords returned by the decoder. Another reason to favor enumeration is that in real-world datasets, we may not expect $\psi$ to be truly $k$-wise independent; we might expect correlations between certain sets of attributes. But even so, an exhaustive list of significant correlations might lead us to discover interesting new properties of the distribution and refine our model for $\psi$. The restriction to subcubes of bounded codimension is natural since intersectionalities of few attributes are more interesting.

**Anomaly Detection**

Anomaly detection is a ubiquitous unsupervised learning problem [5]. Isolation based methods for anomaly detection have proven to be extremely effective in practice [15, 7, 11]. Building on this, the recent work of [10] proposes an approach to anomaly detection based on a notion called Partial Identification. It assigns a score denoted $\text{PIDScore}(x, P)$ to each point $x \in P$ which measures how easy it is to distinguish $x$ from other points in $P$. They give a heuristic to compute $\text{PIDScore}(x, P)$, and show that the resulting anomaly detection algorithm outperforms several popular anomaly detection methods, across a broad range of benchmarks.

Formally, given a set of points $P \subseteq \mathcal{D}^n$ and a subcube $C \in \mathcal{D}^n$, define the sparsity of $C$ as

$$\rho(C) = \frac{\text{vol}(C)}{|C \cap P|}$$

The PIDScore of a point $x \in P$ is the maximum value of $\rho(C)$ over all subcubes that contain it.

$$\text{PIDScore}(x, P) = \max_{C \ni x} \rho(C).$$

Anomalous points are those for which $\text{PIDScore}(x, P) \geq t$ for some threshold $t$. Equivalently, it suffices to find all $C$ such that $\rho(C) \geq t$, and then take all the points contained in them.

To relate this to our problem, let us take $\mu$ to be the uniform measure over $\mathcal{D}^n$ and $\psi$ to be the measure induced by $P$. Rescaling $\rho$ by a factor of $|P|/\text{vol}(\mathcal{D}^n)$, we get

$$\rho'(C) = \frac{\text{vol}(C)}{\text{vol}(\mathcal{D}^n)} \frac{|P|}{|C \cap P|} \approx \frac{\mu(C)}{\psi(C)}.$$  

If we also scale the threshold $t$ by the same factor, then the set of outliers stays the same. But $\rho'(C) \geq t'$ implies $\psi(C) \leq \mu(C)/t'$, hence

$$\frac{\mu(C) - \psi(C)}{\mu(C)} \geq 1 - \frac{1}{t'}.$$}

Thus this is an instance of the problem that we consider, where our goal is to find non-empty subcubes that are underrepresented in $\psi$, when compared to $\mu$. Enumeration over all sparse subcubes is natural in this setting, since we wish to list all points with high scores.

---

2 Actually $|C \cap P|/|P| = \psi(C)$ only in expectation, but since subcubes have small VC dimension, we get tight concentration.
2 Our Results

In this paper, we focus on the case when $D^n = \{\pm 1\}^n$ and $\mu$ is the uniform distribution. We believe that several of our techniques apply to more general product distributions. A subcube of codimension $k$ is obtained by restricting the values of some subset $K$ of coordinates. For subcubes $C \subseteq D$ we refer to $C$ as a child of $D$ and $D$ as a parent of $C$.

As a warm-up we first consider the following problem:

▶ Problem 1 (Finding skewed subcubes). Given sample access to a distribution $\psi$ over $\{\pm 1\}^n$ and $\gamma \in (0, 2^k - 1]$ find all subcubes $C$ with codimension $j \leq k$ such that

$$\left| \frac{\Pr_{x \sim \psi}[x \in C] - 2^{-j}}{2^{-j}} \right| \geq \gamma.$$

There is a trivial $\tilde{O}(n^k)$ algorithm that enumerates over all subcubes. To beat this naive bound, we first need to bound the list-size of the output, or rather a bound on the number of skewed subcubes. However, we show in Lemma 12 that there exist distributions where the number of skewed subcubes is $\Omega((n/k)^k)$, which is not far from the trivial upper bound.

The proof of Lemma 12 demonstrates that one source for the abundance of skewed subcubes is that skew is easily inherited by children from their parents: if a subcube $C$ of codimension $j$ is skewed, for every choice of $k-j$ additional coordinates, by simple averaging, there is at least one restriction that results in a skewed subcube. So even if we consider the uniform distribution over points with $x_1 = 1$, there are $\Omega(n^{k-1})$ skewed subcubes by this definition, while really the only interesting subcube is the $x_1 = 1$ subcube. Our first contribution is a definition which captures only those subcubes that do not inherit their skew from a parent.

▶ Problem 2 (Finding minimal skewed subcubes). Given sample access to a distribution $\psi$ over $\{\pm 1\}^n$, $\gamma \in (0, 2^k - 1]$ and $\epsilon \in (0, 1)$ find all subcubes $C$ with codimension $j \leq k$ such that

$$\left| \frac{\Pr_{x \sim \psi}[x \in C] - 2^{-j}}{2^{-j}} \right| \geq \gamma,$$

and for every parent $C' \supseteq C$ of codimension $i$,

$$\left| \frac{\Pr_{x \sim \psi}[x \in C] - 2^{-i}}{2^{-i}} \right| \leq \gamma(1 - \epsilon).$$

We refer to such a subcube as a $(\gamma, \epsilon)$-minimal skewed subcube. This notion is motivated by our applications: if we already know that $\Pr_{x \sim \psi}[(x_1 = 1) \land (x_2 = 1)] = 3/4$ (rather than $1/4$), then knowing that $\Pr_{x \sim \psi}[(x_1 = 1) \land (x_2 = 1) \land (x_3 = 1)] = 3/8$ should not surprise us, given our prior.

A natural question to ask is whether focusing in minimal skewed subcubes suffices to make the problem (or at least the list size) more tractable. Our second contribution is a bound on the number of minimal skewed subcubes which is independent of the dimension $n$. Instead we have a dependence on the max norm of the probability distribution defined below.

---

3 The formal definition of minimal skewed subcubes (Definition 13) is a little more involved, we only care about those parents of $C$ which are skewed the same way as $C$. 
Given a distribution $\psi$ on $\{\pm1\}^n$, let $\|\psi\|_\infty := 2^n \cdot \max_{x \in \{\pm1\}^n} \Pr_{x \sim \psi}[x = x]$. The parameter $\|\psi\|_\infty$ lies in the range $[1, 2^n]$ and is a measure of how well-spread the distribution is. It is referred to as the smoothness of a distribution in the literature on boosting, and is closely related to min-entropy. The uniform distribution has $t = 1$, whereas $t = 2^n$ when the entire distribution is concentrated on a single point.

\textbf{Theorem 1.} For a distribution $\psi$ on $\{\pm1\}^n$, the number of $(\gamma, \epsilon)$-minimal skewed subcubes of codimension at most $k$ is bounded by $k^{O(k)} \left( \ln(\epsilon \|\psi\|_\infty) \right) \poly(1/\epsilon, 1/\gamma)^k$.

For constant $\epsilon, \gamma$, the asymptotic dependence on $n$ is never worse than $O(n^k)$, which happens when $\psi$ is concentrated on a point. But when $\|\psi\|_\infty = O(1)$, the above bound is $O_k(1)$ and when $\|\psi\|_\infty = \poly(n)$, the bound is $O_k(\ln(n)^k)$ improving substantially over the $O(n^k)$ bound.

There are two key elements in the proof of Theorem 1. We first use a novel Fourier based algorithm to reduce the problem to that of finding large, low-degree Fourier coefficients in a series of restrictions of the distribution $\psi$ to various subcubes. We then use the powerful hypercontractive inequality to bound the number of such coefficients in any distribution in terms of $\|\psi\|_\infty$. This latter bound generalizes the level-$k$ inequalities for indicators of small sets in the Boolean hypercube [16, Chapter 9], and the proof follows similar lines. We also construct distributions showing that for various values of $\epsilon, \gamma$, the dependency of $(\ln(\|\psi\|_\infty))^k$ is optimal. The distributions are constructed using the Tribes function and BCH codes.

We now turn to the algorithmic problem of finding the list of minimal skewed subcubes. We observe that even when the list-size is constant, there is a significant algorithmic barrier to a $n^{o(k)}$ algorithm, namely the $k$-sparse noisy parity problem [8, 18]. In this problem, we are given points $x$ and labels $y$ which are the XOR of some $k$-subset $S$ with random noise of rate $\eta$ added. There is a simple reduction from this problem to finding skewed subcubes, if we consider the distribution of $(x, y) \in \{\pm1\}^{n+1}$ the only skewed subcubes involve the coordinates $S \cup \{n + 1\}$.

\textbf{Theorem 2.} For $\eta \in (0, 1/2)$, an algorithm that given a distribution $\psi$ and $k$ can find a $(1 - 2\eta, 1)$-minimal skewed subcube of co-dimension $k$ in time $T(n, k, \eta)$ can be used to solve the $k$-sparse noisy parity problem with noise rate $\eta$ in time $T(n, k, \eta)$.

Given this reduction, there are two lower bounds on the running time of any list-decoder: the list-size given in Theorem 1, and the running time of the best known algorithm for the $k$-sparse noisy parity problem, which is $O(n^{0.8k})$ due to [18]. We give an algorithm that nearly gets the sum of these two bounds.

\textbf{Theorem 3.} For any measure $\psi$ on $\{\pm1\}^n$, integer $k \leq n$, and parameters $0 \leq \gamma \leq 2^k - 1$ and $0 \leq \epsilon \leq 1$, there are algorithms that return all $(\gamma, \epsilon)$-minimal skewed subcubes of codimension at most $k$ in time

$$\tilde{O} \left( n^{0.8k} \right) + \tilde{O} \left( n^{k/3} \cdot \frac{k^{O(k)}}{(\epsilon \gamma)^{C/\lambda + 2k}} \left( \ln \left( \frac{\epsilon \|\psi\|_\infty}{\epsilon \gamma} \right) \right)^k \right)$$

Finally, to circumvent the noisy parity problem, we consider stronger models where we have query access to the distribution $\psi$: in addition to random samples, we can also query the value of $\psi(x)$ for any $x \in \{\pm1\}^n$. The noisy parity problem becomes trivial to solve once one has query access. In this model, we are able to get an algorithm whose running time is $\poly(n, \|\psi\|_\infty)$. Thus when $\|\psi\|_\infty < n^\alpha k$ for some $\alpha > 0$, this improves over the trivial algorithm. We show some dependence on $\|\psi\|_\infty$, possibly of the form $\ln(\|\psi\|_\infty)^k$ is inherent even in the query model, by constructing a distribution $\psi$ (with large $\|\psi\|_\infty$) where the query model and random samples model are equivalent, and where finding skewed subcubes lets us solve the $k$-sparse noisy parity problem.
Finding Skewed Subcubes Under a Distribution

2.1 Related Work

In nearby work, [1] study the problem of testing whether a distribution is $\delta$ close in statistical distance to $(\epsilon, k)$-wise uniform. In our language, a distribution $D$ is said to be $(\epsilon, k)$-wise uniform if all subcubes of codimension $j \leq k$ have skew no greater than $2^j \epsilon$. They provide a sample complexity upper bound of $O((k \log n)/\epsilon^2 \delta^2)$. They then provide evidence, based on the conjectured hardness of finding planted cliques, that no polynomial in $n$ time algorithm for this problem exists (one can also base this hardness on sparse noisy parity, as we do here). Indeed, their testing algorithm essentially reduces the problem to the optimization version: find the subcube of codimension $k$ such that the skew is maximized.

Fourier analytic techniques have found widespread use in a variety of supervised learning problems under the uniform distribution [16]. Our work differs from this in that the problem we consider is an unsupervised learning problem, and that we use Fourier analysis over the uniform distribution to reason about the deviation from an arbitrary distribution. In this aspect, our work is similar to the work of [1, 17].

Finally, there have been a line of recent results in machine learning which have a list-decoding flavor to them, see for instance [6, 12].

Outline of the paper. Section 3 introduces definitions and notation. Section 4 contains Fourier analytic results that are required for our results. Section 5 proves our main combinatorial bounds on the number of skewed subcubes, and gives examples that show these bounds are tight. Section 6 describes the efficient algorithm for enumerating minimal skewed subcubes. Section 7 gives lower bounds due to the reduction from the noisy parity problem. Section 8 considers the problem in the membership query model. Some proofs are deferred from the main body to the Appendix 9.

3 Definitions

In this section we present basic definitions and facts.

Distributions

We denote the $n$-dimensional Hamming cube by $\{\pm 1\}^n$. Given a probability distribution $\psi$ on $\{\pm 1\}^n$, it is convenient to identify it with the probability measure $\psi : \{\pm 1\}^n \to \mathbb{R}_{\geq 0}$ which satisfies

$$\mathbb{E}_{x \sim \{\pm 1\}^n}[\psi(x)] = 1.$$ 

We write $x \sim \psi$ to denote $x$ is a random variable with the distribution

$$\Pr_{x \sim \psi}[x = x] = \frac{\psi(x)}{2^n}.$$ 

Henceforth, we will interchangeably refer to $\psi$ as a distribution and a measure. We will use $\mu$ to denote the uniform distribution over $\{\pm 1\}^n$, where $\mu(x) = 1$ for all $x \in \{\pm 1\}^n$. Given functions $f, g : \{\pm 1\}^n \to \mathbb{R}$, we define their inner product by $\langle f, g \rangle := \mathbb{E}_{x \sim \mu}[f(x)g(x)]$. We define $\|f\|_p := \mathbb{E}_{x \sim \mu}[|f(x)|^p]^{1/p}$. For two probability measures $\psi, \theta$, we have

$$\langle \psi, \theta \rangle = \sum_{x \in \{\pm 1\}^n} \frac{\psi(x)\theta(x)}{2^n} = \mathbb{E}_{x \sim \psi}[\theta(x)] = \mathbb{E}_{x \sim \theta}[\psi(x)].$$
Let $A \subseteq \{\pm 1\}^n$ and let $\alpha = \frac{|A|}{2^n}$ denote its fractional density. We use $\mu_A$ to denote the uniform distribution over $A$. The corresponding measure is defined as

$$
\mu_A(x) = \begin{cases} 
\frac{1}{\alpha} & \text{if } x \in A \\
0 & \text{otherwise}
\end{cases}
$$

(1)

For a distribution $\psi$, we define

$$
\|\psi\|_\infty = \max_{x \in \{\pm 1\}^n} \psi(x)
$$

It follows from the definition that

$$
\|\psi\|_\infty = 2^n \max_{x \in \{\pm 1\}^n} \Pr[x = x] = \max_{x \in \{\pm 1\}^n} \Pr_{x \sim \psi}[x = x]
$$

A bound on $\|\psi\|_\infty$ implies that no point is too likely.

Subcubes

A subcube is a subset of $\{\pm 1\}^n$ obtained by fixing some subset of bits to a particular value. Formally, a subcube $C \subseteq \{\pm 1\}^n$ is specified by a pair $(K, y)$ where $K \subseteq [n]$ and $y \in \{\pm 1\}^K$. We have

$$
C = \{x \in \{\pm 1\}^n \text{ s.t. } x_i = y_i \forall i \in K\}.
$$

We refer to coordinates in $K$ as the fixed coordinates of $C$, and to the rest as the free coordinates of $C$. For $C = (K, y)$ we define the codimension of $C$ to be $|K|$ and denote it $\text{codim}(C)$. We use $C^{\leq k}$ to denote the set of all subcubes of codimension at most $k$. By Equation (1), $\mu_C$ the uniform measure over $C$ is given by

$$
\mu_C(x) = \begin{cases} 
2^{\text{codim}(C)} & \text{if } x \in C \\
0 & \text{if } x \not\in C
\end{cases}
$$

For subcubes $C = (K, y), D = (L, z)$, we have $D \subseteq C$ iff $K \subseteq L$ and $z_i = y_i$ for all $i \in K$. We refer to $D$ as a child of $C$ and $C$ as a parent of $D$.

▶ Definition 4 (Restriction). For a distribution $\psi$ on $\{\pm 1\}^n$ and a subcube $C \subseteq \{\pm 1\}^n$ such that $\psi$ assigns non-zero probability to $C$ we define $\psi|_C : C \to \mathbb{R}_{\geq 0}$, the restriction of $\psi$ to $C$, as

$$
\psi|_C(x) = \frac{\psi(x)}{\langle \psi, \mu_C \rangle}.
$$

Since $\langle \psi, \mu_C \rangle = \mathbb{E}_{x \sim \mu_C}[\psi(x)]$, $\psi$ assigns non-zero probability to $C$ iff $\langle \psi, \mu_C \rangle > 0$. The restriction is itself a legal probability measure; it satisfies $\mathbb{E}_{x \in C}[\psi|_C] = 1$. This definition immediately implies the relationship:

▶ Fact 5. For a distribution $\psi$ on $\{\pm 1\}^n$ and a subcube $C \subseteq \{\pm 1\}^n$

$$
\|\psi|_C\|_\infty = \frac{\|\psi\|_\infty}{\langle \psi, \mu_C \rangle}
$$

▶ Lemma 6. Given subcubes $C$ and $D$ such that $D \subseteq C \subseteq \{\pm 1\}^n$, and a density function $\psi$, it holds that:

$$
\langle \psi, \mu_D \rangle = \langle \psi, \mu_C \rangle \cdot \langle \psi|_C, \mu_D|_C \rangle
$$
3.1 Skewed subcubes

Definition 7 (Skew). We define the skew of a subcube $C$ with respect to measure $\psi$ as

$$\text{Skew}_\psi(C) = \langle \psi, \mu_C \rangle - 1$$

The next two lemmas state some simple facts about the skew of subcubes. First we show the skew of a subcube measures the deviation of the measure on the subcube from the uniform distribution.

Lemma 8. Let $\text{codim}(C) = k$. We have

$$\text{Skew}_\psi(C) = 2^k \Pr_{\mathbf{x} \sim \psi} [\mathbf{x} \in C] - 1$$

$$= \frac{1}{\Pr_{\mathbf{x} \sim \mu} [\mathbf{x} \in C]} \left( \Pr_{\mathbf{x} \sim \psi} [\mathbf{x} \in C] - \Pr_{\mathbf{x} \sim \mu} [\mathbf{x} \in C] \right).$$

Corollary 9. For any distribution $\psi$, $\text{Skew}_\psi(C)$ lies in the range $[-1, 2^k - 1]$.

If $\text{Skew}_\psi(C) < 0$, we say that $C$ is negatively skewed while if $\text{Skew}_\psi(C) > 0$ we say that it is positively skewed. An averaging argument shows that the existence of negatively skewed subcubes implies the existence of positively skewed subcubes and vice versa.

Lemma 10. For any $K \subseteq [n]$, we have

$$\sum_{\text{D} = \{K, \omega\}} \sum_{\omega \in \{\pm 1\}^K} \text{Skew}(D) = 0.$$  

Given a cube $C = (K, y)$ of codimension $k$, we can partition it into $2^\ell$ subcubes of codimension $k + \ell$, where we pick a set $L$ of $\ell$ additional coordinates outside of $K$ to fix and enumerate over all settings of these coordinates.

Lemma 11. If $\{C_1, \ldots, C_m\}$ is a partition of $C$, then

$$\text{Skew}_\psi(C) = \frac{1}{2^k} \sum_{i=1}^{2^\ell} \text{Skew}_\psi(C_i).$$

Having established basic properties of the skew function, we next turn to bounding the number of subcubes with a given skew. We show that this number may be quite large in the worst case.

Lemma 12. Let $\gamma = 2^f - 1$ for $f \in \{1, \ldots, k\}$. There exists a distribution $\psi$ such that there are $\Omega((n/k)^k)$ many subcubes of codimension $k$ with $\text{Skew}(C) \geq \gamma$.

Proof. Let $C$ be the subcube where the first $t \geq f$ bits are fixed to 1, and let $\mu_C$ be the uniform distribution over it. Consider any subcube $D$ where we choose $f$ indices from $[t]$ and $k - f$ indices from $[n] \setminus [t]$, and set them to 1. We have

$$\langle \mu_C, \mu_D \rangle = \mathbb{E}_{\mu_C} [\mu_D] = 2^k \Pr_{\mathbf{x} \sim \mu_C} [\mathbf{x} \in D] = 2^k \frac{1}{2^{k-f}} = 2^f \geq 1 + \gamma$$

since a point from $\mu_C$ lies in $D$ if and only if the $k - f$ bits from $[n] \setminus [t]$ are all set to 1. We now optimize the choice of $t$. Let $\alpha = f/k$ for $\alpha \leq 1$. We choose $t = \alpha n$ (ignoring floors and ceilings which will not affect the asymptotics). The number of choices for $D$ is given by

$$\binom{t}{f} \cdot \binom{n-t}{k-f} \cdot \binom{\alpha n}{\alpha k} \cdot \binom{(1-\alpha)n}{(1-\alpha)k} \geq \left( \frac{n}{k} \right)^{\alpha k} \cdot \left( \frac{n}{k} \right)^{(1-\alpha)k} \geq \left( \frac{n}{k} \right)^k.$$  □
While the above bound is proved for positive skew, Lemma 10 can be used to derive a similar bound for negative skew. Given that this bound is not too far from the trivial upper bound of \( \binom{n}{k} \), we need to refine our notion of skew, and also to restrict the set of distributions we consider.

### 3.2 Minimal skewed subcubes

Lemma 11 tells us that if there exists \( C = (J, y) \) such that \( |J| = j < k \) and \( \text{Skew}(C) \geq \gamma \), then for any \( L \subseteq [n] \setminus J \) of size \( k - j \), there exists some further restriction of bits in \( L \) such that the resulting subcube \( D \subseteq C \) has \( \text{Skew}(D) \geq \gamma \). This suggests that we ought to ignore subcubes such as \( D \) that can be viewed as inheriting skew from some parent \( C \), and instead focus on subcubes whose skew is larger than any parent. One technical issue is that we now need to handle the case of positive and negative skew separately. This motivates the following definitions.

\[ \text{Definition 13.} \quad \text{Let } \gamma \in (0, 2^{k-1}] \text{ and } \epsilon \in (0, 1]. \quad \text{A subcube } C \subseteq \{-1, 1\}^n \text{ is a } (\gamma, \epsilon)\text{-minimally skewed subcube if } \text{Skew}(C) \geq \gamma \text{ and for all its parent subcubes } D \supseteq C, \text{ we have} \]

\[ \text{Skew}_\psi(D) \leq (1 - \epsilon)\gamma. \]  

Let \( \gamma \in (0, 1] \) and \( \epsilon \in (0, 1] \). A subcube \( C \subseteq \{-1\}^n \) is a \((-\gamma, \epsilon)\)-minimally skewed subcube if \( \text{Skew}(C) \leq -\gamma \) and for all its parent subcubes \( D \supseteq C \), we have

\[ \text{Skew}_\psi(D) \geq -(1 - \epsilon)\gamma. \]

Note that our convention is to always use \( \gamma > 0 \) for the magnitude of the skew, and specify its sign explicitly. Note that the allowable values of \( \gamma \) are different for the case of positive and negative skew. We restrict \( \epsilon \in (0, 1] \). The case \( \epsilon = 1 \) corresponds to the case where every subcube of \( C \) has no skew.

The crux of this definition is that minimal skew cannot be inherited from a parent. Given a minimal skewed subcube \( C \), and a parent \( D \supseteq C \), we show that \( C \) has noticeable skew in the restriction \( \psi|_D \).

\[ \text{Lemma 14.} \quad \text{If } C \text{ is a } (\gamma, \epsilon)\text{-minimal skewed subcube and } D \supseteq C \text{ is a parent of } C, \text{ then} \]

\[ \text{Skew}_\psi|_D(C) \geq \frac{\epsilon\sqrt{\gamma}}{2}. \]

If \( C \) is a \((-\gamma, \epsilon)\)-minimal skewed subcube and \( D \supseteq C \) is a parent of \( C \), then

\[ \text{Skew}_\psi|_D(C) \leq -\epsilon\gamma. \]

\[ \text{Proof.} \quad \text{We first consider the case when } \gamma > 0. \text{ By Lemma 6} \]

\[ (\psi|_D, \mu_C|_D) = (\psi, \mu_C) \frac{1 + \text{Skew}_\psi(C)}{1 + \text{Skew}_\psi(D)} \geq \frac{1 + \gamma}{1 + (1 - \epsilon)\gamma}. \]

We have

\[ \text{Skew}_\psi|_D(C) = (\psi|_D, \mu_C|_D) - 1 \geq \frac{\epsilon\gamma}{1 + (1 - \epsilon)\gamma} \geq \frac{\epsilon\gamma}{2\sqrt{(1 - \epsilon)^2}\gamma} \geq \frac{\epsilon\sqrt{\gamma}}{2} \]

where the first inequality is by Equation (4) and the second is by the AM-GM inequality.
Next we consider the case where $\gamma < 0$. By Lemma 6
\[
\langle \psi \mid_D, \mu_C \mid_D \rangle = \frac{\langle \psi, \mu_C \rangle}{1 + \text{Skew}_\psi(D)} = \frac{1 - \gamma}{1 - (1 - \epsilon)\gamma}.
\]
Hence
\[
\text{Skew}_\psi(C) = \langle \psi \mid_D, \mu_C \mid_D \rangle - 1 \leq \frac{1 - \gamma}{1 - (1 - \epsilon)\gamma} - 1 = \frac{\epsilon \gamma}{1 - (1 - \epsilon)\gamma} \leq -\epsilon\gamma.
\]

4 Fourier Analysis

Given $S \subseteq [n]$, let $\chi_S : \{\pm 1\}^n \rightarrow \{\pm 1\}$ be given by $\chi_S(x) = \prod_{i \in S} x_i$. These functions form a basis so we can write $\psi = \sum_S \hat{\psi}(S) \chi_S$, where the Fourier coefficients of $\psi$ are given by
\[
\hat{\psi}(S) = \mathbb{E}_{x \sim \mu} [\psi(x) \chi_S(x)] = \sum_{x \in \{\pm 1\}^n} \frac{\psi(x) \chi_S(x)}{2^n} = \sum_{x \in \{\pm 1\}^n} \Pr_{x \sim \psi} [x = x] \chi_S(x) = \mathbb{E}_{x \sim \psi} [\chi_S(x)]
\]
which is simply the bias of $\chi_S$ under the distribution $\psi$. Thus we have
\[
\psi(x) = \sum_{S \subseteq [n]} \hat{\psi}(S) \chi_S(x)
\]
where $\hat{\psi}(\emptyset) = \mathbb{E}_{x \sim \psi} [\psi(x)] = 1$. Given two distributions $\psi$ and $\omega$, their inner product is given by
\[
\langle \psi, \omega \rangle = \mathbb{E}_{x \sim \{\pm 1\}^n} [\psi(x) \omega(x)] = \sum_{x \in \{\pm 1\}^n} \frac{\psi(x) \omega(x)}{2^n} = 1 + \sum_{\emptyset \neq S \subseteq [n]} \hat{\psi}(S) \hat{\omega}(S)
\]

Skew implies heavy low-degree coefficients

We show that large skew in the subcube $(K, y)$ implies non-trivial Fourier mass on subsets of $K$.

$\blacktriangleright$ Lemma 15. For $C = (K, y)$,
\[
\text{Skew}_\psi(C) = \sum_{\emptyset \neq S \subseteq K} \hat{\psi}(S) \chi_S(y).
\]

Proof. Given $C = (K, y)$, $\mu_C$ the uniform measure over $C$ is given by
\[
\mu_C(x) = \prod_{i \in K} (1 + x_i y_i) = 1 + \sum_{\emptyset \neq S \subseteq K} \chi_S(y) \chi_S(x).
\]
Hence we have
\[
\langle \psi, \mu_C \rangle = 1 + \sum_{\emptyset \neq S \subseteq [n]} \hat{\psi}(S) \mu_A(S) = 1 + \sum_{\emptyset \neq S \subseteq K} \hat{\psi}(S) \chi_S(y)
\]
from which the claim follows. $\blacktriangleright$

Given the above lemma, our approach is to reduce bounding the number of skewed subcubes to bounding the number of large Fourier coefficients of $\psi$ at level $k$. 
We define
\[
W^{\leq k}(\psi) = \sum_{S \subseteq [n], |S| \leq k} \hat{\psi}(S)^2.
\]
A trivial bound is obtained from Parseval’s identity:
\[
W^{\leq k}(\psi) \leq \sum_{S \subseteq [n]} \hat{\psi}(S)^2 \leq \|\psi\|_{\infty}^{1+\rho^2} \sum_{S \subseteq [n]} \hat{\psi}(x)^2 \leq \|\psi\|_{\infty}^{1+\rho^2} \sum_{S \subseteq [n]} \hat{\psi}(x)^2 = \|\psi\|_{\infty}^{1+\rho^2}.
\]
If we restrict the summation to sets \(S\) of cardinality at most \(k\), then a much stronger bound of \(O(\ln(\|\psi\|_{\infty})^k)\) holds, it is proved using the powerful HyperContractivity Theorem. These bounds generalize the Level-k inequalities for the Fourier spectrum of small-sets, indeed the proof is identical.

For a \(f : \{\pm 1\}^n \to \mathbb{R}\) and \(0 \leq \rho \leq 1\) set
\[
T_\rho f = \sum_{S} \rho^{|S|} f(S) \chi_S.
\]
\(T_\rho\) is known as the noise operator. Recall that for \(p > 0\) we have \(\|f\|_p = \mathbb{E}[f^p]^{1/p}\). The hypercontractive inequality quantifies the extent to which the noise operator reduces the norm of a function. See for instance. [16, Chapter 2] for a detailed exposition.

\begin{theorem}
Let \(f : \{\pm 1\}^n \to \mathbb{R}\) and \(\rho \in [0, 1]\). Then
\[
\|T_\rho f\|_2 \leq \|f\|_{1+\rho^2}.
\]
\end{theorem}
We use the hypercontractive inequality to bound the mass of the low level coefficients.

\begin{theorem}
Let \(\psi\) be a distribution. Then
\[
W^{\leq k}(\psi) \leq e^2(\ln(e \|\psi\|_{\infty}))^k.
\]
\end{theorem}

\begin{proof}
By Theorem 16, we have
\[
\|T_\rho \psi\|_2 \leq \|\psi\|_{1+\rho^2}
\]
\[
= \left(\mathbb{E}_{x \sim \{\pm 1\}^n} |\psi(x)|^{1+\rho^2} \psi(x)|\right)^{1/(1+\rho^2)}
\]
\[
\leq \|\psi\|_{\infty}^{1/(1+\rho^2)} \mathbb{E}_{x \sim \{\pm 1\}^n} |\psi(x)|^{1/(1+\rho^2)}
\]
\[
= \exp \left(\frac{\ln(\|\psi\|_{\infty})^{1/(1+\rho^2)}}{1+\rho^2}\right)
\]
where we used Holder’s inequality with \(p = \infty, q = 1\). Taking \(\rho = \min(1, 1/\sqrt{\ln(\|\psi\|_{\infty})})\), we have
\[
\|T_\rho \psi\|_2 \leq \exp(1/(1 + \rho^2)) \leq e
\]
But note that
\[
\|T_\rho \psi\|_2 \geq (\rho^{2k} W^{\leq k}(\psi))^{1/2}
\]
Hence we conclude that
\[
W^{\leq k}(\psi) \leq e^2(1/\rho)^{2k} = e^2 \max(1, \ln \|\psi\|_{\infty})^k \leq e^2(\ln(e \|\psi\|_{\infty}))^k.
\]
\end{proof}
We also need a bound for the Fourier mass at level $k$ where we do not count coordinates from some set $J \subseteq [n]$ in the degree of a coefficient.

$$W^{\leq k}(\psi, J) = \sum_{T \subseteq J} \sum_{S \subseteq [n] \setminus J, |S| \leq k} \hat{\psi}(S \cup T)^2.$$ 

**Corollary 18.** For $J \subseteq [n]$ and a distribution $\psi$ over $\{\pm 1\}^n$,

$$W^{\leq k}(\psi, J) \leq 2^{|J|} e^2 (\ln(e \|\psi\|_\infty))^k.$$ 

### Projection, Extension, Restriction

Given $x \in \{\pm 1\}^n$ and a set of coordinates $P \subseteq [n]$, let $x_P$ denote the projection of $x$ onto coordinates in $P$. Given a distribution $\psi$ over $\{\pm 1\}^n$ and a set of coordinates $P \subseteq [n]$, let $\psi_P$ denote the marginal distribution over the set $P$. The Fourier expansion is especially convenient for marginals, we simply restrict the sum to subsets of $P$.

**Lemma 19.** For $P \subseteq [n]$ and a distribution $\psi$ over $\{\pm 1\}^n$, the restriction $\psi_P$ is given by

$$\psi_P(y) = \sum_{S \subseteq P} \hat{\psi}(S) \chi_S(y).$$

Covercely we can extend a distribution $\psi'$ defined on $\{\pm 1\}^P$ for $P \subseteq [n]$ to all of $\{\pm 1\}^n$ while preserving its important properties.

**Lemma 20.** Let $P \subseteq [n]$. Let $\psi'$ be a distribution on $\{\pm 1\}^P$. Define a distribution $\psi$ on $\{\pm 1\}^n$ by $\psi(x) = \psi'(x_P)$. Then

1. $\psi$ is the product distribution of $\psi'$ with the uniform distribution on $\{\pm 1\}^P$.
2. $\|\psi\|_\infty = \|\psi'\|_\infty$.
3. $C$ is a minimal skewed subcube under $\psi$ iff it is a minimal skewed subcube under $\psi'$.

Finally, we derive an expression for the Fourier expansion of $\psi|_C$ in terms of the coefficients of $\psi$.

**Lemma 21.** Let $C = (J, z)$. Then

$$\psi|_C(x) = \sum_{S \subseteq [n] \setminus J} \chi_S(x) \left\langle \sum_{T \subseteq J} \hat{\psi}(S \cup T) \chi_T(z), \mu_C^C \right\rangle.$$ 

### 5 A Combinatorial Bound for minimal skewed subcubes

In this section, we show bounds on the number of minimal skewed subcubes that is dimension independent.

**Theorem 22 (Combinatorial Bound for Positive Skew).** For any measure $\psi$ on $\{\pm 1\}^n$, integer $k \leq n$, and $\gamma \in (0, 2^k - 1]$ and $\epsilon \in (0, 1]$, the number of $(\gamma, \epsilon)$-minimal skewed subcubes of codimension at most $k$ is bounded by

$$k^{O(k)} \left( \frac{1}{\epsilon^2 \gamma} \ln(e \|\psi\|_\infty) \right)^k.$$
Theorem 23 (Combinatorial Bound for Negative Skew). For any measure \( \psi \) on \( \{\pm 1\}^n \), integer \( k \leq n \), and \( \gamma \in (0, 1] \) and \( \epsilon \in (0, 1] \), the number of \((-\gamma, \epsilon)\)-minimal skewed subcubes of codimension at most \( k \) is bounded by

\[
k^O(k) \left( \frac{1}{e^2 \gamma^2} \ln \left( \frac{e \|\psi\|_{\infty}}{e \gamma} \right) \right)^k.
\]

We now outline our approach for proving these bounds.

1. We give an algorithm to enumerate all minimal skewed subcubes, given the list of large, low-degree Fourier coefficients in an adaptively chosen sequence of restrictions of the original distribution \( \psi \). The algorithm recursively “grows” skewed subcubes by finding heavy Fourier coefficients and restricting the bits in that coefficient, and showing that this algorithm discovers all minimal skewed subcubes.

2. We bound the number of large low-degree Fourier coefficients of \( \psi \) using Theorem 17.

The details of the algorithm in Step 1 are different for the cases of positive and negative skew, so we present them in Subsections 5.1 and 5.2. To go from a combinatorial bound to an efficient algorithm, we need to make Step 2 algorithmic. We will consider this problem under different learning models in Sections 6 and 8.

5.1 Positive skew

We first present an algorithm \( \text{FindSkew}^+ \) for enumerating minimal skewed subcubes where the skew is positive.

To prove the combinatorial bound, we allow the algorithm to make certain guesses in Lines 6 and 7. We think of the set of all possible outputs over all possible guesses as the list that is returned by the algorithm. In Lemma 24, we will show that all minimal skewed subcubes are contained in this list. We bound the list size in Lemma 26. Together, these complete the proof of Theorem 22.

We start the recursion with \( R_0 = \emptyset \) and \( z_0 = \emptyset \) the null string. The routine either returns \( \text{FAIL} \) or returns \( S_t \subset [n] \) and \( z_t \in \{\pm 1\}^{S_t} \) such that \((R_t, z_t)\) is a \( \gamma \)-skewed subcube. The algorithm also takes as inputs the input the distribution \( \psi \), a bound \( k \) on the codimension, and skew parameters \( \gamma \in (0, 2^k - 1] \) and \( \epsilon \in (0, 1] \). These stay constant through the recursion, so we suppress the dependence on them. Consider the list of all possible choices returned by the algorithm.

Algorithm 1 \( \text{FindSkew}^+(R_t, y_t) \).

1: Let \( D_t = (R_t, y_t) \). Let \( \psi_t = \psi|_{D_t} \). Let \( k_t = k - |R_t| \).
2: if \( \text{Skew}_\psi(D_t) > \gamma(1 - \epsilon) \) then
3: return \( D_t \)
4: if \( \langle \psi, \mu_{D_t} \rangle < (1 + \gamma) \cdot 2^{-k_t} \) then
5: return \text{FAIL}
6: Pick \( S_t \) such that \( |S_t| \leq k_t \) and

\[
|\hat{\psi}_{\psi}(S_t)| \geq \frac{\epsilon \sqrt{n}}{k_t \cdot (|S_t|^{k_t})}.
\]  

(5)

7: Pick \( z_t \in \{\pm 1\}^{S_t} \).
8: return \( \text{FindSkew}^+(R_t \cup S_t, y_t \circ z_t) \).
We need some notation for the analysis. Let the sequence of subcubes produced by the algorithm be $D_0 \supseteq D_1 \cdots \supseteq D_t$. Let $s_t = |S_t|$.

Lemma 24. For every $(\gamma, \epsilon)$-minimal skewed subcube $C$ with $\text{codim}(C) \leq k$ there are sequences of choices of $S_t$ and $z_t$ (in Lines 6 and 7) so that $C$ is returned by FINDSKW.$^+$.

Proof. For every $C = (K^*, z^*)$ that is a $(\gamma, \epsilon)$-minimal skewed subcube where $\text{codim}(C) \leq k$, we will show that for every $t$, if $D_t \supseteq C$ is parent of $C$, and is not equal to $C$ there is a choice of $S_t, z_t$ that leads to a parent $D_{t+1}$ of $C$ with a larger codimension. Since $t \leq \text{codim}(D_t) \leq \text{codim}(C) \leq k$, in $\ell \leq k$ steps we must have $D_t = C$, at which point we return at Line 3. Thus the claim implies the lemma.

At $t = 0$, we have $D_0 = \{\pm1\}^n$ so the parent condition holds trivially. Assume that we have $D_t \supseteq C$.

By the definition of a minimal skewed subcube, $\text{SKEW}(D_t) \leq (1-\epsilon)\gamma$, hence the procedure will not return at Line 3.

Next we show that $\langle \psi, \mu_{D_t} \rangle \geq (1+\epsilon)2^{-k_t}$, the algorithm will not return FAIL at Line 5:

$$
\langle \psi, \mu_{D_t} \rangle = \Pr_{x \sim \psi} [\mu_{D_t}(x)] = 2^{k_t} \Pr_{x \sim \psi} [x \in D_t] \\
\geq 2^{k_t} \Pr_{x \sim \psi} [x \in C] \\
\geq 2^{-k_t} \langle \psi, \mu_{C_t} \rangle \\
\geq (1+\epsilon)2^{-k_t}.
$$

The first inequality holds because $D_t \supseteq C$, the second because $\text{codim}(C) \leq k$ and the last because we assume that $\text{SKEW}(C) \geq \gamma$.

Recall that $\psi_t = \psi|_{D_t}$, and let $K_t = K \setminus S_t$. By Lemma 15,

$$
\text{SKEW}_{\psi_t}(C) = \sum_{\emptyset \neq S \subseteq K_t} \hat{\psi_t}(S) \chi_S(y) = \sum_{\emptyset \neq S \subseteq K_t} \sum_{S' \subseteq K_t, |S'| = k'} \hat{\psi_t}(S) \chi_S(y)
$$

By Lemma 14, $\text{SKEW}_{\psi_t}(C) \geq \epsilon \sqrt{\gamma}/2$ which implies that for some $k' \leq k_t$, we have

$$
\sum_{\emptyset \neq S \subseteq K_t, |S'| = k'} \hat{\psi_t}(S) \chi_S(y) \geq \epsilon \sqrt{\gamma}/k_t
$$

which in turn implies that for at least one $\emptyset \neq S_t \subseteq K_t$, we have

$$
|\hat{\psi_t}(S_t)| \geq \epsilon \sqrt{\gamma}/ \left( k_t \cdot \frac{k_t}{k_t} \right)
$$

Assume that we pick this $S_t$ in Line 6 and $z_t = z^*|_{S_t}$ in Line 7. This ensures that $D_{t+1}$ is a parent of $C$ of larger codimension.

We next bound the number of all possible outputs of the algorithm. The crux of the argument is to bound the number of large low-degree Fourier coefficients using Theorem 17. This in turn requires a bound on the infinity norm of $\psi_t$ which comes from passing the test in Line 4.

Lemma 25. The number of choices for $S_t$ satisfying Equation (5) is bounded by

$$
\frac{e^2}{\epsilon^{\gamma}} (\ln(2^{k_t} \| \psi \|_\infty))^{s_t} k_t^{4s_t+2}.
$$
Proof. We bound $\|\psi_t\|_\infty$ as

$$\|\psi_t\|_\infty = \|\psi|_{D_t}\|_\infty \leq \|\psi\|_\infty \leq \|\psi\|_\infty (1 + \gamma) 2^{-k_t},$$

where the first inequality is from Fact 5 and we have $\langle \psi, \mu_{D_t} \rangle \geq (1 + \gamma) 2^{-k_t}$ since we check for this condition in Line 5. We now use Theorem 17 which gives

$$W^{\leq s_t}(\psi) \leq e^2 (\ln(e \|\psi\|_\infty \cdot 2^{s_t}))^{s_t}. $$

Hence the number of choices for $S_t$ satisfying (5) is bounded by

$$W^{\leq s_t}(\psi_t) \left( \frac{k_t(k_t)}{\epsilon^2 \gamma} \right)^2 \leq e^2 (\ln(2^{k_t} e \|\psi\|_\infty))^{s_t} k_t^{4s_t + 2}. $$

Lemma 26. The total number of subcubes of codimension $k$ output by $\text{FindSkew}^+$ is at most:

$$k^{O(k)} \left( \frac{\ln(e \|\psi\|_\infty)}{\epsilon^2 \gamma} \right)^k.$$

Proof. Since $\sum_{t=1}^{\ell} s_t = k$, the sequence $\{s_t\}_{t=1}^{\ell}$ is a partition of $k$, and there are at most $k^k$ of them. Let us fix the sequence. The number of choices for $S_t$ is bounded by Lemma 25. Since $z_t \in \{\pm 1\}^{s_t}$, the number of choices for $z$ is $2^{s_t}$. Taking the product over all $t$, the number of possible outputs for $\text{FindSkew}^+$ is bounded by

$$\prod_{t=1}^{\ell} e^2 (\ln(2^{k_t} e \|\psi\|_\infty))^{s_t} k_t^{4s_t + 2} \cdot 2^{s_t}.$$

We can bound

$$\prod_{t=1}^{\ell} (\ln(2^{k_t} e \|\psi\|_\infty))^{s_t} \leq \ln(2^{k_t} e \|\psi\|_\infty)^k \leq (k + \ln(e \|\psi\|_\infty))^k \leq (2k)^k (\ln(e \|\psi\|_\infty))^k.$$

$$\prod_{t=1}^{\ell} k_t^{4s_t + 2} \leq k^{5k + 2}.$$

Including the $k^k$ choices for $s_1, \ldots, s_t$, the output list size is bounded by

$$\left( \frac{e^2}{\epsilon^2 \gamma} \right)^k (\ln(e \|\psi\|_\infty))^{k} k^{7k + 2} = k^{O(k)} \left( \frac{\ln(e \|\psi\|_\infty)}{\epsilon^2 \gamma} \right)^k.$$

Together Lemma 24 and Lemma 26 complete the proof of Theorem 22.

5.2 Negative Skew

We now present an algorithm $\text{FindSkew}^-$ for the negative skewed case. The algorithm takes as input $\gamma \in (0, 1]$ and $\epsilon \in (0, 1]$ and the goal is to list all $(-\gamma, \epsilon)$-minimal negatively skewed subcubes.

The main differences from $\text{FindSkew}^+$ are that once the skew is less than $-\gamma (1 - \epsilon)$, we can return. Thus we can combine the Return statement (Line 3, and the check in Line 5. Also, the bound on the coefficient size in Equation(6) now reflects the bound for the negative skew case in Lemma 14.

We have the following claim about the correctness of $\text{FindSkew}^-$. 
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**Algorithm 2** \textsc{FindSkew}⁻\((R_t, y_t)\).

1: Let \( D_t = (S_t, z_t) \). Let \( \psi_t = \psi|_{D_t} \). Let \( k_t = k - |S_t| \).
2: if \( \text{Skew}_\psi(D_t) < -\gamma(1 - \epsilon) \) then
3:  \( \text{return } D_t \)
4:  Pick \( S_t \) such that \( |S_t| \leq k_t \) and
5:  \( |\hat{\psi}(S_t)| \geq \frac{c_\gamma}{k_t \cdot \frac{1}{|S_t|}} \).
6: \( \text{return } \text{FindSkew}⁻\((R_t \cup S_t, y_t \circ z_t)\).

\(\blacktriangleright\) **Lemma 27.** For every \((\gamma, \epsilon)\)-minimal skewed subcube \( C \) with \( \text{codim}(C) \leq k \) there are choices of subsets \( S_t \) and \( z_t \) (in Lines 6 and 7) so that \( C \) is returned by \text{FindSkew}⁻.

We prove this by showing that for every \( t \), if \( D_t \supseteq C \) is parent of \( C \), and is not equal to \( C \) there is a choice of \( S_t \) and \( z_t \) that gives a parent \( D_{t+1} \) of \( C \) with a larger codimension. Indeed, we know that for any parent of \( C \), inner product \( \langle \psi, \mu_{D_t} \rangle \) is large enough to pass the test in Line 3. The rest of the proof is identical to that of Lemma 24 for the case of positive skew, so we do not repeat it.

The crux of the proof is to bound the number of choices for \( S_t \) satisfying Equation (6).

\(\blacktriangleright\) **Lemma 28.** The number of choices for \( S_t \) satisfying Equation (6) is bounded by

\[
\frac{e^2}{e^2 \gamma^2} \left( \ln \left( \frac{e \| \psi \|_\infty}{c \gamma} \right) \right)^{s_t} k^{2s_t + 2}.
\]

**Proof.** To pass Line 3, it must hold that \( \text{Skew}_\psi(D_t) \geq -\gamma(1 - \epsilon) \), hence

\[
\langle \psi, \mu_{D_t} \rangle \geq 1 - \gamma(1 - \epsilon) \geq \epsilon \gamma
\]

since \( \gamma \leq 1 \). So we bound \( \| \psi_t \|_\infty \) as

\[
\| \psi_t \|_\infty = \| \psi|_{D_t} \|_\infty = \frac{\| \psi \|_\infty}{\langle \psi, \mu_{D_t} \rangle} \leq \frac{\| \psi \|_\infty}{\gamma \epsilon}.
\]

Using Theorem 17 gives

\[
W^\leq s_t(\psi_t) \leq e^2 \left( \ln \left( \frac{e \| \psi \|_\infty}{c \gamma} \right) \right)^{s_t}.
\]

Hence the number of choices for \( S_t \) satisfying Equation (6) is bounded by

\[
\frac{e^2}{e^2 \gamma^2} \left( \ln \left( \frac{e \| \psi \|_\infty}{c \gamma} \right) \right)^{s_t} k^{2s_t + 2}.
\]

We can now conclude as before.

\(\blacktriangleright\) **Lemma 29.** The total number of subcubes of codimension \( k \) output by \text{FindSkew}⁻ is bounded by

\[
k^O(k) \left( \frac{1}{e^2 \gamma^2} \ln \left( \frac{e \| \psi \|_\infty}{c \gamma} \right) \right)^k.
\]
We now define a distribution \( D \). Clearly \( \Pr_{x \sim D} [x \in C] = 0 \), hence \( \text{Skew}_D(C) = -1 \). Now consider any parent subcube \( D \) of \( C \). Assume it has codimension \( \ell < k \), and let \( L \subset [k] \) denote the set of terms that it sets to 0. For \( x \sim \tau \) to lie in \( L \), two events need to happen:
As these two events are independent, we have
\[ \Pr_{x \sim \mathcal{D}}[x \in D] = 2^{-\ell}(1 - \ell/k) \]
hence
\[ \text{Skew}_\ell(D) = 2^\ell \Pr_{x \sim \mathcal{D}}[x \in D] - 1 = -\frac{\ell}{k}. \]
Thus the maximum skew of any parent \( D \) is \(-1 + 1/k\). Hence \( C \) is \((-1, 1/k)\)-minimally skewed.

As before we note that \( \gamma = 1 \) and \( \epsilon = 1/k \), hence the only dependence on \( t \) comes from \( \log(\|\tau\|_{\infty}) = t \), which gives the claimed bound.

Finally, we present a distribution that has a large number of \((-1, 1)\) and \((1, 1)\) minimally skewed subcubes. Recall that \( \epsilon = 1 \) means that every parent of the cube has skew 0.

The construction is based on (dual) BCH codes. We think of linear codes as subsets of \( \mathbb{F}_2^n \) where \( \mathbb{F}_2 = \{0, 1\} \) which we can identify with \( \{\pm 1\}^n \) via the usual mapping \( x \to (-1)^x \). For \( x \in \mathbb{F}_2^n \) let the weight of \( x \) denoted \( \text{wt}(x) \) be the number of 1s in \( x \). Let \( \text{supp}(x) \subseteq [n] \) denote the set of coordinates where \( x \) is non-zero. We will use the following fact about BCH codes communicated to us by Sergey Yekhanin [19].

**Lemma 32** ([19]). Let \( d \geq 2 \) be even and let \( n + 1 = 2^j \geq d \). There exists a \( \mathbb{F}_2 \)-linear code \( C_{BCH} \subseteq \{0, 1\}^n \) with minimum distance \( d \), which contains \( \Omega(n^{d/2+1}) \) minimum weight codewords.

**Theorem 33.** For any even \( k \geq 2 \) and large enough \( n \), there exists a distribution \( \psi_k \) on \( \{\pm 1\}^n \) where the numbers of \((-1, 1)\)-minimal skewed subcubes and \((1, 1)\)-minimal skewed subcubes of codimension \( k \) are both \( \Omega_k((\log(\|\psi_k\|_{\infty}))^{k/2+1}) \).

**Proof.** Set \( k = d \), and take \( n \) as in Lemma 32. Let \( \psi^k \) be the uniform distribution on the dual space to \( C_{BCH} \). Using standard facts about the Fourier expansion of a subspace, we can write
\[ \psi^k = \sum_{c \in C_{BCH}} \sum_{S \subseteq \text{supp}(c)} \chi_S(x). \quad (7) \]

Since \( C_{BCH} \) has minimum distance \( k \), \( \psi^k \) is \((k - 1)\)-wise independent, so for any subcube \( C \) where \( \text{codim}(C) \leq k - 1 \), we have \( \text{Skew}_{\psi^k}(C) = 0 \). This relies on a standard construction of \( k \)-wise independent spaces from codes [2, Chapter 16], it can also be seen using Lemma 15 combined with Equation (7).

Fix \( S \subseteq [n] \) to be the support of a minimum weight codeword in \( C_{BCH} \). By Lemma 19 and Equation (7), the projection of \( \psi^k \) to coordinates in \( S \) is given by \( \psi^k_S(x) = 1 + \chi_S(x) \).

Hence it is uniform over the \( 2^{k-1} \) settings \( y \in \{\pm 1\}^S \) such that \( \chi_S(y) = 1 \).

For every such \( y \) and \( D^+ = (S, y) \), we have \( \Pr_{x \sim \psi^k}[x \in D^+] = 2^{-(k-1)} \) hence
\[ \text{Skew}_{\psi^k}(D^+) = 2^k \Pr_{x \sim \psi^k}[x \in D^+] - 1 = 1. \]

On the other hand, for every \( y \in \{\pm 1\}^S \) such that \( \chi_S(y) = -1 \) and \( D^- = (S, y) \), we have \( \Pr_{x \sim \psi^k}[x \in D^-] = 0 \) hence
\[ \text{Skew}_{\psi^k}(D^-) = 2^k \Pr_{x \sim \psi^k}[x \in D^-] - 1 = -1. \]

Since every parent of \( D^+ \) has 0 skew, every such \( D^+ \) is a \((1, 1)\)-minimal skewed subcube, and similarly for every \( D^- \).
Trivially, we have $\|\psi^k\|_\infty \leq 2^n$, hence $\log(\|\psi^k\|_\infty) \leq n$ (in fact it equals $n - O(\log(n))$).
Since the number of minimal weight codewords is $\Omega_k(n^{k/2+1})$ by Lemma 32, and $\gamma, \epsilon$ are both 1, the number of codewords is $\Omega_k((\log(\|\psi^k\|_\infty))^{k/2+1})$. Hence the number of minimal skewed subcubes is as claimed.

6 Algorithms for Finding Skewed Subcubes

In this section, we present an algorithm that find skewed subcubes efficiently in the random sample model, where we have access to random samples from $\psi$.

To make Algorithm 1 efficient, we need to replace the step of guessing $S$ (Line 6 in Algorithm 1, and Line 4 in Algorithm 2) with an algorithm to find large low degree Fourier vectors. The algorithm was subsequently improved by [13].

Theorem 3 follows from using $\hat{\psi}$. Furthermore, algorithm runs in time
\[
\tilde{O}\left(n^{k(\frac{\omega}{\omega-1})} + k^{O(k)} \cdot (\ln(\|\psi\|_\infty))^k \left(\frac{\tilde{O}(n^{k/3})}{(\epsilon\sqrt{\gamma})^{4/\lambda}} + \text{poly}(n)\right)ight),
\]
where $\omega$ is the matrix multiplication exponent, and $\tilde{O}$ hides polylog $n$ factors.

Theorem 36 ([13]). Given two sets of vectors $V_1, V_2 \subseteq \{\pm 1\}^n$ for which there are at most $q$ pairs $(v_1, v_2) \in V_1 \times V_2$ with correlation larger than $\tau$, and a parameter $\rho \geq 2^{1/\lambda}$ (for $\lambda \in [0, 1]$), there is an algorithm $\text{FindCorr}(V_1, V_2, \rho, \tau)$ that with high probability outputs all pairs $(v_1, v_2) \in V_1 \times V_2$ with correlation at least $\rho$. Furthermore, algorithm runs in time
\[
\tilde{O}\left(n^{\frac{2}{\lambda}} + qd n \frac{n^{2(1-\lambda)}}{\tau^2}\right).
\]

We note that technically to implement the algorithm we also need to estimate $\langle \psi, \mu_C \rangle$ for every $C$ to an additive accuracy of $\min(\gamma, 2^{-k})$. If done via sampling, these only incur $2^{2k} \log n/\gamma^2$ additional cost per call, and will be absorbed into our runtime bounds anyway.
The essence of the reduction is as follows. For each set $S \subseteq [n]$ less than $k/2$ we associate a vector $y_S$, for which each coordinate is a random sample of $\chi_S(x)$ where $x$ is drawn from $\psi$. If $Q, R \subseteq [n]$ are disjoint, the correlation coefficient $E[y_Q \cdot y_R]/d$ is precisely the value of the Fourier coefficient $\hat{\psi}(Q \cup R)$. Thus as long as the algorithm of [13] succeeds and is not overwhelmed by sample error, every $\rho$ correlated pair $(y_Q, y_R)$ corresponds to a Fourier coefficient $\hat{\psi}(Q \cup R)$ of size less than $k$ and absolute value $\rho$. We now describe this more formally.

**Algorithm 3** \textsc{FindFourierCoefficients($\psi, k, \rho, \lambda$)}.

1: $S \leftarrow \emptyset$
2: $\tau \leftarrow (\rho/2)^{1/\lambda}$
3: Draw a set of $d = O(k \log n/\tau^2)$ samples $x_1, \ldots, x_d$ from $\psi$.
4: for $T = O(k^{3/2} \log n)$ rounds do
5: Randomly partition $[n]$ into two subsets $N_1$ and $N_2$.
6: For every subset $S \subseteq N_1$ of size $\leq \lfloor k/2 \rfloor$, form a vector $y_S \in [-1,1]^d$ for which the $i$th bit is set to $\chi_S(x_i)$. Call this set of vectors $V_1$.
7: Do the same for $N_2$ for sets of size $\leq \lfloor k/2 \rfloor$, and call the set of vectors $V_2$.
8: Run \textsc{FindCorr($V_1, V_2, \rho/2, \tau$)} from [13] to find all pairs $y_Q$ and $y_R$ such that $Q \subseteq N_1$, $R \subseteq N_2$, and $y_Q$ and $y_R$ are $\rho/2$ correlated. For each of these, add $Q \cup R$ to $S$.
9: return $S$.

We first prove some simple lemmas using standard concentration of measure results.

**Lemma 37.** For every $Q \subseteq N_1$ and $R \subseteq N_2$, w.h.p. $\left|\langle y_Q, y_R \rangle/d - \hat{\psi}(Q \cup R)\right| \leq \tau/2$.

**Proof.** For a single $x \sim \{\pm 1\}^n$ and disjoint $Q, R \subseteq N$, we have $E[\chi_Q(x) \cdot \chi_R(x)] = \hat{\psi}(Q \cup R)$. Applying the Hoeffding bound with our choice of $d = 32k \log n/\tau^2$, we have that $\langle y_Q, y_R \rangle/d$ is within $\tau/2$ of $\hat{\psi}(Q \cup R)$ with probability at least $1 - n^{-2k}$. By a union bound, this hold for all $O(n^k)$ choices of pairs $(Q, R)$ with probability $1 - n^{-k}$. $\blacklozenge$

**Lemma 38.** For every $S \subseteq [n]$ with $|S| \leq k$, w.h.p. in at least one round $t \in [T]$ there are $Q \subseteq N_1$, $R \subseteq N_2$ with $Q \cap R = \emptyset$ such that $Q \cup R = S$.

**Proof.** Fix a set $S$ of size $\ell$. For a random bipartition of $[n]$, the probability $S$ is perfectly bisected is at least $1/(8\sqrt{\ell}) \geq 1/(8\sqrt{k})$. The probability it is never bisected over $T = 16k^{3/2} \log n$ rounds is upper bounded by

$$\left(1 - \frac{1}{8\sqrt{\ell}}\right)^T \leq e^{-2k \log n} = n^{-2k}.$$  

By a union bound, every $S$ of size $\leq k$ is bisected at least once with high probability. $\blacklozenge$

**Lemma 39.** The algorithm \textsc{FindFourierCoefficients($\psi, k, \rho, \lambda$)} returns all Fourier coefficients of $\psi$ of degree at most $k$ of absolute value at least $\rho$ in time

$$\tilde{O} \left( n^{k/\lambda} \right) + \tilde{O}(n^{k/3})^2 O(k)(\ln(\|\psi\|_\infty) k^{4/\lambda}).$$

**Proof.** Consider any set $S \subseteq [n]$ of size $\leq k$ of magnitude at least $\rho$. By Lemma 38, w.h.p. for some round $t \in [T]$, the algorithm will form two vectors $y_Q$ and $y_R$ such that $Q \subseteq N_1$, $R \subseteq N_2$ and $Q \cup R = S$. Furthermore, by Lemma 37, we have $\langle y_Q, y_R \rangle/d \geq \rho - \tau \geq \rho/2$. In turn, this means that \textsc{FindCorr($V_1, V_2, \rho/2, \tau$)} will detect these w.h.p.
To bound the running time, we need a bound on the number \( q \) of pairs with correlation higher than \( \tau \). By Lemma 37, we have \( \langle y_Q, y_R \rangle / d \geq \tau \) implies \( \psi(Q \cup R) \geq \tau/2 \). The number of such coefficients is bounded by

\[
W_{\leq k}(\psi) \leq 2^8 (\ln(e \|\psi\|_\infty))^k \rho^{-2/\lambda}.
\]

For each such coefficient \( S \), there are \( 2^k \) ways to write it as \( S = Q \cup R \) for disjoint \( Q, R \). Hence

\[
q \leq 2^{k+8}(\ln(e \|\psi\|_\infty))^k \rho^{-2/\lambda}.
\]

Observe that \( \log_\tau \rho \geq \lambda \) by our choice of \( \tau \). By Theorem 36, [13] will find a list containing all \( \rho/2 \) correlated pairs in time at most

\[
\tilde{O} \left( \left( n^{k/2} \right)^{2\omega/(3-\lambda)} + qd \left( n^{k/2} \right)^{(2-2\lambda)/(3-\lambda)} \right)
\]

\[
\leq \tilde{O} \left( n^{k\omega/(3-\lambda)} + 2^{O(k)} (\ln(e \|\psi\|_\infty))^k \rho^{-2/\lambda} \log(n) \cdot \rho^{-2/\lambda} n^{k(1-\lambda)/(3-\lambda)} \right)
\]

\[
\leq \tilde{O} \left( n^{k\omega/(3-\lambda)} \right) + \tilde{O}(n^{k/3}) 2^{O(k)} (\ln(e \|\psi\|_\infty))^k \rho^{-4/\lambda}.
\]

We relegate the remainder of the proofs of Theorem 34 to the appendix.

7 Reduction from Noisy Parity

Recall that given \( S \subseteq [n] \), a parity function \( \chi_S : \{\pm 1\}^n \rightarrow \{\pm 1\} \) is given by \( \chi_S(x) = \prod_{i \in S} x_i \). A noisy parity is a parity function with random noise of rate \( \eta \) added to it. In other words, we say \( f : \{\pm 1\}^n \rightarrow \{\pm 1\} \) is an \( \eta \)-noisy parity if \( \Pr[f(x) = \chi_S(x)] = 1 - \eta \) and \( \Pr[f(x) = -\chi_S(x)] = \eta \). In the sparse noisy parity problem, we are given access to samples \((x, f(x))\) where \( x \sim \mu \) is sampled uniformly from \( \{\pm 1\}^n \) and \( f \) is noisy parity \( \chi_S \) with \( |S| = k \). The goal is to recover the parity function, or equivalently the set \( S \).

Given a set \( S' \subseteq [n] \), we have

\[
\mathbb{E}_{x \sim \mu} \left[ \tilde{f}(S') \right] = \begin{cases} 
0 & \text{if } S' \neq S \\
1 - 2\eta & \text{if } S' = S 
\end{cases}
\]

This leads to a naive enumeration algorithm that runs in time \( O(n^k) \). The current best algorithm due to [18] runs in time \( O(n^{0.8k}) \text{ poly}(1/(1 - 2\eta)) \). A series of reductions due to [8] show that efficient algorithms for sparse noisy parity imply algorithms with similar running times for learning \( k \)-juntas, decision trees and DNFs under the uniform distribution. This suggests the following conjecture (which we consider to be folklore).

\textbf{Conjecture.} There is no algorithm for the sparse noisy parity problem which runs in time \( n^{o(k)} \).

We now prove Theorem 2 which we restate below.

\textbf{Theorem 2.} For \( \eta \in (0, 1/2) \), an algorithm that given a distribution \( \psi \) and \( k \) can find a \((1 - 2\eta, 1)\)-minimal skewed subcube of co-dimension \( k \) in time \( T(n, k, \eta) \) can be used to solve the \( k \)-sparse noisy parity problem with noise rate \( \eta \) in time \( T(n, k, \eta) \).
Finding Skewed Subcubes Under a Distribution

Proof. Finding a noisy parity reduces to finding a minimal skewed subcube. Given an instance of sparse noisy parity, consider the distribution \( \psi \) on \( \{\pm 1\}^{n+1} \) obtained by appending the label to the sample. Thus \( \psi = (x, f(x))_{x \in \{-1, 1\}} \). We show that all skewed subcubes must restrict the set \( S \cup \{n + 1\} \), hence they are all minimal, and finding any skewed subcube solves the noisy parity problem.

For any \( z \in \{\pm 1\}^S \), consider the subcube \( D^+(z) \) given by \( x_S = z, x_{n+1} = \chi_S(z) \). We have

\[
\text{Skew}(D^+(z)) = 2^{k+1} \left( \Pr_{\chi' \sim \psi} [x' \in D] - \Pr_{\chi \sim \rho} [x' \in D] \right) = 2^{k+1} \left( \frac{1 - \eta}{2^k} - \frac{1}{2^{k+1}} \right) = 1 - 2\eta.
\]

Similarly if we define \( D^-(z) \) by \( x_S = z \) and \( x_{n+1} = -\chi_S(z) \), then

\[
\text{Skew}(D^-(z)) = 2^{k+1} \left( \Pr_{\chi' \sim \psi} [x' \in D] - \Pr_{\chi \sim \rho} [x' \in D] \right) = 2^{k+1} \left( \frac{\eta}{2^k} - \frac{1}{2^{k+1}} \right) = -(1 - 2\eta).
\]

It is easy to verify that if the set of restricted variables is not \( S \cup \{n + 1\} \), then the skew is 0, which shows that the subcubes above all \( (\pm 1 - 2\eta, 1) \)-minimal skewed subcubes.

This shows the hardness of finding subcubes with skew \( (1 - 2\eta) < 1 \). The reduction could be extended to show the hardness of finding subcubes with larger skew, simply by concatenating \( \ell \) different samples of \( \psi \). Now an algorithm that finds a subcube of skew \( (2(1 - \eta)\ell - 1) \) and codimension \( k \) can be used to solve a \( k/\ell \)-sparse noisy parity problem.

8 The Membership Query Model

Theorem 2 suggests that a much better algorithm does not exist in the model where we only get random samples from \( \psi \). However, noisy parity becomes trivial when we are given query access to \( f \), by repeatedly querying the function at \( x \) and \( x \cdot e_i \). This motivates us to consider the query model where in addition to getting random samples from \( \psi \), we are allowed to query \( \psi(x) \) for points \( x \) of our choosing. As we will see, this does make finding skewed subcubes easier for distributions where \( \|\psi\|_\infty \) is small. We first show how this improvement arises, and then give evidence that queries do not add too much power over random samples when \( \|\psi\|_\infty \) is large.

Algorithmically, all we need is a procedure to find all large low-degree Fourier coefficients of \( \psi \) under the query model. Such a procedure is given by a classic result [14] of Kushilevitz and Mansour, which uses the algorithm of Goldreich and Levin [9] to compute large Fourier coefficients when given a query access to a function.

\[\text{Theorem 40 (}[9]\text{). Given query access to } f : \{\pm 1\}^n \rightarrow [-t, t] \text{ and a parameter } \rho > 0, \text{ there is an algorithm running in time } \text{poly}(n, t, \rho) \text{ that with high probability outputs a list containing all subsets } S, \text{ such that } f(S) \geq \tau. \]

If we apply it to \( \psi \), then we get an algorithm whose running time is \( \text{poly}(n, \|\psi\|_\infty, \rho) \). Thus, the algorithm is faster than the trivial exhaustive search algorithm only when \( \|\psi\|_\infty < n^{\alpha k} \) for some \( \alpha > 0 \). The polynomial dependence on \( \|\psi\|_\infty \) in the running time is inevitable since the algorithm finds all \( \hat{\psi}(S) \geq \rho \), and not just those with \( |S| \leq k \). The number of such coefficients can be \( \|\psi\|_\infty^k / \rho^2 \). In contrast, when we restrict to \( |S| \leq k \), the list-size only grows as \( \ln(e \|\psi\|_\infty^k / \rho^2) \). This raises the following natural open question:

\[\text{The theorem is typically stated for functions with range } \{\pm 1\}, \text{ however a similar bound is true for the range } [-1, 1]. \text{ The version stated here follows by scaling the function by } t \text{ so it lies in the range } [-1, 1], \text{ and replacing } \rho \text{ by } \rho / t.\]
Problem 4. Given query access to a probability measure, $\psi$ such parameter $\rho > 0$, does there exist an algorithm that can find all $S$ such that $|S| \leq k$ and $|\psi(S)| \geq \rho$ in time $\text{poly}(n, 1/\rho, \ln(\|\psi\|_{\infty})^k)$?

We conclude by observing that some dependence on $\|\psi\|_{\infty}$ (at least logarithmic) seems inevitable, even in cases where the list-size is 1. This is seen by a reduction from sparse noisy parity. A sample of size $O((k \log n/\epsilon^2)$ from an instance of noisy parity preserves all correlations of sets of $k$ variables up to an additive $\epsilon$. Define $\psi$ to be the uniform measure of these samples alone. Finding $S$ such that $|S| \leq k + 1$ and $\psi(S) \geq 1 - 2\eta$ will solve the noisy parity problem. Note that for $\psi$ the query model and the random samples model are equivalent as we have the support explicitly. So if we believe that sparse noisy parity requires time $n^{\Omega(k)}$ time, then any algorithm for finding large low-degree Fourier coefficients in $\psi$ must require as much time. Since $\|\psi\|_{\infty} = \epsilon^2 2^n/k \log(n)$, we have $\ln(\|\psi\|_{\infty}) = n - O(\log(1/\epsilon))$. This is consistent with a dependence of $\ln(\|\psi\|_{\infty})^{\Omega(k)}$.
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9 Missing Proofs

**Lemma 6.** Given subcubes $C$ and $D$ such that $D \subseteq C \subseteq \{-1, 1\}^n$, and a density function $\psi$, it holds that:

$$\langle \psi, \mu_D \rangle = \langle \psi, \mu_C \rangle \cdot \left( \frac{\psi}{\mu_C} \right) \cdot \langle \psi|_C, \mu_D |_C \rangle.$$

**Proof.** We have

$$\langle \psi, \mu_D \rangle = \langle \psi, \mu_C \rangle \cdot \left( \frac{\psi}{\mu_C} \right) \cdot \langle \psi|_C, \mu_D |_C \rangle.$$

where the second equality follows from $D \subseteq C$.

**Lemma 8.** Let $\text{codim}(C) = k$. We have

$$\text{Skew}_\psi(C) = 2^k \Pr_{x \sim \psi} [x \in C] - 1$$

$$= \frac{1}{\Pr_{x \sim \mu} [x \in C]} \left( \Pr_{x \sim \psi} [x \in C] - \Pr_{x \sim \mu} [x \in C] \right).$$

**Proof.** We have

$$\langle \psi, \mu_C \rangle = \mathbb{E}_{x \in \mu_C} [\psi(x)]$$

$$= \sum_{x \in C} \frac{\psi(x)}{2^{m-k}}$$

$$= 2^k \sum_{x \in C} \Pr_{x \sim \psi} [x = x]$$

$$= 2^k \Pr_{x \sim \psi} [x \in C].$$

Hence

$$\langle \psi, \mu_C \rangle - 1 = 2^k \Pr_{x \sim \psi} [x \in C] - 1$$

$$= \frac{\Pr_{x \sim \psi} [x \in C] - 2^{-k}}{2^{-k}}.$$ 

Since $\Pr_{x \sim \mu} [x \in C] = 2^{-k}$, the claim follows.
Lemma 10. For any $K \subseteq [n]$, we have

$$\sum_{D=(K,w) \in \{\pm 1\}^K} \text{Skew}(D) = 0.$$ 

Proof. Consider the sum:

$$\sum_{D=(K,w) \in \{\pm 1\}^K} \text{Skew}(D) = \sum_{D=(K,w) \in \{\pm 1\}^K} 2^k \left( \Pr_{x \sim \psi} [x \in D] - \Pr_{x \sim \mu} [x \in D]\right) = 0.$$ 

The first equality comes from Lemma 8, the second follows since the set of cubes $D$ form a partition of $\{\pm 1\}^n$. ▶

Lemma 11. If $\{C_1, \ldots, C_{2^\ell}\}$ is a partition of $C$, then

$$\text{Skew}_\psi(C) = \frac{1}{2^\ell} \sum_{i=1}^{2^\ell} \text{Skew}_\psi(C_i).$$

Proof. We have

$$\text{Skew}_\psi(C) = 2^k \left( \Pr_{x \sim \psi} [x \in C] - \frac{1}{2^\ell} \right)$$

$$= \frac{2^k + \ell}{2^\ell} \left( \sum_{i=1}^{2^\ell} \left( \Pr_{x \sim \psi} [x \in C_i] - \frac{1}{2^k + \ell} \right) \right)$$

$$= \frac{1}{2^\ell} \left( \sum_{i=1}^{2^\ell} 2^{k + \ell} \left( \Pr_{x \sim \psi} [x \in C_i] - \frac{1}{2^k + \ell} \right) \right)$$

$$= \frac{1}{2^\ell} \sum_{i=1}^{2^\ell} \text{Skew}_\psi(C_i).$$ ▶

Corollary 18. For $J \subseteq [n]$ and a distribution $\psi$ over $\{\pm 1\}^n$,

$$W^{\leq k}(\psi, J) \leq 2^{J|}e^2 \left( \ln(e \|\psi\|_\infty) \right)^k.$$ 

Proof. Recall that

$$W^{\leq k}(\psi, J) = \sum_{T \subseteq J} \sum_{S \subseteq [n] \setminus J \atop |S| \leq k} \hat{\psi}(S \cup T)^2$$

We will show that for any $T \subseteq J$, we have

$$\sum_{S \subseteq [n] \setminus J \atop |S| \leq k} \hat{\psi}(S \cup T)^2 \leq e^2 \left( \ln(e \|\psi\|_\infty) \right)^k. \quad (8)$$

The claim will then follow by summing over all $2^{|J|}$ choices of $T \subseteq J$. To prove Equation (8), we define $\psi^{(T)} : \{\pm 1\}^{[n] \setminus J} \to \mathbb{R}$ as

$$\psi^{(T)}(x) = \mathbb{E}_{z \sim \{\pm 1\}^{[n] \setminus J}} \left[ \psi(x \circ z) \chi_T(z) \right].$$
Note that unlike \( \psi \), \( \psi^{(T)} \) can be negative. By orthogonality of characters, we have

\[
\psi^{(T)}(x) = \sum_{S \subseteq [n] \setminus J} \hat{\psi}(S \cup T) \chi_S(x).
\]

Since \( \psi^{(T)} \) is a signed average of \( \psi \) which is non-negative, we have \( \| \psi^T \|_\infty \leq \| \psi \|_\infty \) and

\[
\| \psi^T \|_1 = \mathbb{E}_{x \in \{\pm 1\}^n \setminus J} \left[ \mathbb{E}_{z \sim \{\pm 1\}^J} [\psi(x \circ z) \chi_T(z)] \right] \\
\leq \mathbb{E}_{x \in \{\pm 1\}^n \setminus J} \left[ \mathbb{E}_{z \sim \{\pm 1\}^J} ||\psi(x \circ z)||_1 \right] = \mathbb{E}_{x \in \{\pm 1\}^n} ||\psi(\chi_T)||_1 = 1.
\]

The proof of Theorem 17 only uses bounds on the 1 and \( \infty \) norms of \( \psi \). Hence we can repeat the same proof with \( \psi^{(T)} \) to get an identical bound. This proves Equation (8).

\[\blacklozenge\]

**Lemma 19.** For \( P \subseteq [n] \) and a distribution \( \psi \) over \( \{\pm 1\}^n \), the restriction \( \psi_P \) is given by

\[
\psi_P(y) = \sum_{S \subseteq P} \hat{\psi}(S) \chi_S(y).
\]

**Proof.** Let \( |P| = p < n \). For \( x \in \{\pm 1\}^P \), we have

\[
\psi_P(y) = 2^P \Pr_{x \sim \psi} [x_P = y] = \sum_{z \in \{\pm 1\}^P} \frac{\psi(y \circ z)}{2^{n-p}} = \mathbb{E}_{z \sim \mu_P} [\psi(y \circ z)].
\]

where the last expectation is over the bits \( z \) assigned to \( \tilde{P} \) being chosen uniformly at random. Using the Fourier expansion of \( \psi \),

\[
\mathbb{E}_{z \sim \mu_P} [\psi(y \circ z)] = \sum_{S \subseteq [n]} \hat{\psi}(S) \mathbb{E}_{z \sim \mu_P} \chi_S(y \circ z) = \sum_{S \subseteq P} \hat{\psi}(S) \chi_S(y).
\]

\[\blacklozenge\]

**Lemma 20.** Let \( P \subseteq [n] \). Let \( \psi' \) be a distribution on \( \{\pm 1\}^P \). Define a distribution \( \psi \) on \( \{\pm 1\}^n \) by \( \psi(x) = \psi'(x_P) \). Then

1. \( \psi \) is the product distribution of \( \psi' \) with the uniform distribution on \( \{\pm 1\}^P \).
2. \( \|\psi\|_\infty = \|\psi'\|_\infty \).
3. \( C \) is a minimal skewed subcube under \( \psi \) iff it is a minimal skewed subcube under \( \psi' \).

**Proof.** It follows that \( \psi \) is a distribution since it is non-negative and \( \|\psi\|_1 = 1 \). Since the uniform distribution on \( \{\pm 1\}^P \) is given by \( \mu_P(y) = 1 \) for all \( y \in \{\pm 1\}^P \), it follows that \( \psi = \psi' \times \mu_P \) is the product of \( \psi' \) and \( \mu_P \).

Claim (2) follows trivially from the definition of \( \psi \).

For claim (3), we show that if \( C = (K, y) \) is a minimal skewed subcube under \( \psi \), then \( K \subseteq P \). Indeed, suppose \( i \in K \setminus P \). Consider the parent subcube \( D \supseteq C \) obtained by freeing the coordinate \( i \). Then \( \Pr_{x \sim \psi} [x \in C] = \Pr_{x \sim \psi} [x \in D]/2 \), whereas \( \text{codim}(C) = \text{codim}(D) + 1 \), hence

\[
\text{SKEW}_\psi(C) = 2^{\text{codim}(C)} \Pr_{x \sim \psi} [x \in C] - 1 = \text{SKEW}_\psi(D).
\]

This violates the definition of minimality. In the other direction, it is easy to see that a minimal skewed subcube under \( \psi' \) is also a minimal skewed subcube under \( \psi \).

\[\blacklozenge\]
Lemma 21. Let $C = (J, z)$. Then

$$\psi_C(x) = \sum_{S \subseteq [n] \setminus J} \chi_S(x) \frac{\sum_{T \subseteq J} \hat{\psi}(S \cup T) \chi_T(z)}{\langle \psi, \mu_C \rangle}.$$  

Proof. Recall that $\psi_C(x) = \psi(x)/\langle \psi, \mu_C \rangle$ for $x \in C$. For $x \in \{\pm 1\}^{n \setminus J}$ let $x \circ z$ denote the string obtained by setting coordinates in $J$ to $z$ and those in $[n] \setminus J$ to $x$. Then

$$\psi_C(x) = \frac{\psi(x \circ z)}{\langle \psi, \mu_C \rangle} = \frac{1}{\langle \psi, \mu_C \rangle} \sum_{S \subseteq [n] \setminus J} \sum_{T \subseteq J} \chi_S(x \circ z) \hat{\psi}(S \cup T)$$

$$= \frac{1}{\langle \psi, \mu_C \rangle} \sum_{S \subseteq [n] \setminus J} \sum_{T \subseteq J} \chi_S(x) \chi_T(z) \hat{\psi}(S \cup T)$$

$$= \sum_{S \subseteq [n] \setminus J} \chi_S(x) \frac{\sum_{T \subseteq J} \chi_T(z) \hat{\psi}(S \cup T)}{\langle \psi, \mu_C \rangle}.$$

Lemma 32 ([19]). Let $d \geq 2$ be even and let $n + 1 = 2^l \geq d$. There exists a $\mathbb{F}_2$-linear code $C_{BCH} \subseteq \{0, 1\}^n$ with minimum distance $d$, which contains $\Omega(n^{d/2 + 1})$ minimum weight codewords.

Proof. Let $d = 2e + 2$ for $e \geq 0$. We use the fact that BCH codes are $[n, n - el - 1, 2e + 2]$ codes [2, Theorem 16.21]. We need to show that there are many minimum weight codewords. For this, let us consider the parity check matrix $H$ which has dimension $(el + 1) \times n$ so that $C_{BCH} = \{x \in \mathbb{F}_2^n : Hx = 0\}$.

Now let us consider the mapping $x \to Hx$ for all $x : \text{wt}(x) = e + 1$. This maps each $x$ to a vector $y \in \{0, 1\}^{el + 1}$. For each $y \in \{0, 1\}^{el + 1}$, let $b_y = |\{x : \text{wt}(x) = e + 1, Hx = 0\}|$ be the number of vectors of weight $e + 1$ mapped to $y$. Then we have $\sum_y b_y = \binom{n}{e+1}$, hence

$$\sum_y b_y^2 \geq \left(\sum_y b_y\right)^2 = \binom{n}{e+1}^2 = \frac{(\binom{n}{e+1})^2}{2(n+1)^e}.$$

For $x_1 \neq x_2$ both of weight $e + 1$, if $Hx_1 = Hx_2$ then $H(x_1 + x_2) = 0$, hence $x_1 + x_2$ is a non-zero codeword of weight at most $2e + 2$, hence it is in fact a minimum weight codeword. Since there are $(2^e + 2)^e < 2^{2e+2}$ ways to write each vector of weight $2e + 2$ as such as sum, hence the number of vectors of codewords of weight $2e + 2$ is at least

$$\frac{1}{2^{2e+2}} \sum_y b_y^2 \geq \frac{1}{2^{2e+2}} \sum_y (b_y^2 - b_y) \geq \frac{1}{2^{2e+3}} \left(\binom{n}{e+1}\right)^2 - \left(\frac{n}{e+1}\right) = \Omega_n(n^{e+2}).$$

Theorem 34 (Algorithm for Positive Skew). Given sample access to a distribution $\psi$ on $\{\pm 1\}^n$, integer $k \leq n$, and parameters $\gamma \in (0, 2^k - 1], \epsilon \in (0, 1]$ and $\lambda \in [0, 1]$, there is an algorithm that returns all $(\gamma, \epsilon)$-minimal skewed subcubes of codimension at most $k$ in time:

$$\tilde{O}\left(n^k (\frac{\omega}{\epsilon \sqrt{\gamma}})^k\right) + k^{O(k)} \cdot (\ln(\|\psi\|_\infty))^k \left(\frac{\tilde{O}(n^{k/3})}{(\epsilon \sqrt{\gamma})^{2k}} + \frac{\omega}{(\epsilon \sqrt{\gamma})^{2k}}\right),$$

where $\omega$ is the matrix multiplication exponent, and $\tilde{O}$ hides poly log $n$ factors.
Theorem 35 (Algorithm for Negative Skew). Given sample access to a distribution \( \psi \) on \( \{\pm1\}^n \), integer \( k \leq n \), and parameters \( \gamma \in (0, 1] \), \( \epsilon \in (0, 1] \) and \( \lambda \in [0, 1] \), there is an algorithm that returns all \((-\gamma, \epsilon)\)-minimal skewed subcubes of codimension at most \( k \) in time:

\[
\tilde{O} \left( n^k \left( \frac{1}{\epsilon \gamma} \right)^{3/4} \right) + k^{O(k)} \cdot (\ln(\epsilon \|\psi\|_\infty))^{k} \left( \frac{\tilde{O}(n^{k/3})}{(\epsilon \gamma)^{4/k}} + \frac{\text{poly}(n)}{(\epsilon \gamma)^{2k}} \right)
\]

where \( \omega \) is the matrix multiplication exponent, and \( \tilde{O} \) hides \( \log \log n \) factors.

The algorithm is \textsc{FindSkew} \( ^\pm \) (\( \emptyset, \emptyset \)) in the positive case and \textsc{FindSkew} \( ^- \) (\( \emptyset, \emptyset \)) in the negative case with the nondeterminism replaced. In the positive case, one could replace the enumeration of Fourier coefficients (this is Line 6 in Algorithm 1 and Line 4 in Algorithm 2) by a call to \textsc{FindFourierCoefficients}. However, this would naively yield a running time bound of \( \tilde{O}(n^{0.8k}) \cdot k^{O(k)} \left( \ln(\epsilon \|\psi\|_\infty / \epsilon \gamma) \right)^{k} / (\epsilon \gamma)^{2k+O(1)} \). We show the stronger bound claimed in the theorem by making the following modification. Instead of running \textsc{FindFourierCoefficients} at every recursive call, we run it once at the top level to get the list \( L \) of heavy coefficients for \( \psi \), and “deduce” the heavy Fourier coefficients for each restricted distribution \( \psi|_C \) from the original list \( L \). To do so efficiently, we require a data structure which we now explain.

We preprocess \( L \) by creating a graph \( G_L \). Vertices of this graph are indexed by elements of the power set \( 2^n \). For each coefficient \( S \in L \), and each subset \( T \subseteq S \), add the directed edge \( T \to S \). Furthermore, each \( T \) stores \( k \) lists, where the \( i \)th list contains all sets \( S \) in the out-neighborhood of \( T \) such that \( |S \setminus T| = i \). Since \( 2^k |L| \) is a bound on both the total number of edges and the total number of vertices in the graph, creating the graph takes \( O(2^k |L|) \) time. Creating the partitions of the out-neighborhoods also takes \( O(2^k |L|) \) times since each edge in the graph need only be processed once.

We summarize the algorithm below for reference.

- **Algorithm 4 PreprocessCoefficients(\( L \)).**

  1: \( V, E \leftarrow \emptyset \)
  2: \textbf{for} \( S \in L \) \textbf{do}
  3:     \textbf{for} \( T \subseteq S \) \textbf{do}
  4:         \( V \leftarrow V \cup \{S, T\} \)
  5:         \( E \leftarrow E \cup \{(T \to S)\} \)
  6: \textbf{end for}
  7: \textbf{end for}
  8: \textbf{return} \( G_L = (V, E) \)

Next, given \( G_L \) the preprocessed form of \( L \), a target subcube \( C = (J, z) \) and a threshold \( \tau \), we show how to output all Fourier coefficients \( \hat{\psi}|_C(S) \) such that \( \hat{\psi}|_C(S) \geq \tau \).

- **Lemma 41.** Let \( L = \{S \subseteq [n] : |S| \leq k, |\hat{\psi}(S)| \geq \tau / 4^k \} \), and \( G_L \) be the output of \textsc{Preprocess}(\( L \)). Then \textsc{DeduceSubcubeCoefficients}(\( G_L, C, \tau \)) returns the list of Fourier coefficients of \( \psi|_C \) of degree at most \( k \) and magnitude at least \( \tau \). Furthermore, \textsc{DeduceSubcubeCoefficients}(\( G_L, C, \tau \)) runs in time

\[
\text{poly}(n) \cdot O(|L'|) \leq \text{poly}(n) \cdot 2^{O(k)} \cdot \left( \frac{\ln(\epsilon \|\psi\|_\infty)}{\epsilon^2} \right)^{k-|J|}.
\]
Algorithm 5 DeduceSubcubeCoefficients($G_L, C, \tau$).

1: Let $J$ be the coordinates fixed by $C$.
2: $L' \leftarrow \emptyset$
3: for $T \subseteq J$ do
4:   for $S$ out-neighbor of $T$ in $G_L$ with $|S \setminus T| \leq k - |J|$ do
5:     Check by sampling if $|\hat{\psi}(S, J)| \geq 3\tau/4$ to accuracy $\tau/4$. If so, add $S \setminus J$ to $L'$.
6: return $L'$.

Proof. The output $L'$ consists only of sets $S'$ such that $S' \cup J \in L$, $S' \cap J = \emptyset$ and $|S'| \leq k - |J|$. Furthermore it contains all $S'$ meeting these criteria such that $|\hat{\psi}(S')| \geq \tau$, note that for any set $H \in L$ such that $|H| \leq k$, if $T$ is chosen to be $H \cap J$, then $|H \setminus T| = |H| \leq k - |J|$ and thus the algorithm will add $H \setminus J$ to the output.

To obtain the claim of the lemma, we need to argue that for every Fourier coefficient $\hat{\psi}(S)$ of absolute value at least $\tau$, the set $S$ must appear in $L'$. We need the following consequence of Lemma 21: let $\psi$ be a distribution on $\{\pm 1\}^n$ and let $C = (J, z)$ be a subcube. Then

$$\hat{\psi}(S) = \sum_{T \subseteq J} \chi_T(z) \hat{\psi}(S \cup T).$$

It follows that every coefficient $\hat{\psi}(S)$ is the signed sum of at most $2^k$ coefficients $\hat{\psi}(R) = \hat{\psi}(S \cup T)$, which is then scaled by $1/\langle \psi, \mu_C \rangle$ (at most $2^k$). Furthermore, if $|S| \leq k - |J|$, then each such coefficient has $|R| \leq |S| + |T| \leq k$. Thus if $\hat{\psi}(S) \geq \tau$, there is at least one $R \subseteq J$ with $|R| \leq k$ such that $|\hat{\psi}(R)| \geq \tau/2^k$, which means that $R \in L$.

Finally, the running time claim follows from Corollary 18 and the fact that for every $S \in L$ we have $\hat{\psi}(S) \geq \tau/2^k$.

We are now ready to prove our main theorem. We start with the positive case.

Proof of Theorem 34. We start by running FindFourierCoefficients($\psi, k, \rho^+, \lambda$) once, with $\rho^+ = \epsilon\sqrt{\gamma}/16^k$. This outputs a list $L^+$ containing all $S$ where $|S| \leq k$ and $\hat{\psi}(S) \geq \epsilon\sqrt{\gamma}/2^k$. Subsequently, we compute $G_{L^+} \leftarrow$ PreprocessCoefficients($L^+$) using the output. This set up phase has running time $R^+$ bounded by

$$R^+ \leq \tilde{O} \left( n^{k(1 - \frac{\gamma}{\epsilon})} + \frac{k^{O(k)} \tilde{O}(n^{(k/3)} \ln(e \|\psi\|_{\infty})^k)}{(\epsilon\sqrt{\gamma})^{2/k}} \right).$$

Next we run FindSkew+($\emptyset, \emptyset$) but we replace the nondeterministic enumeration of Fourier coefficients (this is Line 6 in Algorithm 1) by DeduceSubcubeCoefficients($G_{L^+}, C, \tau^+$) where $\tau^+ := \epsilon\sqrt{\gamma}/(k_t \cdot \frac{k_z}{|S_{\text{all}}|})$. We also replace the nondeterministic choice of $z$ (Line 7 in Algorithm 1) by simple enumeration over all possible choices. Correctness follows from Lemma 24 together with Lemmas 39 and 41 and it remains to show the running time bound.

By Lemma 41, at every subcube $C$ the algorithm spends time at most

$$\text{poly}(n) \cdot 2^{O(k)} \frac{(\ln(e \|\psi\|_{\infty})^{k-\lfloor |J|/2\rfloor})}{(\tau^+)^2} = \text{poly}(n) \cdot 2^{O(k)} \frac{(\ln(e \|\psi\|_{\infty})^{k-\lfloor |J|/2\rfloor})}{(\epsilon\sqrt{\gamma})^{2/k}}$$

to run DeduceSubcubeCoefficients.
On the other hand, the proof of Lemma 26 requires that the branching factor of \( \text{FindSkew}^+ \) be bounded as in Lemma 25. Since this bound is at least \((\ln(e \| \psi \|_\infty))^{k-|J|/(\epsilon \sqrt{\gamma})}\) (and we may assume WLOG that the branching factor is at least this threshold), we may amortize the cost of each call to \( \text{DeduceSubcubeCoefficients} \) by charging to each child call the average running time per child. The time spent per child is \( \text{poly}(n) \cdot 2^{O(k)} \), and we argued in Lemma 26 that the total number of recursive calls to \( \text{FindSkew}^+ \) is at most

\[
O(n, k^3) \geq \left( \frac{\ln(e \| \psi \|_\infty)}{\epsilon^2 \gamma} \right)^k.
\]

Thus we may bound the running time of \( \text{FindSkew}^+(\emptyset, \emptyset) \) by this expression as well.

To conclude, the final running time of the algorithm in the positive skew case is:

\[
R^+ + \text{poly}(n, k^3) \cdot O(n, k^3) \geq \left( \frac{\ln(e \| \psi \|_\infty)}{\epsilon^2 \gamma} \right)^k
\]

\[
\leq \tilde{O} \left( n^{k(1/3)} \right) + \frac{O(n, k^3) \ln(e \| \psi \|_\infty)^k}{(\epsilon \sqrt{\gamma})^{2k}} + \text{poly}(n, k^3)
\]

\[
\leq \tilde{O} \left( n^{k(1/3)} \right) + O(n, k^3) \cdot (\ln(e \| \psi \|_\infty))^k \left( \frac{\ln(e \| \psi \|_\infty)}{\epsilon^2 \gamma} \right)^k.
\]

The negative case is identical, but with a different setting of parameters.

**Proof of Theorem 35.** In this case we run \( \text{FindFourierCoefficients}(\psi, k, \rho^-, \lambda) \) with \( \rho^-=\epsilon\gamma/16^k \). This outputs the list \( L^- \), and we set \( G_{L^-} \leftarrow \text{PreprocessCoefficients}(L^-) \). This all has running time \( R^- \) bounded by

\[
R^- \leq \tilde{O} \left( n^{k(1/3)} \right) + \frac{O(n, k^3) \ln(e \| \psi \|_\infty)^k}{(\epsilon \sqrt{\gamma})^{2k}}.
\]

Now we run \( \text{FindSkew}^-(\emptyset, \emptyset) \), with Fourier coefficient enumeration (Algorithm 2 in Algorithm 2) replaced with \( \text{DeduceSubcubeCoefficients}(G_{L^-}, C, \tau^-) \), and we set \( \tau^- = \epsilon\gamma / (k \cdot (\frac{k}{\gamma}))) \). The analysis is identical to the positive case, and the final running time is:

\[
\tilde{O} \left( n^{k(1/3)} \right) + O(n, k^3) \cdot (\ln(e \| \psi \|_\infty))^k \left( \frac{\ln(e \| \psi \|_\infty)}{\epsilon^2 \gamma} \right)^k.
\]
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Abstract

A code is called a $q$-query locally decodable code (LDC) if there is a randomized decoding algorithm that, given an index $i$ and a received word $w$ close to an encoding of a message $x$, outputs $x_i$ by querying only at most $q$ coordinates of $w$. Understanding the tradeoffs between the dimension, length and query complexity of LDCs is a fascinating and unresolved research challenge. In particular, for 3-query binary LDC’s of dimension $k$ and length $n$, the best known bounds are: $2^k \Omega(1) \geq n \geq \tilde{\Omega}(k^2)$.

In this work, we take a second look at binary 3-query LDCs. We investigate a class of 3-uniform hypergraphs that are equivalent to strong binary 3-query LDCs. We prove an upper bound on the number of edges in these hypergraphs, reproducing the known lower bound of $\tilde{\Omega}(k^2)$ for the length of strong 3-query LDCs. In contrast to previous work, our techniques are purely combinatorial and do not rely on a direct reduction to 2-query LDCs, opening up a potentially different approach to analyzing 3-query LDCs.
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1 Introduction

A code $C$ is said to be a $q$-query locally decodable code (LDC) if it is possible to recover any symbol $x_i$ of a message $x$ by querying $C(x)$ on at most $q$ locations, such that even if a constant fraction of $C(x)$ is corrupted, the decoder returns $x_i$ with high probability. LDCs already appeared in the PCP literature (e.g., implicitly in [1]) but they were first explicitly formulated by Katz and Trevisan in [10]. LDCs have attracted attention not only because of their immediate relevance to data transmission and data storage but also because of their surprising connections to complexity theory and cryptography ([3, 13, 8, 11]). In more recent years, the analysis of LDCs has led to a greater understanding of basic problems in incidence geometry, the construction of design matrices and the theory of matrix scaling, e.g. [2, 7, 6].

Although LDCs have been studied now for two decades, some basic questions remain stubbornly open. In particular, we have the following open question for 3-query LDCs:

Open Question 1. What is the length of the shortest 3-query LDC that can encode all $k$-bit binary messages?
A wild variety of techniques have been used to study the problem. For a while, it was believed that the length \( n \) should be exponential in \( k \) for 3-query LDCs (indeed, for any constant number of queries). This belief was shattered by a breakthrough work of Yekhanin that designed 3-query LDCs of length subexponential in \( k \) (conditional on some number-theoretic conjectures). Subsequent work ([9, 5]) reformulated the construction in terms of matching vector codes and established an unconditional upper bound of \( \exp((\sqrt{\log k \log \log k})) = \exp(k^{o(1)}) \) on the length.

As for lower bounds on the length of 3-query LDCs, which is the focus of this work, Katz and Trevisan [10] first gave a super linear lower bound of \( \Omega(k^{3/2}) \), which was then improved to \( \Omega(k^2/(\log k)^2) \) by Kerenidis and de Wolf [12] using quantum information theoretic techniques. The current state-of-the-art is due to Woodruff [14] from over a decade ago where he showed that \( n \geq \Omega(k^2/\log k) \).

Given the state of affairs, it is natural to try to prove lower bounds for stronger variants\(^1\) of LDCs where the task should be easier. In this work, we study a restricted form of LDCs which seem to capture most of the challenges associated with general LDCs.

**Definition 2.** For a given \( \delta \in (0, 1) \), a code \( C : \{\pm 1\}^k \rightarrow \{\pm 1\}^n \) is a \((3, \delta)\)-strong LDC if for every \( i \in [k] \), there exists a set \( M_i \) of \( \geq \delta n \) disjoint triples in \( \binom{[n]}{3} \) such that for every \( x \in \{\pm 1\}^k \) and for every triple \( (j_1, j_2, j_3) \in M_i \), \( x_i = C(x)_{j_1} \cdot C(x)_{j_2} \cdot C(x)_{j_3} \). Moreover, if \( i \neq i' \), a triple in \( M_i \) intersects a triple in \( M_{i'} \) in at most 1 coordinate.

Known constructions of 3-query LDCs are strong. Conceptually, the main\(^2\) restriction that the above definition makes is that each triple in the matching \( M_i \) successfully decodes \( x_i \) for every \( x \). On the other hand, Katz and Trevisan [10] show that general LDCs yield matchings \( M_1, \ldots, M_k \) such that each triple in the matching \( M_i \) successfully decodes \( x_i \) for most (not all) \( x \)'s.

We show a combinatorial proof of the known \( \Omega(k^2/\log k) \) lower bound for the length of code words of 3-query strong LDCs. Here is the main theorem stating the lower bound.

**Theorem 3.** Let \( C : \{\pm 1\}^k \rightarrow \{\pm 1\}^n \) be a \((3, \delta)\)-strong LDC. Then, \( n \geq \Omega_{\delta}(k^2/\log k) \).

### 1.1 Proof Overview

As we already noted, Theorem 3 follows from [14]. Of more interest is our proof technique. Woodruff’s lower bound reduces 3-query LDCs to 2-query LDCs and applies known analytic proofs giving tight bounds for 2-query LDCs [12]. On the other hand, our proof is purely combinatorial and does not seem to be a reduction to 2 queries.

Our starting point is the observation that strong 3-query LDCs are equivalent to **even-colored 3-uniform hypergraphs**. A 3-uniform hypergraph is called **linear** if any two edges intersect in at most one vertex.

**Definition 4.** An \((n, k, \delta)\)-even-colored 3-uniform hypergraph is a **linear edge-colored hypergraph** \( H \) on \( n \) vertices with each edge having a color in \( \{1, \ldots, k\} \) such that:

(i) For each \( i \in [k] \), the edges of color \( i \) form a matching of size at least \( \delta n \), and

(ii) If \( H' \) is a subgraph of \( H \) such that every vertex has even degree in \( H' \), then there are an even number of edges of each color in \( H' \).

\(^1\) For instance, Woodruff in [15] gave an \( \Omega(k^2) \) lower bound for the special case of **linear** 3-query LDCs.

\(^2\) The decoding scheme of taking the product (xor) of the codeword bits is without loss of generality (see [14]). The additional condition in Definition 2 about triples in different matchings intersecting only at single coordinates is made for technical convenience and should be avoidable.
Given a \((3, \delta)\)-strong LDCs, define the hypergraph \(H\) which is the union of the matchings \(M_1, \ldots, M_k\) given by Definition 2, and let the color of an edge be the matching it comes from. Then, it is easy to check that both conditions (i) and (ii) are met (see Claim 5). The correspondence naturally goes in the other direction too, although this is not needed in the present work.

We prove an upper bound \(k^2 \leq O_\delta(n \log n)\) for \((n, k, \delta)\)-even-colored 3-uniform hypergraphs, proving our main theorem. To motivate our proof, let us sketch the corresponding argument for 2-query LDCs (which is also new to the best of our knowledge). Suppose we have a (2-uniform) graph which is the union of \(k\) matchings, with edges from the \(i\)’th matching having color \(i\). Analogously to condition (ii) of Definition 4, also suppose that any cycle contains an even number of edges of each color. Then, we prove that the number of vertices \(n\) is at least \(\exp(k)\). For simplicity, suppose the matchings of each color are perfect.

Our argument is through coding (ironically!). Fix an arbitrary vertex \(s\). For any vertex \(v \neq s\), let its signature \(S(v)\) be defined as \((n_1, \ldots, n_k)\) where \(n_i\) is the parity of the number of edges of color \(i\) on a path \(P\) from \(s\) to \(v\). We claim that \(S(v)\) does not depend on the path chosen. This is because if two paths from \(s\) to \(v\) gave different signatures, this would yield a cycle in which some color occurred an odd number of times. On the other hand, there are at least \(2^k\) different signatures because for any signature \((s_1, \ldots, s_k) \in \{0, 1\}^k\), there is a path from \(s\) with exactly \(s_i\) edges of color \(i\) (since the matchings are perfect). Hence, the number of vertices is at least \(\exp(k)\).

Our proof for 3-uniform hypergraphs is in a similar spirit. Instead of a path to define a signature, we use a sequence of cherries, borrowing an idea from [4]. A cherry is a pair of hyperedges which uniquely intersect at a hyperedge; see Figure 1. We observe that if the number of edges is sufficiently large, then there are many cherries. We then use this structure to show that there are even subgraphs (i.e., subgraphs in which all vertices have even degrees) which have an odd number of edges of some color. Namely, we construct a “cycle of cherries” in which we know there is a color that appears on a unique edge, yielding the contradiction. More details follow.

Formally, given an \((n, k, \delta)\)-even colored hypergraph \(H\) which is a union of matchings \(M_1, \ldots, M_k\), define the signature graph \(G = (V', E')\) as follows. The vertex set \(V' = V \times V\), and there is an edge in \(G\) between the vertices \((u_1, v_1)\) and \((u_2, v_2)\) whenever there exists \(w \in V\) such that \(\{u_1, u_2, w\}\) and \(\{v_1, v_2, w\}\) are hyperedges forming a cherry in \(H\). Moreover, such an edge is labeled by the pair of colors \(\{i_1, i_2\}\) if \(\{u_1, u_2, w\} \in M_{i_1}\) and \(\{v_1, v_2, w\} \in M_{i_2}\). The signature graph enjoys the following useful structural property:

For any vertex \(x\) in \(G\) and for any color \(i \in [k]\), there are at most 4 edges incident to \(x\) that have \(i\) in their label. \((\star)\)

The proof of \((\star)\) follows from the definition of \(G\) in terms of cherries (see Claim 8).

![Figure 1](image-url)  
A cherry formed from the edges \(\{u_1, w, u_2\}\) and \(\{v_1, w, v_2\}\) intersecting at \(w\).
For the sake of contradiction, assume that $k \geq \sqrt{Cn \log n}$ for some large constant $C$. This, along with a standard averaging argument, implies that there exists a large subgraph $G'$ of the signature graph with minimum degree at least $k^2n/4n^2 \geq (C/4)\log n$. Now fixing an arbitrary vertex $r \in V(G')$ as root, we iteratively grow a sequence of trees $T_1, T_2, \ldots, T_{\ell+1}$ using edges in $G'$, while maintaining the following rainbow condition: For any vertex $x \in V(T_i)$, no color appears more than once among the colors labeling the unique path from $r$ to $x$ in $T_i$.

We explain how to construct $T_{\ell+1}$ from $T_\ell$ so that the above rainbow condition is met. Let $L_i$ denote the leaves of the tree $T_i$, and let $N_i$ denote the neighbors $y$ of vertices $x \in L_i$ so that the colors labeling the edge $(x, y)$ do not occur on the path from the root $r$ to $x$ in $T_i$. A short argument (Claim 9) allows us to deduce that $N_i$ must be disjoint from $V(T_i)$, because otherwise, condition (ii) of Definition 4 is violated. Hence, the next tree $T_{\ell+1}$ can be built by letting $L_{\ell+1} = N_i$ and adding one edge from each vertex in $L_{\ell+1}$ to a vertex in $L_{\ell}$.

We continue this process until $|L_{\ell}| < 2|L_{\ell-1}|$ for some iteration $\ell$. We now sketch how to arrive at a contradiction. From the stopping criteria, we know that for every $i < \ell - 1$ we have $|L_{i+1}| \geq 2|L_i| \geq 2^{\ell+1}$, and therefore the depth of the tree is at most $\ell = O(\log n)$. Therefore, for any $x \in L_{\ell-1}$, the number of colors labeling the path from $r$ to $x$ is at most $O(\log n)$. From property (1), we get that there are at least $(C/4)\log n - O(\log n) = C'\log n$ neighbors of $x$ that are in $L_\ell$ (for some other constant $C'$). Since $|L_{\ell}| < 2|L_{\ell-1}|$, there exists a vertex $w \in L_\ell$ with at least $(C'/2)\log n$ neighbors in $L_{\ell-1}$. Again, invoking property (1), for $C'$ large enough, there will be a neighbor $w' \in L_{\ell-1}$ such that the colors labeling $(w, w')$ do not appear among the $O(\log n)$ labels of the path from $r$ to $w$. From here, we can conclude that the unique path between $w$ and $w'$ in $T_\ell$ along with the edge $(w, w')$ forms a cycle in $G$ in which some color appears exactly once. This structure corresponds to a subgraph in $H$ that violates condition (ii) of Definition 4.

In the rest of the paper, we present the argument formally with all the details. It is unclear currently how to extend the analysis to $q$-query LDCs or how to improve the analysis for 3-query LDCs. But we remain hopeful that by looking at more intricate combinatorial structures than cherries, we can make some progress.

## 2 Preliminaries

In this section and later, we do not invoke the notion of even-colored subgraphs, and we define objects directly in reference to strong 3-query LDCs.

Given a $(3, \gamma)$-strong LDC, we define the recovery hypergraph $H$, where $V(H) = [n]$ and $E(H) := \cup_{i \in [k]} M_i$ to be the 3-uniform hypergraph which is the union of matchings $M_1, M_2, \ldots, M_k$. For any edge $e \in E(H)$, we say that the color of the hyperedge $e$ is $i$ if $e$ belongs to matching $M_i$. We use the notation $\text{col}(e)$ to denote the color of the hyperedge $e$. We additionally assume that $H$ is linear, i.e. no two hyperedges of $H$ intersect in more than one element.

Let $L$ be a hypergraph. Then we define an augmentation $L'$ of $L$ as follows: $V(L') = V(L)$ and $E(L')$ is a multiset where each member $e \in E(L')$ also belongs to $E(L)$ but can possibly have a higher multiplicity than the multiplicity of $e$ in $E(L)$. With respect to a hypergraph $L$ where a hyperedge $e$ is allowed to have multiplicity greater than 1, we denote by $\text{mult}_L(e)$ the multiplicity of $e$ in $E(L)$. We may drop the subscript $L$, if the hypergraph under consideration is clear from the context. Also for $v \in V(L)$, $\text{deg}_L(v) := \sum_{e \in E(L) : v \in e} \text{mult}_L(e)$. If for all $v \in V(L)$, $\text{deg}_L(v)$ is even, then $L$ is called an even hypergraph. We use $\text{col}(L)$ to denote the multiset of colors associated with edges in $E(L)$.

If $L$ is an augmentation of the recovery hypergraph $H$, for $1 \leq i \leq k$, we define

$$\lambda_L(i) := \sum_{e \in E(L) : \text{col}(e) = i} \text{mult}_L(e).$$
We may say that the vertex
of incident edges, say \( \gamma_{nk} \).

Claim 6. \( \Delta \) edges of the same matching.

and use \( T(e) \) to denote the corresponding unordered set. We define \( \text{col}(e) = \{i_1, i_2\} \) if \( (u_1, u_2, w) \in M_{i_1} \) and \((v_1, v_2, w) \in M_{i_2} \). Note that \( i_1 \neq i_2 \) since \( w \) cannot be in two different edges of the same matching.

Claim 5. Let \( L \) be an augmentation of the recovery hypergraph \( H \). If \( L \) is even, then for \( 1 \leq i \leq k \), \( \lambda_L(i) \) is even.

Proof. Suppose for contradiction that there exists \( i \), \( 1 \leq i \leq k \) such that \( \lambda_L(i) \) is odd. Recall that the indices of the code word bits correspond to the vertices of the recovery hypergraph. Let us assume that \( y = (y_1, y_2, \ldots, y_n) \) is the code word of a message \((x_1, x_2, \ldots, x_k)\), where \( x_i = -1 \) and \( x_j = 1 \) for \( j \neq i \). For an edge \( e = \{u, b, c\} \) of the recovery hypergraph, \( Y^e = y_u \cdot y_b \cdot y_c \). Now it is clear that \( \prod_{e \in E(L)} Y^e = 1 \), since \( L \) is an even augmentation of \( H \).

On the other hand, by definition of the recovery hypergraph, if \( \text{col}(e) = t \), then \( Y^e = x_t \) for \( 1 \leq t \leq k \). Therefore \( \prod_{e \in E(L)} Y^e = \prod_{1 \leq t \leq k} x_t^{\lambda_L(i)} \). Clearly since for the selected message \( x_j = 1 \) for \( j \neq i \), we infer that \( \prod_{e \in E(L)} Y^e = x_i^{\lambda_L(i)} = -1 \), if \( \lambda_L(i) \) is odd. This is a contradiction. We conclude that for \( 1 \leq i \leq k \), \( \lambda_L(i) \) is even.

The Signature Graph

We define a graph called the signature graph \( G \) as follows: \( V(G) = \{(u, v): u, v \in V(H), u \neq v\} \) and an edge exists between two vertices \((u_1, v_1)\) and \((u_2, v_2)\) of \( G \) if and only if \( \{u_1, v_1\} \cap \{u_2, v_2\} = 0 \) and there exists a vertex \( w \in V(H) \) such that \( \{u_1, u_2, w\}, \{v_1, v_2, w\} \in E(H) \).

Note that since the recovery hypergraph \( H \) is linear, if there exists an edge between two vertices \((u_1, v_1)\) and \((u_2, v_2)\), there is a unique vertex \( w \) such that \( \{u_1, u_2, w\}, \{v_1, v_2, w\} \in E(H) \).

We may say that the vertex \( w \) causes the edge \( \{(u_1, v_1), (u_2, v_2)\} \). Given an edge \( e \in E(G) \), we define \( T(e) = \{(u_1, u_2, w), \{v_1, v_2, w\}\} \) if \( w \) causes the edge \( e \). We may abuse the notation and use \( T(e) \) to denote the corresponding unordered set. We define \( \text{col}(e) = \{i_1, i_2\} \) if \( (u_1, u_2, w) \in M_{i_1} \) and \((v_1, v_2, w) \in M_{i_2} \). Note that \( i_1 \neq i_2 \) since \( w \) cannot be in two different edges of the same matching.

Claim 6. The number of edges in the signature graph \( G \) is at least \( 12\gamma^2 nk^2 \).

Proof. Since each matching is of size at least \( \gamma n \), the number of hyperedges \( m \) in \( H \) is at least \( \gamma nk \). It follows that \( \sum_{v \in V(H)} \deg(v) = 3m \geq 3\gamma nk \). For any vertex \( w \in V(H) \) consider a pair of incident edges, say \( \{u_1, u_2, w\} \) and \( \{v_1, v_2, w\} \). Since \( H \) is linear, \( \{u_1, u_2\} \cap \{v_1, v_2\} = \emptyset \).

It is easy to see that based on this pair of incident edges, \( w \) can cause 4 distinct edges of the signature graph \( G \). Therefore the vertex \( w \) causes \( 4\left(\frac{d(v)}{2}\right) \) distinct edges of \( G \), where \( d(v) = \deg(v) \). As we have mentioned earlier, two different vertices \( w \) and \( w' \) cannot cause the same edge in \( G \). Therefore \( |E(G)| \geq 4 \sum_{v \in V(H)} \left(\frac{d(v)}{2}\right) = 2 \sum_{v \in V(H)} (d(v))^2 - d(v)). Recall that \( \sum_{v \in V(H)} d(v) = 3m \). Using Cauchy-Schwarz inequality, \( \sum_{v \in V(H)} d(v) \geq \frac{m^2}{n} \geq \frac{12\gamma n^2 - \gamma nk}{n} \geq 12\gamma^2 nk^2 \). Here we have used \( m \geq \gamma nk \) and \( m \geq n \), since \( \gamma k \geq 1 \).

For a subgraph \( J \) of the signature graph \( G \), we define \( H_J \) to be the augmentation of \( H \), with \( V(H_J) = V(H) \) and \( E(H_J) = \cup_{e \in E(J)} T(e) \). Note that when we take the union here, we retain multiple copies of a hyperedge if that hyperedge appears in multiple sets \( T(e) \) taking part in the union operation. Thus \( E(H_J) \) is by definition a multi-set. We extend some of the notation used for hypergraphs to subgraphs of signature graphs also in the following way: We use \( \text{col}(J) \) to denote the multiset \( \text{col}(H_J) \). A hypergraph \( H' \) is rainbow colored with respect to an edge coloring if there exist no two hyperedges having the same color. (In

\footnotesize

\begin{itemize}
  \item For vectors \( X, Y \), the Cauchy-Schwarz inequality states that \( \|X\| \cdot \|Y\| \geq X^T Y \). Now take \( X = (d(v_1), d(v_2), \ldots, d(v_n))^T \), where \( V(H) = \{v_1, v_2, \ldots, v_n\} \) and \( Y = (1, 1, \ldots, 1)^T \) to get the required lower bound.
\end{itemize}
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In particular, there will not be any hyperedge with multiplicity greater than 1.) A subgraph $J$ of the signature graph is rainbow colored, if $H_J$ is rainbow colored. We may also say $J$ (or $H$) is rainbow, shortening the phrase rainbow colored.

\begin{claim}
Let $J$ be an even subgraph of the signature graph $G$, i.e. $\forall v \in V(J)$, $\deg(v)$ is even. Then $H_J$ is an even augmentation of $H$.
\end{claim}

\begin{proof}
Recall that each edge $e = ((u_1, v_1), (u_2, v_2)) \in E(G)$ corresponds to exactly 2 edges in $E(H)$, namely the two edges of $T(e) = \{(u_1, u_2, w), (v_1, v_2, w)\}$, where $w$ is the unique vertex which caused the edge $e$. We say that $w$ appears in the role of an intermediate vertex and $u_1, v_1, u_2$ and $v_2$ appear in the role of signature vertices in $T(e)$. It is easy to see that since in $T(e)$ itself the degree $w$ is even, each vertex plays the role of an intermediate vertex an even number of times. Noting that in $T(e)$ each vertex appears in the role of a signature vertex exactly once, it is easy to see that if $x = (u, v)$ is a vertex of $J$, then $u$ (also $v$) plays the role of a signature vertex in $\cup_{e \in E_J(x)} T(e)$ (where $E_J(x)$ denotes the set of edges incident on $x$ in $J$) exactly $\deg_J(x)$ times. Since $\deg_J(x)$ is even, it follows that $\deg_{H_J}(u)$ and $\deg_{H_J}(v)$ are even numbers.
\end{proof}

\begin{claim}
Let $x$ be a vertex of the signature graph $G$ and let $E(x)$ be the set of edges incident on $x$ in $G$. Let $\mathcal{C} \subseteq [k]$ be a subset of colors. Let $E(x, \mathcal{C}) = \{e \in E(x) : \col(e) \cap \mathcal{C} \neq \emptyset\}$. Then $|E(x, \mathcal{C})| \leq 4|\mathcal{C}|$.
\end{claim}

\begin{proof}
Let $x = (u, v)$. For an edge $e \in E(x)$, $T(e)$ contains 2 hyperedges, exactly one of which contains $u$ and the other one contains $v$. Let us denote by $T(e)_1$ and $T(e)_2$ the hyperedges in $T(e)$ that contain $u$ and $v$ respectively. For $1 \leq i \leq k$, $E(x, \mathcal{C}) = \cup_{i \in \mathcal{C}} E_1^i \cup E_2^i$, where $E_j^i = \{e \in E(x) : \col(T(e)_j) = i\}$ for $j = 1, 2$. First we will show that $|E_1^i| \leq 2$. To see this, note that if $\col(T(e)_1) = i$, then $T(e)_1 \in M_i$ and $T(e)_1$ contains $u$ as mentioned earlier. There is a unique hyperedge with these properties since $M_i$ is a matching. Let $T(e)_1 = (u, a, b)$. Then either $a$ or $b$ could have caused the edge $e$. If $a$ caused the edge $e$, then $T(e)_2$ contains both $v$ and $a$, and there is a unique edge in $E(H)$ that is a superset of $\{v, a\}$ since $H$ is linear. Similarly if $b$ caused $e$, then $T(e)_2$ is uniquely determined, since it should contain both $v$ and $b$. It follows that $|E_1^i| \leq 2$ for all $i$, $1 \leq i \leq k$. A similar argument shows that $|E_2^i| \leq 2$. It follows that $|E(x, \mathcal{C})| \leq 4|\mathcal{C}|$.
\end{proof}

Now we are ready to prove Theorem 3.

\section{Proof of Theorem 3}

For contradiction, we shall assume that $k^2 > C n \log n$ where $C = C(\gamma)$ is a sufficiently large constant. We can then lower bound the average degree of $G$ as follows. From claim 6, we know that $|E(G)| \geq 12\gamma^2 nk^2$. On the other hand, the number of vertices in $G$ is at most $n^2$. Therefore, for $k^2 \geq C n \log n$, for $C$ large enough, the average degree of $G$ is at least $(2C') \log n$ so that we can find a subgraph $G' \subseteq G$ with minimum degree at least $C' \log n$, where $C'$ is a sufficiently large constant.

Now we fix a vertex $r \in V(G')$, and we grow a rainbow tree rooted at $r$ in $G'$ level by level as follows. Let $T_0$ be the tree consisting only of the root $r$ and $T_1$ be the tree consisting of $r$ and all its neighbors. At the $i$th stage, we will have a tree $T_i$ where $V(T_i) = \bigcup_{i=0}^{i} L_i$ where $L_i$ is the set of vertices in level $i$. Note that $V_0 = L_0 = \{r\}$ and $T_1$ consists of 2 levels, $L_0 = \{r\}$ and $L_1 = N_{G'}(r)$. For two vertices $x$ and $y$, the unique path in $T_i$ from $x$ to $y$ will be denoted by $P(x, y)$.

Moreover at the $i$th stage, we will make sure that the tree $T_i$ satisfies the following property:

For any vertex $x \in V(T_i)$, $P(r, x)$ is a rainbow path.

(1)
Claim 9. If $T_i$ satisfies property (1), and if $e = (x, y)$ is an edge of $G'$ such that $x \in L_i$ and $y \in L_j$, where $i \geq j$, then $\text{col}(e) \cap \text{col}(P(r, x)) \neq \emptyset$.

Proof. Suppose not. Let $z$ be the least common ancestor of $x$ and $y$ in $T_i$. Since $P(z, x) \subseteq P(r, x)$ is a rainbow path by property (1), $P(z, x) \cup \{(x, y)\}$ is also rainbow. Since $|P(z, y)| = 2$, clearly we have $|\text{col}(P(z, x) \cup \{(x, y)\})| > |\text{col}(P(z, y))|$. It follows that there is at least one matching color, say $i$ in the cycle $C = P(z, x) \cup \{(x, y)\} \cup P(y, z)$, such that $\lambda_{H_C}(i) = 1$. But since $C$ is an even subgraph of $G$, $H_C$ is an even augmentation of $H$ by Claim 7. Then by Claim 5, $\lambda_{H_C}(i)$ should be an even number, a contradiction. 

Now we describe how to construct $T_{i+1}$ from $T_i$ by adding a new level $L_{i+1}$. For a vertex $x \in L_i$ define $N'(x) = \{y \in N_{G'}(x) : \text{col}(x, y) \cap \text{col}(P(r, x)) \neq \emptyset\}$. Observe that $N'(x) \cap V(T_i) = \emptyset$. This follows from Claim 9, since if there is an edge in $G'$ from a vertex $x \in L_i$ to a vertex $y \in L_j$, $j < i$ then $\text{col}(x, y) \cap \text{col}(P(r, x)) \neq \emptyset$, and therefore $y \notin N'(x)$. Define $L_{i+1} = \cup_{x \in L_i} N'(x)$. Clearly $L_{i+1} \cap V(T_i) = \emptyset$. If $L_{i+1} \neq \emptyset$, define a bipartite graph $B_i = (L_i, L_{i+1})$ such that for $x \in L_i$, $y \in L_{i+1}$, $(x, y) \in E(B_i)$ if and only if $y \notin N'(x)$. Now for each $y \in L_{i+1}$, select one vertex $y'$ from $L_i$ such that $(y, y') \in E(B_i)$ to be its parent thus obtaining the new tree $T_{i+1}$. From the way we defined $N'(x)$ for $x \in L_i$, it is clear that property (1) is satisfied by $T_{i+1}$. If $|L_{i+1}| \geq 2|L_i|$, we proceed to add the next level. Otherwise we stop the procedure and define the final tree $T$ to be $T_{i+1}$.

Let $L_{t-1}$ be the last level added to the tree. Clearly $t > 2$. We observe that $t \leq \log n + 1$. Otherwise $|L_{t-1}| \geq 2^{t-1} > n$, since $|L_{i+1}| \geq 2|L_i|$ for $i \leq t-2$. Now consider the bipartite graph $B_{t-1}$. For each vertex $x \in L_{t-1}$, we know by applying Claim 8 with $C = \text{col}(P(r, x))$ that $E(x, C) \leq 4|\text{col}(P(r, x))| \leq 8 \log n$. But $|E_{G'}(x)| = \deg_{G'}(x) \geq C' \log n$ and therefore $|N'(x)| \geq (C' - 8) \log n$. Therefore $B_{t-1}$ has at least $|L_{t-1}|(C' - 8) \log n$ edges. Since $|L_{t}| < 2|L_{t-1}|$, there exists a vertex $w \in L_{t}$ such that its degree in $B_{t-1}$ is at least $(C' / 2 - 4 \log n)$. Again by applying Claim 8, this time with $C = \text{col}(P(r, w))$, at most $8(\log n + 1)$ of these edges can have a common color with any edge in $P(r, w)$. It follows that if $C$ is taken large enough, $w$ has a neighbor $w' \in L_{t-1}$ such that $\text{col}(w, w') \cap \text{col}(P(r, w)) = \emptyset$. This contradicts Claim 9 applied to the tree $T = T_t$. The situation is depicted in Figure 2.

Thus we infer that $k^2 \leq Cn \log n$, which in turn implies that $n = \Omega\left(\frac{k^2}{\log k}\right)$.

![Figure 2](Image.png) The cycle formed by the concatenation of $P(z, w')$, $P(z, w)$, and $(w, w')$ corresponds to an even subgraph in $H$ with an odd number of edges having a particular color.
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1 Introduction

Originating from Yao’s garbled circuit construction [65], garbling schemes have played an important role in different sub-areas of cryptography. A garbled representation of \( f(x) \) is a randomized function \( \hat{f}(x; r) \) such that: (1) a sample from the output of \( \hat{f}(x; r) \) reveals \( f(x) \) and no additional information about \( x \); and (2) each output bit of \( \hat{f} \) depends on at most one bit of \( x \) (but can depend arbitrarily on \( r \)); equivalently, each bit of \( x \) acts as a selector between two strings that are determined by \( r \). We refer to such a garbled representation \( \hat{f} \) for \( f \) as a decomposable randomized encoding (DRE)\(^1\) of \( f \), and refer to the output length of \( \hat{f} \) as its size.

Garbling schemes were initially motivated by the goal of efficient secure computation [65, 44, 30, 40]. This still serves as a primary motivation for their study, which has led to many optimized constructions (see, e.g., [12] and references therein).

Over the years, different flavors of garbling schemes have found applications in many other areas of cryptography, including parallel cryptography [8], one-time programs and leakage-resilient cryptography [36], verifiable computation [33, 10], key-dependent message security [13, 5], identity-based encryption [29], and more. See [18, 39, 6] for surveys.

Despite the large body of work on constructing and applying such garbling schemes, very little is known about their limitations. Previous relevant works show very limited lower bounds for more liberal notions of garbling. These include either conditional lower bounds that apply to computationally efficient garbling of intractable functions [5, 1] or linear size lower bounds for so-called “2-party PSM protocols” [30, 25, 7].

In this work, we initiate a complexity theoretic study of standard (“DRE-style”) garbling schemes, providing lower bounds in both information-theoretic and computational settings.

\(^1\) This notion of garbling roughly corresponds to a projective garbling scheme in the terminology of Bellare et al. [18]. We use the DRE terminology when we want to emphasize that we are not interested in the process of “garbling” a given representation of \( f \), but only in the existence of a garbled representation \( \hat{f} \) with a given complexity.
1.1 Our Contribution

We make two types of contributions: (1) obtaining the first super-linear lower bounds on the DRE size of Boolean functions (with some matching upper bounds), and (2) studying the minimal DRE size of (strong and weak) pseudorandom functions. We now detail both types of results.

1.1.1 Near-quadratic lower bounds and matching upper bounds

We adapt a classical lower bound technique of Nečiporuk [49] to show an $\Omega(n^2/\log n)$ lower bound on the size of any DRE for many explicit Boolean functions $f : \{0, 1\}^n \rightarrow \{0, 1\}$. Nečiporuk showed that functions with many subfunctions cannot have small formulas or branching programs. We provide matching lower bounds on DRE for the same class. In particular, this yields $\Omega(n^2/\log n)$ lower bounds on DRE size for almost all functions, including the explicit examples of Element Distinctness, Indirect Storage Access, Clique, Determinant, Matching, and others. These bounds hold in both the information theoretic setting and the exponentially-secure computational setting, provided the DRE admits a sub-exponential decoding algorithm in the latter case.

For the explicit example of Element Distinctness, we obtain a corresponding upper bound, thus settling its DRE complexity up to polylogarithmic factors. Furthermore, since some of the functions that admit nearly quadratic lower bounds on DRE size can be computed by linear-size circuits, our lower bounds establish a near-quadratic gap between the size of computationally secure and information-theoretic DRE in a setting where the input size is polynomially bigger than the computational security parameter. In fact, given that our nearly quadratic lower bounds also apply to computational DREs with security parameter nearly that of the input size, this means, in a concrete sense, that a tradeoff between DRE size and security parameter is inherent!

The only previous lower bounds we are aware of are linear lower bounds that also apply to the more liberal 2-party Private Simultaneous Messages (PSM)² setting [30, 25, 7] and quadratic lower bounds for non-Boolean functions $f : \{0, 1\}^n \rightarrow \{0, 1\}^n$ that follow from the input locality lower bounds of [9]. In contrast to the other classes lower bounded by Nečiporuk’s method, such as formulas and branching programs, no superlinear lower bounds on DRE size were known prior to our work, even for a non-explicit (e.g., random or worst-case) Boolean function.

1.1.2 Garbling-friendly PRFs

There is a recent line of work on “MPC-friendly” block ciphers [3, 37, 54, 28, 27, 2] and pseudorandom functions (PRFs) [48, 32, 37, 19]. In this context, DRE size is a highly relevant complexity measure that is often used as a benchmark. The question of minimizing the DRE size of PRFs is motivated by the goal of securely evaluating a PRF in a setting where the input (and possibly also the key) is secret-shared between two or more parties. This is useful for natural applications that involve secure keyword search and distributed forms of searchable symmetric encryption; see [19] for discussion.

² A DRE can be viewed as an n-party PSM protocol in which each party holds just one bit. Any 2-party PSM lower bound implies a similar DRE lower bound, but the converse is not true.
For the case of exponentially secure (strong) PRFs, we show that the DRE size must be \( \Omega(n^2 / \log n) \).\(^3\) Finally, we conjecture that a candidate PRF based on the “hidden shift problem” is exponentially secure PRF with almost matching DRE size \( O(n^2) \). That is, the function outputs the quadratic character of a hidden shift of the input, determined by the secret key. To defeat known attacks (both quantum and classical), we restrict inputs bounded interval rather than the entire domain. A similar PRF (without the input restriction) has been proposed in [37] as an attractive candidate for MPC-friendly PRF, but in an interactive setting of arithmetic MPC, rather than in the context of garbling. We also present a similar PRF construction with \( O(n) \) bits of output, for which we can still obtain a near-quadratic DRE size upper bound.\(^4\) Consequently, modulo the validity of the conjectured security, these PRFs are nearly garbling-optimal.

Interpreted differently, our garbling-friendly PRF candidate establishes a barrier for super-quadratic DRE lower bounds on explicit Boolean functions via natural proof techniques [53]. In contrast, we show that a recent candidate for a weak PRF with near-exponential security due to Boneh et al. [19] has a linear DRE size.

Our results imply several qualitative separations, including near-quadratic separations between computational and information-theoretic DRE size of Boolean functions, and between the DRE size of weak vs. strong PRFs.

2 Preliminaries

2.1 Cryptography

Definition 1 (Pseudorandom Functions [35]). An \( (s(\cdot), \delta(\cdot))\)-secure pseudorandom function (PRF) family is an ensemble \( F = \{F_\lambda\}_{\lambda \in \mathbb{Z}^+} \), where each \( F_\lambda \) is a keyed family of functions

\[
F_\lambda = \{f_k : \{0, 1\}^{n(\lambda)} \rightarrow \{0, 1\}^{m(\lambda)}\}_{k \in \{0, 1\}^{\kappa(\lambda)}},
\]

satisfying the following security property:

\[
\mathbb{E}_{k \leftarrow \{0, 1\}^{\kappa(\lambda)}} \left[ \left| A^F(1^\lambda) - A^U(1^\lambda) \right| \right] \leq \delta(\lambda).
\]

\( n(\cdot), m(\cdot), \) and \( \kappa(\cdot) \) are respectively called the input length, output length, and key length of \( F \).

Definition 2 (Weak PRFs [34]). An \( (s(\cdot), \delta(\cdot))\)-secure weak PRF family is a relaxation of a PRF family as in Definition 1, with the “pseudorandomness” security property replaced by the following notion of “weak pseudorandomness”:

Weak Pseudorandomness. For every \( \lambda \), the tuples

\[
(X_1, \ldots, X_{s(\lambda)}, f_K(X_1), \ldots, f_K(X_{s(\lambda)}))
\]

This is almost immediate in the non-uniform setting, given our lower bounds. In the appendix we give a constructive proof for this fact in the uniform setting by exhibiting a sublinear test for an average-case variant of the natural property used in Nečiporuk’s method.

\( ^3 \) For this case, multi-bit output, we use input locality bounds of [9] to prove a slightly stronger (and nearly tight) quadratic lower bound (contrast with our \( \Omega(n^2 / \log n) \) bounds for single bit output).
\[
(X_1, \ldots, X_{s(\lambda)}, Y_1, \ldots, Y_{s(\lambda)})
\]

are \((s(\lambda), \delta(\lambda))\)-indistinguishable in the probability space defined by sampling

\[
K \leftarrow \{0, 1\}^{\ell(\lambda)}
X_1, \ldots, X_{s(\lambda)} \leftarrow \{0, 1\}^{n(\lambda)}
Y_1, \ldots, Y_{s(\lambda)} \leftarrow \{0, 1\}^{m(\lambda)}.
\]

\textbf{Definition 3.} Random variables \(X\) and \(Y\) are \((s, \epsilon)\)-indistinguishable if the advantage of every size-\(s\) circuit in distinguishing \(X\) from \(Y\) is at most \(\epsilon\). We denote this by \(X \approx^{(s, \epsilon)} Y\).

\section{Information Theory}

\textbf{Definition 4.} The min-entropy of a random variable \(X\) is
\[
H_\infty(X) \overset{\text{def}}{=} \min_{x \in \text{Supp}(X)} \log_2 \left( \frac{1}{\Pr[X = x]} \right).
\]

\section{Decomposable Randomized Encodings}

\textbf{Definition 5 (Randomized Encodings).} A randomized encoding for a function \(f : \{0, 1\}^n \rightarrow \mathcal{Y}\) consists of a "randomness" distribution \(R\), an encoding function \(\text{Enc} : \{0, 1\}^n \times R \rightarrow \{0, 1\}^\ell\), and a decoding function \(\text{Dec} : \{0, 1\}^\ell \rightarrow \mathcal{Y}\). \(\ell\) is called the size of the randomized encoding.

A randomized encoding \((R, \text{Enc}, \text{Dec})\) for function \(f : \{0, 1\}^n \rightarrow \mathcal{Y}\) should satisfy:

\textbf{Correctness.} For any input \(x \in \{0, 1\}^n\),
\[
\Pr_{R \leftarrow R} [\text{Dec}(\text{Enc}(x, R)) = f(x)] = 1.
\]

\textbf{Security.} For all \(x, y \in \{0, 1\}^n\) with \(f(x) = f(y)\), the distribution of \(\text{Enc}(x, R)\) is identical to the distribution of \(\text{Enc}(y, R)\) when sampling \(R \leftarrow R\).

The security can be relaxed to require only that \(\text{Enc}(x, R)\) and \(\text{Enc}(y, R)\) cannot be effectively distinguished by small circuits.

\((s, \delta)\)-\textbf{Security.} For all \(x, y \in \{0, 1\}^n\) such that \(f(x) = f(y)\), for any circuit \(A : \{0, 1\}^\ell \rightarrow \{0, 1\}\) of size at most \(s\),
\[
\left| \Pr_{R \leftarrow R} [A(\text{Enc}(x, R)) = 1] - \Pr_{R \leftarrow R} [A(\text{Enc}(y, R)) = 1] \right| \leq \delta.
\]

In this paper, we focus on decomposable randomized encoding (DRE), which is a randomized encoding that also satisfies an additional property:

\textbf{Decomposability.} Each output bit of \(\text{Enc}(x, r)\) is determined by \(r\) and 1 bit of input \(x\).

To ease presentation, we also introduce an equivalent definition of DRE. The equivalent definition is used when we prove lower bounds on the size of DRE.

\textbf{Definition 6.} An \((s, \delta)\)-secure decomposable randomized encoding (DRE) for a function \(f : \{0, 1\}^n \rightarrow \{0, 1\}\) is a family of random variables
\[
\mathcal{X} = \left( X_0^n, \ldots, X_0^n \right)
\]
such that
Correctness. There is an algorithm \( \text{Dec} \) such that for every \( x \in \{0, 1\}^n \),
\[
\Pr[\text{Dec}(X_1^1, \ldots, X_n^0) = f(x)] = 1.
\]
\( \text{Dec} \) is called a decoding algorithm for \( X \).

(s, \( \delta \))-Security. For all \( x, y \in \{0, 1\}^n \) such that \( f(x) = f(y) \),
\[
(X_1^1, \ldots, X_n^0) \approx^{(s, \delta)} (X_1^1, \ldots, X_n^0).
\]
The size of \( X \) is
\[
|X| \overset{\text{def}}{=} \sum_{i \in [n], b \in \{0, 1\}} \log_2 |\text{Supp}(X_i^b)|.
\]

2.4 Function Restrictions

Definition 7 ([50]). For any function \( f : X^n \to Y \), any set \( S \subseteq [n] \) with complement \( \bar{S} \), and any \( z \in X^S \), the restriction of \( f \) to \( S \) using \( z \) is the function
\[
f_{S,z} : X^S \to Y
\]
defined by fixing the coordinates in \( \bar{S} \) to the value \( z \). More formally, for any \( x \in X^S \), we define
\[
f_{S,z}(x) \overset{\text{def}}{=} f(x'),
\]
where for each \( i \in [n] \),
\[
x'_i = \begin{cases} x_i & \text{if } i \in S \\ z_i & \text{otherwise.} \end{cases}
\]

3 Lower Bounds on DRE Size

Over 50 years ago, Nečiporuk published a two-page note titled “On a boolean function.” [49]
Within these two pages, Nečiporuk introduced an elegant combinatorial measure of a function
related to the number of ways a function can be restricted distinctly. To this day, Nečiporuk’s
method still provides the strongest lower bounds known for formulas over arbitrary finite
bases, deterministic branching programs, non-deterministic branching programs, parity
branching programs, switching networks, span programs, and more [16].

In this section we recall Nečiporuk’s measure and add decomposable randomized encoding
(DRE) size to the list of complexity measures that are lower bounded by Nečiporuk’s measure.
Specifically, we show that for any function \( f \), the DRE complexity of \( f \) is at least Nečiporuk’s
measure (which for explicit functions is as large as \( n^2/\log n \)). Prior to this work no super
linear lower bounds on DRE size were known.

3.1 Technical Overview

To lower bound the DRE size of a function \( f : \{0, 1\}^n \to \{0, 1\} \), we first consider all possible
restrictions of \( f \), using notation as in Definition 7. For simplicity, suppose that
\[
X = \left( X_0^1, \ldots, X_0^n, X_1^1, \ldots, X_1^n \right)
\]
is a perfect DRE for \( f \). Then for all \( S \subseteq [n] \) (with complement denoted by \( \bar{S} \)), we observe that:
1. The distribution of $(X_i^j)_{i \in S}$ does not depend on $z \in \{0,1\}^\bar{S}$ (as long as $f_{S\mid z}$ is non-constant). This follows from DRE security.

2. Given $(X_i^j)_{i \in S}$, the values $(X_i^b)_{i \in S, b \in \{0,1\}}$ are sufficient to reconstruct the truth table of $f_{S\mid z}$. This follows from DRE correctness.

Together, these properties imply that the size of the support of $(X_i^b)_{i \in S, b \in \{0,1\}}$ is at least the number of non-constant truth tables of the form $f_{S\mid z}$ for some $z \in \{0,1\}^\bar{S}$. We obtain a bound on the size of $X$ by partitioning $[n]$ into sets $S_1, \ldots, S_m$, and lower bounding the size of each $(X_i^b)_{i \in S_j, b \in \{0,1\}}$. The maximum bound on the bit length of $X$ that can be achieved in this way is essentially Nečiporuk’s measure of $f$.

We elaborate further below, defining a somewhat more general computational analogue of Nečiporuk’s measure (that will suffice for lower bounds on computationally secure DREs).

### 3.2 Nečiporuk’s Measure

Let $f : \{0,1\}^n \rightarrow \{0,1\}$ be any boolean function. For any subset $S \subseteq [n]$, let $\bar{S}$ denote $[n] \setminus S$, and define

$$gs(f) \overset{\text{def}}{=} \log(\#\{f_{S\mid z} : z \in \{0,1\}^{\bar{S}}\}).$$

Let $V = (V_1, \ldots, V_m)$ denote a partition of $[n]$. That is, $V_1, \ldots, V_m$ are pairwise disjoint subsets of $[n]$ whose union is $[n]$. Then, the Nečiporuk measure of $f$ is

$$G(f) \overset{\text{def}}{=} \max_V \sum_{V_i \in V} g_{V_i}(f).$$

Remark 8. It is well known that for any function $f$, $G(f) \leq n^2 / \log n$ [57].

### 3.3 Functions with Maximal Measure

We recall several functions whose Nečiporuk measures are known to be as high as possible ($\Omega(n^2 / \log n)$, where $n$ is the bit-length of the input).

#### Element Distinctness

Element Distinctness is a function $ED_m : [m^2]^m \rightarrow \{0,1\}$ which given a vector $(x_1, \ldots, x_m) \in [m^2]^m$ and outputs 1 if all $x_i$ are distinct and 0 otherwise ($\exists i \neq j$ such that $x_i = x_j$).

#### Others

Clique, matching, and determinant all have measure $\Omega(n^2 / \log n)$ [57].

#### Random

Finally, and perhaps unsurprisingly, we note that a random function has measure at least $\frac{n(n-2^2)}{\log n}$ with overwhelming probability (for $n$ large enough). See Appendix B for proof.

### 3.4 DRE Size Lower Bounds via Nečiporuk

We define a pseudo-min-entropic analogue of Nečiporuk’s measure, with an additional non-constantness restriction that is tailored for use in DRE lower bounds.
Definition 9. The \((s, \epsilon)\)-pseudo min-entropy of a random variable \(X\), which we will denote by \(\tilde{H}^{(s, \epsilon)}(X)\), is the supremum of \(H_{\infty}(\tilde{X})\) over all random variables \(\tilde{X}\) that are \((s, \epsilon)\)-indistinguishable from \(X\).

Definition 10. For any function \(f: \{0, 1\}^n \rightarrow \{0, 1\}\) and any subset \(\emptyset \neq V \subseteq [n]\), define
\[
\tilde{G}^{(s, \epsilon)}_V(f) \overset{\text{def}}{=} \sup \left( \tilde{H}^{(s, \epsilon)}_\infty(f_{V|Z}) \right),
\]
where the supremum is taken over all \(\{0, 1\}^V\)-valued random variables \(Z\) whose support only consists of values \(z\) that make \(f_{V|Z}\) non-constant.

We define \(\tilde{G}^{(s, \epsilon)}(f)\) to be the maximum over all partitions \([n] = V_1 \cup \cdots \cup V_m\) of \(\sum_{i \in [m]} \tilde{G}^{(s, \epsilon)}_{V_i}(f)\).

Remark 11. If not for the non-constantness constraint on \(f_{V|Z}\), the measure \(\tilde{G}^{(\infty, 0)}\) is the same as Něčiporuk’s original measure. Reducing \(s\) or increasing \(\epsilon\) only increases this measure. Taking the non-constantness restriction into account, our measure cannot be smaller than Něčiporuk’s measure by more than \(O(n)\) (so superlinear lower bounds on Něčiporuk’s measure imply an asymptotically identical lower bound on our measure).

Beyond a certain threshold, increasing \(s\) no longer changes the value of \(\tilde{G}^{(s, \epsilon)}\):

Claim 12. For any function \(f: \{0, 1\}^n \rightarrow \{0, 1\}\) and any subset \(V \subseteq [n]\), we have
\[
\tilde{G}^{(\infty, \epsilon)}_V(f) = \tilde{G}^{(\infty, \epsilon)}_V(2^{|V|}) (f).
\]

Proof. Any function of \(n\) bits can be computed by a circuit of size \(2^n\). In fact this can be strengthened to \(O\left(\frac{2^n}{n}\right)\) [59, 45], but we prefer the simpler bound \(2^n\). Apply this to the \((s, \epsilon)\)-indistinguishability in the definition of pseudo-min-entropy of \(f_{V|Z}\) (which is a truth table of bit length \(n = 2^{|V|}\)).

Our main lower bound is given by the following theorem.

Theorem 13. Let \(f: \{0, 1\}^n \rightarrow \{0, 1\}\) be a function, and let \(X\) be a \((s_{\text{DRE}}^*, \frac{1}{3})\)-secure DRE for \(f\) with a decoding algorithm of size \(s_{\text{Dec}}\).

Then for all \(V \subseteq [n]\), we have
\[
|X^V| \geq \min \left( \log_2 \left( \frac{s_{\text{DRE}}^*}{s_{\text{Dec}} \cdot 2^{|V|}} \right), \tilde{G}^{(s_{\text{Dec}}^*, \frac{1}{3})}_V(f) - 2 \right).
\]

Proof. Suppose otherwise – that \(|X^V| < \log_2 \left( \frac{s_{\text{DRE}}^*}{s_{\text{Dec}} \cdot 2^{|V|}} \right)\) and \(|X^V| < \tilde{G}^{(s_{\text{Dec}}^*, \frac{1}{3})}_V(f) - 2\).

Let \(Z\) be a \(\{0, 1\}^V\)-valued random variable that maximizes \(H_{\infty}(\tilde{F}_{V|Z})\), supported by values \(z\) for which \(f_{V|Z}\) is non-constant, and let \(\tilde{F}_V\) denote a random variable that is \((s_{\text{DRE}}^*, \frac{1}{3})\)-indistinguishable from \(f_{V|Z}\) and satisfies \(H_{\infty}(\tilde{F}_V) = \tilde{H}_{\infty}^{(s_{\text{Dec}}^*, \frac{1}{3})}(f_{V|Z})\). Let \(Z'\) be an independent copy of \(Z\).

We first claim that \((X^V, f_{V|Z}) \approx (s_{\text{Dec}}^*, \frac{1}{3}) (X^V, f_{V|Z})\). To see why, suppose for contradiction that there is size-\(s_{\text{DRE}}^*\) circuit \(A\) that distinguishes \((X^V, f_{V|Z})\) from \((X^V, f_{V|Z})\) with advantage better than \(\frac{1}{2}\). Then in particular there exist \(z, z' \in \{0, 1\}^V\) such that \(A\) distinguishes \((X^V, f_{V|Z})\) from \((X^V, f_{V|Z})\) with the same advantage. Hardwiring \(f_{V|Z}\) into \(A\), this gives a circuit \(B\) of size\(^5\) \(|B| \leq |A|\) for distinguishing \(X^V\) from \(X^V\) with the same advantage. But this contradicts the \((s_{\text{DRE}}^*, \frac{1}{3})\)-indistinguishability that is guaranteed by DRE security.

---

\(^5\) Recall that the size of a circuit is measured in number of gates, and all gates of \(A\) whose inputs are the hard-wired value \(f_{V|z}\) can be simplified or eliminated.
We also know that $(X^V_\mathcal{F}, f_{V|Z}) \approx_{\kappa \text{-secure}} (X^V_{\tilde{\mathcal{F}}}, \tilde{f}_{V})$, so together with the previous claim, we have $(X^V_{\tilde{\mathcal{F}}}, \tilde{f}_{V|Z}) \approx_{\kappa \text{-secure}} (X^V_{\tilde{\mathcal{F}}}, \tilde{f}_{V})$. However, there is a distinguisher that contradicts this. Specifically, try all possible values of $(X^V_{\tilde{\mathcal{F}}}, \tilde{f}_{V|Z})$ (there are at most $\frac{s \log n}{\delta_{\text{dec}}(2^s+1)}$ possibilities), and apply the DRE decoding algorithm ($2^{|V|}$ times per possibility) to see whether any possibility “explains” the given truth table.

By correctness of the DRE, there will always exist a value that explains $\tilde{f}_{V|Z}$ given $X^V_{\tilde{\mathcal{F}}}$, but because $H_\infty(\tilde{f}_{V}) > \log_2 |X^V| + 2$, the probability that any value explains $\tilde{f}_{V}$ is at most $\frac{1}{2}$. Hence the distinguisher succeeds with probability $\frac{3}{4} > \frac{1}{2}$, which is a contradiction. ▶

3.5 The Nečiporuk Measure of PRFs

In this section, we prove lower bounds on the Nečiporuk measure of PRFs (of varying security levels), which imply corresponding lower bounds on the size of DREs.

Proposition 14. If $E : \{0, 1\}^{\kappa+n} \rightarrow \{0, 1\}$ is an $(s, \epsilon)$-secure PRF with key length $\kappa$ and input length $n$ satisfying $s \geq 4$ and $\epsilon \leq \frac{1}{6}$, then for any subset $V \subseteq [\kappa+1, \kappa+n]$ with $|V| \geq 2$, we have $\hat{G}^{(s, \epsilon)}(E) = 2^{|V|}$ for $\epsilon' = 3\epsilon + 2^{-s+1} + 2^{-2^{|V|+1}}$.

Proof. Let $Z'$ be a $\{0, 1\}^V$-valued random variable whose first $s$ coordinates are independent and uniformly random, and the rest of whose coordinates are 0. By PRF security, the probability that $E_{V|Z'}$ is constant is at most $\delta = \epsilon + 2^{-\min(s, 2^{|V|})+1} \leq \epsilon + 2^{-s+1} + 2^{-2^{|V|+1}} \leq \frac{1}{2}$.

Let $A$ be an arbitrary size-$s$ circuit. Suppose for contradiction that $A$ distinguishes $E_{V|Z'}$ from a uniformly random truth table with advantage greater than $\epsilon$. Then each input wire of $A$ can be replaced by an oracle gate to yield a circuit that distinguishes oracle access to $E(K, \cdot)$ (for uniform $K$) from oracle access to a uniformly random function with the same advantage $\epsilon$. This contradicts $(s, \epsilon)$-security of the PRF. So $E_{V|Z'}$ is $(s, \epsilon)$-indistinguishable from a uniformly random truth table.

Conditioned on $E_{V|Z'}$ being non-constant, the advantage of any $A$ in distinguishing $E_{V|Z'}$ from a uniformly random truth table can increase to at most

$$\frac{1}{2} + \epsilon \left(\frac{1}{2} + \epsilon \cdot (1 + 2\delta) - \frac{1}{2}\right) = \epsilon + \delta + 2\epsilon \cdot \delta \leq 3\epsilon + 2^{-s+1} + 2^{-2^{|V|+1}}.$$ 

Thus if $Z$ denotes the random variable $Z'$ conditioned on $E_{V|Z'}$ being non-constant, we have $\hat{H}^{(s, \epsilon')}(E_{V|Z}) = 2^{|V|}$ for $\epsilon' = 3\epsilon + 2^{-s+1} + 2^{-2^{|V|+1}}$.

Corollary 15. If $E : \{0, 1\}^{\kappa+n} \rightarrow \{0, 1\}$ is the evaluation algorithm for an $(s, \epsilon)$-secure PRF family with key length $\kappa$ and input length $n$ satisfying $s \geq 4$ and $\epsilon \leq \frac{1}{6}$, then $\hat{G}^{(s, \epsilon)}(E) \geq \Omega \left(\frac{n \log s}{\log \log n}\right)$ for $\epsilon' = 3\epsilon + 2^{-s+2}$. In particular, if the PRF family is exponentially secure, then $\hat{G}^{(s, \epsilon)}(E) \geq \Omega \left(\frac{n^2}{\log n}\right)$.

Proof. For every $V \subseteq [\kappa+1, n]$ of size $|V| = \log \log s$, Proposition 14 implies that there exists a random variable $Z$ such that $\hat{H}^{(s, \epsilon')}(E_{V|Z}) = 2^{|V|} = \log s$ for $\epsilon' = 3\epsilon + 2^{-s+2}$. But by Claim 12, $\hat{H}^{(s, \epsilon')}(E_{V|Z}) = \hat{H}^{(\infty, \epsilon')}(E_{V|Z})$.

The lower bound on $\hat{G}^{(\infty, \epsilon')}(E)$ follows by partitioning $[\kappa+n]$ into $V_0 \cup V_1 \cup \cdots \cup V_n/\log \log s$, where $V_0 = [\kappa]$ and each $V_i$ has size $|V_i| = \log \log s$ for $1 \leq i \leq n/\log \log s$.

Remark 16. We obtain a similar result to Corollary 15 in Appendix A that applies to uniformly secure PRFs.
Corollary 17. If $E$ is the evaluation algorithm for an exponentially secure PRF family with input length $n$, then any statistically secure DRE for $E$ has size at least $\Omega\left(\frac{n^2}{\log n}\right)$.

3.6 A Truly Quadratic Lower Bound

We observe that for exponentially secure PRFs with $n$-bit output, even computationally secure DREs require size $\Omega(n^2)$.

Theorem 18. Any computational DRE of an exponentially-secure PRF with $n$-bits of output must have size $\Omega(n^2)$.

To prove this theorem we will rely on the following result of Applebaum et al. [9].

Theorem 19. Let $S(k, x, r)$ be a one-time MAC with key $k$, message $x$, and randomness $r$. Let $\ell(n)$ denote the input locality of $S_k(x, r)$ and let $s(n)$ denote the length of a tag, where $n$ is the security parameter. (A function has input locality $\ell$ if no input bit affects more than $\ell$ output bits.) Then, there is an efficient attack on $S(k, x, r)$ that succeeds with probability $1/(\ell(n)) \cdot 2^{-s(n)}$.

Proof. Recall that an exponentially secure PRF $f_k : \{0,1\}^n \to \{0,1\}^n$ is also an exponentially secure one-time MAC [42]. Moreover, a DRE of a MAC preserves unforgeability [9]. Because $1/(\ell(n)) \cdot 2^{-s(n)} \leq 2^{-\ell(n)}$, it follows Theorem 19 that any DRE of an exponentially-secure $f_k$ must have input locality $\Omega(n)$. By decomposability, any such DRE must have size $\Omega(n^2)$. ▶

4 Upper Bounds on DRE Size

In this section we present nearly matching upper bounds for some of the explicit functions to which our lower bounds apply. We explicitly conjecture two variants of the “hidden shift problem” are exponentially secure PRFs and show that they admit nearly quadratic size (efficient, perfect) DREs. Finally, we show a recent weak PRF candidate due to Boneh et al. [19], conjectured to be nearly exponentially-secure, admits a linear-size (efficient and perfect) DRE.

4.1 Almost Tight Quadratic Upper Bounds

Partial Decomposability

We introduce the notation of a partially decomposable randomized encoding, so that later we can construction DRE by composing a randomized encoding and a partially decomposable randomized encoding. A randomized encoding $(\text{Enc}, \text{Dec})$ for a function $f : \{0,1\}^n \times \mathcal{W} \to \mathcal{Y}$ is a partially decomposable randomized encoding (PDRE) if every bit of $\text{Enc}(x, w, r)$ is determined by $w \in \mathcal{W}, r \in \mathcal{R}$ and only 1 bit of $x \in \{0,1\}^n$.

Lemma 20 (Composition of randomized encodings). Let $\text{Enc} : \{0,1\}^n \times \mathcal{W} \to \{0,1\}^\ell$ be (the encoding function of) a randomized encoding $(\text{Enc}, \text{Dec})$ for function $f : \{0,1\}^n \to \mathcal{Y}$. Let $\text{Enc}' : \{(0,1)^n \times \mathcal{W}\} \times \mathcal{R} \to \{0,1\}^{\ell'}$ be the encoding function of a PDRE $(\text{Enc}', \text{Dec}')$ for function $\text{Enc}$. Then $\text{Enc}' : \{0,1\}^n \times (\mathcal{W} \times \mathcal{R}) \to \{0,1\}^{\ell'}$ is the encoding function of a DRE for function $f$.

Proof. The corresponding decoding function is $\text{Dec}''(c) := \text{Dec}(\text{Dec}'(c))$. It’s easy to verify $(\text{Enc}', \text{Dec}'')$ is a DRE, as each bit of $\text{Enc}'(x, r, w)$ is determined by $(r, w)$ and only 1 bit of $x$. ▶
A DRE for Element Distinctness

Choose an $O(\log n)$-bit prime $p$ with $p > \binom{n}{2}$. For all $1 \leq i < i' \leq n$, define indicator $\delta_{i,i'} \in \{0,1\}$ that captures whether $x_i = x_{i'}$:

\[
\delta_{i,i'} := \begin{cases} 
1, & \text{if } x_i = x_{i'}, \\
0, & \text{if } x_i \neq x_{i'}. 
\end{cases}
\]

Sample $a \leftarrow \mathbb{Z}_p \setminus \{0\}$ for the CRS. For all $1 \leq i < i' \leq n$, sample random $r_{i,i'} \in \mathbb{Z}_p$ from CRS such that $\sum_{1 \leq i < i' \leq n} r_{i,i'} = 0$. Define $\tilde{r}_{i,i'} \in \mathbb{Z}_p$ as $\tilde{r}_{i,i'} := r_{i,i'} + a \cdot \delta_{i,i'}$.

Then a DRE for element distinctness is induced by composing the following two claims:

\begin{itemize}
  \item \textbf{Claim 21.} $(\tilde{r}_{i,i'})_{1 \leq i < i' \leq n}$ is a randomized encoding of the functionality output.
  \item \textbf{Claim 22.} For all $1 \leq i < i' \leq n$, there exists a PDRE for $\tilde{r}_{i,i'}$ of size $O(\log^4 n)$.
\end{itemize}

\begin{itemize}
  \item \textbf{Proof.} It’s obvious that $(\tilde{r}_{i,i'})_{1 \leq i < i' \leq n}$ is a randomized encoding of $a \cdot \sum_{1 \leq i < i' \leq n} \delta_{i,i'}$. The later is a randomized encoding of the functionality output because: when $(x_i)_{1 \leq i \leq n}$ are all distinct, $a \cdot \sum_{1 \leq i < i' \leq n} \delta_{i,i'}$ is zero; when there is a collision, $a \cdot \sum_{1 \leq i < i' \leq n} \delta_{i,i'}$ is uniformly random in $\mathbb{Z}_p \setminus \{0\}$. \hfill \qed
  \item \textbf{Proof.} For any $v \in \mathbb{Z}_p$, let $v[k]$ denote the $k$-th bit of its binary representation. Then the $k$-th bit of $r_{i,i'}$ can be computed from

\[
\tilde{r}_{i,i'}[k] = \begin{cases} 
  r_{i,i'}[k], & \text{if } \delta_{i,i'} = 0 \\
  (r_{i,i'} + a)[k], & \text{if } \delta_{i,i'} = 1
\end{cases}
\]

\[
= r_{i,i'}[k] \oplus (r_{i,i'}[k] \oplus (r_{i,i'} + a)[k]) \cdot \bigvee_{j=1}^{\log p} (x_i[j] \oplus x_{i'}[j]),
\]

which, as a function of $(x_i,x_{i'})$, is a binary branching program of size $O(\log n)$. Thus there is a PDRE for $\tilde{r}_{i,i'}$ of size $O(\log^3 n)$ \cite{53}. As $\tilde{r}_{i,i'}$ has $\log n$ bits, there exists a PDRE for $\tilde{r}_{i,i'}$ of size $O(\log^4 n)$. \hfill \qed
\end{itemize}

4.2 A PRF Candidate With A Nearly Optimal DRE

Now we can present the almost-optimally-garble-able candidate PRF. Modulo a conjecture on its hardness, this simple algebraic PRF candidate admits a (perfect) DRE of size at most a $\log n$ factor from the minimum. Moreover, a simple generalization of this candidate yields linear output length with the same DRE complexity. Thus, if this candidate is exponentially secure, it is indeed optimally-garble-able.

In addition to applications in efficient MPC, this candidate can be conversely interpreted through Razborov and Rudich’s natural proof framework as barrier to proving super quadratic bounds on DRE size \cite{53}.

---

\footnote{For a branching program of size $s$ and has $t$ input bits, there is a DRE for the branching program of size $s^2 t$.}
An Exponentially-Secure PRF Candidate

Our starting point is an algebraic object that has received considerable attention in both cryptography and mathematics: Legendre sequences. A Legendre sequence is a sequence of the form:

\[(x + 1)^{(p-1)/2}, (x + 2)^{(p-1)/2}, (x + 3)^{(p-1)/2}, \ldots\]

where all operations are over \(\mathbb{Z}_p\) for some prime \(p\).

The pseudorandomness of sequences of quadratic characters have a long history in both cryptography and mathematics \([4, 20, 24, 26, 38, 46, 47, 52, 55]\). These sequences have been shown to behave as if random with respect to a variety of statistical tests designed for randomness.

Recent work has considered the so-called “hidden shift problems” and their generalizations. In the quadratic character variant of the hidden shift problem, algorithms are given oracle access to a function \(\phi_k : \mathbb{Z}_p \rightarrow \{-1, 0, +1\}\) where \(\phi_k(x) = (k + x)^{(p-1)/2}\) for some \(k \in \mathbb{Z}_p\). The task is then to recover \(k\). Efficient quantum algorithms for this problem are known \([61, 62, 63, 56, 41]\). However, the best classical algorithms to date are still just subexponential (under an assumption on the density of smooth integers) \([20, 56, 43]\). Indeed, Dam, Hallgren, and Ip \([63]\) have explicitly conjectured that \(\phi_k\) is a PRF with respect to polynome classical algorithms. Grassi et al. \([37]\) additionally proposed this function specifically as an “MPC-friendly” PRF. Recently, cryptanalytic bounties have been announced on this PRF \([31]\).

With the known attacks in mind, we give a twist on the hidden shift problem restricting evaluation to a short interval. So far as we know this confounds all existing techniques (including quantum algorithms) and the best algorithm\(^7\) runs in \(2^{(1+o(1))n}\)-time \([60]\).

We actually make two conjectures: (1) restricted hidden shift yields an exponentially-secure PRF with one bit of output, (2) a natural generalization is an exponentially-secure PRF with many bits of output. But first, we define the restricted hidden shift function.

For any \(m \in \mathbb{Z}^+\), let \(p \equiv 1 \pmod{m}\) be a prime with \(p \geq 2^{2n}\), and let \((\zeta_m)\) denote the group of \(m^{th}\) roots of unity in \(\mathbb{Z}_p^\times\). For \(k \in \mathbb{Z}_p\) define

\[
\text{Char}^{p,m,n}_k : [0, 2^n - 1] \rightarrow (\zeta_m)
\]

\[
\text{Char}^{p,m,n}_k : x \mapsto (k + x)^{\frac{n^2}{m}} \pmod{p}.
\]

Note that \(\text{Char}^{p,2,n}_k(x) = 0\) for \(k + x = p\). In order to achieve single bit output (just two possible output values) we restrict the key space in additional to the input space, so that this equation cannot be satisfied.

\[\textbf{Conjecture 23.}\] Let \(p = p(n)\) be any prime sequence satisfying \(p \equiv 1 \pmod{m}\), \(p > 2^{n+1}\). Then, \(\left\{\text{Char}^{p,n}_k\right\}_{k \in \{1, \ldots, 2^n\}}\) is, for some \(s(n) = 2^\Omega(n)\), an \((s(\cdot), s(\cdot)^{-1})\)-secure PRF family.

Next, we present a variant with long output by applying an input restriction to the “hidden power problem” \([21]\) or “hidden root problem” \([64]\). In this problem, the goal is to recover \(k\) using query access to \(x \mapsto (k + x)^e\) for more general \(e|p - 1\) (the shift problem
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discussed above is simply the specific case of $e = \frac{p-1}{2}$. Notably, [21] demonstrated (classical) algorithms for this problem that make $O(1)$ queries and recover $k$ in time $e^{1+\epsilon} \log^{O(1)} p$. With this in mind, we make the following conjecture.

**Conjecture 24.** Let $p = p(n)$ be any prime sequence and $m = m(n)$ be any positive integer sequence satisfying $p \equiv 1 \pmod{m}$, $p \geq 2^{2n}$, and $\frac{p}{m} \geq 2^n$. Then $\left\{ \{\text{Char}_{k}^{p,m,n}\} \right\}_{k \in \mathbb{Z}_p}$ is, for some $s(n) = 2^{O(n)}$, an $(s(\cdot), s(\cdot)^{-1})$-secure PRF family.

**An $O(n^2)$ DRE for the Candidate PRF**

We now show that there is a DRE for $\text{Char}^{n,m,p}(\cdot)$ of size $O(n^2)$. Assuming the above conjectures, it follows from Corollary 32 that this DRE has essentially optimal size, not just for $\text{Char}^{n,m,p}(\cdot)$, but among DREs for any exponentially-secure PRF.

For clarity, we present a DRE for $\text{Char}_{k}^{n,m,p}(\cdot)$ and note that the construction can easily be extended to the multi-bit output case.

Our starting point is a simple perfect randomized encoding for quadratic residue:

$$
\begin{align*}
\text{Enc} & : x \mapsto x \cdot r^2, \text{ for uniformly sampled } r \leftarrow \mathbb{Z}_p \\
\text{Dec} & : y \mapsto y^{(p-1)/2}
\end{align*}
$$

Security follows from the fact that any quadratic residue is mapped to a uniformly random quadratic residue, and any non-residue is mapped to a uniformly random non-residue. Note that this randomized encoding has size $O(n)$.

However, we would like a randomized encoding of the quadratic residuosity of $x + k$ and moreover we would like it to be decomposable. This is easily remedied via bit decomposition and the fact that the above encoding is linear with respect to the input.

$$
\begin{align*}
\text{Enc} & : x_i \mapsto x_i \cdot 2^{i-1} \cdot r^2 + s_i \\
& \quad k_i \mapsto k_i \cdot 2^{i-1} \cdot r^2 + t_i \\
& \quad \text{where } r, s_1, \ldots, s_n, t_1, \ldots, t_{2n+1} \text{ are drawn uniformly from } \mathbb{Z}_p \\
& \quad \text{such that } s_1 + \cdots + s_n + t_1 + \cdots + t_{2n+1} = 0.
\end{align*}
$$

$$
\begin{align*}
\text{Dec} & : y_1, \ldots, y_{3n+1} \mapsto \left( \sum_i y_i \right)^{(p-1)/2}
\end{align*}
$$

Similarly, correctness and security follow from the fact that an encoding is simply $3n + 1$ random elements, conditioned on the fact that their sum is a random element with the quadratic residuosity of $x$. Note that because the encoding consists of $3n + 1$ elements, each of bit length $2n + 1$, the size of this DRE is $O(n^2)$.

### 4.3 A WPRF Candidate With A Nearly Optimal DRE

In this section, we observe that a recent weak pseudorandom function candidate put forward by Boneh et al. admits a DRE of quasi-linear size [19].

Boneh et al. [19] have put forward the following WPRF candidate related to both the learning parity with noise problem (with “deterministic” noise) and learning with rounding problem (over constant-size modulus). Given a key $k \in \{0, 1\}^n$, they define

---

8 A similar randomization technique for quadratic characters was previously used in related contexts in [30, 5, 1, 37].
Protocol Let $S_6$ and $f$ act on $\mathbb{Z}_6$ on the right in the natural way. Let $\sigma \in S_6$ denote the permutation that maps $x$ to $x + 1$. Let $L = 0 \in \mathbb{Z}_6$.

Randomness
- Sample $r_1, \ldots, r_{n-1} \leftarrow S_6$.
- Define $(R_{i,0}, R_{i,1}) = (L \cdot r_i, L \cdot \sigma \cdot r_i)$
- For $2 \leq i \leq n - 1$, define $(R_{i,0}, R_{i,1}) = (r_{i-1}^{-1} \cdot r_i, r_{i-1}^{-1} \cdot \sigma \cdot r_i)$
- Define $(R_{n,0}, R_{n,1}) = (r_{n-1}^{-1} \cdot f, r_{n-1}^{-1} \cdot \sigma \cdot f)$

Encoding For $1 \leq i \leq n$, $\text{Enc}(z_i, R_i) = M_i = R_{i,z_i}$

Decoding $M_1 \cdots M_n$

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure1}
\caption{A DRE for a function of a sum mod 6 [17].}
\end{figure}

For any function $f : \mathbb{Z}_6 \rightarrow \{0, 1\}$, the scheme of Figure 1 is a size-$O(n)$ DRE of the function $h$ that maps $(z_1, \ldots, z_n) \mapsto f(\sum z_i \pmod{6})$.

The second function is constant-sized, and thus has a constant-sized DRE by Barrington’s theorem [14] and Kilian’s rerandomization.

\section*{References}


\begin{itemize}
  \item In contrast to the PRF candidate proposed above, this WPRF candidate is at most $2^n/\log n$-secure. Assuming it is indeed $2^n/\log n$ secure, an $O(\lambda \log \lambda)$ size DRE is needed to get $2^n$ security.
\end{itemize}
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31 Dankrad Feist. Legendre PRF bounties. URL: https://legendreprf.org/bounties.

A PRF Bounds in the Uniform Setting

In this appendix, we give improved lower bounds on the complexity of garbling pseudorandom functions (PRFs). In particular, the attack presented here is uniform, as opposed to non-uniform bounds in Corollary 15. Our results follow from applying the natural proof framework of [53]. However, we achieve improved bounds by demonstrating the existence of a property tester for a relaxation of Nečiporuk’s measure. By combining our results with those of Section 3.4 we show any exponentially-secure PRF has DRE size $\Omega(n^2/\log n)$. 

References:

We then discuss a candidate PRF with a DRE construction of size almost matching the lower bound.

### A.1 PRFs are complex under (average-case) Nečiporuk

Intuitively, because a random function has high measure under Nečiporuk, so should a pseudorandom function. In fact, Servedio and Tan have recently shown how to exactly learn functions with low \(O(n^{1.99})\) measure under Nečiporuk in time \(2^n - n^t\) (via membership and equivalence queries) [58]. We show that the much simpler task of simply distinguishing a function with low measure can be done much more quickly (and without equivalence queries, which do not fit into the usual PRF game).

We accomplish this via an average case variant of Nečiporuk. Recall that Nečiporuk is ultimately statement about the number of functions that can be generated under some restriction. Viewed differently, this can be framed as a statement about the maximum entropy of the random variable defined by sampling a restricted function uniformly at random. Our observation is that for the special case of distinguishing from a random function it suffices to look at the Shannon entropy of the same variable. Consequently, instead of bounding the support size we can focus on much easier task of bounding the entropy.

An “average-case” notion of Nečiporuk

We begin by introducing our average-case variant of Nečiporuk’s measure that relies on Shannon entropy as opposed to maximum entropy.

For a function \(f : \{0,1\}^n \rightarrow \{0,1\}\), and a set \(S \subseteq [n]\), let \(Z^{f, S}\) denote the variable distributed according to \(f|_S\) for uniformly drawn \(z \leftarrow \{0,1\}^{|\bar{S}|}\). Define,

\[
h_S(f) \overset{\text{def}}{=} H(Z^{f, S}).
\]

Notice that \(H_{\text{max}}(Z^{f, S}) = g_S(f)\), thus it follows that \(h_S(f) \leq g_S(f)\).

Random functions are complex (under \(h_S\))

Next we observe that random functions have high complexity with respect to the average-case variant of Nečiporuk we defined above.

\[\text{Proposition 26.} \quad \text{For any set } S \subseteq [n] \text{ and a uniformly random function } F : \{0,1\}^n \rightarrow \{0,1\}, \]

\[\Pr[h_S(F) \leq 2^{|S|} - t] < \exp\left(-\frac{2t^2}{|S| + \ln(2)}\right)\]

We can apply the same style of balls/bins argument used for Nečiporuk’s original measure again here.

---

\(^{10}\)Statements of this form indeed were at the heart of Razborov and Rudich’s natural proof framework and its recent extensions [53, 22, 23, 51]. Unfortunately, because Nečiporuk’s measure seems to behave poorly under known pseudorandom function generators, it is not clear how to apply their framework here to get strong bounds on pseudorandom generators with simple DREs.
Proof. First, we bound \( \mathbb{E}[H(Z^F, S)] \) from below. We will omit \( S \) from the superscript in this proof (\( Z^F = Z^{F, S} \)). Additionally, we will take \( Z^F_\phi \) to denote \( \Pr[F | Z^F = \phi] \). Note that for any \( \phi \), \( \mathbb{E}[Z^F_\phi] = 1/\#\{ \phi : \{0, 1\}^{|S|} \to \{0, 1\} \} = 2^{-2^{|S|}}. \)

\[
\mathbb{E}_F[H(Z)] = \mathbb{E}_F \left[ \sum_\phi Z^F_\phi \log(1/Z^F_\phi) \right] \\
= \sum_\phi \mathbb{E}_F[Z^F_\phi \log(1/Z^F_\phi)] \\
\geq \sum_\phi \mathbb{E}_F[Z^F_\phi] \log(1/\mathbb{E}_F[Z^F_\phi]) \\
= 2^{2^{|S|}} \cdot \frac{1}{2^{2^{|S|}}} \log(2^{2^{|S|}}) \\
= 2^{|S|}
\]

Note that the third line follows from Jensen’s inequality.

Next, we show concentration around the mean in the standard way. Consider \( H(Z^F) \) as a Doob martingale on the independent random variables \( F_{S|z} \) for \( z \in \{0, 1\}^{|S|} \). Clearly, if \( F \) and \( F' \) only differ on single restriction of \( f \) to \( z \), then \( |H(Z^F) - H(Z^{F'})| \leq \frac{\log(2^{|S|} + \ln(2))}{\ln(2)} \). Moreover, because \( F \) is random, these variables are independent. So, we can apply McDiarmid/Azuma’s inequality to get, for any \( t > 0 \):

\[
\Pr_H[H(Z^F)] - H(Z^F) \geq t \leq \exp(\frac{2t^2}{|S| + \ln(2)}).
\]

Plugging \( |S| = \log n \) and \( t = n/2 \) into the above proposition we immediately get the following corollary.

► Corollary 27. For any set \( S \subseteq [n] \) such that \( |S| = \log n \), if \( F : \{0, 1\}^n \to \{0, 1\} \) is an uniformly random function, then

\[
\Pr[h_S(F) \leq n/2] < \exp(-\frac{n^2}{2(n - \log n + \ln(2))}) < \exp(-n/2).
\]

A.2 Low Nečiporuk measure can be distinguished from random

Next, we use the above to show that any function with Nečiporuk measure that is slightly less than maximal can be distinguished from a random function in time \( O(2^{n/10}) \). It immediately follows that none of the classes whose functions have bounded Nečiporuk measure can contain exponentially-secure PRFs.

The following theorem is implicit in Batu et al. [15].

► Imported Theorem 28. There is an algorithm that given sample access to a distribution \( X \) supported on \( [N] \), promised to either have “high” entropy (at least \( N/2 \)) or “low” entropy (at most \( N/21 \)), runs in time \( O(N^{1/100}) \) and distinguishes which is the case with overwhelming probability.

\[\text{[11]}\text{In more detail: Let } M = \#\{0, 1\}^S \text{ (number of balls) and } N = \#\{0, 1\}^{10, 10^S} \text{ (number of bins). Then, for } k \in \mathbb{N} \text{ we can see that } \Pr[Z^F_\phi = k/M] \text{ is the probability that exactly } k \text{ out } M \text{ balls (or restrictions } z \in \{0, 1\}^{|S|} \text{ hit the bin } \phi \text{ (which happens with probability } 1/N). \text{ Thus, } \Pr[Z^F_\phi = k/M] = \left( \begin{array}{c} M \\ k \end{array} \right) N^{-k} (1 - \frac{1}{N})^{M-k}. \text{ Because this is simply a rescaled binomial distribution it follows that } \mathbb{E}[Z^F_\phi] = \frac{1}{M} \cdot \frac{M}{N} = \frac{1}{N}.\]


Remark 29. Batu et al. actually show how to multiplicatively approximate entropy within a factor of $(1 + 2c)\gamma$ ($\gamma > 1, c \in (0, 1/2]$) given sample access in time $O(N^{1/\gamma}/c^2 \log n)$ with constant failure probability when the distribution has entropy at least $\Omega(\gamma/\eta)$ for some small constant $\eta$ ([15, Theorem 2]).

To apply this to the low entropy case, it suffices to show that the above distinguisher can be modified to test on $\gamma > 0$ if the above observations, the procedure described will err with at most negligible probability.

Theorem 30. There is an algorithm running in time $\tilde{O}(2^{n/100})$ that given oracle access either a random function $F : \{0, 1\}^n \to \{0, 1\}$ or any $f : \{0, 1\}^n \to \{0, 1\}$ such that $G(f) < \frac{n^2}{21 \log n}$ can distinguish between the two cases with overwhelming advantage.

Proof. Note that if $G(f) < \frac{n^2}{21 \log n}$, then in particular $\sum_{V_i} g_{V_i}(f) < \frac{n^2}{21 \log n}$ for the partition $(V_1, \ldots, V_n/\log n)$ of $[n]$ into consecutive log-entropy blocks. Moreover, there must be some $V_i$ such that $h_{V_i}(f) \leq g_{V_i}(f) < n/21$. In contrast, Corollary 27 implies that for a uniformly random $f$, this procedure takes time $\text{poly}(n)$.

Additionally, for any $i$, it is possible to efficiently sample $Z^{V_i}$ by simply drawing $z \leftarrow \{0, 1\}^{V_i}$ uniformly at random and evaluating $f_{V_i}[z]$ on all $x \in \{0, 1\}^{V_i}$. Because $|V_i| = \log n$, this procedure takes time $\text{poly}(n)$.

Remark 31. We note that for $\epsilon > 0$ the above distinguisher can be modified to test on the partition $V = (V_1, \ldots, V_m)$ where each $V_i$ is a block of size $\epsilon \log n$ ($m = \frac{n}{\epsilon \log n}$) and again distinguish entropy that differs by constant factor in any block from $n/2$, taking time $O(2^n/\epsilon)$ overall. By Proposition 26 a random function will have Nečiporuk measure $h_{V_i}(f) \geq n/2$ for all $V_i$ with high probability. It follows that an $O(2^n/\epsilon)$-secure PRF must have DRE complexity $\Omega(n^{1+\epsilon}/\log n)$.

PRFs have high complexity

From Theorem 30, it almost immediately follows that there can be no exponentially-secure PRFs in any class to which Nečiporuk applies. This yields a host of lower bounds on PRF complexity that, to our knowledge, were not known before now.

Corollary 32. No exponentially-secure PRF has

- Decomposable Randomized Encodings of size $o(n^2/\log n)$,
- Binary formulas of size $o(n^2/\log n)$ over arbitrary basis,
- Deterministic branching programs of size $o(n^2/\log^2 n)$,
- Switching networks of size $o(n^2/\log^2 n)$,
- Non-deterministic branching programs of size $o(n^{3/2}/\log n)$,
- Parity branching programs of size $o(n^{3/2}/\log n)$,
- Span programs of size $o(n^{3/2}/\log n)$,
- Switching-and-rectifier networks of size $o(n^{3/2}/\log n)$.
\section*{B \hspace{1em} Deferred Proofs}

\begin{itemize}
\item \textbf{Proposition 33.} \textit{For any set }$S \subseteq [n]$\textit{ and a random function }$f : \{0,1\}^n \rightarrow \{0,1\}$, \textit{Pr}$_f[2^{g_S(f)} \leq 2^n - |S| - t] < \exp(- \frac{2t^2}{2^n - |S|})$
\end{itemize}

This follows from a standard balls & bins argument, reproduced here for completeness.

\textbf{Proof.} Recall that $2^{g_S(f)} = \# \{ f|_S : z \in \{0,1\}^\overline{S} \}$. If we let $Y_\phi$ for $\phi : \{0,1\}^S \rightarrow \{0,1\}$ be the indicator random variable such that $Y_\phi := \begin{cases} 1 & \text{if } \exists z \in \{0,1\}^\overline{S} : f|_S|z = \phi \\ 0 & \text{otherwise} \end{cases}$

Then we can rewrite the above as,

$$2^{g_S(f)} = \sum_{\phi : \{0,1\}^S \rightarrow \{0,1\}} Y_\phi.$$ 

By linearity of expectation,

$$\mathbb{E}[2^{g_S(f)}] = \mathbb{E}\left[ \sum_\phi Y_\phi \right] = \sum_\phi \mathbb{E}[Y_\phi] = 2^{|S|} \cdot \frac{2^{|\overline{S}|}}{2^n} = 2^n - |S|.$$ 

Finally, we consider $2^{g_S(f)}$ as a doob martingale on the independent random variables $f|_S|z$ for $z \in \{0,1\}^\overline{S}$. Clearly, if $f$ and $f'$ only differ on single restriction of $f$ to $z$, then $|g_S(f) - g_S(f')| \leq 1$. Moreover, because $f$ is random, these variables are independent. So, we can apply McDiarmid/Azuma’s inequality to get, for any $t > 0$:

$$\text{Pr}_f[\mathbb{E}[2^{g_S(f)}] - 2^{g_S(f)} \geq t] \leq \exp\left(\frac{2t^2}{2^n}ight).$$

In particular, if we take $|S| = \log n$ and $t = 2^{n - \log n - 1}$, then $\text{Pr}_f[g_S(f) \leq n - \log n - 1] \leq \exp(-2^{n - \log n - 1})$. This yields the following corollary via a union bound.

\begin{itemize}
\item \textbf{Corollary 34.} \textit{For a random function }$f$, $\text{Pr}_f[G(f) \leq n^2 / \log n - 2n] \leq \frac{n^2}{\log n} \cdot \exp(-2^{n-1})$.
\end{itemize}