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ABSTRACT. Message Ferrying is a mobility assisted technique for working around the disconnect-
edness and sparsity of Mobile ad hoc networks. One of the important questions which arise in this
context is to determine the routing of the ferry, so as to minimize the buffers used to store data at
the nodes in the network. We introduce a simple model to capture the ferry routing problem. We
characterize stable solutions of the system and provide efficient approximation algorithms for the
MIN-MAX BUFFER PROBLEM for the case when the nodes are on hierarchically separated metric
spaces.

1 Introduction
Message Ferrying is a new approach developed to assist communication in Mobile ad-hoc
networks [6, 15, 16, 17, 18]. Mobile ad-hoc networks are typically deployed with limited
infrastructure. Moreover, due to various conditions like limited radio range, physical ob-
stacles or inclement weather, some nodes in the network might not be able to communicate
with others. This could result in a disconnected network. In such situations, a typical net-
work protocol might not yield good results. Message Ferrying is an approach which works
around such problems. The message ferrying technique makes use of mobile nodes, called
“ferries”, which are able to collect and transport data from one node to another. Message
ferries move around the deployed area according to known routes and communicate with
other nodes they meet. By using ferries as relays, nodes can communicate asynchronously
with other nodes that are disconnected.

The Message Ferrying scheme raises many theoretical questions that are currently open.
For example, Zhao et.al [17] have developed ad hoc codes that decide how the ferries should
move. While these codes appear to perform well in simulations there are no bounds on the
performance of their heuristic methods. The data at the nodes has to be locally stored in
buffers till it can be passed on to the ferries. In this paper, we look at the buffer optimization
problem for the nodes in the network. We devise routing schemes for the ferries so that the
maximum buffer utilization at any node is minimized.

We do the following in this paper.
• Formalize models for the Message Ferry routing problems.
• State exact conditions for the Stability Problem of ensuring finite buffers.
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• Devise approximation algorithms for buffer optimization.
We feel that the main contribution of this work is in the creation of the precise models

for the Message Ferrying problem. We feel that similarly motivated problems, stemming
from direct practical applications could be important in the future. The algorithms and
techniques in this paper are fairly preliminary; these are just the first steps towards under-
standing the Message Ferrying problem.

1.1 Model and Problem Statement

We model the problem in the following manner. We look at all the connected components
of the network. Since the network can communicate within a connected component using
traditional protocols, we can model each connected component as a node. The connected
components are modeled as nodes numbered [n] in a metric space. The metric space induces
a distance d(·, ·) on the nodes. The ferries are assumed to be devices with infinite storage
capacity traveling across the space at unit speed. We assume that node i generates data at a
rate ri which is to be passed on to the ferries (the data can then in turn be transferred from
the ferry to other nodes). The rate of data transfer from the nodes to the ferries is given by
rF. Unless otherwise stated, we shall assume that there is only one ferry. We wish to provide
message ferrying schemes which are optimal.

A Message Ferrying scheme is an (infinite) sequence σ of tuples (i, t), where i denotes
the node visited and t the time spent exchanging data with i in this visit. We need to look
at the case where the ferry can read data at an infinite speed, i.e. rF = ∞, separately. In this
case, it is clearly undesirable to spend any time at a node, as all the data is read instanta-
neously. Then all we need to specify is a sequence of nodes. Although the sequence could
be infinite, we prove that periodically repeating sequences of finite periods suffice for our
purposes.

Any viable Message Ferrying scheme would need to be optimized over a large number
of disparate parameters like delay minimization and packet loss. Currently, ad hoc and
complex measures are used for performance evaluation [7, 18]. We propose two concrete
measures and present results for the same. Our first measure is the notion of stability. A
Message Ferrying scheme is called stable, if the maximum amount of data stored at a node
at any point of time is bounded. This is clearly desirable as a node can have only a fixed
finite buffer.

DEFINITION 1.STABILITY PROBLEM

Given the rates ri and rF, and the distance metric d, is there a Message Ferrying scheme such
that the required buffers at all the nodes are bounded?

Our second problem is to optimize the maximum buffer size required over all nodes. That is,
given that the rates satisfy the stability conditions, we need to find the scheme minimizing
the maximum buffer of any node. Later, we shall see (theorem 20) that the stability criterion
for the problem with multiple ferries reduces to that with a single ferry. So it makes sense
to look at the optimization problem when only one ferry is involved.
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DEFINITION 2.MIN-MAX BUFFER PROBLEM (MMBP)
Given the data rates ri and ferry rate rF, and the distance metric d, find the order of ferry
visits so as to minimize the maximum buffer required at any node.

As we shall see in Section 3, the above problem turns out to be as hard as solving TSP
on the same metric. The MMBP problem is thus a variant of the TSP problem where the
objective is not to optimize the length of the tour, rather minimize a sort of weighted delay.
Variants of TSP [1, 13], have been studied extensively in the past, although none imply
anything about the problem we study.

In section 2, we characterize the necessary and sufficient conditions for stability of a so-
lution. In section 3, we first prove the NP hardness of MMBP problem. We subsequently ob-
tain approximation algorithms for MMBP under restricted metric spaces. In particular, we
give a constant factor approximation algorithm for hierarchically well separated trees (HSTs) of
constant height, and, a 4

3 -factor approximation ratio for the uniform metric case. We extend
this to an O(n)-factor algorithm for HSTs of height O(log n). Notice that even though n
may be large, this approximation ratio holds for arbitrarily large rates ri of data generation
at nodes as well. We look at some simple extensions to the MMBP problem in section 4.
In section 5, we conclude with some remarks and open problems suggesting specific future
directions of work.

2 Characterization of stable instances
In this section, we give necessary and sufficient conditions for the existence of stable solu-
tions. We consider the case when there is only one ferry, the node data rates are ri, ferry rate
is rF and the data is only sent from nodes to the ferry. We then use this to obtain results for
the general case.

For the case mentioned above, note that ∑n
i=1 ri < rF is a necessary condition for a stable

solution if any of the distances are non-zero. Otherwise the total rate of generation of data
in the nodes exceeds the rate at which it can be read by the ferry. In the next theorem, we
show that this necessary condition is also sufficient.

THEOREM 3. Given rates ri for the nodes, ferry rate rF, any distances d, a stable solution
exists if ∑ ri < rF.

PROOF. Consider the sequence that visits nodes in order 1 to n, spending time t1, t2, . . . , tn
at them respectively and repeats. Suppose it takes time T to travel from 1 to n in that order.

Now notice that the following is enough for stability: for every node j, the amount
of data consumed by the ferry in one visit must be at least the amount that is generated
between two visits of the ferry to the node j. That is, for every j we have

rF · tj ≥ rj · (T +
n

∑
i=1

ti)

Adding these equations over all j we get

rF ·
n

∑
j=1

tj ≥ (
n

∑
j=1

rj) · (T +
n

∑
i=1

ti)
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When rF = ∑n
j=1 rj + ε, for some ε > 0, it is easy to check that ti = T

ε ri satisfies the inequali-

ties, implying a stable solution.

3 Min-max Buffer Problem (MMBP)
In this section, we look at the general min-max buffer problem. Throughout this section,
we assume that the instance is stable. Also, hereafter, we would be assuming that there is
only one ferry node. A solution is called periodic if the nodes are visited in a periodic pattern
(note that this pattern could have some nodes occurring more than once). In the following
proposition, we show that we could look for periodic optimal solutions, since they are as
good as optimal solutions, in case of rational rates.

PROPOSITION 4. For any instance of the MMBP with rational rates and distances, there
exists a periodic Message Ferrying scheme which is optimal.

PROOF. Suppose there is an optimal aperiodic solution with maximum buffer B. By hy-
pothesis, the rates and distances are rational. This implies that the optimal solution is ra-
tional, and when the ferry reaches a node, the buffer state is rational. Scaling the states to
be integral, and recalculating B, each buffer can be one of 0, 1, 2, . . . , B at any given point of
time. If there are n nodes, there can be at most (B + 1)n possible buffer states. There are n
nodes, we can consider a combined notion of states S = (B̄, i), where B̄ is a vector denoting
the buffer state across all nodes and i denotes the node visited. So the optimal aperiodic
solution returns to at least one of these states S more than once. Let us say that the repeated
state is S∗ = (B̄∗, i∗). Consider a new periodic solution where this subsequence (between
two repetitions of S∗) is repeated indefinitely. Since the same visits are conducted between
the two visits to S∗, upon returning to i∗, the buffers have again come back to B̄∗. Since
the buffers never overflowed in the original aperiodic sequence, they do not overflow in
this repeated sequence. This is because we go through the states which were all part of the
original aperiodic sequence. Thus we have a periodic sequence which is optimal.

Henceforth, our solutions will be a sequence that is repeated periodically. The follow-
ing proposition shows the relation of MMBP to the TSP if all the data production rates are
identical. Note that this is not true in general. When the rates are different, the solution
given by the TSP can be arbitrarily bad for the message ferrying problem.

PROPOSITION 5. For any underlying metric d(·, ·), if the rates of all nodes are equal, i.e.,
ri = 1, for all i, and the rate of the ferry rF = ∞, then finding the optimal solution to the
MMBP is the sequence generated by the optimal Traveling Salesman Problem (TSP) tour,
and hence NP-hard.

PROOF. Recall that since rF = ∞, we need to only specify the routing order, there is no
need to mention wait times at each node. It is enough to show that the optimal sequence for
the MMBP must be generated by a tour. Since all rates are the same, the maximum buffer
for the sequence generated by a tour is proportional to the cost of the tour. This implies that
the optimal ferry route for the MMBP is the optimal TSP tour.

Assume that the optimal sequence is not a tour. Let σ be the sequence of the optimal
solution. Let us relabel the nodes according to the order that we see them in the optimal
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solution. By the choice of the labeling, the last node to be visited is n. Since σ is not the
optimal TSP tour, n will be seen for the first time after the ferry has traveled a distance
greater than the cost of the optimal TSP tour. Since every node has the same rate, the buffer
of n is the largest of all the nodes till we visit n for the first time. Consider a solution τ, where
the ferry visits all the nodes repeatedly as in the optimal TSP solution. The maximum buffer
of n in τ is less than the buffer of n in σ. Moreover, the maximum buffer of every node in τ

is the same. Thus τ has a strictly lesser maximum buffer than the route σ.

The above proposition states that solving MMBP is at least as hard as solving TSP on
the same underlying metric. Papadimitriou and Yannakakis in [14] prove that the TSP is NP
hard even when the distances of the graph are restricted to 1 and 2. This implies that the
MMBP is NP hard, even for the case when the distances are restricted to 1 and 2.

In the next two sections, we investigate approximation algorithms when the rate of the
ferry is infinite.

3.1 Uniform Metric Case

Here we look at the uniform metric case, where the distance between all nodes are the same.
That is, d(i, j) = 1 for i 6= j. The nodes have rates ri and we have one ferry, with rate rF = ∞.
Once again, recall that since the ferry rate is infinite, we just need to mention the next node
to be visited and there is no need to specify wait times. For this case we prove the following
theorem.

THEOREM 6. There is a 4
3 -factor approximation algorithm for MIN-MAX BUFFER PROBLEM

in the case when the metric is uniform, and the ferry rate rF = ∞.

The algorithm outline is as follows. Given a guess of the max-buffer B, the algorithm
checks approximate feasibility of B. That is, the algorithm rejects B only if it is infeasible,
otherwise it returns a solution with a max-buffer guarantee of 4

3 B. The 4
3 -approximation

follows from a binary search on the possible values of B.
Let σ be any (infinite) feasible sequence of the node visits with max-buffer B. Each

node i ∈ [n] must be visited once in every B/ri steps. If d(i) denotes the maximum dis-
tance between two consecutive appearances of i in σ, we must have d(i) ≤ bB/ric. Hence
the feasibility solution for the uniform metric case reduces to the following combinatorial
problem, called the pinwheel scheduling problem. Let us set mi = bB/ric.

PINWHEEL SCHEDULING PROBLEM:
Given integers m1 ≤ · · · ≤ mn, is there a (infinite) sequence σ of [n], such that, for each
1 ≤ i ≤ n, the maximum distance between any two consecutive appearances of i is at
most mi? If it does, we call (m1, m2, · · · , mn) feasible.

This scheduling problem is of independent interest and has been studied previously
[3, 4, 9, 10, 11, 12]. Here are some observations about this problem.

PROPOSITION 7. An instance of the pinwheel scheduling problem (m1, m2, · · · , mn) has a
feasible solution, only if ∑n

i=1
1

mi
≤ 1.
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PROOF. Consider a snapshot of any feasible σ of length Z = m1m2 · · ·mn. For each i, It
must contain at least Z/mi occurrences of i. Since there are only Z possible slots, we have
Z ≥ ∑n

i=1 Z/mi proving the lemma.

Remarks: Notice that this condition is necessary but not sufficient; consider (m1, m2, m3) =
(2, 3, N). In this case, ∑ 1

mi
is approximately 5

6 for large N, but there is no sequence that can
satisfy this for any finite N.

Let OPT be the optimal maximum buffer value, amongst all feasible routes of the
ferry. Notice that the optimal routing solves the sequence feasibility problem for the rates
(OPT/r1, OPT/r2, · · · , OPT/rn). So this sequence is feasible, and so proposition 7 implies
the following lemma.

LEMMA 8. If the nodes have rates r1, r2, . . . , rn, with uniform metric, and rF = ∞, we have

OPT ≥
n

∑
i=1

ri

where OPT is the optimal maximum buffer value.

We now have a direct reduction from the Pinwheel Scheduling problem to the ferry routing
problem.

LEMMA 9. Let α ≥ 1. If we have an algorithm for the pinwheel scheduling problem for mi
such that ∑n

i=1
1

mi
≤ 1

α , then we have an α-approximation algorithm for the MMBP problem,
with uniform metric, and rF = ∞.

PROOF. Given a target buffer B, let mi = bαB/ric. Note that mi is the maximum allowed
time gap between any two consecutive visits to the node i, if we want to bound the buffer
by αB. If ∑n

i=1
1

mi
> 1

α , then ∑n
i=1 bB/ric−1 > 1. This by Lemma 7 implies that B is infeasible,

and the algorithm rejects it. If not, then the algorithm for pinwheel scheduling returns a
feasible sequence for (m1, m2, · · · , mn). For this sequence, the maximum buffer of any node
is at most αB. Thus this is an α-approximation.

The only remaining decision is the choice of B. By lemma 8, we have OPT ≥ ∑n
i=1 ri.

Also, we can see that OPT ≤ Bmax where Bmax = α ∑n
i=1 ri + rmax. This is because if we

set B = Bmax, then the corresponding value ∑n
i=1

1
mi
≤ 1

α . So in order to complete the
approximation algorithm, we need to do a binary search for B between ∑n

i=1 ri to α ∑n
i=1 ri +

rmax.

We can use the above lemma 9, with an approximation algorithm for pinwheel schedul-
ing. Fishburn and Lagarias in [9] gave an algorithm for pinwheel scheduling as long as the
following condition is met.

THEOREM 10.[Fishburn, Lagarias] There exists an algorithm for the pinwheel scheduling
problem when ∑n

i=1
1

mi
≤ 0.75.

Theorem 10 along with lemma 9 gives us the following approximation algorithm.



AMMAR, CHAKRABARTY, DAS SARMA, KALYANASUNDARAM, LIPTON FSTTCS 2009 19

THEOREM 11. There is a 4
3 -factor approximation algorithm for the MIN-MAX BUFFER PROB-

LEM in the case when the metric is uniform, and the ferry rate rF = ∞.

The above theorem straightaway implies a 4
3

Dmax
Dmin

factor for general metrics where Dmax
(Dmin) is the maximum (minimum) distance between two points. In particular, in the case
where the distances are 1 and 2, this implies a 8

3 factor approximation. Note that by Propo-
sition 5 and the paper [14], this instance is already NP-hard.

Theorem 10, together with lemma 9 also implies the following lemma, which is used in
the section 3.2.

LEMMA 12. Given nodes of rate r1, · · · , rn and a distance 1 between each node, there exists
a ferry routing with maximum buffer at most 4

3 ∑ ri + rmax.

A Simpler Algorithm for Pinwheel Scheduling

Fishburn and Lagarias’ algorithm for the pinwheel scheduling problem is quite involved.
The algorithm involves case based analysis for several small sets of problem instances, clas-
sifies the small sets and extends it to bigger sets based on the classification. We therefore
now give a simpler algorithm for pinwheel scheduling, with a slightly worse bound. Our
algorithm works when ∑n

i=1
1

mi
≤ 1/2.

LEMMA 13. If ∑n
i=1

1
mi
≤ 1/2, then (m1, m2, · · · , mn) is feasible for pinwheel scheduling.

PROOF. We prove by induction on n. The base case of n = 1, m1 = 2 is trivial. For n ≥ 2,
we have ∑n

i=1
1

mi
≤ 1/2. Rearranging and dividing we get ∑n

i=2
1

m̄2
≤ 1/2, where

m̄i =
⌈

2mi(
1
2
− 1

m1
)
⌉

By induction, we get (m̄2, · · · , m̄n) is feasible. Let σ′ be the feasible pinwheel scheduling
sequence. Obtain σ by putting 1 in σ′ every m1 positions. This increases the distance be-
tween two i’s to m̄i +

⌈
m̄i

m1−1

⌉
. We would have a feasible sequence for (m1, m2, · · · , mn) if

m̄i +
⌈

m̄i
m1−1

⌉
≤ mi. The following claim shows that this is indeed the case.

CLAIM 14. For any integers 1 ≤ m1 ≤ mi let m̄i =
⌈

mi − 2mi
m1

⌉
, we have that

m̄i +
⌈

m̄i

m1 − 1

⌉
≤ mi

PROOF. Let x = 2mi
m1

and let k = bxc. Note m̄i = mi − k. Thus to prove the claim, it suffices

to show
⌈

mi−k
m1−1

⌉
≤ k. Since mi − k = m1x/2− k, we have⌈

mi − k
m1 − 1

⌉
=
⌈

x
2

+
1

m1 − 1
(

x
2
− k)

⌉
≤ k

because x
2 < bxc = k, for all x > 1.
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This sufficiency condition is constructive as well. Given (m1, m2, · · · , mn) such that
∑n

i=1 1/mi ≤ 1/2, recursively run on (m̄2, m̄3, · · · , m̄n) and put 1 every m1 spots in the se-
quence returned.

In the section 3.2, we give a constant factor algorithm for the metrics induced by hier-
archically separated trees of constant depth.

3.2 Metrics induced by HSTs of constant depth

In this section, we generalize the results of the previous section to a greater class of metrics.
We have seen that we can get a constant factor approximation algorithm for the uniform
metric. In this section, we shall look at metrics induced by hierarchically well separated
trees (HST).

DEFINITION 15. A Hierarchically well Separated Tree (HST) is a rooted tree such that any
pair of leaves that have the least common ancestor at height i, are separated by a distance of
Di−1, where D is a parameter.

HSTs induce a metric on the nodes of the tree. These metrics have been widely studied
[2, 5, 8] in the area of metric embeddings. HSTs are interesting because it is possible to get
low-distortion embeddings of general metrics into those induced by HSTs.

In this section, we show a constant factor approximation for metrics induced by HSTs
of constant height. Note that the uniform case is an HST of height 1. For the sake of clarity,
we first look at the case of height 2. We call these metrics {1, D}-metrics. (Note that any
metric with distances only 1 and D, with D > 2, can be thought of as an {1, D}-metric).

In this case, we can partition the point sets into clusters P1, P2, · · · , Pt with each pair in
any cluster being at distance 1, and any two points in different clusters at distance D.

We fix some notation. Let Ri := maxj∈Pi rj and Si := ∑j∈Pi
rj be the maximum rate and

sum of rates for nodes in Pi. Our algorithm would maintain B1, · · · , Bt as the max buffers
needed for the various clusters. Note that the max-buffer B = maxi Bi.

We now state lower bounds on OPT for this instance.

LEMMA 16.
1. OPT ≥ ∑t

i=1 Si
2. OPT ≥ ∑t

i=1 DRi

PROOF. Note that if we shrink distances between the nodes and or delete nodes, we could
only decrease the optimum buffer value. If the distance D were shrunk to 1, then by Lemma
8 we get OPT ≥ ∑i ri = ∑i Si. If we delete all points other than the ones with maximum
rate, again by Lemma 8 (recall that we are on an instance where distances are scaled by a
factor D), we get OPT/D ≥ ∑i Ri.

Suppose σi be the sequence corresponding to Lemma 12 in Section 3.1 for the nodes
in Pi. This guarantees a max-buffer of 4

3 Si + Ri. We use this fact to develop the following
algorithm for the {1, D} case. We run the uniform metric algorithm at two separate levels
for this case.
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Algorithm {1, D}
1. Visit each cluster Pi once in every window of ki clusters visited. (ki will be deter-

mined later)
2. When at Pi, run D steps of σi starting from the point where it was when it last left

Pi.

What this algorithm essentially does is to spend some time in each cluster of nodes
(here a cluster is a set of nodes with pairwise distances 1). Across the clusters, the algorithm
simulates the uniform metric algorithm, where the rate of data generation of a cluster is
simply the sum of rates of data generation of the nodes in the cluster. Further, whenever
the algorithm spends time inside a given cluster, the algorithm again simulates the uniform
metric algorithm within it. Notice, however, that the algorithm may not necessarily be able
to perform an entire loop over all nodes within a cluster in one visit. Therefore, it resumes
the optimal algorithm within the cluster once it returns to the cluster the next time.

THEOREM 17. The above algorithm achieves a constant factor approximation for the MIN-
MAX BUFFER PROBLEM on {1, D}metrics.

PROOF. We argue cluster by cluster. We have two cases.
Case 1: Every node in Pi is visited after at least D steps in σi. Since for each D steps of σi,
the algorithm spends 2kiD time outside Pi (kiD for traveling across clusters and D in each of
the ki clusters), the time between two consecutive occurrences of the point is increased by a
factor of at most 2kiD/D = 2ki. Thus we have Bi ≤ 2ki( 4

3 Si + Ri) ≤ 14
3 kiSi from the lemma

12.
Case 2: There is a node in Pi which is visited with a gap strictly less than D in σi. This implies
that it is visited every time we visit the cluster, and thus its buffer is at most Ri(2kiD).

The two cases give Bi ≤ max( 14
3 kiSi, 2RikiD) ≤ ( 14

3 Si + 2RiD)ki. By choosing ki =⌈ 4
3 ∑r

i=1(2Ri D+ 14
3 Si)

2Ri D+ 14
3 Si

⌉
, we get Bi ≤ 4

3 ∑r
i=1(2RiD + 14

3 Si) ≤ 9 ·OPT from Lemma 16.

We complete the proof by noting that a visiting sequence for the clusters for these ki’s
can be achieved since ∑t

i=1 1/ki ≤ 0.75 and we are done by Lemma 8.

THEOREM 18. There is a constant factor approximation to the MMBP for HSTs of constant
height.

PROOF. Assume that we have a C-factor approximation algorithm to an HST of height k;
let this algorithm be AC. Now consider an HST of height (k + 1), say it has t subtrees of
height k. We claim that the analogous extension to Algorithm{1, D} works here:

1. Visit the points in subtree i, Pi, in every window of ki subtrees visited among the t
subtrees.

2. When at Pi, run Dk steps of algorithm AC from the point where it was when it last left
Pi.

Running through a similar analysis as in Algorithm{1, D}, we see that with an increase of 1
in the height of the HST, the approximation ratio increases by a factor at most 7. Thus we
get an approximation factor of 4

3 · 7k where the height of the HST is k.
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Remarks: By the above algorithm, we achieve an O(n)-factor approximation ratio on an
HST of height O(log n).

Remarks: Standard metric embedding results of Bartal [2] and Fakcheroenphol et al. [8]
give a probabilistic embedding of HSTs of height log n into arbitrary metrics with an ex-
pected distortion of O(log n). This has been used in obtaining approximation algorithms
for various problems like the buy-at-bulk network design, metric labeling, etc. which solve
the problem on HST instances and extend it to general metrics via results of [8].

Unfortunately these results do not help us guarantee any approximation on the MMBP
problem for general metrics as we deal with maximum buffers and the expectation of the
maximum buffer can be much larger than the maximum of the expected buffer sizes.

4 Extensions
In this section, we show simple extensions of the stability conditions for data exchange, and
for the case when there are multiple ferry nodes collecting data.

4.1 Data Exchange Problem

Suppose a node i generates data at a rate ai and the ferry generates data, to be passed on to
the node i, at a rate bi. The following lemma follows easily from Theorem 3.

LEMMA 19. If the ferry can only receive or send data at a time, a stable Message Ferrying
scheme exists if and only if ∑ ai + bi < rF. If the ferry can receive and send simultaneously,
a stable Message Ferrying scheme exists if and only if ∑ max(ai, bi) < rF.

Note that max(∑ ai, ∑ bi) < rF is not a sufficient condition for the simultaneous case of
the above lemma. A simple example is two nodes, with a1 = b2 = 0.8, a2 = b1 = 0.1, rF = 1.

Consider the stability problem in a situation where the ferry (or ferries) have bounded
buffers. Suppose each of the ferry has a limited buffer size. Notice that in such a case,
we cannot get a similar theorem like theorem 3. When one limits the ferry buffer size, the
stability is not just a function of the rates of the nodes. The stability would depend on the
topology of the nodes as well. To see this, consider the following problem: there is one ferry
and two nodes, and the ferry has to transport data from one node to the other. The rates
r1, r2 correspond to the transfer rates at the nodes. Let r1 + r2 be infinitesimally close but still
less than rF. By theorem 3, we would still be stable if the ferry had no bounds on its buffer.
Theorem 3 achieves this by making the ferry stay very long at either node, and then moving
only occasionally. But a bound of the ferry buffer size would force the ferry to move earlier,
and thus risk losing data or being not stable. Thus a bound on the ferry’s buffer size would
mean that the stability depends on the topology of the problem.

4.2 Multiple Ferries

Suppose there are m ferries each with the same ferry transfer rate, rF. Also assume that
at any node only one ferry can operate at a time. We have the following necessary and
sufficient conditions for this case.
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THEOREM 20. Consider the case when there are m ferries each with the same ferry transfer
rate, rF. Also, at any node only one ferry can operate at a time. The necessary and sufficient
condition for stability is ∑ ri < mrF and ri ≤ rF for all i.

PROOF. One of the necessary conditions, ∑ ri < mrF is immediate. If ri > rF for any
node, notice that at most one ferry can serve that node at any time. So we would require
unbounded buffer at that node. So ri ≤ rF is a necessary condition.

To see why the conditions are sufficient, let si = ri
m , then the first condition is equivalent

to ∑ si < rF. One ferry could solve this instance with rates si. Consider a stable cyclic
solution for this instance with one ferry, with rate rF. Let this solution take time T for
each cycle period (inclusive of waiting times at each node). Start the m ferries in the given
solution at points 0, T

m , 2 T
m , . . . , (n − 1) T

m . Pretend that each of these ferries is solving an
instance with rates si. This is a stable solution, provided that the ferries never run into each
other at any node. But notice that max si = 1

m max ri ≤ rF
m . So the ferry spends time at most

T/m at each node for the instance with rates si. Since the ferries are equally spaced in time,
no two ferries would have to serve the same node at a given time.

5 Conclusions
In this paper, we formalize the Message Ferrying model for Mobile ad hoc networks. We
characterize stability conditions for problem instances on a node distribution and efficient
approximation algorithms for a restricted class of metric node distributions. An interesting
question is to extend our results to the more realistic and interesting case of finite ferry rate.
Another direction is to generalize the algorithm for a larger class of metrics on which the
nodes are distributed. Also, while the ferry problem seems intriguingly similar to the TSP,
there seems to be no formal connection. Is there a way to translate the TSP approximation
algorithms (on generic metric spaces) to the ferry problem? Also, in this work, we assumed
the rate at which a node is producing data to be constant; however this is could be an
unreasonable assumption, depending on the application. Is there a natural way to model
and solve the more general case?
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