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Abstract. Dependently typed λ-calculi such as the Edinburgh Logical Framework (LF)
can encode relationships between terms in types and can naturally capture correspondences
between formulas and their proofs. Such calculi can also be given a logic programming
interpretation: the system is based on such an interpretation of LF. We have considered
whether a conventional logic programming language can also provide the benefits of a
Twelf-like system for encoding type and term dependencies through dependent typing,
and whether it can do so in an efficient manner. In particular, we have developed a sim-
ple mapping from LF specifications to a set of formulas in the higher-order hereditary
Harrop (hohh) language, that relates derivations and proof-search between the two frame-
works. We have shown that this encoding can be improved by exploiting knowledge of the
well-formedness of the original LF specifications to elide much redundant type-checking
information. The resulting logic program has a structure that closely follows the original
specification, thereby allowing LF specifications to be viewed as meta-programs that gen-
erate hohh programs. We have proven that this mapping is correct, and, using the Teyjus
implementation of λProlog, we have shown that our translation provides an efficient means
for executing LF specifications, complementing the ability the Twelf system provides for
reasoning about them. In addition, the translation offers new avenues for reasoning about
such specifications, via reasoning over the generated hohh programs.

1. Introduction and problem description

There is significant and growing interest in tools for specifying and reasoning about
formal systems. These systems, such as programming languages and logics are typically
defined in terms of a rules-based operational semantics. This leads to one obvious technique
for specification: through the use of predicate logics, and languages like Prolog. In this
setting we can encode expressions in the formal system as terms in the language, and use
predicates to define the operational semantics. The systems that we might wish to specify
can have a rich structure, for instance they may include a notion of binding or abstraction,
and require operations like capture-avoiding substitutions and properties like α-equivalence.
Implementing these features anew, for each logic or language that one wishes to specify, is
time consuming and error prone, and so might benefit from language integration. Therefore
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logics or languages that embody these notions are often preferred, and have been widely
used in the specification, and particularly the implementation, of such systems [Wha05].

Moving in a different direction, we might think of encoding properties of terms, and re-
lationships between terms, not through explicit predicate definitions, but instead implicitly

through types. Dependent types, like those provided by the dependently typed λ-calculus,
provide powerful and natural methods for expressing these kinds of constraints. Further-
more, analyzing such specification for properties of correctness can often be reduced to type
checking. This approach, distinct from that of predicate encodings, has also found wide-
spread adoption in specifying and implementing formal systems, as well [Nec97, Ler06].

But specification is only the first goal. Given a specification of a formal system, we
can think of doing several things: we can reason over the specifications, and thereby prove
various properties about the logic or language being specified. We can also animate the
specifications: for instance, having specified a language and its operational semantics, we
might execute the specification in order to evaluate programs written in that language. The
latter possibility actually benefits from the former; whereas traditionally we might specify
and reason in one language, and then implement in another, here we execute exactly the
same program about which we have reasoned. This handily removes the question of whether
the implementation matches the specification.

Therefore our focus has been on problems associated with specifying formal systems
using dependently typed languages, and then efficiently animating these specifications. In
particular, we have sought to leverage existing work in the realm of efficient implementa-
tions of predicate logics when doing so, by designing translations from dependently typed
languages to predicate logics.

2. Background and overview of the existing literature

As we have described, we can think of using various languages for specifying systems.
On the one hand, we have higher order predicate logics like hohh, a logic based on Horn
clauses, in which terms are those of the λ-calculus, but with support for handling the binding
structure inherent in such terms. λProlog [Nad88] is a higher order logic programming
language based on hohh, and extended in various ways (for instance, with a module system
that supports programming in the large, with ad hoc polymorphism, and with facilities
for interacting with the outside world). Furthermore, λProlog admits an efficient compiled
implementation, as realized by the Teyjus system [Gac08]. Finally, there has already been
work in analyzing and reasoning over programs written in λProlog [Gac09b, Bae10a], and
there exist tools [Gac09a, Bae10b] for reasoning over it, both interactively and automatically,
as well.

On the other hand, we have logics and languages founded on the dependently typed
λ-calculus, for instance the The Edinburgh Logical Framework (LF) [Har93]. Twelf [Pfe99]
is an implementation of LF that allows for reasoning over such specifications, and animating
them. In and of itself, LF is strictly a specification language; it has no operational semantics
of its own. However, one can apply the Curry-Howard Isomorphism [How80] to realize a
logic programming interpretation of LF. In this context one defines types that correspond
to judgments; then searching for an inhabitant of such a type corresponds to searching for
a proof of the given judgment. Constructors for the type play the role of inference rules
for constructing derivations of the judgment. And the discovered inhabitant, called a proof

term, is itself a proof of the relevant judgment.
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Twelf animates specifications in an interpreted fashion. There has already been research
into improving this implementation by way of optimization (e.g., [Pie06, Pie03], which have
proved quite fruitful. In the end, however, the existing implementation of Twelf suffers due
to its interpreted nature, and we find that it cannot be used on many realistically sized
programs.

3. Goal of the research

The specific goal of my research as described herein has been to develop an efficient
implementation of logic programming search for LF specifications, in particular through
translation to λProlog, so that they may be executed using the Teyjus system. In addition,
an important aspect of this work has been to ensure that this translation is transparent, so
that the structure of the LF specification is clear from the structure of the generated logic
program. This facilitates an understanding of the translation that allows the programmer
to view LF specifications as a meta-programs, and enables reasoning over LF specifications
using existing tools for reasoning over hohh programs.

4. Current status of the research

We have developed several translations from LF specifications into hohh. The problem
of translating an LF specification into equivalent hohh has been investigated by Felty [Fel89,
Fel90] — in this context, “equivalence” should be understood to mean the following: if an LF
judgment has a derivation under a particular LF specification, then the translated judgment
has a derivation under the translated specification in hohh. However this translation is not
suitable for the purposes of logic programming, as it assumes that the proof term is already
known, whereas when animating specifications this is exactly what is not known. Thus,
taking inspiration from this translation we have developed our “simplified” translation that
is suitable for logic programming.

Next we have improved this translation in two ways. First, the simplified translation
is inefficient in that there are redundancies in proof search, that can be avoided through
various observations about the nature of valid LF specifications. Indeed, this aspect of LF
specifications, (that is, that they contain significant amounts of redundant typing informa-
tion) has been investigated by, e.g., Reed [Ree08], for the purpose of limiting the size of
proof terms, which can become quite large. Addressing these redundancies is critical to the
usefulness of the translation as an implementation mechanism for a separate reason: these
redundancies can lead to inefficiencies, and even asymptotic changes in the complexity of
algorithms implemented in specifications. Second, the simplified translation generates hohh

logic programs that are relatively opaque, in the sense that it is not obvious that the logic
program corresponds to the original specification. This is largely due to the fact that the
simplified translation does not make much use of the rich type system afforded us by hohh.

We address these issues in a second, “optimized” translation. We first develop a tech-
nique for identifying and eliminating redundancies in proof search. And we improve the
transparency of the translation by making a deeper use of the type system of hohh, to, for
instance, reflect the non-dependent aspects of LF types as hohh types. Our final translation
includes these optimizations, along with a few others, and results in a translation that is ef-
ficient and transparent. Because the generated λProlog programs share the same structure
as the original LF specification we can view LF specifications as meta-programs. What’s



REALIZING THE DEPENDENTLY TYPED λ-CALCULUS 297

more, as we’ve proved that our various translations are equivalent to LF, it is possible to
reason over the resulting logic programs in order to reach conclusions about the properties
of the original specification. And finally, we’ve developed a system that implements the
translation.

Our implementation, named Parinati [Sno10] and written in Objective Caml, is released
under the GNU General Public License version 3. Given a valid LF specification written
in the concrete sytnax of Twelf, along with various types for which inhabitants should be
sought, it generates a λProlog program that can be compiled and run using the Teyjus
system.

5. Preliminary results accomplished

Preliminary experimental results comparing the efficiency of our implementation with
that of Twelf are quite good: we have obtained an increase in efficiency of anywhere from 2
times to over 100 times in many cases. What’s more, for sufficiently large problem sizes our
implementation is almost always more efficient in terms of running time, apparently due to
the extreme memory consumption that Twelf can exhibit — this is characteristic of certain
kinds of interpreted implementations [Bri94] of logic programming search, including Twelf.

Beyond various performance metrics we have also demonstrated the transparency of
the translation. In fact, our translation generates λProlog programs that almost exactly
matches code that might be written “by hand”, and the underlying structure of the original
LF specification is completely clear. As already described, this allows the programmer to
view the LF specification as a kind of meta-program for generating λProlog, and furthermore
allows for reasoning over the resulting program as a method for reasoning over the original
LF specification. What’s more, this transparency is not only enabling, it is also elucidating:
the generated hohh program is easier to reason about because it highlights those types that
could have logical importance, and elides those that do not.

6. Open issues and expected achievements

There are a number of possible directions to take this work. First, there are still some
examples in which our implementation is only as efficient, or even less efficient, than that
of Twelf. We have begun a series of experiments to determine what factors are causing this
slowdown, which we believe to be due to differences in the treatment of occurs checking
between the two systems. Next, the efficiency of the implementation depends on our ability
to accurately identify and eliminate redundancies. Any improvements we might make to
this identification process should lead to performance increases.

Much of our work has been on optimizing our translation to λProlog; however, a differ-
ent approach is to compile directly to, for instance, the Teyjus virtual machine’s instruction
set. By employing such an approach we might avoid some of the thorny questions as-
sociated with redundancy elimination. More generally, direct compilation could allow us
to regain opportunities for those improvements that might be lost by translating first to
λProlog and then relying on its implementation that is not specially optimized to treat LF-
specific programs. However, this would clearly eliminate the possibility of treating LF as a
meta-programming language for writing complex λProlog programs, as the requirement of
transparency could not be fulfilled.



298 Z. SNOW

Twelf has several extensions aimed at the practicalities of programming. One particu-
larly useful extension is the ability to use metavariables in the type for which an inhabitant
is to be sought; these are instantiated during search. While the translation we have de-
scribed includes this extension, we have not yet fully understood the theoretical aspects of
it in terms of correctness of the translated programs.

Finally, we have only begun to understand how our translation fares when the purpose
is to reason over an LF specification by analyzing the resulting hohh program. In the
future we could apply existing tools to both LF specifications and their hohh counterparts
generated by the translation, to judge the relative merits of reasoning in either system.
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