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Foreword

The Symposium on Theoretical Aspects of Computer Science (STACS) conference series
is an international forum for original research on theoretical aspects of computer science.
Typical areas are (cited from the call for papers for this year’s conference): algorithms and
data structures, including: parallel, distributed, approximation, and randomized algorithms,
computational geometry, cryptography, algorithmic learning theory, analysis of algorithms;
automata and formal languages, games; computational complexity, parameterized complexity,
randomness in computation; logic in computer science, including: semantics, specification
and verification, rewriting and deduction; current challenges, for example: natural computing,
quantum computing, mobile and net computing.

STACS is held alternately in France and in Germany. This year’s conference (taking
place March 5–8 in Lyon) is the 31st in the series. Previous meetings took place in Paris
(1984), Saarbrücken (1985), Orsay (1986), Passau (1987), Bordeaux (1988), Paderborn (1989),
Rouen (1990), Hamburg (1991), Cachan (1992), Würzburg (1993), Caen (1994), München
(1995), Grenoble (1996), Lübeck (1997), Paris (1998), Trier (1999), Lille (2000), Dresden
(2001), Antibes (2002), Berlin (2003), Montpellier (2004), Stuttgart (2005), Marseille (2006),
Aachen (2007), Bordeaux (2008), Freiburg (2009), Nancy (2010), Dortmund (2011), Paris
(2012), and Kiel (2013).

The interest in STACS has remained at a high level over the past years. The STACS
2014 call for papers led to 210 submissions with authors from 35 countries. Each paper
was assigned to three program committee members who, at their discretion, asked external
reviewers for reports. The committee selected 54 papers during a three-week electronic
meeting held in November/December. As co-chairs of the program committee, we would like
to sincerely thank all its members and the many external referees for their valuable work. In
particular, there were intense and interesting discussions. The overall very high quality of
the submissions made the selection a difficult task.

This year, the conference included a tutorial. We would like to express our thanks to the
speaker Neeraj Kayal for this tutorial, as well as to the invited speakers, Javier Esparza, Peter
Bro Miltersen, and Luc Segoufin. Special thanks go to Andrei Voronkov for his EasyChair
software (http://www.easychair.org). Moreover, we would like to warmly thank Marie
Bozo and Chiraz Benamor for continuous help throughout the conference organization.

We would also like to warmly thank Nathalie Aubrun for preparing these conference
proceedings, and Marc Herbstritt from the Dagstuhl/LIPIcs team for assisting us in the
publication process and the final production of the proceedings. These proceedings contain
extended abstracts of the accepted contributions and abstracts of the invited talks and the
tutorial. The authors retain their rights and make their work available under a Creative
Commons license. The proceedings are published electronically by Schloss Dagstuhl – Leibniz-
Center for Informatics within their LIPIcs series.

STACS 2014 has received funds and help from the Labex MILYON, the École Normale
Supérieure de Lyon, inria, the CNRS and the lab LIP at the École Normale Supérieure de
Lyon. We thank them for their support!

Munich and Lyon, February 2014 Ernst W. Mayr and Natacha Portier
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Abstract
We survey some results on the automatic verification of parameterized programs without iden-
tities. These are systems composed of arbitrarily many components, all of them running exactly
the same finite-state program. We discuss the complexity of deciding that no component reaches
an unsafe state. The note is addressed at theoretical computer scientists in general.
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1 Introduction

Parameterized programs (where “program” is used here in a wide sense) consist of arbitrarily
many instantiations of the same piece of code. We call each of these instantiations a process,
and the set of processes a crowd. Examples include many classical distributed algorithms
(for mutual exclusion, leader election, distributed termination, and other problems), families
of hardware circuits (for instance, a family of carry-look-ahead adders, one for each bitsize),
cache-coherence protocols, telecommunication protocols, replicated multithreaded programs,
algorithms for ad-hoc and vehicular networks, crowdsourcing systems, swarm intelligence
systems, and biological systems at molecular level.

If automatic verification is not your field of expertise, then you may find awkward to
study the complexity of verification problems for parameterized programs. Since Rice’s
theorem shows that any non-trivial question on the behavior of one single while-program is
undecidable, is there any more to say? Actually, yes. Rice’s theorem refers to while-programs
acting on variables over an infinite domain (typically the integers). Since the primary task of
distributed algorithms or cache-coherence protocols is not to compute a function, but solve a
coordination problem, they typically use only boolean variables as semaphores, or variables
ranging between 0 and the number of processes. So for each number N , the set of reachable
configurations of the crowd with N processes is finite, and most verification questions can be
decided by means of an exhaustive search of the configuration space.

However, this brute force technique can only show correctness for a finite number of values
of N . This is not what we usually understand under “proving a parameterized program
correct” , we mean proving that the property holds for all values of N . In other words, the
task consists of proving that each member of an infinite family of systems, each of them
having a finite state space, satisfies a given property. Are questions of this kind always
undecidable?

© Javier Esparza;
licensed under Creative Commons License CC-BY

31st Symposium on Theoretical Aspects of Computer Science (STACS’14).
Editors: Ernst W. Mayr and Natacha Portier; pp. 1–10

Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

http://dx.doi.org/10.4230/LIPIcs.STACS.2014.1
http://creativecommons.org/licenses/by/3.0/
http://www.dagstuhl.de/lipics/
http://www.dagstuhl.de


2 Keeping a Crowd Safe: On the Complexity of Parameterized Verification

In the way we have formulated the problem, the answer is still negative: yes, all non-trivial
problems are still undecidable. Let us sketch a proof for a simple reachability problem. Given
a Turing machine M and an input x, we can easily construct a little finite-state program
that simulates a tape cell. The program has a boolean variable indicating whether the head
is on the cell or not, a variable storing the current tape symbol, and a third variable storing
the current control state when the head is on the cell (if the head is not on the cell the
value of this variable is irrelevant). A process running the program communicates with its
left and right neighbors by message passing. If M accepts x, then it does so using a finite
number N of tape cells. Therefore, the crowd containing N processes eventually reaches a
configuration in which the value of the control-state variable of a process is a final state of
M . On the contrary, if M does not accept x, then no crowd, however large, ever reaches
such a configuration. So the reachability problem for parameterized programs is undecidable.

But this proof sketch contains the sentence “the program communicates with its left and
right neighbors”. How is this achieved? A communication structure where processes are
organized in an array (like in our simulation of M), in a ring, a tree, or some other shape
is achieved by giving processes an identity, typically a number in the range [1..N ]. This
identifier appears as a parameter i in the code, and so it is not the case that all processes
execute exactly the same code, but the code where the parameter is instantiated with the
process identity. For instance, the instruction “if you’re not the last process in the array,
then send the content of variable x to your right neighbor” is encoded as “if i < N , then
send the content of variable x to process i + 1”. (Observe that, since N also appears on the
code, the processes also know how many they are.)

There are applications where processes have no identities and do not know—or do not care
about—how many they are: for instance, in natural computing processes may be molecules
swimming in a solution. In others applications identities are not needed. A typical example
are cache-coherence protocols, whose purpose is to guarantee the consistency of all cache
lines containing copies of a memory cell. The protocol should guarantee that if a process
updates of a variable in its cache, the other processors mark their cached values as no longer
valid. Since the situation is completely symmetric, and processors are connected by a bus
implementing a broadcast communication primitive, identities are not needed. The same
holds for many multithreaded programs where one only cares about, say, the number of
threads that are still active. Finally, there is an increasing number of applications where
identities are considered harmful. For instance, in vehicular networks cars may communicate
with each other to interchange information about traffic jams. Since cars must necessarily
communicate their positions, identities might allow one to track individual cars. Applications
involving secret voting are another example.

These considerations lead us to our problem, which can be informally, but suggestively,
formulated as follows:

What is the complexity of checking that a (finite, but arbitrarily large)
anonymous crowd will stay safe?

Formally, the input to the problem is a finite automaton A, the template, representing
the finite-state code to be executed by each process, and a state qu of A, the unsafe state,
modelling some kind of error or undesirable situation. The transitions of A correspond
either to internal moves or to communications with the rest of the system. The question to
be answered is whether there exists a number N such that some execution of the system
composed by N identical copies of A reaches a configuration in which at least one of the
processes is in the unsafe state qu. We say that such configurations cover qu, and so the
problem is called the coverability problem.
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The complexity of the coverability problem crucially depends on the power of the
communication mechanism between processes. So first we must analyze these mechanisms in
some detail. This is done in Section 2. Section 3 presents the complexity results. Finally,
Section 4 briefly describes some additional work in which the template A is allowed to have
more computational power than that of a finite automaton.

2 How Crowds Communicate

The two main communication paradigms are message-passing (typical of communication
protocols and distributed systems where processes reside in different machines) and commu-
nication through global variables (typical of multithreaded programs). Within each paradigm
there is a number of mechanisms. We informally describe the syntax and operational se-
mantics of the template A for the four mechanisms most commonly found in the literature. In
particular, we give the syntax of the transition labels of A, and describe how a communication
takes place. We assume a finite set V of values which can be communicated.
Broadcast communication. Transition labels: v!!, v??.
We assume that for every state q and every value v the template A has at one transition
q

v??−−−→ q′ for some state q′ (which may be equal to q). In a communication step of the
system all processes make a move. Exactly one of the processes takes a transition labelled
by v!!, with the intended meaning that this process broadcasts the value v to all others;
simultaneously, all other processes take v??-transitions, depending on their current states.
Rendez-vous communication. Transition labels: v!, v?.
In a communication step of the system, exactly two processes make a move: a process takes
a transition labelled by v!, and, simultaneously, another process takes a transition labeled by
v?. The intended meaning is that the first process sends the value v to the second process.
Communication by global store. Transition labels: w(v), r(v).
In this paradigm we assume that all processes in the crowd communicate with a global store.
At every time point the store contains an element of V . In a communication step, exactly
one process makes a move. The process either takes a transition labeled by w(v), which
writes v into the store, or, if the current value of the store is v, it takes a transition labeled
by r(v), meaning that it reads the value v from the store.
Communication by global store with locking. Transition labels: lock, unlock, w(v), r(v).
A process must first obtain a lock on the store before being able to write or read. The
processes keeps the lock until it releases it by means of a transition labeled by unlock. While
in possession of the lock, the process is the only one that can perform reads and writes.

We shall see that the complexity of the coverability problem depends on two parameters
of the communication mechanism:

(1) Who listens when a process speaks ? When a process sends a message, different
mechanisms provide different guarantees on who will receive it, and we can classify them
accordingly:
– Everyone listens. This is the case of broadcast communication.
– At least someone listens. This is obviously the case of rendez-vous, but also of global

store with locking. Indeed, we can easily use a global store with locking to simulate
rendez-vous communication. The store initially contains a special value, say f , standing
for “store is free”. A process wishing to communicate a value v acquires the lock, reads
the content of the store, and, if its value is f , changes it to v and releases the lock. If the
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4 Keeping a Crowd Safe: On the Complexity of Parameterized Verification

value is not f , it just releases the lock. A process wishing to receive a value acquires the
lock and reads the store: if its value is f , the process just releases the lock; otherwise, it
copies the value into its local state and releases the lock. This guarantees that the value
will be preserved until someone reads it, and, under a suitable fairness assumption, that
it will eventually read.
However, neither rendez-vous communication nor global store with locking can implement
broadcast. Intuitively, in these paradigms there is no way to detect that a process does
not react to any message.

– No guarantee. This is the case of a global store without locking. A value written by a
process can be overwritten by another process before anyone reads it. Notice that we can
no longer implement rendez-vous using the trick above. Since the store cannot be locked,
two processes P1 and P2 wishing to write values v1, v2 may both read the value f and
proceed to write. If P1 writes immediately before P2, then the value v1 is not read by
anyone.

(2) Can the crowd produce a leader? Loosely speaking, this is the question whether a
perfectly symmetric crowd in which initially all processes are in the same state can be
forced to split into a distinguished process which stays within a special subset of states
of the template, and an arbitrarily large crowd that stays within another subset. More
precisely (but still a bit informally) the question is the following. Is there a template A

with two distinguished states q1, q2 and all processes initially in q1, such that some reachable
configuration has one process in q2, and no reachable configuration has more than one process
on q2?

Broadcast communication and communication through global store with locking can
both easily produce a leader. In the case of broadcast communication, the template with
transitions q1

a!!−−→ q2 and q1
a??−−−→ q3 already does the trick. The process broadcasting the

message moves to q2 and, since all other processes must listen, they all move to q3. In the
case of global store, we choose a template in which all processes initially compete for the
lock; the process that acquires it changes the value of the store to “we have a leader” and
moves to q2.

Rendez-vous communication and communication through a global store without a lock
cannot produce a leader. Intuitively, the reason is that when process makes a move, arbitrarily
many processes follow suit, making exactly the same move immediately after. We will come
back to this point later.

3 The Power of Crowds

We can sort the four communication mechanism of the previous section in order of decreasing
power according to our two criteria:

broadcast communication (everybody must listen, leader can be produced)
global store with locking (somebody must listen, leader can be produced)
rendez-vous communication (somebody must listen, no leader can be produced)
global store without locking (nobody must listen, no leader can be produced)

In this section we show that this informal classification is confirmed by the mathematical
results: the complexity of the coverability problem decreases as we move down through the
list.

Before describing the results, it is important to observe that the complexity of the
coverability problem is related to the crowd’s computational power seen as a nondeterministic
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machine. If coverability is hard for a complexity class C, then any problem in C can be
reduced to coverability. Therefore, given an instance of the problem, we can construct a
template A such that a large enough crowd will solve it: a process will reach the state qu,
which now instead of an unsafe state becomes the state at which the process can post the
answer “yes”. So—informally but suggestively—studying the complexity of the coverability
problem amounts to studying the following question:

What is the computational power of a (finite but arbitrarily large) an-
onymous crowd?

In particular, a result proving high complexity of the coverability problem means bad
news for crowd verifiers, but good news for crowd designers, and vice versa.

We are now ready to analyze the complexity of the four communication mechanisms
above.

3.1 Communication by broadcast
Despite the power of broadcast communication, it was proved in [8] by Finkel, Mayr, and
the author that the coverability problem is decidable. So we have:

Anonymous crowds are not Turing powerful, or, conversely, identities are
necessary in order to achieve full Turing power.

The proof is a straightforward application of a more general result of [1] on well-structured
systems (see also [2, 10]). Let us sketch it. The configuration of a crowd with template
A is completely determined by the number of processes at each state of A. So, given a
numbering {q1, . . . , qn} of the states of A, a configuration can be formalized as a vector of Nn.
Assume without loss of generality that qu = q1. We wish to know whether, for some number
N , a crowd of N individuals can reach a configuration (k1, . . . , kn) such that k1 ≥ 1, or,
equivalently, a configuration (k1, . . . , kn) ≥ (1, 0, . . . , 0), where ≥ is defined componentwise.
The set of configurations (k1, . . . , kn) ≥ (1, 0, . . . , 0) is upward closed (with respect to ≤),
i.e., if a configuration c belongs to the set, then so does any other configuration of the form
c + c′, where c′ ∈ Nn and + is defined componentwise.

Given an upward-closed set C of configurations, it is easy to show that its set of immediate
predecessors (i.e., the set of configurations from which some configuration of C can be reached
in one step) is also upward-closed. Indeed, assume we can reach a configuration c ∈ C from
some configuration d by means of the broadcast of a value v. Now, consider a configuration
d + d′. If we perform the same broadcast, then the processes of d move to the same states as
before, yielding again the configuration c, and the processes of d′ move somewhere, yielding
a configuration c′. The result is a configuration c + c′, where addition of configurations
is defined componentwise. Since c ∈ C and C is upward-closed, we have c + c′ ∈ C, and
we are done. So letting C0 be the set of configurations (k1, . . . , kn) ≥ (1, 0, . . . , 0), the
sequence C0, C1, C2, . . ., where Ci+1 is the set of immediate predecessors of Ci, is a sequence
of upward-closed sets.

We now exploit the well-known fact that the order ≥ is a well-quasi-order: every infinite
sequence v1, v2, . . . of elements of Nn contains an infinite ordered subsequence vi1 ≤ vi2 ≤ . . ..
A first easy consequence of the theory of well-quasi-orders is that any upward-closed set
of configurations has finitely many minimal elements with respect to ≤. So, since an
upward-closed set is completely determined by its minimal elements, we can use the minimal
elements as a finite representation of the set. This allows to explicitly construct the sequence
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6 Keeping a Crowd Safe: On the Complexity of Parameterized Verification

C0, C1, C2 . . .. A second easy consequence is that this sequence contains two indices i < j

such that Ci ⊇ Cj . So we can stop the construction at Cj , because subsequent steps will
not discover any new configuration. The set

⋃j
k=0 Ck contains all configurations from which

a configuration of C0 can be reached. We can then inspect this set, and check whether is
contains one of the possible initial configurations of a crowd.

So crowds communicating by broadcasts are not Turing powerful. But, how powerful are
they? The answer, due to Schmitz and Schnoebelen [21], is very surprising:

The complexity time of the coverability problem for anonymous crowds
communicating by broadcast grows faster than any primitive recursive
function.

More precisely, the result is that coverability of broadcast protocols is Fω-hard, where Fω

is a class of problems of “Ackermannian complexity” (i.e., whose complexity is bounded by
an Ackermann-like function). In particular, Fω is closed under primitive recursive reductions.
We refer to [21] for a more precise description. In any case, this is one of the most natural
problem with provably non-primitive recursive complexity.

As a summary, we have that crowds communicating by broadcast may not be Turing
powerful, but keeping them under control may quickly exceed any reasonable amount of
computational resources.

3.2 Communication by global store with locking.
Global variables with locking is the natural communication mechanism for multithreaded
programs. The coverability problem for this kind of communication reduces to the coverability
problem of Petri nets, and vice versa, a fact that was already essentially observed by German
and Sistla [13].

The coverability problem for Petri nets was proved to be EXPSPACE-complete already
in the 70s, which yields the following result:

The coverability problem for a crowd communicating by global variables
with locking is EXPSPACE-complete.

EXPSPACE-hardness was proved by Lipton [16] (see also [7]) who showed that a counter
able to count up to 22n can be simulated by a Petri net (or an automaton) of size n2.
Membership in EXPSPACE was proved by Rackoff [19]. He shows that, if the state qu is
coverable, then it is coverable by a sequence of moves of double exponential length in the
size of the template. This yields immediately a NEXPSPACE algorithm, after which we use
NEXPSPACE=EXPSPACE.

Rackoff’s nondeterministic algorithm is not useful in practice. A more practical algorithm
was suggested (some years before Rackoff’s paper) by Karp and Miller [15]. The algorithm
uses the notion of generalized configuration, which for a template with n states is a vector of
dimension n whose elements are either natural numbers of the symbol ω, which intuitively
stands for “arbitrarily many processes”, or “as many process as necessary”. The algorithm
starts at a generalized configuration describing the initial situation: for example, we may have
exactly one process in state q1, and arbitrarily many in state q2, modelled by (1, ω, 0, . . . , 0).
Given a generalized configuration, we construct its successors (that is, the algorithm explores
new configurations in the forward direction, contrary to the algorithm for broadcasts, which
explores backwards). If the template, say, has transitions q1

v!−−→ q3 and q2
v?−−→ q4, then
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a rendez-vous can take place, and we can move from (1, ω, 0, . . . , 0) to (0, ω, 1, 1, 0, . . . , 0).
The important point is that this construction can be “accelerated”. For example, if the
template has transitions q1

v!−−→ q1 and q2
v?−−→ q4, then we can move from (1, ω, 0, . . . , 0)

to (1, ω, 0, 1, 0, . . . , 0) (state q2 loses a process, but we apply ω − 1 = ω + 1 = ω) and,
since (1, ω, 0, 1, 0, . . . , 0) ≥ (1, ω, 0, . . . , 0), the rendez-vous can take place again, leading to
(1, ω, 0, 2, 0, . . . , 0), (1, ω, 0, 3, 0, . . . , 0), etc. The algorithm “jumps to the limit”, and moves
directly from (1, ω, 0, . . . , 0) to (1, ω, 0, ω, 0, . . . , 0). Termination of the algorithm follows once
more from a very simple application of the theory of well-quasi-orders.

Karp and Miller’s algorithm has been recently improved in a number of ways: efficient
data structures, construction of a minimal set of generalized configurations, etc. (see e.g.
[18, 22, 12, 20]). However, these improvements do not change its worst-case complexity,
which is surprisingly worse than that of Rackoff’s algorithm: Karp and Miller’s algorithm
can take non-primitive recursive time and space. Recently, this puzzling mismatch has lead
to two beautiful results. First, Bozzelli and Ganty have shown that the backwards algorithm
described above for broadcast systems no longer has non-primitive recursive complexity when
applied to the rendez-vous case. Instead, it runs in double exponential time, much closer
to the lower bound [3]. Geeraerts, Raskin, and Van Begin have proposed another simple
algorithm based on forward exploration [11]. It applies a so-called “Enlarge, Expand, and
Check” algorithmic principle, which constructs a sequence of under- and overapproximations
of the set of reachable generalized configurations.Very recently, Majumdar and Wang have
shown that this algorithm also runs in double exponential time [17].

Early work by Delzanno, Raskin and Van Begin [5] and more recent work by Kaiser,
Kröning and Wahl [14] (see also [6]) has applied these coverability algorithms and other
techniques for the construction of over- and underapproximations, to verify safety of a large
number of multithreaded programs.

3.3 Communication by rendez-vous
Rendez-vous communication is a natural communication model for systems whose processes
“move” in some medium where they occasionally meet and interact. Natural computing
systems in which computing entities are molecules moving in a “soup” are an example.

When studying the complexity of this problem there is a subtle point. As we have seen in
Section 2, a crowd communicating by rendez-vous communication cannot produce a leader.
However, one can set up the system so that the initial configuration already contains one.
For instance, we can choose an initial configuration with exactly one process in state q1, and
arbitrarily many processes in state q2. So we have to examine two cases.

Crowds with an initial leader. In this case we can easily use rendez-vous to simulate global
store with locking. Intuitively, the template is designed so that the leader simulates the
store, and the rest of the crowd only communicates with the leader. Conversely, as we saw
in Section 2, rendez-vous communication can be simulated by a global store with locking,
and so we obtain:

The coverability problem for crowds communicating by rendez-vous and
having an initial leader is EXPSPACE-complete.

Leaderless crowds. This is the case in which all processes are initially in the same state.
In other words, if we assume that this state is q1, then the initial generalized configuration
of the system is (ω, 0, . . . , 0). We can again solve the coverability problem by means of the
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8 Keeping a Crowd Safe: On the Complexity of Parameterized Verification

Karp-Miller algorithm. However, it is easy to see that in this special case the algorithm can
only generate new configurations whose components are either ω or 0. Even more, a successor
(k′

1, . . . , k′
n) of a generalized configuration (k1, . . . , kn) necessarily satisfies ki = ω ⇒ k′

i = ω

for every 1 ≤ i ≤ n. Therefore, a sequence of pairwise distinct generalized configurations has
length at most n. We can then easily prove that the coverability problem is NP-complete,
and so much simpler than the case of a leader.

3.4 Communication by global store without locking
Locking mechanisms are easy to implement in a multithreading environment where all
threads are executed on a processor, or on a number of processors physically closed to each
other. They become more problematic for crowdsourcing systems, ad-hoc networks, vehicular
networks or, more generally, any sort of decentralized system where processes may enter or
leave the system at any time. The danger of this setting is obvious: a process may acquire the
lock, and leave the system without returning it, blocking the complete crowd. Additionally,
the locking mechanism is not as easy to implement as in a multithreading environment.

The case of communication by global variables without locking has been recently investig-
ated in [9]. The main finding is that the absence of locking drastically simplifies the task of
controlling the crowd (good news for verifiers), or, equivalently, decreases the computational
power (bad news for designers):

The coverability problem for a crowd communicating by global variables
without locking is NP-complete.

Moreover, in this case the result does not depend on the initial existence of a leader.
Intuitively, in the rendez-vous case the template can be designed so that a process communic-
ates a value to, say, exactly three other processes, which allows the crowd to perform some
arithmetic. In particular, the crowd can store an integer n by putting exactly n processes in
a given state of the template. This is not possible in a global store without a lock, because
the process has no control on how many processes may read a value.

The NP-completeness result is proved with the help of two lemmas. The first lemma
shows that the crowd can be simulated by a system composed of a finite number of simulators,
one for each value of V . The simulator for the value v is an automaton Av that can be easily
constructed from the template A and the value v. So we can construct a finite crowd that
simulates the behavior of any crowd with template A, of any size. This result already shows
that the coverability problem is in PSPACE, but not yet that it belongs to NP. Membership
in NP is proved with the help of a second lemma. Loosely speaking, the lemma states that,
if the unsafe state is reachable, then it can be reached by means of computations of the
simulators that can be guessed in polynomial time.

4 Some Results on Crowds of Infinite-State Processes

So far we have assumed that processes are finite state (i.e., the template is a finite automaton).
If we totally relax this condition (for instance, if we allow processes to be Turing machines),
then the coverability problem becomes of course undecidable: a crowd of one suffices to
achieve Turing power! But we can consider milder extensions of the computational power of
a process.

For broadcast communication and global variables with locking, even very modest ex-
tensions already make the crowd Turing powerful. In particular, this is already the case if
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processes can count, i.e., if the template is a finite automaton whose transitions may act on
a counter, increasing or decreasing it by one, or testing it for zero. Two processes suffices to
simulate a two-counter machine, which are known to be Turing powerful. A crowd can select
a leader, who can then select a second leader, and these two leaders can then communicate
with each other, ignoring the messages from the rest of the crowd. The same applies to
rendez-vous if the crowd initially contains a leader.

For global variables without locking, the situation is more interesting. In [9] two extensions
are considered. First, the paper studies the case in which processes are pushdown automata
(since stack can be used as a counter, this includes the counter case). The coverability
problems remains NP-complete for “leaderless crowds” and becomes PSPACE-complete for
crowds with one leader.

The second extension considers the case in which processes are Turing machines that
can only run for polynomial time. This models the situation in which each process has no
restrictions in computational power, but can only contribute a polynomial amount of work
to the crowd. Since the crowd is arbitrarily large, the total amount of work is not bounded,
and so we could hope to be able to show problems far beyond NP. However, the coverability
problem remains NP-complete. Interpreting the result, we conclude that without a locking
mechanism the crowd cannot distribute an arbitrary exponential computation among its
members in such a way that each individual only does a polynomial amount of work.

Acknowledgements. Very special thanks to Pierre Ganty, Jan Křetínský, Michael Lutten-
berger, and Rupak Majumdar for numerous comments on former versions of this note. In
particular, Rupak suggested the final structure.
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Abstract
We survey recent applications of real algebraic and semi-algebraic geometry in (computational)
game theory.
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1 Introduction to the talk

Real algebraic geometry and semi-algebraic geometry are well-established tools in game
theory (e.g., [2, 11, 9]). In this talk, we survey recent work applying these tools to (mostly)
computational settings of game theory. Examples include:

A bound on the discount factor for which the value of a discounted stochastic game is
guaranteed to well-approximate the value of the corresponding undiscounted stochastic
game [6, 7, 5, 10]. The bound is in terms of the combinatorial parameters of the game
and is relatively tight. This refines work of Milman [9].
An analysis of a recursive bisection algorithm for solving stochastic games [6, 7].
A tight upper bound on the worst case complexity of the strategy iteration algorithm for
concurrent reachability games [6, 7, 5].
An existence proof of “monomial” near-optimal strategies for concurrent reachability
games [4].
Approximating the value of a concurrent reachability game can be done in the polynomial
time hierachy [8, 3].
Computational (polynomial-time) equivalence between approximating a Nash equilibrium
and approximating a trembling hand equilibrium of a game in strategic form (joint work
with Etessami, Hansen, and Sørensen, in preparation).

The applications rely on generic tools and off-the-shelf theorems of real algebraic and semi-
algebric geometry [1]. The talk is therefore given from the perspective of a consumer of
real and semi-algebraic geometry and should be accessible to an audience with little or no
knowledge of this topic (which is a level of knowledge similar to that of the speaker). We do
briefly discuss what kind of improvements of the results might hopefully be obtained in the
future by looking under the hood into the beautiful machinery of semi-algebraic geometry.
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A glimpse on constant delay enumeration
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Abstract
We survey some of the recent results about enumerating the answers to queries over a database.
We focus on the case where the enumeration is performed with a constant delay between any two
consecutive solutions, after a linear time preprocessing.

This cannot be always achieved. It requires restricting either the class of queries or the class
of databases. We describe here several scenarios when this is possible.
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1 Introduction

The evaluation of queries is a central problem in database management systems. Given a
query q and a database D the evaluation of q over D consists in computing the set q(D) of all
answers to q on D. The complexity of this problem has been widely studied. However most
of the complexity bounds are extrapolated from the boolean case (aka the model checking
problem, where the answer to the query is either a “yes” and a “no”) and expressed as a
function of the sizes of q and D. In this case we know that the model checking problem for
first-order queries is PSpace-complete, for conjunctive queries it is NP-complete and that
for acyclic conjunctive queries it can be done in polynomial time. For non boolean queries
it may be not satisfactory enough to express complexity results just in terms of the sizes
of D and q. A simple observation shows that the set q(D) may be huge, even larger than
the database itself, as it can have a number of elements of the form ||D||l, where ||D|| is the
size of the database and l the arity of the query. The fact that the solution set q(D) may
be of size exponential in the query is intuitively not sufficient to make the problem hard,
and alternative complexity measures had to be found for query answering. For instance one
could consider output-sensitive complexity measures expressed as a function of the sizes of q,
D but also q(D). In this direction, one way to define tractability is to assume that tuples of
the query result can be generated one by one with some regularity, for example by ensuring
a fixed delay between two consecutive outputs once a necessary precomputation has been
done to construct a suitable index structure.

This approach, that considers query answering as an enumeration problem, has deserved
some attention over the last few years. In this vein, the best that one can hope for is constant
delay, i.e., the delay depends only on the size of q (but not on the size of D). A number
of query evaluation problems have been shown to admit constant delay algorithms, usually
preceded by a preprocessing phase that is linear in the size of the database. We survey some
of these results in this paper.

This imposes drastic constraints. In particular, the first answer is output after a time
linear in the size of the database and once the enumeration starts a new answer is being
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output regularly at a speed independent from the size of the database. Altogether, the set
q(D) is entirely computed in time f(q)(||D||+ |q(D)|) for some function f depending only on
q and not on D. In particular, for boolean queries, the model checking problem can be solved
in time linear in the size of the database. However, as shown in [4], the fact that evaluation
of boolean queries is easy does not guarantee the existence of such efficient enumeration
algorithms in general: under some reasonable complexity assumption, there is no constant
delay algorithm with linear preprocessing enumerating the answers of acyclic conjunctive
queries, although it is well-known that the model-checking of boolean acyclic queries can be
done in linear time [45].

We stress that our study is theoretical. If most of the algorithms we will mention here are
linear in the size of the database, the multiplicative factors are often very big, making any
practical implementation difficult. However, we believe that the index structures designed
for making these algorithms work are interesting and, with extra assumptions, could possibly
be turned into something practical.

The first part of the paper, Section 3, is devoted to conjunctive queries. We will see how
acyclicity plays here a crucial role.

We will then move on to first-order queries in Section 4. In this case we need to restrict
the class of databases. We will see that constant delay algorithms can be obtained over
classes of databases with bounded degree, bounded treewidth, bounded expansion and low
degree.

In Section 5 we will see that, in the bounded treewidth case, one can even enumerate
monadic second-order queries with constant delay.

There are many related problems. Typically one could imagine computing the top-` most
relevant answers relative to some ranking function or to provide a sampling of q(D) relative
to some distribution. One could also imagine computing only the number of solutions |q(D)|
or providing an efficient test for whether a given tuple belongs to q(D) or not. It is not clear
a priori how these problems are related to constant delay enumeration. However, it turns out
that in the scenarios where constant delay enumeration can be achieved, one can often also
count the number of solutions in time linear in the size of the database and, after linear time
preprocessing on the database, one can test in constant time whether a given tuple is part
of the answers set. We will not survey those results here, the interested reader is referred
to [41].

This survey is by no means exhaustive. It is only intended to survey the major theoretical
results concerning database querying and enumeration. Hopefully it will convince the reader
that this is an important subject for research that still contains many interesting and
challenging open problems.

2 Preliminaries

2.1 Database as finite relational structures, queries
In this paper a database is a finite relational structure. All interesting examples can be found
over graphs or colored graphs. Hence the reader can safely replace relational structure with
graph while reading this paper.

A relational signature is a tuple σ = (R1, . . . , Rl), each Ri being a relational symbol of
arity ri. A relational structure over σ is a tuple D =

(
D,RD1 , . . . , R

D
l

)
, where D is the domain

of D and RDi is a subset of Dri . We define the size of D as ||D|| = |σ|+ |D|+
∑
Ri
|RDi |ri.

It corresponds to the size of a reasonable encoding of D. The number of elements in the
domain of D is denoted by |D|.
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A query is a computable function associating to a database D a relation over the domain
of D. In this paper, a query takes as input a database of a given signature σ and returns a
relation of a fixed arity, the arity of the query. A query is a sentence if its arity is 0. The
query is then either true or false on D and defines a property of D. A query is unary if its
arity is 1. If q is a query and ā is in the image of q on D, then we write D |= q(ā). Finally
we set q(D) = {ā | D |= q(ā)}. Note that the size of q(D) may be exponential in the arity of
q. A query language is a class of queries. Typically it is defined as a logical formalism such
as CQ (for conjunctive queries), FO (for first-order queries), MSO (for monadic second-order
queries) and so on. As usual, |q| denotes the size of q.

Given a query language L, the model checking problem for L is the computational problem
of given a sentence q ∈ L and a database D, to test whether D |= q or not. The database D
is often restricted to a class C of finite structures. In this case we speak of the model checking
problem for L over C.

2.2 Model of computation
We use Random Access Machines (RAM) with addition and uniform cost measure as a model
of computation, cf. [1]. Our algorithms will take as input a query q of size k and a database
D of size n. We then say that an algorithm runs in linear time (respectively, quasi-linear or
constant time) if it outputs the solution within f(k)n steps (respectively, f(k)n logn steps
or f(k) steps), for some function f

Given an n× n matrix, and two numbers i, j ≤ n the RAM model returns the content to
the entry (i, j) of the matrix in constant time. Therefore when given the adjacency matrix
of a graph it can test in constant time where two given nodes are adjacent or not. However
our databases are encoded by the list of their tuples and we therefore do not have access to
the adjacency matrix. Testing whether a tuple belongs to a relation may therefore require
more than a constant time.

In the sequel we assume that the input structure comes with a linear order on the domain.
If not, we use the one induced by the encoding of the structure as an input to the RAM.
Whenever we iterate through all nodes of the domain, the iteration is with respect to the
initial linear order.

An important observation is that the RAM model can sort m elements of size O(logm)
in time O(m logm) [28]. In particular, we can sort lexicographically the tuples of a relation
in linear time. As a consequence, a simple merge-sort algorithm we can compute the relation
{x̄ȳ | R(x̄ȳ) ∧ S(x̄)} in time linear in the sizes of R and S.

2.3 Parametrized complexity
The database D and the query q play different roles as input of our problems. It is often
assumed that |D| is large while |q| is small. Hence it is useful to distinguish them in the
input of the query answering problem. Parametrized complexity is a suitable framework
for analyzing such situations. We only provide here the basics of parametrized complexity
needed for understanding this paper. The interested reader is referred to the monograph [24].

In parametrized complexity, a problem is an input together with a parameter, as a number
computable from the input, and a question. A typical example is the parametrized model
checking problem for L where the input is a database D and a sentence q ∈ L, the parameter
is |q| and the problem asks whether D |= q.

A parametrized problem is Fixed Parameter Tractable, i.e. can be solved in FPT, if, on
input of size n and parameter k, it can be solved in time f(k)nc for some suitable computable
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function f and constant c. The idea behind this definition is that for many scenarios, like
query answering in databases, it is preferable to have an algorithm working in 2kn2 rather
than nk.

In parametrized complexity there is also a suitable notion of reduction, called FPT-
reduction. FPT is closed under FPT-reductions and there are some hard classes of para-
metrized problems, closed under FPT-reductions, containing problems with no known FPT
algorithms and that are believed to be different from FPT. In parametrized complexity,
completeness relative to a complexity class is always understood to be under FPT-reductions.

An important hard class is denoted W[1]. W[1] plays in parametrized complexity the
role of NP in classical complexity. A typical problem which is complete for W[1] is the
parametrized model checking problem for CQ [39]. Another important hard class is denoted
AW[∗]. It plays in parametrized complexity the role of PSpace in classical complexity. A
typical problem which is complete for AW[∗] is the parametrized model checking problem for
FO [39].

2.4 The enumeration class CD◦Lin
Let L be a query language and C be a class of databases. We say that the enumeration
problem for L over C can be solved with constant delay after linear preprocessing (is in
CD◦Lin), if it can be solved by a RAM algorithm which, on input q ∈ L and D ∈ C, can be
decomposed into two phases:

a preprocessing phase that is performed in linear time, and
an enumeration phase that outputs q(D) with no repetition and a delay depending only
on q between any two consecutive outputs. The enumeration phase has full access to the
output of the preprocessing phase and can use extra memory whose size depends only
on q.1

The definition of CD◦Lin requires a preprocessing time linear in ||D || and a delay not
depending on D. There are hidden multiplicative factors that are function on the size of the
query. These factors may be huge. We will refer to them in the sequel as the multiplicative
factors.

Before we proceed with the technical presentation of the results, it is worth spending
some time with examples.

I Example 1. Consider a database schema containing a binary relational symbol R and the
query q(x, y) := ¬R(x, y). On input D, the following simple algorithm enumerates q(D):
Go through all pairs (a, b); test if it is a fact of RD; if so skip this pair;
otherwise output it.
However, a simple complexity analysis shows that the delay between any two outputs is
not constant. There are two reasons for this. First, arbitrarily long sequences of pairs can
be skipped. Second, it is not obvious how to test whether (a, b) ∈ RD in constant time
(i.e. without going through the whole relation RD). In order to enumerate this query with
constant delay it is necessary to perform a preprocessing. We first decide on an arbitrary

1 In the literature one can sometimes find a more liberal definition only requiring constant time delay with
no constraints on the memory. Of course this implies that between two consecutive outputs the memory
used is constant, but the global memory affected could be linear in the total number of outputs. In our
more constrained setting the enumeration algorithm is essentially a finite state automaton running over
the index structure produced during the precomputation phase. It turns out that most of the existing
enumeration algorithms do satisfy the extra constraint on memory.
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linear order on the domain of D. We then order all RD according to the lexicographical
order. Recall that with the RAM model this can be done in linear time. We then compute
for each tuple ū of RD the tuples v̄ = f(ū) and v̄′ = g(ū) such that v̄ is the smallest (relative
to the lexicographical order) element w̄ 6∈ RD such that all tuples between ū and w̄ are in
RD and v̄′ is the smallest (relative to the lexicographical order) element w̄ ∈ RD bigger
than v̄. These functions can be computed in linear time by a simple pass on the ordered list
of RD from its last element to the first one. This concludes the preprocessing phase. The
enumeration phase is now simple. We maintain two pairs of elements of D: one is initialized
with the smallest pair according to the lexicographical order, the other one with the smallest
pair in RD. The second pair will always be pointing to an element of RD. Assuming the
current pairs are 〈ū, v̄〉, we then do the following until ū is maximal. If ū = v̄ then we move
to 〈f(v̄), g(v̄)〉. Note that f(v̄) 6= g(v̄). If ū 6= v̄ we output ū and replace it by its successor
in the lexicographical order without changing v̄. This algorithm is clearly constant delay as
an output is performed at least every other step. All output tuples are clearly not in RD
and the reader can check that all skipped tuples are in RD.

I Example 2. Same schema but the query is now computing the pairs of nodes at distance 2:
q(x, y) := ∃zR(x, z)∧R(z, y). We will see in Section 3 that it is likely that this query cannot
be enumerated with constant delay. However, if we assume that R has degree bounded by d,
then for any node a of the graph, at most d2 nodes v are at distance 2 from u. Moreover,
it is easy to see that we can compute in linear time the function f(u) associating to u the
list of its nodes at distance 1. An extra linear pass based on the function f computes the
function g(u) associating to u the list of its nodes at distance 2. From there the enumeration
algorithm with constant delay is trivial.

I Remark. Notice that if the enumeration problem for L over C is in CD◦Lin, then all
answers can be output in time O(||D||+ |q(D)|) and the first output is computed in time linear
in ||D||. In particular the model checking problem for L over C is in FPT. Hence if the model
checking problem for L over C is known to be W[1]-hard, then the enumeration problem for
L over C cannot be in CD◦Lin, unless W[1] =FPT.

Notice that if the arity of q is less or equal to 1, then |q(D)| ≤ |D| ≤ ||D||. It is then
plausible that the whole set of answers can be computed in time linear in ||D||. If this is the
case then we have a simple constant delay algorithm that precomputes all answers during the
precomputation phase and then scans the set of answers and outputs them one by one during
the enumeration phase. Hence enumeration becomes relevant when the arity of q is at least 2.
In this case q(D) can be quadratic in ||D|| and hence can certainly not be computed within
the linear time constraint of the precomputation phase. The index structure built during the
preprocessing phase is then a non trivial object. One can also view this index structure as a
compact (of linear size) representation of the set q(D) (that can be of polynomial size) and
the enumeration algorithm as an output streaming decompression algorithm.
I Remark. One difficulty for obtaining constant delay enumeration algorithms is that the
class CD◦Lin is not known to be closed under boolean operations. Closure under disjunction
is difficult because of the requirement that each solution must be output only once. There are
two particular cases when closure under disjunction can be obtained. The first one is trivial:
It assumes that we have CD◦Lin algorithms for q and q′ over a class C of databases and
that, on input D ∈ C, both algorithms output the answers relative to the same linear order
on all tuples (for instance the lexicographical order). In this case a simple argument that
resembles the problem of merging two sorted lists gives a CD◦Lin algorithm for q ∨ q′ over C.
The second case is more subtle. Instead of assuming a linear order on the output tuples, it
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assumes that after preprocessing in time linear in ||D||, given a tuple ā, one can test whether
D |= q(ā) in constant time. Then there is a CD◦Lin algorithm for q ∨ q′ over C [42].

3 Restricting the queries

In this section we consider the evaluation of simple queries over the class of all databases.

3.1 Conjunctive queries
A conjunctive query (CQ) is a query of the form

q(x̄) := ∃y1 · · · yl
∧
i

Ri(z̄i)

where Ri(z̄i) is an atom of q, Ri being a relational symbol and z̄i containing variables from
x̄ or ȳ. A typical example is the distance 2 query of Example 2 in in CQ. Another example
is the query returning all triangles in a graph. The model checking problem for CQ is
W[1]-complete and we therefore restrict our attention to acyclic conjunctive queries (ACQ)
that can be evaluated in time |q| · ||D|| · |q(D)| [45]. We will see that it is very unlikely that
constant delay enumeration can be achieved for ACQ. It is only achieved for a subset of
ACQ called free-connex. We start with the necessary definitions.

A join tree of q ∈ CQ is a tree T whose nodes are atoms of q and such that

(i) each atom of q is the label of exactly one node of T ,
(ii) for each variable x of q, the set of nodes of T in which x occurs is connected.

A conjunctive query q is said to be acyclic if it has a join tree. In graph theoretical terms
this is equivalent to saying that the hypergraph formed by the atoms of q is α-acyclic.

An acyclic conjunctive query q(x̄) is said to be free-connex if the query q(x̄)∧R(x̄) where
R is a new symbol of appropriate arity, is acyclic.2 Note that all boolean acyclic query are
free-connex.

For example the acyclic conjunctive query q(x, y) = ∃u, v S(x, y, u) ∧ T (x, y, v) is free-
connex because the following join tree shows acyclicity of the extended query:

R(x, y)

S(x, y, u) T (x, y, v)

However the distance 2 query q(x, y) = ∃z S(x, z) ∧ S(z, y) is not free-connex as the
query ∃z S(x, z) ∧ S(z, y) ∧R(x, y) is clearly cyclic.

I Theorem 1. [4] The enumeration for free-connex ACQ over the class of all databases is in
CD◦Lin.

We note that the multiplicative factors involved in Theorem [4] are polynomial in the
query size.

The result of Theorem 1 also holds if the queries contain inequalities (ACQ 6=). In this
case atoms with inequalities are not involved when building the (generalized) join trees. In
the presence of inequalities, the multiplicative factors are now exponential in the query size.

It turns out that free-connexity characterizes exactly those acyclic queries that can be
enumerated in constant delay, assuming boolean matrix multiplication cannot be done in

2 This is not the initial definition of free-connex as given in [4]. This presentation is from Brault-Baron [9].
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quadratic time. Boolean matrix multiplication is the problem of given two n× n matrices
with boolean entries M,N to compute their product MN . The best known algorithms so
far (based on the Coppersmith–Winograd algorithm [12]) require more than n2.37 steps.
I Theorem 2. [4] If boolean matrix multiplication cannot be done in quadratic time then
the following are equivalent for q ∈ ACQ:
1. q is free-connex
2. q can be enumerated in CD◦Lin
3. q can be evaluated in time O(||D||+ |q(D)|).
In particular the distance 2 query cannot be enumerated with constant delay after linear
time preprocessing unless boolean matrix multiplication can be done in quadratic time.
I Remark. Theorem 2 is based on the complexity assumption that boolean matrix multiplic-
ation cannot be done in quadratic time. Another hypothesis yielding the same result was
provided by [9]. This hypothesis requires that it is not possible to test the existence of a
triangle in a graph of n vertices in time O(n2) and that for any k testing the presence of a
k-dimensional tetrahedron cannot be tested in linear time (see [9] for precise definitions).

3.2 Signed conjunctive queries
We are now interested in evaluating signed conjunctive queries (SCQ). Those extends the
syntax of conjunctive queries by allowing negated atoms. In other words they are of the form

q(x̄) := ∃ȳ q+(x̄ȳ) ∧ q−(x̄ȳ)

where q+ is a conjunction of positive atoms whiles q− is a conjunction of negated atoms.
When q− is empty we have seen in the previous section that q can be enumerated with

constant delay after a linear preprocessing as soon as q+ is α-acyclic. When q+ is empty it
has been shown in [8, 9] that constant delay enumeration can be achieved if q− is β-acyclic.
β-acyclicity is the hereditary extension of α-acyclicity. It requires that the hypergraph and
all its subhypergraphs are α-acyclic. When neither q+ nor q− are empty then a notion
of signed-acyclicity was introduced in [9]. It yields α-acyclicity and β-acyclicity in the
corresponding limits case. It also allows for tractable enumeration algorithms.
I Theorem 3. [9] The enumeration for signed-acyclic SCQ over the class of all databases can
be done with constant delay after a preprocessing time of the form ||D||(log ||D||)|q|.

The enumeration for signed-acyclic SCQ over the class of all databases can be done with
logarithmic delay after a quasi-linear time preprocessing.

The multiplicative factors are exponential in the size of the query for the constant delay
result but polynomial in the logarithmic delay result. As in the ACQ case, modulo complexity
hypothesis, typically that testing the existence of a triangle cannot be done in O(n2 logn)
time on a graph of size n, the signed-acyclicity hypothesis cannot be avoided [9].

3.3 Guarded First-Order Queries
Guarded first-order formulas (GFO) are defined using the following grammar.

φ ::= R(x̄) | x = y | φ ∧ φ | ¬φ(x) | ∃x̄α(x̄ȳ) ∧ φ(x̄ȳ) | ∀x̄α(x̄ȳ)→ φ(x̄ȳ)

where R is an arbitrary relation symbol from the schema and α(x̄ȳ) is an atom containing
all variables in x̄ȳ. See [27] for more details about guarded logics. It has been shown in [5]
that the model checking for sentences from GFO could be done in linear time. This can be
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extended to a constant delay algorithm assuming acyclicity of the quantifier-free part of the
query.

Indeed consider a subformula γ of the form ∃x̄α(x̄ȳ) ∧ φ(x̄ȳ) where φ is quantifier free.
It defines a relation Rγ(ȳ) whose size is linear in the size of the relation occurring in α. A
simple argument as the one for R(x̄ȳ)∧S(x̄) explained in Section 2.2 shows that this relation
can be computed in linear time.

Therefore, after a linear preprocessing, any GFO query can be transformed into a
quantifier free one. Turned into DNF the resulting query is a union of SCQ. By a simple
exclusion-inclusion argument the union can be assumed to give disjoint results. Hence it
remains to enumerate each disjunct separately. From Theorem 3 this can be done efficiently
if each disjunct is signed-acyclic.

This suggest the following definition. Given a GFO query q, it’s quantifier-free part is
the quantifier free query constructed from q by pushing negation down to the atoms and
then replacing its maximal subformula γ(ȳ) of the form ∃x̄α(x̄ȳ) ∧ φ(x̄ȳ) by Rγ(ȳ). It’s
normalized quantifier-free part further transforms the quantifier-free part by putting it into
DNF and applying the exclusion-inclusion principle to get disjoint conjunctive formulas.

Let’s denote by signed-acyclic GFO those queries of GFO whose normalized quantifier-
free part are such that each conjunct is signed-acyclic. From the previous argument and
Theorem 3 the following result follows:
I Theorem 4. The enumeration for signed-acyclic GFO over the class of all databases can be
done with logarithmic delay after a quasi-linear preprocessing time.
I Remark. The same result can probably be obtained with a more natural syntactic fragment
of GFO.

4 Restricting the class of structures

In this section we consider first-order queries (FO) and restrict the classes of databases to
sparse structures. All these classes are defined over graphs and are generalized to arbitrary
relational structures via their Gaifman graphs: Given a class C of graphs, the associated
class C’ of databases contains exactly all the databases whose Gaifman graphs are in C.

The Gaifman graph of a relational structure D is defined as follows: the set of vertices is
the domain D of D and there is an edge (a, b) iff there exists a relation Ri and a tuple t ∈ Ri
such that both a and b occur in t. For a graph G we denote by |G| its number of vertices
and by ||G|| its number of edges.

4.1 Bounded degree
A class of graphs has bounded degree if there exists a d such that all nodes of all graphs in
the class have at most d neighbors. It is known that the model checking problem for FO
over structures with bounded degree can be solved in linear time [40].
I Theorem 5. [18, 33] The enumeration for FO over a class of structures with bounded
degree is in CD◦Lin.

The initial proof of [18] is using the fact that structures in a class of graphs of bounded
degree can be encoded using finitely bijective unary functions. Moreover, over such structures,
there exists a quantifier elimination method for FO formulas [18]. Once the query is quantifier
free, it is not too difficult to design for it a constant delay enumeration algorithm.

Another idea is to use the Gaifman Locality Theorem showing that for FO queries only
the r-neighborhoods (i.e. substructures of all nodes at distance at most r) occurring in the
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structures are relevant, for a suitable value of r depending only on the query. In a class
of graphs with bounded degree, there are only finitely many such r-neighborhoods and it
is possible to compute them in linear time, hence during the preprocessing phase. The
enumeration algorithm follows [33].

The multiplicative factors are a tower of exponential whose height depends on |q| in the
case of [18] and are triply exponential in |q| in the case of [33]. This latter multiplicative
factor cannot be significantly improved: it follows from [26] that a multiplicative factor only
doubly exponential in the size of the formula is not possible unless AW[∗] =FPT.

4.2 Bounded expansion
The bounded degree case can be generalized to a larger class of structures known as bounded
expansion and defined in [37]. In [37] a number of equivalent characterizations were given for
bounded expansion giving evidence that this class is robust. Many known families of graphs
have bounded expansion. We list below some notable examples.

Class of graphs with bounded degree.
Class of graphs with bounded treewidth.
Class of planar graphs.
Class of graphs excluding at least one minor.

The model checking problem for FO over classes of structures with bounded expansion
can be solved in linear time [21, 30].

I Theorem 6. [34] The enumeration for FO over the class of structures with bounded
expansion is in CD◦Lin.

This result generalizes the bounded degree case. If structures in a class of bounded degree
could be represented using finitely many unary bijections, structures in a class of bounded
expansion can be represented using finitely many unary functions of a special kind. A
quantifier elimination method is then given over such structures. However solving the
quantifier-free case is not immediate.

The multiplicative factors are a tower of exponentials whose height is the quantifier
alternation depth of the first-order query. This non-elementary multiplicative factor is
unavoidable already on the class of unranked trees, assuming FPT 6= AW[∗] [26]. In
comparison, recall that this factor is triply exponential in the size of the query over bounded
degree structures.

4.3 Nowhere dense
It turns out that the notion of bounded expansion can be further generalized. A class C
of graphs is nowhere dense if for all r there exists a graph Hr that is not a r-minor of all
graphs of C (a r-minor is a minor where the collapsed balls have radius at most r).

This class was introduced in [38] with a number of equivalent characterizations giving
evidence that it is a robust class. It contains all class of graphs of bounded expansion but
also any class of graphs that locally excludes a minor or that has local bounded treewidth.
We refer to [17, 25] for precise definitions of these notions.

It has recently been claimed that the model checking problem for FO over nowhere dense
graphs can be done in quasi-linear time [31].

I Open problem 1. Can enumeration for FO over the class of nowhere dense graphs be done
with constant delay after a quasi-linear time preprocessing?
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If the class of graphs is closed under subgraphs, nowhere dense is the limit for the existence
of FPT algorithms.
I Theorem 7. [22] If C is a somewhere dense class of graphs closed under subgraphs, then
the model checking problem for FO over this class is W[1]-hard (actually existential formula
suffices).

An even stronger result was obtained in [36] assuming that C is somewhere dense in an
“effective way”. In this case it is shown that the model-checking for FO is even AW[∗]-complete.

4.4 Low Degree
For classes of graphs not closed under subgraphs, we can still obtain positive results over a
somewhere dense class of graphs.

A class of graphs has low degree if for all δ, all but finitely many graphs in the class
have degree at most nδ, where n is the size of the graph. Typical examples are structures of
bounded degree or of degree bounded by logn.

It has been proved in [29] that over a class of structures of low degree, first-order boolean
queries can be checked in pseudo-linear time, i.e. in time bounded by O(n1+ε), for all ε > 0.
This can be extended to an efficient enumeration algorithm assuming that sufficient memory
is available. The result below assumes that the computation starts with an initial memory
of O(n3) on input of size n. It will use only a small fragment of this memory, as it runs in
pseudo-linear time, but for reasons detailed in [19], it requires initially more.
I Theorem 8. [19] The enumeration for FO over a class of structures of low degree can be
done with constant delay after a pseudo-linear preprocessing time.

5 Structures with bounded treewidth

We have seen in Section 4.2 that structures of bounded treewidth are a special case of
structures of bounded expansion. Therefore, over such classes, FO queries can be enumerated
with constant delay after a linear time preprocessing. Over structures of bounded treewidth,
the enumeration result can be extended to a larger class of queries: MSO queries. It is well
known that the associated model checking problem can be solved in linear time by Courcelle’s
theorem [13].

Recall that MSO extends FO with the possibility to quantify existentially and universally
over monadic second order variables. Those variables range over sets of elements of the input
domain. By MSO query we mean here a query of the form q(x̄) where q is in MSO and x̄
are first-order free variables. The case where x̄ can also contain free monadic variables has
also been considered in [14, 2] but those cannot be enumerated in CD◦Lin mainly because
outputting one solution may require linear time. See Section 6.

However, when restricted to first-order free variables, constant delay enumeration can be
achieved. Two different index structures were proposed in the literature. Actually a third one
was also proposed in [14], but it requires a precomputation phase of O(n logn) to build it.
I Theorem 9. [2, 35] The enumeration for MSO queries over the class of structures with
bounded treewidth is in CD◦Lin.

The difficulty of Theorem 9 lies entirely in the tree case. We present the key ingredients
of the proof of [35] below as the intermediate results are of independent interest.

Let L be a regular word language over an alphabet A. A typical binary MSO query over
trees is the query qL(x, y) returning the pairs of nodes (u, v) within a tree such that u is an
ancestor of v and the labels of the nodes in the path from u to v forms a word in L.
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Given a tree t, there exists an index structure computable in time linear in ||t|| such that,
given two nodes u and v of t one can test in constant time whether (u, v) ∈ qL(t) or not.
This is a nontrivial and powerful result of Colcombet based on deep algebraic constructions.

I Proposition 10. [11] For any regular language L over an alphabet A and any A-labeled
tree t one can

construct in time O(||t||) an index structure such that,
for all nodes u, v of t, testing whether (u, v) ∈ qL(t) can be done in constant time.

The multiplicative factors resulting from the construction of the index and during the
constant time tests depend on the presentation of L. They are non elementary if L is given
as an MSO sentence. They are exponential if L is given as an automaton, even in the
deterministic case (see also [6]). However, there exist cases where these multiplicative factors
are polynomial (see for instance [7]).

The index structure built for proving Proposition 10 has the following interesting normal
form for MSO queries over trees as a consequence.

I Proposition 11. [implicit in [11], see also [10]] Over trees, every binary MSO query q(x, y)
is equivalent to a disjunction of queries of the form ∃ȳ∀z̄ θ, where θ is a disjunction of
conjunctions of atomic predicates, ancestor relationships, or unary MSO queries.

The index constructed in [35] for enumerating MSO queries over trees builds on Pro-
position 11. The so called “composition method”, or a simple Ehrenfeucht-Fraïssé game,
shows that any MSO query is equivalent to a boolean combination of binary queries. For
binary queries, Proposition 11 applies. The unary MSO subformulas can be precomputed in
linear time by Courcelle’s theorem and can therefore be considered as new colors. Hence
it is enough to consider ∃ȳ∀z̄ first-order queries using the ancestor relationship. Those
queries being rather simple, an induction on the number of free variables solves the problem,
see [35]. The multiplicative factors of Theorem 9 deviates from those of Proposition 10 only
by a polynomial factor. Hence their size depends on the presentation of the MSO query as
explained above.

6 Discussion

6.1 The impact of order

With the current definition of CD◦Lin, there is no constraint on the order in which the
answers are output. One could require a specific order, relevant to the context in which the
query is evaluated. For instance, if there is a linear order on the domain of the database,
one could require that the tuples of the result are output in lexicographical order. Another
typical example is when there is a relevance measure associated to each tuple and one would
like the answers to the query to be output in the order of their relevance.

Requiring a specific order when outputting the answers to a query may have a dramatic
impact on the existence of constant delay algorithms. This is not surprising as the index
built during the preprocessing phase is designed for a particular order.

In the presence of a linear order on the database, the enumeration algorithms of The-
orem 5 (bounded degree) and Theorem 6 (bounded expansion) can output the solutions in
lexicographical order. However, it is not clear how to achieve lexicographical output in the
case of MSO over bounded treewidth (Theorem 9).
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6.2 Longer delay
Delay linear in the size of the database

We could consider enumeration algorithms allowing for non constant delay. We have already
seen logarithmic delays in Theorem 3 and Theorem 4. Another interesting case is linear
delay. In this setting, the preprocessing phase remains linear in the size of the database
but the delay between any two consecutive outputs is now linear in the size of the database.
Notice that linear delay still implies that the associated model checking problem is in FPT,
hence CQ cannot be enumerated with linear delay unless W[1] =FPT.

One can then consider restricting the class of structures. A class of structures, called
X-structures, has been exhibited such that CQ can be enumerated over it with linear delay.
We will not define X-structures in this note. Typical examples are grids and trees with all
XPath axis.

I Theorem 12. [3]. The enumeration for CQ over X-structures can be done with linear delay.

For acyclic conjunctive queries linear delay enumeration can be obtained with no restriction
on the structures.

I Theorem 13. [4]. The enumeration for ACQ over all structures can be done with linear
delay.

Delay linear in the size of the output

A trivial case when constant delay enumeration cannot be achieved is when the size of one
output is too big. This is for instance the case when considering MSO formulas with monadic
second-order free variables. Then each answer is a tuple of sets of elements of the domain
and can have a size linear in the size of the database. In constant time such an answer can
not even be written in the output tape. For such queries it is convenient to allow a delay
linear in the size of the output, but still independent from the size of the database3. We
then speak of an output-linear delay.

The result of Theorem 9 can be generalized to this setting (the preprocessing phase of [14]
is quasi-linear while it is linear in the case of [2]).

I Theorem 14. [14][2] The enumeration for MSO (allowing monadic second-order free
predicates) over the class of structures with bounded treewidth can be done with output-
linear delay.

Polynomial delay

One could also allow polynomial precomputation and polynomial delay. This notion is maybe
less relevant in the database context. Indeed, the degree of the polynomial could depend
on the size of the query and in this case the preprocessing phase can often precompute all
solutions. This notion is however relevant when considering first-order queries with free
second-order variables. In this case, for Σ1-queries, polynomial delay enumeration can be
achieved [20].

3 There is actually another approach which consists in having an output tape and only modify the output
tape in order to transform the previous solution into the next one. In special cases the delta between
two consecutive solutions only affect a constant part of the output and the enumeration can be done
with constant delay, see for instance [20].
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6.3 Other enumeration problems
In this abstract we focused on the problem of enumerating the output of a query on a database.
There exist also interesting enumeration algorithms for enumerating all the solutions of a
SAT instance. For 2SAT, this is in CD◦Lin [23], for 3SAT dichotomy results exists [16, 15].
There exists also enumeration algorithms for various kinds of other problems like enumerating
monomials of a polynomial [43], enumerating perfect matchings in bipartite graphs [44],
independent sets [32] and so on. The interested reader is refereed to the thesis [42, 9] for
learning more about enumerations outside of the database context.

7 Conclusions

We mentioned several results about constant delay enumeration. We hope that we succeeded
to convince the reader that this is a very interesting topic.

The main open problem is probably the evaluation of first-order queries over nowhere
dense structures mentioned in Open Problem 1.

One could also consider relaxing the “no duplicate” constraint and enumerate conjunctive
queries with the “bag semantics”, i.e. each answer occurs as many times as there are
valuations witnessing it.

We would like to conclude with lower bounds. Of course one can construct artificial
problems, based on the fact that there exist quadratic but not linear problems, that do
not admit constant delay enumeration algorithms. For the concrete problems mentioned
in this note, the lower bounds have been proved using complexity assumptions, either in
parametrized complexity, or for the Boolean Matrix Multiplication problem. But it is also
plausible (i.e. there are no known consequences in complexity theory nor in algorithmic)
that the non existence of constant delay enumeration algorithms could be proved with no
assumptions. We believe this is an interesting and challenging question.

Acknowledgment. We thanks Johann Brault-Baron and Thomas Colcombet for useful
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Abstract
Arithmetic Circuits compute polynomial functions over their inputs via a sequence of arithmetic
operations (additions, subtractions, multiplications, divisions, etc.). This tutorial will give an
overview of arithmetic circuit complexity, focusing on the problem of proving lower bounds for
arithmetic circuits.

In the first part, we begin with a few nontrivial upper bounds – matrix multiplication and
the computation of symmetric polynomials. We then motivate some open problems we deal with
in arithmetic circuit complexity. We will look at the problem of polynomial identity testing -
motivating it by its application to bipartite matching, the problem of learning arithmetic circuits
or circuit reconstruction and the problem of proving lower bounds for arithmetic circuits (motiv-
ating it via the problem of computing the permanent and the Hamiltonian polynomials). We will
also see depth reduction for circuits – the tradeoffs involved (with respect to size) in squashing
a circuit into one with smaller depth.

In the second part, we will see some classical lower bounds. In particular, we will see lower
bounds for monotone arithmetic circuits and multilinear formulas. We then give a very quick over-
view of approaches being investigated (including geometric complexity theory and tau-conjecture)
aiming to prove lower bounds.

In the third part, we begin with a warm-up by proving lower bounds for homogeneous depth
three circuits. We will then see recent lower bounds for homogeneous depth four circuits and its
consequences.
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Abstract
In a stochastic probing problem we are given a universe E, where each element e ∈ E is active
independently with probability pe ∈ [0, 1], and only a probe of e can tell us whether it is active or
not. On this universe we execute a process that one by one probes elements — if a probed element
is active, then we have to include it in the solution, which we gradually construct. Throughout
the process we need to obey inner constraints on the set of elements taken into the solution,
and outer constraints on the set of all probed elements. This abstract model was presented by
Gupta and Nagarajan [18], and provides a unified view of a number of problems. Thus far all
the results in this general framework pertain only to the case in which we are maximizing a
linear objective function of the successfully probed elements. In this paper we generalize the
stochastic probing problem by considering a monotone submodular objective function. We give
a (1− 1/e)/(kin + kout + 1)-approximation algorithm for the case in which we are given kin ≥ 0
matroids as inner constraints and kout ≥ 1 matroids as outer constraints. There are two main
ingredients behind this result. First is a previously unpublished stronger bound on the continuous
greedy algorithm due to Vondrak [22]. Second is a rounding procedure that also allows us to
obtain an improved 1/(kin + kout)-approximation for linear objective functions.
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1 Introduction

Uncertainty in input data is a common feature of most practical problems, and research
in finding good solutions (both experimental and theoretical) for such problems has a long
history dating back to 1950 [6, 11]. We consider adaptive stochastic optimization problems in
the framework of Dean et al. [13]. Here the solution is in fact a process, and the optimal one
might even require larger than polynomial space to describe. Since the work of Dean et al. a
number of such problems were introduced [10, 14, 15, 16, 4, 17, 12]. Gupta and Nagarajan [18]
present an abstract framework for a subclass of adaptive stochastic problems giving a unified
view for Stochastic Matching [10] and Sequential Posted Pricing [9].

We describe the framework following [18]. We are given a universe E, where each element
e ∈ E is active with probability pe ∈ [0, 1] independently. The only way to find out if an
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30 Submodular Stochastic Probing on Matroids

element is active, is to probe it. We call a probe successful if an element turns out to be
active. On universe E we execute an algorithm that probes the elements one-by-one. If
an element is active, the algorithm must add it to the current solution. In this way, the
algorithm gradually constructs a solution consisting of active elements.

Here, we consider the case in which we are given constraints on both the elements
probed and the elements included in the solution. Formally, suppose that we are given two
independence systems of downward-closed sets: an outer independence system (E, Iout)
restricting the set of elements probed by the algorithm, and an inner independence system(
E, Iin

)
, restricting the set of elements taken by the algorithm. We denote by Qt the set

of elements probed in the first t steps of the algorithm, and by St the subset of active
elements from Qt. Then, St is the partial solution constructed by the first t steps of the
algorithm. We require that, at each time t, Qt ∈ Iout and St ∈ Iin. Thus, at each time
t, the element e that we probe must satisfy both Qt−1 ∪ {e} ∈ Iout and St−1 ∪ {e} ∈ Iin.
Gupta and Nagarajan [18] considered many types of systems Iin and Iout, but we focus
only on matroid intersections, i.e. on the special case in which Iin is an intersection of kin
matroidsMin

1 , . . . ,Min
kin , and I

out is an intersection of kout matroidsMout
1 , . . . ,Mout

kout . We
always assume that kout ≥ 1 and kin ≥ 0. We assume familiarity with matroid algorithmics
(see [20], for example) and, above all, with principles of approximation algorithms (see [21],
for example).

Considering submodular objective functions is a common practice in combinatorial
optimization as it extends the range of applicability of many methods. So far, the framework
of stochastic probing has been used to maximize the expected weight of the solution found
by the process. We were given weights we ≥ 0 for e ∈ E and, if S denotes the solution at the
end of a process, the goal was to maximize ES

[∑
e∈S we

]
. We generalize the framework as

we consider a monotone submodular function f : 2E 7→ R≥0, and objective of maximizing
ES [f (S)].

1.1 Our results
Our result is a new algorithm for stochastic probing problem based on iterative random-
ized rounding of linear programs and the continuous greedy process introduced by Calin-
escu et al. [8].

I Theorem 1. An algorithm based on the continuous greedy process and iterative random-
ized rounding is a (1−e−1)

kin+kout+1 -approximation for stochastic probing problem with monotone
submodular objective function.

Additionally, we improve the bound of 1
4(kin+kout) given by Gupta and Nagarajan [18] in the

case of a linear objective.

I Theorem 2. The iterative randomized rounding algorithm is a 1
kin+kout -approximation for

the stochastic probing problem with a linear objective function.

1.2 Applications
On-line dating and kidney exchange [10]

Consider an online dating service. For each pair of users, machine learning algorithms
estimate the probability that they will form a happy couple. However, only after a pair
meets do we know for sure if they were successfully matched (and together leave the dating
service). Users have individual patience numbers that bound how many unsuccessful dates
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they are willing to go on until they will leave the dating service forever. The objective of the
service is to maximize the number of successfully matched couples.

To model this as a stochastic probing problem, users are represented as vertices V of a
graph G = (V,E), where edges represent matched couples. Set E of edges is our universe
on which we make probes, with pe being the probability that a couple e = (u1, u2) forms a
happy couple after a date. The inner constraints are matching constraints — a user can be
in at most one couple —, and outer constraints are b–matching — we can probe at most
t (u) edges adjacent to user u, where t (u) denotes the patience of u. Both inner and outer
constraints are intersections of two matroids for bipartite graphs. In similar way we can
model kidney exchanges.

In weighted bipartite case Theorem 2 gives a 1/4-approximation. Even though b–matchings
in general graphs are not intersections of two matroids, we are able to exploit the matching
structure to give the same factor-1/4 approximation. Since the technique is very similar to
the case of intersection of two matroids, we omit the proof. This matches the current-best
bound for general graphs of Bansal et al. [5], who also give a 1/3-approximation in the
bipartite case.

Bayesian mechanism design [18]

Consider the following mechanism design problem. There are n agents and a single seller
providing a certain service. Agent’s i value for receiving service is vi, drawn independently
from a distribution Di over set {0, 1, . . . , B}. The valuation vi is private, but the distribution
Di is known. The seller can provide service only for a subset of agents that belongs to system
I ∈ 2[n], which specifies feasibility constraints. A mechanism accepts bids of agents, decides
on subset of agents to serve, and sets individual prices for the service. A mechanism is called
truthful if agents bid their true valuations. Myerson’s theory of virtual valuations yields
truthful mechanisms that maximize the expected revenue of a seller, although they sometimes
might be impractical. On the other hand, practical mechanisms are often non-truthful. The
Sequential Posted Pricing Mechanism (SPM) introduced by Chawla et al. [9] gives a nice
trade-off — it is truthful, simple to implement, and gives near-optimal revenue. An SPM
offers each agent a “take-it-or-leave-it” price for the service. Since after a refusal a service
won’t be provided, it is easy to see that an SPM is a truthful mechanism.

To see an SPM as a stochastic probing problem, we consider a universe E = [n] ×
{0, 1, . . . , B}, where element (i, c) represents an offer of price c to agent i. The probability
that i accepts the offer is P [vi ≥ c], and seller earns c then. Obviously, we can make only
one offer to an agent, so outer constraints are given by a partition matroid; making at
most one probe per agent also overcomes the problem that probes of (i, 1) , ..., (i, B) are not
independent. The inner constraints on universe [n] × {0, 1, . . . , B} are simply induced by
constraints I on [n].

Gupta and Nagarajan [18] give an LP relaxation for any single-seller Bayesian mechanism
design problem. Provided that we can optimize over P (I), the LP can be used to construct
an efficient SPM. Moreover, the approximation guarantee of the constructed SPM is with
respect to the optimal mechanism, which need not be an SPM.

In the case constraints I are an intersection of k matroids the resulting SPM is a 1
4(k+1) -

approximation [18]. Here, we give an improved approximation algorithm with a factor- 1
k+1

guarantee. In particular, when k = 1 we match [9, 19] with 1/2-approximation.
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1.3 Related work
The stochastic matching problem with applications to online dating and kidney exchange
was introduced by Chen et al. [10], where authors proved a 1/4-approximation of a greedy
strategy for unweighted case. The authors also show that the simple greedy approach gives
no constant approximation in the weighted case. Their bound was later improved to 1/2
by Adamczyk [1]. As noted in our discussion of applications, Bansal et al. [5] gave 1/3
and 1/4-approximations for weighted stochastic matching in bipartite and general graphs,
respectively.

Sequential Posted Pricing mechanisms were investigated first by Chawla et al. [9], followed
by Yan [24], and Kleinberg and Weinberg [19]. Gupta and Nagarajan [18] were first to propose
looking at SPM from the point of view of stochastic adaptive problems.

Asadpour et al. [4] were first to consider a stochastic adaptive problem with submodular
objective function. In our terms, they considered only a single outer matroid constraint.

Work of Calinescu et al. [8] provides the tools for submodular functions we use in this
paper. The method of [24] was based on “correlation gap” [3], something we address implicitly
in Subsection 2.2.2.

2 Preliminaries

For set S ⊆ E and element e ∈ E we use S + e to denote S ∪ {e}, and S − e to denote
S \ {e}. For set S ⊆ E we shall denote by 1S a characteristic vector of set S, and for a
single element e we shall write 1e instead of 1{e}. For random event A we shall denote by
χ [A] a 0-1 random variable that indicates whether A occurred. The optimal strategy will
be denoted by OPT , and we shall denote the expected objective value of its outcome as
E [OPT ].

2.1 Matroids and polytopes
LetM = (E, I) be a matroid, where E is the universe of elements and I ⊆ 2E is a family of
independent sets. For element e ∈ E, we shall denote the matroidM with e contracted by
M/e, i.e.M/e = (E − e, {S ⊆ E − e |S + e ∈ I }).

The following lemma is a slightly modified1 basis exchange lemma, which can be found
in [20].

I Lemma 3. Let A,B ∈ I and |A| = |B|. There exists a bijection φ : A 7→ B such that: 1)
φ (e) = e for every e ∈ A ∩B, 2) B − φ (e) + e ∈ I.

We shall use the following corollary, where we consider independent sets of possibly
different sizes.

I Corollary 4. Let A,B ∈ I. We can find assignment φA,B : A 7→ B ∪ {⊥} such that:
1. φA,B (e) = e for every e ∈ A ∩B,
2. for each f ∈ B there exists at most one e ∈ A for which φA,B (e) = f ,
3. for e ∈ A \B, if φA,B (e) = ⊥ then B + e ∈ I, otherwise B − φA,B (e) + e ∈ I.

We consider optimization over matroid polytopes which have the general form P (M) ={
x ∈ RE≥0

∣∣∀A∈I∑e∈A xe ≤ rM (A)
}
, where rM is the rank function ofM. We know [20]

1 The difference is that we do not assume that A, B are bases, but independent sets of the same size.
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that the matroid polytope P (M) is equivalent to the convex hull of {1A |A ∈ I }, i.e.
characteristic vectors of all independent sets ofM. Thus, we can represent any x ∈ P (M)
as x =

∑m
i=1 βi · 1Bi , where B1, . . . , Bm ∈ I and β1, . . . , βm are non-negative weights such

that
∑m
i=1 βi = 1 . We shall call sets B1, . . . , Bm a support of x in P (M).

2.2 Submodular functions

2.2.1 Multilinear extension
A set function f : 2E 7→ R≥0 is submodular, if for any two subsets S, T ⊆ E we have
f (S ∪ T ) + f (S ∩ T ) ≤ f (S) + f (T ). We call function f monotone, if for any two subsets
S ⊆ T ⊆ E : f (S) ≤ f (T ). For a set S ⊆ E, we let fS(A) = f(A ∪ S) − f(S) denote the
marginal increase in f when the set A is added to S. Note that if f is monotone submodular,
then so is fS for all S ⊆ E. Moreover, we have fS(∅) = 0 for all S ⊆ E, so fS is normalized.
Without loss of generality, we assume also that f (∅) = 0.

We consider the multilinear extension F : [0, 1]E 7→ R≥0 of f , whose value at a point
y ∈ [0, 1]E is given by

F (y) =
∑
A⊆E

f(A)
∏
e∈A

ye
∏
e 6∈A

(1− ye).

Note that F (1A) = f (A) for any set A ⊆ E, so F is an extension of f from discrete domain
2E into a real domain [0, 1]E . The value F (y) can be interpreted as the expected value of f
on a random subset A ⊆ E that is constructed by taking each element e ∈ E with probability
ye. Following this interpretation, Calinescu et al. [8] show that F (y) can be estimated to any
desired accuracy in polynomial time, using a sampling procedure.

Additionally, they show that F has the following properties, which we shall make use of
in our analysis:

I Lemma 5. The multilinear extension F is linear along the coordinates, i.e. for any point
x ∈ [0, 1]E, any element e ∈ E, and any ξ ∈ [−1, 1] such that x+ ξ ·1e ∈ [0, 1]E, it holds that
F (x+ ξ · 1e)− F (x) = ξ · ∂F∂ye (x), where ∂F

∂ye
(x) is the partial derivative of F in direction

ye at point x.

I Lemma 6. If F : [0, 1]E 7→ R is a multilinear extension of monotone submodular function
f : 2E 7→ R, then 1) function F has second partial derivatives everywhere; 2) for each e ∈ E,
∂F
∂ye
≥ 0 everywhere; 3) for any e1, e2 ∈ E (possibly equal), ∂2F

∂ye1∂ye2
≤ 0, which means that

∂F
∂ye2

is non-increasing with respect to ye1 .

2.2.2 Continuous greedy algorithm
In [8] the authors utilized the multilinear extension in order to maximize a submodular
monotone function over a matroid constraint. They showed that a continuous greedy algorithm
finds a (1− 1/e)-approximate maximum of the above extension F over any downward closed
polytope. In the special case of the matroid polytope, they show how to employ the pipage
rounding [2] technique to the fractional solution to obtain an integral solution.

Another extension of f studied in [7] is given by:

f+(y) = max

∑
A⊆E

αAf(A)

∣∣∣∣∣∣
∑
A⊆E

αA ≤ 1, ∀A ⊆ E : αA ≥ 0, ∀j ∈ E :
∑
A:j∈A

αA ≤ yj

 .
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Intuitively, the solution (αA)A⊆E above represents the distribution over 2E that maximizes
the value E [f(A)] subject to the constraint that its marginal values satisfy P [i ∈ A] ≤ yi.
The value f+(y) is then the expected value of E [f(A)] under this distribution, while the
value of F (y) is the value of E [f(A)] under the particular distribution that places each
element i in A independently. However, the following allows us to relate the value of F on
the solution of the continuous greedy algorithm to the optimal value of the relaxation f+.

I Lemma 7. Let f be a submodular function with multilinear extension F , and let P be
any downward closed polytope. Then, the solution x ∈ P produced by the continuous greedy
algorithm satisfies F (x) ≥ (1− 1/e) maxy∈P f+(y).

This follows from a simple modification of the continuous greedy analysis, given by
Vondrák [22].

2.3 Overview of the iterative randomized rounding approach
We now give a description of the general rounding approach that we employ in both the linear
and submodular case. In each case, we formulate a mathematical programming relaxation of
the following general form

max
x∈[0,1]E

{
g(x)

∣∣∀j ∈ [kin] : p · x ∈ P
(
Min

j

)
; ∀j ∈

[
kout

]
: x ∈ P

(
Mout

j

)}
(1)

with p ∈ [0, 1]E being the vector of probabilities. Here g : [0, 1]E 7→ R≥0 is an objective
function chosen so that the optimal value of (1) can be used to bound the expected value of
an optimal policy for the given instance using the following lemma. Note that our program
will always have constraints as given in (1), only the objective function g changes between
the linear and monotone submodular cases.

I Lemma 8. Let OPT be the optimal feasible strategy for some stochastic probing problem
in our general setting, and define xe = P [OPT probes e]. Then, x = (xe)e∈E is a feasible
solution to the related relaxation of the form (1).

Proof. Since OPT is a feasible strategy, the set of elements Q probed by any execution of
OPT is always an independent set of each outer matroidM =

(
E, Ioutj

)
, i.e. ∀j∈[kout]Q ∈ Ioutj .

Thus, for any j ∈ [kout], the vector E [1Q] = x may be represented as a convex combination
of vectors from

{
1A
∣∣A ∈ Ioutj

}
, and hence x ∈ P

(
Mout

j

)
. Analogously, the set of elements

S that were successfully probed by OPT satisfy ∀j∈[kin]S ∈ Iinj for every possible execution
of OPT . Hence, for any j ∈

[
kin
]
the vector E [1S ] = p · x may be represented as a convex

combination of vectors from
{

1A
∣∣A ∈ Iinj }, and hence x ∈ P

(
Min

j

)
. J

Suppose that f is the objective function for a given instance of stochastic probing over
a universe E of elements. Our algorithm first obtains a solution x0 to a relaxation of the
form (1) using either linear programming or the continuous greedy algorithm. Our algorithm
proceeds iteratively, maintaining a current set of constraints, a current fractional solution x,
and a current set S of elements that have been successfully probed. Initially, the constraints
are as given in (1), x = x0, and S = ∅. At each step, the algorithm selects single element ē
to probe, then permanently sets xē to 0. It then updates the outer constraints, replacing
Mout

j withMout
j /ē for each j ∈ [kout]. If the probe succeeds, the algorithm adds ē to S and

then updates the inner constraints, replacingMin
j withMin

j /ē for each j ∈ [kin]. Finally,
we modify our fractional solution x so that it is feasible for the updated constraints. The
algorithm terminates when the current solution x = 0E .
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In order to analyze the approximation performance of our algorithm, we keep track of a
current potential value z, related to the value of the remaining fractional solution x. Let xt,
zt, and St be the current value of x, z, and S at the beginning of step t+ 1. We show that
initially we have z0 = g

(
x0) ≥ β · E [OPT ] for some constant β ∈ [0, 1], and then analyze

the expected decrease zt − zt+1 at an arbitrary step t+ 1. We show that for each step we
have α · E

[
zt − zt+1] ≤ E

[
f(St+1)− f(St)

]
, for some α < 1. That is, the expected increase

in the value of the current solution is at least α times the expected decrease in z. Then,
we employ the following Lemma to conclude that the algorithm is an αβ-approximation in
expectation. The proof is based on Doob’s optional stopping theorem for martingales. Hence,
we need to deploy language from martingale theory, such as stopping time and filtration.
See [23] for extended background on martingale theory.

I Lemma 9. Suppose the algorithm runs for τ steps and that z0 = g
(
x0) ≥ β · E [OPT ],

zτ = 0. Let (Ft)t≥0 be the filtration associated with our iterative algorithm, where Fi
represents all information available after the ith iteration. Finally, suppose that in each step
in our iterative rounding procedure, E

[
f(St+1)− f(St)

∣∣Ft] ≥ α · E
[
zt − zt+1

∣∣Ft]. Then,
the final solution Sτ produced by the algorithm satisfies E [f(Sτ )] ≥ αβ · E [OPT ].

Proof. Let Gt+1 be the gain f(St+1) − f(St) in f at step t + 1, and let Lt+1 be the
corresponding loss zt − zt+1 in z at time t + 1. We set G0 = L0 = 0. Define variable
Dt = Gt − α · Lt. The sequence of random variables (D0 +D1 + ...+Dt)t≥0 forms a
sub-martingale, i.e.

E

[
t+1∑
i=0

Di

∣∣∣∣∣Ft
]

=
t∑
i=0

Di + E [Gt+1 − α · Lt+1| Ft] ≥
t∑
i=0

Di.

Let τ be the step in which the algorithm terminates, i.e. τ = min
{
t
∣∣xt = 0E

}
. Then, the

event τ = t depends only on F0, . . . ,Ft, so τ is a stopping time. Also, by the definition
of the algorithm xτ = 0E . It is easy to verify that all the assumptions of Doob’s optional
stopping theorem are satisfied, and from this theorem we get that E [

∑τ
i=0Di] ≥ E [D0].

Since D0 = 0, we have

0 ≤ E

[
τ∑
i=0

Di

]
= E

[
τ∑
i=0

Gi − α ·
τ∑
i=0

Li

]
= E

[
τ∑
i=0

Gi

]
− α · E

[
τ∑
i=0

Li

]
.

It remains to note that
∑τ
i=0Gi = f (Sτ ) is the total gain of the algorithm, so E [

∑τ
i=0Gi] =

E [f(Sτ )]. On the other hand,
∑τ
i=0 Li = g(x0)− g(xτ ) = g(x0) ≥ β · E [OPT ]. J

Henceforth, we will implicitly condition on all information Ft available to the algorithm just
before it makes step t+ 1. That is, when discussing step t+ 1 of the algorithm, we write
shortly E [·] instead of E [ ·| Ft].

3 Linear stochastic probing

In this setting, we are given a weight we and a probability pe for each element e ∈ E and f(S) is
simply

∑
e∈S we. We consider the relaxation (1) in which g(x) = f(x). Then, Lemma 8 shows

that the optimal policy OPT must correspond to some feasible solution x∗ of (1). Moreover,
because f is linear, E [OPT ] =

∑
e∈S P [OPT probes e] pewe =

∑
e∈S xepewe = f(x∗).

At each step, our algorithm randomly selects an element ē to probe. Let Σ =
∑
e∈E xe

Then, our algorithm chooses element e with probability xe/Σ. As discussed in the previous
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overview, it then sets xē = 0 and carries out the probe, updating the matroid constraints to
reflect both the choice of ē and the probe. Finally, it updates x to obtain a new fractional
solution that is feasible in the updated constraints. Note that because xe is set to 0 after
probing e, we will never probe an element e twice.

Let us now describe how to update the current solution x to ensure feasibility in each of
the updated matroid constraints. Let ē be the element that we probed and letMout

j be some
outer matroid. Currently we have x ∈ P(Mout

j ) and we must obtain a solution x′ so that
x′ ∈ P(Mout

j /ē). We represent the vector x as a convex combination of independent sets
x =

∑m
i=1 β

out
i 1Bout

i
, where Bout1 , . . . , Boutm is the support of x with respect to matroidMout

j .
We obtain x′ ∈ P(Mout

j /ē) by replacing each independent set Boutb for which Boutb + ē 6∈ Mout
j

with some other set Boutc such that Boutc + ē ∈ Mout
j . We pick one set Bouta with ē ∈ Bouta

to guide the update process. We pick the set Bouta 3 ē at random with probability βouta /xē
(note that for any element e,

∑
a:e∈Bouta

βouta = xe). For any set Boutb : ē /∈ Boutb , let φa,b be
the mapping from Bouta into Boutb from Corollary 4. If φa,b (ē) =⊥, or φa,b(ē) = ē, then in
fact Boutb + ē ∈Mout

j , and we can just include Boutb in the support ofMout
j /ē. Otherwise,

we substitute Boutb with Boutb − φa,b (ē) in the support of (xe)e∈E in P
(
Mout

j /ē
)
, since we

know that Boutb − φa,b (ē) + ē ∈Mout
j .

Similarly, if ē is successfully probed we must perform a support update for each inner
matroid. Here, we proceed as in the case of the outer matroids, except we have p · x ∈Min

j

and must obtain x′ such that p · x′ ∈Min
j /e. We write p · x as a combination independent

sets p ·x =
∑m
i=1 β

in
i 1Bin

i
, and now choose a random set Bina 3 ē to guide the support update

with probability βina /pēxē. (note that for any element e, we have
∑
a:e∈Bina

βina = pexe).
As in the previous case, we replace Binb with Binb − φa,b(ē) for each base Binb such that
Binb + ē 6∈ Min

j .
We now turn to the analysis of the probing algorithm. Suppose that the algorithm

runs for τ steps and consider the quantity zt = f(xt). Then, z0 = f(x0) ≥ E [OPT ] and
zτ = f(0E) = 0, so the conditions of Lemma 9 are satisfied with β = 1. It remains to bound
the expected loss E

[
zt − zt+1] in step t + 1. In order to do this, we consider the value

δi = pi(xti − xt+1
i ) for each i ∈ E. We consider arbitrary step t + 1, but we are going to

denote xt by x and xt+1 by x′. The decrease δi may be caused both by the probing step, in
which we set x′ē to 0, or by the matroid update step, in which we decrease several coordinates
of x. Let us first consider the losses due to each matroid update.

I Lemma 10. Let x and x′ be the current fractional solution before and after one update
for a given outer matroidMout

j . Then, for each i ∈ E, we have E [δouti ] , E [pi(xi − x′i)] ≤
1
Σ (1− xi) pixi.

Proof. The expectation E [δouti ] is over the random choice of an element ē to probe and the
random choice of an independent set to guide the update. Let Eouta denote the event that
some set Bouta is chosen to guide a support update forMout

j .
In a given step the probability that the set Bouta is chosen to guide the support update is

equal to

P
[
Eouta

]
=

∑
e∈Bouta

xe
Σ
βouta

xe
=

∑
e∈Bouta

βouta

Σ =
∣∣Bouta

∣∣ βouta

Σ . (2)

Moreover, conditioned on the fact Bouta was chosen, the probability that an element e ∈ Bouta

was probed is uniform over the elements of Bouta :

P
[
e probed | Eouta

]
= P

[
e probed ∧ Eouta

] /
P
[
Eouta

]
= xe

Σ
βouta

xe

/∣∣Bouta

∣∣ βouta

Σ = 1
|Bouta |

. (3)
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We can write the expected decrease as E [δouti ] =
∑m
a=1 P [Eouta ]·E [δouti |Bouta ]. Note that for all

i ∈ Bouta , we have φa,b(i) = i for every set Boutb 3 i. Thus, the support update will not change
xi for any i ∈ Bouta , and so

∑m
a=1 P [Eouta ] · E [δouti | Eouta ] =

∑
a:i/∈Bouta

P [Eouta ] · E [δouti | Eouta ] .
Now let us condition on taking Bouta to guide the support update. Consider a set Boutb 3 e.

If we remove i from Boutb , and hence decrease pixi by piβoutb , it must be the case that we
have chosen to probe the single element φ−1

a,b(i) ∈ Bouta . The probability that we probe this
element is 1

|Bouta | . Hence∑
a:i/∈Bouta

P
[
Eouta

]
· E
[
δouti

∣∣Bouta

]

=
∑

a:i/∈Bouta

P
[
Eouta

]
·

 ∑
b:i∈Bout

b

piβ
out
b · P

[
φ−1
a,b(i) is probed

∣∣Eouta

]
≤

∑
a:i/∈Bouta

P
[
Eouta

]
·

 ∑
b:i∈Bout

b

piβ
out
b · 1

|Bouta |


=

∑
a:i/∈Bouta

P
[
Eouta

]
· pixi
|Bouta |

=
∑

a:i/∈Bouta

∣∣Bouta

∣∣ 1
Σβ

out
a · pixi

|Bouta |
= 1

Σ
∑

a:i/∈Bouta

βouta pixi = 1
Σ (1− xi) pixi. J

I Lemma 11. Let x be the current fractional solution before and after one update for
a given inner matroid Min

j . Then, for each i ∈ E, we have E
[
δini
]
, E [pi(xi − x′i)] ≤

1
Σ (1− pixi) pixi.

Proof. Because we only perform a support update when the probe of a chosen element is
successful, the expectation E

[
δini
]
is over the random result of the probe, as well as the

random choice of element ē to probe and the random choice of a base to guide the update.
We proceed as in the case of Lemma 10, now letting E ina denote the event that the probe was
successful and Bina is chosen to guide the support update. We have:

P
[
E ina
]

=
∑
e∈Bina

pe
xe
Σ

βina
pexe

=
∑
e∈Bina

βina
Σ =

∣∣Bina ∣∣ βinaΣ ,

P
[
e probed | E ina

]
= P

[
e probed ∧ E ina

] /
P
[
E ina
]

= pe
xe
Σ

βina
pexe

/∣∣Bina ∣∣ βinaΣ = 1
|Bina |

.

By a similar argument as in Lemma 10 we then have that E
[
δini
]
is at most:

∑
a:i/∈Bina

P
[
E ina
]
·

 ∑
b:i∈Bin

b

βinb ·
1
|Bina |

 =
∑

a:i/∈Bina

P
[
E ina
]
· pixi
|Bina |

=
∑

a:i/∈Bouta

∣∣Bina ∣∣ 1
Σβ

in
a ·

pixi
|Bina |

= 1
Σ

∑
a:i/∈Bina

βina pixi = 1
Σ(1− pixi)pixi.

J

We perform the matroid updates sequentially for each of the kin and kout matroids. Note
that once we decrease a coordinate xi to 0, it cannot be altered in any further updates,
so no coordinate is ever decreased below 0. Now, we consider the expected decrease

STACS’14
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E [δi] = E [pi(xi − x′i)] due to both the initial probing step, in which we decrease the probed
element’s coordinate to 0, and the following matroid updates. We have:

E [δi] ≤ P [i probed] pixi + koutE
[
δouti

]
+ kinE

[
δini
]

= 1
Σpix

2
i + kout

1
Σ(1− xi)pixi + kin

1
Σ(1− pixi)pixi

= 1
Σk

outpixi −
1
Σ(kout − 1)pix2

i + 1
Σk

inpixi −
1
Σk

inp2
ix

2
i

≤ kout + kin

Σ pixi. (4)

Because zt is a linear function of xt, the expected total decrease of z in this step is then

E
[
zt − zt+1] =

∑
i

E [δi]wi ≤
kout + kin

Σ
∑
i

pixiwi.

On the other hand, the expected gain in f(S) is
∑
e∈E P [e probed] pewe = 1

Σ
∑
e∈E wepexe.

Thus, by Lemma 9 the final solution Sτ produced by the algorithm satisfies E [f(Sτ )] ≥
1

kout+kinE [OPT ].

4 Submodular stochastic probing

We now consider the case in which we are given a set of elements E each becoming active
with probability pe, and we seek to maximize a given submodular function f : 2E 7→ R≥0. In
this case, we consider the relaxation (1) in which g(x) = f+(p · x). Then, Lemma 8 shows
that the optimal policy OPT must correspond to some feasible solution x∗ of (1), where
x∗e = P [OPT probes e], and hence P [OPT takes e] = pex

∗
e. The function f+(p · x∗) gives

the maximum value of ES∼D [f(S)] over all distributions D satisfying PS∼D [e ∈ S] = x∗epe.
Thus, f+(p · x∗) ≥ E [OPT ].

In general, we cannot obtain an optimal solution to this relaxation. Instead, we apply
the continuous greedy algorithm to a variant of (1) in which g(x) is given by F (p · x) to
obtain an initial solution x0. From Lemma 7 we then have F (p · x0) ≥ (1− 1/e)f+(p · x∗) ≥
(1− 1/e)E [f(OPT )].

Given x0, our algorithm is exactly the same as in the linear case. However, we must be
more careful in our analysis. We define the quantity

zt = F (1St + p · xt)− F (1St)

where St and xt are, respectively, the set of successfully probed elements and the current
fractional solution at time t. Note that because after probing an element we set its variable to
zero, for all elements i ∈ S we have xi = 0, and so indeed 1St + p · xt ∈ [0, 1]E . Suppose that
the algorithm runs for τ iterations, and note that z0 = F (p · x0) ≥ (1− 1/e)E [f(OPT )] and
zτ = F (1Sτ+p·0E )−F (Sτ ) = 0, so the conditions of Lemma 9 are satisfied with β = (1−1/e).

We now analyze the expected decrease zt − zt+1 due to step t + 1 of the algorithm.
Suppose that the algorithm selects element i to probe. Then, we have St+1 = St + i with
probability pi and St+1 = St otherwise. Thus, we have

E
[
zt − zt+1] = E

[
F (1St + xt · p)− F (1St)

]
− E

[
F (1St+1 + xt+1 · p)− F (1St+1)

]
= E [F (1St+1)− F (1St)] + E

[
F (1St + xt · p)− F (1St+1 + xt+1 · p)

]
≤ E [F (1St+1)− F (1St)] + E

[
F (1St + xt · p)− F (1St + xt+1 · p)

]
(5)
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where in the last line, we have used the fact that St+1 ≥ St and F is increasing in all
directions (Lemma 6). We shall first bound the second expectation in (5). We consider the
vector δ of decreases in x, given by δ = (xt − xt+1) · p. For each i ∈ E, let wi = ∂F

∂xi
(1St) =

F (1St+i)− F (1St). Let y = 1St + xt · p, and suppose that we decrease the coordinates of y
one at a time to obtain y − δ = 1St + xt+1 · p, letting yi be the value of y after the first i− 1
coordinates have been decreased.2 We then have:

F (y)− F (y − δ) =
∑
i

F (yi)− F (yi+1) =
∑
i

F (yi)− F (yi − δi1i)

=
∑
i

δi
∂F

∂xi
(yi − δi1i) ≤

∑
i

δi
∂F

∂xi
(1St) =

∑
i

δiwi,

where the third equality follows from the fact that F is linear when one coordinate is changed
(Lemma 5), while the inequality follows from the fact that the partial derivatives of F are
coordinate-wise non-increasing (Lemma 6) and yi − δi1i ≥ 1St for all i. Thus, we have:

E [F (y)− F (y − δ)] ≤ E

[∑
i

δiwi

]
=
∑
i

E [δi] · wi. ≤
1
Σ(kout + kin)

∑
i

pix
t
iwi,

where the last inequality follows, as in the linear case, from inequality (4).
Returning to the first expectation in (5), we note that:

E [F (1St+1)− F (1St)] =
∑
i

P [i probed] pi(F (St + i)− F (St)) = 1
Σ
∑
i

pix
t
iwi.

Thus, the total expected decrease E
[
zt − zt+1] from one step of our rounding procedure is

at most:

1
Σ
∑
i

pix
t
iwi + 1

Σ
∑
i

(kout + kin)pixtiwi = (kout + kin + 1) 1
Σ
∑
i

pix
t
iwi.

On the other hand, the expected increase of f(St+1)− f (St) in this step is:

1
Σ
∑
e∈E

pex
t
e(f(St + e)− f(St)) = 1

Σ
∑
e∈E

pex
t
e(F (1St+e)− F (1St)) = 1

Σ
∑
e∈E

pex
t
ewe.

Thus, by Lemma 9, the final solution Sτ produced by the algorithm satisfies

E [f(Sτ )] ≥
(

1− 1
e

)(
1

kout + kin + 1

)
E [OPT ] .
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Abstract
We study properties of relational structures such as graphs that are decided by families of Boolean
circuits. Circuits that decide such properties are necessarily invariant to permutations of the
elements of the input structures. We focus on families of circuits that are symmetric, i.e., circuits
whose invariance is witnessed by automorphisms of the circuit induced by the permutation of the
input structure. We show that the expressive power of such families is closely tied to definability
in logic. In particular, we show that the queries defined on structures by uniform families of
symmetric Boolean circuits with majority gates are exactly those definable in fixed-point logic
with counting. This shows that inexpressibility results in the latter logic lead to lower bounds
against polynomial-size families of symmetric circuits.

1998 ACM Subject Classification F.1.1 Models of Computation, F.1.3 Complexity Measures
and Classes, F.4.1 Mathematical Logic

Keywords and phrases symmetric circuit, fixed-point logic, majority, counting, uniformity

Digital Object Identifier 10.4230/LIPIcs.STACS.2014.41

1 Introduction

A property of graphs on n vertices can be seen as a Boolean function which takes as inputs the(
n
2
)
potential edges (each of which can be 0 or 1) and outputs either 0 or 1. For the function

to determine a property of the graph, rather than of a particular presentation of the graph,
it must be invariant under re-ordering the vertices of the graph. That is, permuting the(
n
2
)
inputs according to some permutation of [n] leaves the value of the function unchanged.

We call such Boolean functions invariant. Note that this does not require the function to
be invariant under all permutations of its inputs, which would mean that it was entirely
determined by the number of inputs that are set to 1.

It is a long-standing open problem in descriptive complexity to give a characterisation
of the polynomial-time properties of finite relational structures (or, indeed, just graphs) as
the classes of structures definable in some suitable logic (see, for instance, [7, Chapter 11]).
It is known that fixed-point logic FP and its extension with counting FPC are strictly less
expressive than deterministic polynomial time P [3]. It is easy to see that every polynomial-
time property of graphs is decided by a P-uniform family of circuits that are invariant in the
sense above. On the other hand, when a property of graphs is expressed in a formal logic,
it gives rise to a family of circuits that are explicitly invariant or symmetric. By this we
mean that their invariance is witnessed by the automorphisms of the circuits themselves. For
instance, any sentence of FP translates into a polynomial-size family of symmetric Boolean
circuits, while any sentence of FPC translates into a polynomial-size family of symmetric
Boolean circuits with majority gates.

Concretely, a circuit Cn consists of a directed acyclic graph whose internal gates are marked
by operations from a basis (e.g., the standard Boolean basis Bstd := {AND, OR, NOT} or
the majority basis Bmaj = Bstd ∪ {MAJ}) and input gates which are marked with pairs of
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vertices representing potential edges of an n-vertex input graph. Such a circuit is symmetric
if Cn has an automorphism π induced by each permutation σ of the n vertices, i.e., π moves
the input gates of Cn according to σ and preserves operations and wiring of the internal
gates of Cn. Clearly, any symmetric circuit is invariant.

Are symmetric circuits a weaker model of computation than invariant circuits? We
aim at characterising the properties that can be decided by uniform families of symmetric
circuits. Our main result shows that, indeed, any property that is decided by a uniform
polynomial-size family of symmetric majority circuits can be expressed in FPC.

I Theorem 1. A graph property is decided by a P-uniform family of symmetric majority
circuits if, and only if, it is defined by a fixed-point with counting sentence.

A consequence of this result is that inexpressibility results that have been proved for FPC
can be translated into lower bound results for symmetric circuits. For instance, it follows
(using [4]) that there is no polynomial-size family of symmetric majority circuits deciding
3-colourability or Hamiltonicity of graphs.

We also achieve a characterisation similar to Theorem 1 of symmetric Boolean circuits.

I Theorem 2. A graph property is decided by a P-uniform family of symmetric Boolean
circuits if, and only if, it is defined by a fixed-point sentence interpreted in G ⊕ 〈[n],≤〉, i.e.,
the structure that is the disjoint union of an n-vertex graph G with a linear order of length n.

Note that symmetric majority circuits can be transformed into symmetric Boolean circuits.
But, since FP, even interpreted over G ⊕ 〈[n],≤〉, is strictly less expressive than FPC, our
results imply that any such translation must involve a super-polynomial blow-up in size.
Similarly, our results imply with [3] that invariant Boolean circuits cannot be transformed
into symmetric circuits (even with majority gates) without a super-polynomial blow-up in
size. On the other hand, it is clear that symmetric majority circuits can still be translated
into invariant Boolean circuits with only a polynomial blow-up.

Support. The main technical tool in establishing the translation from uniform families of
symmetric circuits to sentences in fixed-point logics is a support theorem (stated informally
below) that establishes properties of the stabiliser groups of gates in symmetric circuits.

We say that a set X ⊆ [n] supports a gate g in a symmetric circuit C on an n-element
input structure if every automorphism of C that is generated by a permutation of [n] fixing
X also fixes g. It is not difficult to see that for a family of symmetric circuits obtained from
a given first-order formula φ there is a constant k such that all gates in all circuits of the
family have a support of size at most k. To be precise, the gates in such a circuit correspond
to subformulas ψ of φ along with an assignment of values from [n] to the free variables of ψ.
The set of elements of [n] appearing in such an assignment forms a support of the gate and
its size is bounded by the number of free variables ψ. Using the fact that any formula of FP
is equivalent, on structures of size n, to a first-order formula with a constant bound k on the
number of variables and similarly any formula of FPC is equivalent to a first-order formula
with majority quantifiers (see [9]) and a constant bound on the number of variables, we see
that the resulting circuits have supports of constant-bounded size. Our main technical result
is that the existence of supports of bounded size holds, in fact, for all polynomial-size families
of symmetric circuits. In its general form, we show the following theorem in Section 3 via an
involved combinatorial argument.

I Theorem 3 (Informal Support Thm). Let C be a symmetric circuit with s gates over a
graph of size n. If n is sufficiently large and s is sub-exponential in n, then every gate in C
has a support of size O

(
log s
logn

)
.
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In the typical instantiation of the Theorem 3 the circuit C contains a polynomial number
of gates s = poly(n) and hence the theorem implies that every gate has a support that is
bounded in size by a constant. The proof of the Theorem 3 mainly relies on the structural
properties of symmetric circuits and is largely independent of the semantics of such circuits;
this means it may be of independent interest for other circuit bases and in other settings.

Symmetric Circuits and FP. In Section 4 we show that each polynomial-size family C of
symmetric circuits can be translated into a formula of fixed-point logic. If the family C is
P-uniform, by the Immerman-Vardi Theorem [12, 8] there is an FP-definable interpretation
of the circuit Cn in the ordered structure 〈[n],≤〉. We show that the support of a gate
is computable in polynomial time, and hence we can also interpret the support of each
gate in 〈[n],≤〉. The circuit Cn can be evaluated on an input graph G by fixing a bijection
between [n] and the universe U of G. We associate with each gate of g of Cn the set of those
bijections that cause g to evaluate to 1 on G. This set of bijections admits a compact (i.e.,
polynomial-size) representation as the set of injective maps from the support of g to U . We
show that these compact representations can be inductively defined by formulas of FP, or
FPC if the circuit also admits majority gates.

Thus, we obtain that P-uniform families of symmetric Boolean circuits can be translated
into formulas of FP interpreted in G combined with a disjoint linear order 〈[|G|],≤〉, while
families containing majority gates can be simulated by sentences of FPC. The reverse
containment follows using classical techniques. As a consequence we obtain the equivalences
of Theorems 1 & 2, and a number of more general results as this sequence of arguments
naturally extends to: (i) inputs given as an arbitrary relational structure, (ii) outputs
defining arbitrary relational queries, and (iii) non-uniform circuits, provided the logic is
allowed additional advice on the disjoint linear order.

Related Work. The term “symmetric circuit” is used by Denenberg et al. in [6] to mean what
we call invariant circuits. They give a characterisation of first-order definability in terms of a
restricted invariance condition, namely circuits that are invariant and whose relativisation to
subsets of the universe remains invariant. Our definition of symmetric circuits follows that
in [10] where Otto describes it as the “natural and straightforward combinatorial condition
to guarantee generic or isomorphism-invariant performance.” He combines it with a size
restriction on the orbits of gates along with a strong uniformity condition, which he calls
“coherence”, to give an exact characterisation of definability in infinitary logic. A key element
is the proof that if the orbits of gates in such a circuit are polynomially bounded in size
then they have supports of bounded size. We remove the assumption of coherence from
this argument and show that constant-size supports exist in any polynomial-size symmetric
circuit. This requires a generalisation of what Otto calls a “base” to supporting partitions.
See Section 5 for more discussion of connections with prior work.

Due to space limitations, full proofs are omitted and may be found in [1].

2 Preliminaries

Let [n] denote the set of positive integers {1, . . . , n}. Let SymS denote the group of all
permutations of the set S. When S = [n], we write Symn for Sym[n].

2.1 Vocabularies, Structures, and Logics
A relational vocabulary (always denoted by τ) is a finite sequence of relation symbols
(Rr1

1 , . . . , R
rk
k ) where for each i ∈ [k] the relation symbol Ri has an associated arity ri ∈ N.
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A τ -structure A is a tuple 〈A,RA1 , . . . , RAk 〉 consisting of (i) a non-empty set A called the
universe of A, and (ii) relations RAi ⊆ Ari for i ∈ [k]. Members of the universe A are called
elements of A. A multi-sorted structure is one whose universe is given as a disjoint union of
several distinct sorts. Define the size of a structure |A| to be the cardinality of its universe.
All structures considered in this paper are finite, i.e., their universes have finite cardinality.
Let fin[τ ] denote the set of all finite τ -structures.

First-Order and Fixed-Point Logics. Let FO(τ) denote first-order logic with respect to the
vocabulary τ . The logic FO(τ) is the set of formulas whose atoms are formed using the
relation symbols in τ , an equality symbol =, an infinite sequence of variables (x, y, z . . .), and
that are closed under the Boolean connectives (∧ and ∨), negation (¬), and universal and
existential quantification (∀ and ∃). Let fixed-point logic FP(τ) denote the extension of FO(τ)
to include an inflationary fixed-point operator ifp. Assume standard syntax and semantics
for FO and FP (see the textbook [7] for more background). For a formula φ write φ(x) to
indicate that x is the tuple of the free variables of φ. For a logic L, a formula φ(x) ∈ L(τ)
with k free variables, A ∈ fin[τ ], and tuple a ∈ Ak write A |=L φ[a] to express that the tuple
a makes the formula φ true in the structure A with respect to the logic L. We usually drop
the subscript L and write A |= φ[a] when no confusion would arise.

Logics with Disjoint Advice. Let τarb be a relational vocabulary without a binary relation
symbol ≤. Let Υ : N→ fin[τarb ] {≤2}] be an advice function, where for n ∈ N, Υ(n) has
universe [n] naturally ordered by ≤. Let (FP + Υ)(τ) denote the set of formulas of FP(τ ′)
where τ ′ := τ ] τarb ] {≤2} and τ is a vocabulary disjoint from τarb ] {≤2}. For a structure
A ∈ fin[τ ] define the semantics of φ ∈ (FP + Υ)(τ) to be A |=(FP+Υ) φ iff AΥ |=FP φ,

where AΥ := A ⊕ Υ(|A|) is the multi-sorted τ ′-structure formed by taking the disjoint
union of A with a structure coding a linear order of corresponding cardinality endowed with
interpretations of the relations in τarb. The universe of the multi-sorted structure AΥ is
written as A] [|A|]; refer to A as the point sort of AΥ and to [|A|] as the number sort of AΥ.

We are primarily interested in the special case when τarb is empty and hence Υ(|A|) =
〈[|A|],≤〉 is simply a linear order. Denote formulas of this logic by (FP +≤)(τ) and extended
structures by A≤ to emphasise the disjoint linear order. Let FPC(τ) denote the extension
of (FP +≤)(τ) with a counting operator #x where x is a point or number variable. For a
structure A ∈ fin[τ ] and a formula φ(x) ∈ FPC(τ), #xφ(x) is a term denoting the element
in the number sort corresponding to |{a ∈ A | A |= φ[a]}|. See [7, Section 8.4.2] for more
details. Finally, we consider the extension of fixed-point logic with both advice functions
and counting quantifiers (FPC + Υ)(τ).

2.2 Symmetric and Uniform Circuits

A Boolean basis (always denoted by B) is a finite set of Boolean functions from {0, 1}∗ to
{0, 1}. We consider only bases containing symmetric functions, i.e., for all f ∈ B, f(x) = f(y)
for all n ∈ N and x, y ∈ {0, 1}n with the same number of ones. The standard Boolean basis
Bstd consists of unbounded fan-in AND, OR, and unary NOT operators. The majority basis
Bmaj extends the standard basis with an operator MAJ which is one iff the number of ones
in the input is at least the number of zeroes.

I Definition 4 (Circuits on Structures). A Boolean (B, τ)-circuit C with universe U computing
a q-ary query Q is a structure 〈G,W,Ω,Σ,Λ〉.

G is a set called the gates of C. The size of C is |C| := |G|.
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W ⊆ G×G is a binary relation called the wires of the circuit. We require that (G,W )
forms a directed acyclic graph. Call the gates with no incoming wires input gates, and all
other gates internal gates. Gates h with (h, g) ∈W are called the children of g.
Ω is an injective function from Uq to G. The gates in the image of Ω are called the output
gates. When q = 0, Ω is a constant function mapping to a single output gate.
Σ is a function from G to B ] τ ] {0, 1} which maps input gates into τ ] {0, 1} with
|Σ−1(0)|, |Σ−1(1)| ≤ 1 and internal gates into B. Call the input gates marked with a
relation from τ relational gates and the input gates marked with 0 or 1 constant gates.
Λ is a sequence of injective functions (ΛR)R∈τ where for each R ∈ τ , ΛR maps each
relational gate g with R = Σ(g) to ΛR(g) ∈ Ur where r is the arity of R. Where no
ambiguity arises, we write Λ(g) for ΛR(g).

Let C be a Boolean (B, τ)-circuit with universe U , A ∈ fin[τ ] with |A| = |U |, and
γ : A→ U be a bijection. Let γA denote the τ -structure over the universe U obtained by
relabelling the universe of A according to γ. Recursively evaluate C on γA by determining a
value C[γA](g) for each gate g: (i) a constant gate evaluates to the bit given by Σ(g), (ii) a
relational gate evaluates to 1 iff γA |= Σ(g)(ΛΣ(g)(g)), and (iii) an internal gate evaluates to
the result of applying the Boolean operation Σ(g) to the values for g’s children. C defines
the q-ary query Q ⊆ Aq where a ∈ Q iff C[γA](Ω(γa)) = 1.

I Definition 5 (Invariant Circuit). Let C be a (B, τ)-circuit with universe U computing a
q-ary query. The circuit C is invariant if for every A ∈ fin[τ ] with |A| = |U |, a ∈ Aq, and
bijections γ1, γ2 from A to U , C[γ1A](Ω(γ1a)) = C[γ2A](Ω(γ2a)).

Invariance indicates that C computes a property of τ -structures which is invariant to
presentations of the structure. Moreover, for an invariant circuit C only the size of U matters
and we often write C = Cn, for emphasis, when the universe is size n. A family C = (Cn)n∈N
of invariant (B, τ)-circuits naturally computes a q-ary query on τ -structures. When q = 0
the family computes a Boolean property of structures. We now discuss an algebraic property
of circuits called symmetry that implies invariance.

Symmetric Circuits. Permuting a circuit’s universe may induce automorphisms of the circuit.

I Definition 6 (Induced Automorphism). Let C = 〈G,W,Ω,Σ,Λ〉 be a (B, τ)-circuit with
universe U computing a q-ary query. Let σ ∈ SymU . If there is a bijection π from G to G
such that

for all gates g, h ∈ G, W (g, h) iff W (π(g), π(h)),
for all output tuples x ∈ Uq, πΩ(x) = Ω(σ(x)),
for all gates g ∈ G, Σ(g) = Σ(π(g)), and
for each relational gate g ∈ G, σΛ(g) = Λ(π(g)),

we say σ induces the automorphism π of C.

The principle goal of this paper is to understand the computational power of circuit
classes with the following type of algebraic symmetry.

I Definition 7 (Symmetric). A circuit C with universe U is called symmetric if for every
permutation σ ∈ SymU , σ induces an automorphism of C.

It is not difficult to see that, for a symmetric circuit C, there is a homomorphism h :
SymU → Aut(C) (where Aut(C) denotes the automorphism group of C) such that h(σ) is
an automorphism induced by σ.

To avoid certain trivialities we restrict ourselves to circuits which are rigid.
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I Definition 8 (Rigid). Let C = 〈G,W,Ω,Σ,Λ〉 be a (B, τ)-circuit with universe U . Call
C rigid if there do not exist distinct gates g, g′ ∈ G with Σ(g) = Σ(g′), Λ(g) = Λ(g′),
Ω−1(g) = Ω−1(g′), and for every g′′ ∈ G, W (g′′, g) iff W (g′′, g′).

For a rigid symmetric circuit C it is easy to show that the group of automorphisms
of C is exactly SymU acting faithfully. We shall therefore abuse notation and use these
interchangeably. In particular, we shall write σg to denote the image of a gate g in C under
the action of the automorphism induced by a permutation σ in SymU .

An examination of the definitions suffices to show that symmetry implies invariance. In
symmetric circuits it is useful to consider those permutations which induce automorphisms
that fix gates. Let P be a partition of a set U . Let the pointwise stabiliser of P be StabU (P) :=
{σ ∈ SymU | ∀P ∈ P, σP = P}, and similarly define the setwise stabiliser StabU{P} :=
{σ ∈ SymU | ∀P ∈ P, σP ∈ P}. For a gate g in a rigid symmetric circuit C with universe
U , let the stabiliser of g be StabU (g) := {σ ∈ SymU | σg = g}, and let the orbit of g under
the automorphism group Aut(C) of C be Orb(g) := {σg | σ ∈ SymU}. In each case, when
U = [n], we write Stabn instead of Stab[n].

Uniform Circuits. One natural class of circuits are those with polynomial-size descriptions
that can be generated by a deterministic polynomial-time machine.

I Definition 9 (P and P/poly-Uniform). A (B, τ)-circuit family C = (Cn)n∈N computing a
q-ary query is P/poly-uniform if there exists an integer t ≥ q and function Υ : N→ {0, 1}∗
which takes an integer n to a binary string Υ(n) such that |Υ(n)| = poly(n), and Υ(n)
describes1 the circuit Cn whose gates are indexed by t-tuples of [n], inputs are labelled
by t-tuples of [n], and outputs are labelled by q-tuples of [n]. Moreover, if there exists a
deterministic Turing machine M that for each integer n computes Υ(n) from 1n in time
poly(n) call C P-uniform.

Note that such uniform families implicitly have polynomial size.
Over ordered structures neither P-uniform nor P/poly-uniform circuits need compute

invariant queries as their computation may implicitly depend on the order associated with
[n]. To obtain invariance for such circuits we assert symmetry. The next section proves a
natural property of symmetric circuits that ultimately implies that symmetric P-uniform
circuits coincide with FP definitions on the standard and majority bases.

3 Symmetry and Support

In this section we analyse the algebraic properties of symmetric circuits.

I Definition 10 (Support). Let C be a rigid symmetric circuit with universe U and let g be
a gate in C. A set X ⊆ U supports g if StabU (X) ⊆ StabU (g).

We now show how to associate supports of constant size in a canonical way to all gates
in any rigid symmetric circuit of polynomial size. Indeed, our result is more general as it
associates moderately growing supports to gates in circuits of sub-exponential size. We first
introducing the more general notion of a supporting partition for a permutation group, which
can be canonically associated with any permutation group G, and obtain bounds on the size
of such a partition based on the index of G in the symmetric group. These results are then

1 Formally one must define a particular way of encoding circuits via binary strings. However, since the
details of the representation are largely irrelevant for our purposes we omit them.
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used to bound the size of supports of stabiliser groups of gates in rigid symmetric circuits as
a function of circuit size. This proves our main technical result—the Support Theorem.

A supporting partition generalises the notion of a support of a gate by replacing the set
with a partition and the stabiliser group of the gate with an arbitrary permutation group.

I Definition 11 (Supporting Partition). Let G ⊆ SymU be a group and P a partition of U .
We say that P is a supporting partition of G if StabU (P) ⊆ G.

For intuition consider two extremes. When G has supporting partition P = {U}, it
indicates G = SymU . Saying that G has supporting partition P = {{u1}, {u2}, . . . , {u|U |}}
indicates only that G contains the identity permutation, which is always true.

A natural partial order on partitions is the coarseness relation, i.e., P ′ is as coarse as P,
denoted P ′ ⊇ P, if every part in P is contained in some part of P ′. A proof is similar to
that of (*) on page 379 of [10] implies the following lemma.

I Lemma 12. Each permutation group G ⊆ SymU has a unique coarsest supporting partition.

We write SP(G) for the unique coarsest partition supporting G. By analysing how
supporting partitions are affected by the conjugacy action of SymU it is easy to show that
any group G is sandwiched between the pointwise and setwise stabilisers of SP(G).

I Lemma 13. For any group G ⊆ SymU , we have StabU (SP(G)) ⊆ G ⊆ StabU{SP(G)}.

Note that these bounds need not be tight. For example, if G is the alternating group on U (or,
indeed, any transitive, primitive subgroup of SymU ), then SP(G) is the partition of U into
singletons. In this case, StabU (SP(G)) is the trivial group while StabU{SP(G)} = SymU .

We now use the bounds given by Lemma 13, in conjunction with bounds on G to obtain
size bounds on SP(G). Recall that the index of G in SymU , denoted [SymU : G] is the
number of cosets of G in SymU or, equivalently, |SymU |

|G| . The next lemma, proved via a
involved combinatorial argument, says that if P is a partition of [n] where the index of
Stabn{P} in Symn is sufficiently small then (i) the number of parts in P is either very small
or very big, and (ii) if the number of parts in P is small, then it must have a large part.

I Lemma 14. Let ε and n be such that 0 ≤ ε < 1 and logn ≥ 8
ε2 . Let P be a partition of

[n], s := [Symn : Stabn{P}] and n ≤ s ≤ 2n1−ε .
1. Let k := |P|, then min{k, n− k} ≤ 8

ε
log s
logn .

2. If |P| ≤ n
2 , then P contains a part with at least n− 33

ε ·
log s
logn elements.

We leverage the above combinatorial lemmas to show that in symmetric circuits of
polynomial size, each gate has a small supporting partition, and hence has a small support.
Let g be a gate in a rigid symmetric circuit C over universe U , we abuse notation and write
SP(g) for SP(StabU (g)). Note that, if P is any part in SP(g), then U \ P is a support of g
in the sense of Definition 10. We write ‖SP(g)‖ to denote the smallest value of |U \ P | over
all parts P in SP(g). Also, let SP(C) denote the maximum of ‖SP(g)‖ over all gates g in C.

By the orbit-stabiliser theorem, |Orb(g)| = [SymU : StabU (g)]. By Lemma 13, we have
that StabU (g) ⊆ StabU{SP(g)} and thus, if s is an upper bound on |Orb(g)|, s ≥ [SymU :
StabU (g)] ≥ [SymU : StabU{SP(g)}]. Then, by Part 2 of Lemma 14, g has a support of small
size provided that (i) s is sub-exponential, and (ii) SP(g) has fewer than n/2 parts. Thus,
to prove our main technical theorem, which formalises Theorem 3 from the introduction, it
suffices to show that if s is sufficiently sub-exponential, (ii) holds.
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I Theorem 15 (Support Theorem). For any ε and n with 2
3 ≤ ε ≤ 1 and n > 2

56
ε2 , if C is

a rigid symmetric circuit over universe U with |U | = n and s := maxg∈C |Orb(g)| ≤ 2n1−ε ,
then, SP(C) ≤ 33

ε
log s
logn .

Proof. Suppose 1 ≤ s < n. C cannot have relational inputs, because each relational gate
must have an orbit of size at least n, so each gate of C computes a constant Boolean function.
The support of every gate g in C must be {U}, and hence 0 = ‖SP(g)‖ = SP(C). Therefore
assume s ≥ n.

To conclude the theorem from Part 2 of Lemma 14 it suffices to argue that for all
gates g, |SP(g)| ≤ n

2 . Suppose g is a constant gate, then, because g is the only gate with
its label, it is fixed under all permutations and hence |SP(g)| = |{U}| = 1 < n

2 . If g is
a relational gate, then it is fixed by any permutation that fixes all elements appearing
in Λ(g) and moved by all others. Thus, SP(g) must contain singleton parts for each
element of U in Λ(g) and a part containing everything else. Thus, if |SP(g)| > n

2 , SP(g)
contains at least n

2 singleton parts, there is a contradiction using the bounds on s, n, and ε,
s ≥ |Orb(g)| ≥ ‖SP(g)‖! ·

(
n

‖SP(g)‖
)
≥
⌊
n
2
⌋
! ≥ 2bn4 c > 2n1−ε

.

It remains to consider internal gates. For the sake of contradiction let g be a topologically
first internal gate such that SP(g) has more than n

2 parts. Part 1 of Lemma 14 implies, along
with the assumptions on s, n, and ε, that n− |SP(g)| ≤ k′ :=

⌈
8
ε

log s
logn

⌉
≤ 1

4n
1−ε < n

2 .

Let H denote the children of g. Because g is a topologically first gate with |SP(g)| > n
2 ,

for all h ∈ H, SP(h) has at most n
2 parts. As before, we argue a contradiction with the

upper bound on s. This is done by demonstrating that there is a set of gate-automorphism
pairs S = {(h, σ) | h ∈ H,σ ∈ SymU} that are: (i) useful – the automorphism moves the
gate out of the set of g’s children, i.e., σh 6∈ H, and (ii) independent – each child and its
image under the automorphism are fixed points of the other automorphisms in the set, i.e.,
for all (h, σ), (h′, σ′) ∈ S, σ′h = h and σ′σh = σh. Note that sets which are useful and
independent contain tuples whose gate and automorphism parts are all distinct. The set S
describes elements in the orbit of H with respect to SymU .

I Claim 16. Let S be useful and independent, then |Orb(H)| ≥ 2|S|.

Proof. Let R be any subset of S. Derive an automorphism from R: σR :=
∏

(h,σ)∈R σ (since
automorphisms need not commute, fix an arbitrary ordering of S).

Let R and Q be distinct subsets of S where without loss of generality |R| ≥ |Q|. Pick any
(h, σ) ∈ R\Q 6= ∅. Because S is independent σRh = σh and σQσh = σh. Since S is useful,
σh 6∈ H. Thus σh ∈ σRH, but σh 6∈ σQH. Hence σRH 6= σQH. Therefore each subset of S
can be identified with a distinct element in Orb(H) and hence |Orb(H)| ≥ 2|S|. J

Thus to reach a contradiction it suffices to construct a sufficiently large set S of gate-
automorphism pairs. To this end, divide U into b |U |k′+2c disjoint sets Si of size k

′ + 2 and
ignore the elements left over. Observe that for each i there is a permutation σi which fixes
U\Si but σi moves g, because otherwise the supporting partition of g could be smaller
(n− (k′ + 2) + 1). Since g is moved by each σi and C is rigid, there must be an associated
child hi ∈ H with σihi 6∈ H. Thus let (hi, σi) be the gate-automorphism pair for Si, these
pairs are useful. Let Qi be the union of all but the largest part of SP(hi). Observe that for
any σ which fixes Qi pointwise σ also fixes both hi and σihi, by the definition of support.

Define a directed graph K on the sets Si as follows. Include an edge from Si to Sj , with
i 6= j, if Qi∩Sj 6= ∅. An edge in K indicates a potential lack of independence between (hi, σi)
and (hj , σj), and on the other hand if there are no edges between Si and Sj , the associated
pairs are independent. Thus it remains to argue that K has a large independent set. This is
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possible because the out-degree of Si in K is bounded by |Qi| = ‖SP(hi)‖ ≤ 33
ε

log s
logn as the

sets Si are disjoint and Part 2 of Lemma 14 can be applied to hi. Thus the average total
degree (in-degree + out-degree) of K is at most 9k′. Greedily select a maximal independent
set in K by repeatedly selecting the Si with the lowest total degree and eliminating it and
its neighbours. This action does not effect the bound on the average total degree of K and
hence determines an independent set I in K of size at least

b |U |k′+2c
9k′ + 1 ≥

n− (k′ + 2)
(9k′ + 1)(k′ + 2) ≥

n
2 − 1

9k′2 + 10k′ + 2 ≥
7
16n

9k′2 + 10k′ + 2 ≥
n

(7k′)2

where the first inequality follows by expanding the floored expression, the second follows
because k′ < n

2 , the third follows from the lower bound on n, and the last follows because
k′ ≥ 1 as it is the ceiling of a positive non-zero quantity by definition.

Take S := {(hi, σi) | Si ∈ I}. By the argument above S is useful and independent. By
Claim 16, conclude that s ≥ |Orb(g)| ≥ |Orb(H)| ≥ 2|S| ≥ 2

n
(7k′)2 . For ε ≥ 2

3 , s ≤ 2n1−ε , and
ε

56 logn > 1 the following is a contradiction log s ≥ n · ( 56
ε

log s
logn )−2 > n · (n1−ε)−2 = n2ε−1 ≥

n1−ε. Thus |SP(g)| ≤ n
2 for all g ∈ C and the proof is complete by Part 2 of Lemma 14. J

Observe that when s is polynomial in n the support of a rigid symmetric circuit family is
asymptotically constant. This is the case for polynomial-size families.

I Corollary 17. Let C be a polynomial-size rigid symmetric circuit family, then SP(C) = O(1).

4 Translating Symmetric Circuits to Formulas

In this section, we deploy the Support Theorem to show that P-uniform families of symmetric
circuits can be translated into formulas of fixed-point logic. We can show that there is a
polynomial-time algorithm that takes a symmetric circuit and outputs an equivalent rigid
symmetric circuit together with the supporting partitions of each gate.

I Lemma 18. Let C be a symmetric (B, τ)-circuit with universe U . There is a deterministic
algorithm which runs in time poly(|C|) and outputs a rigid symmetric (B, τ)-circuit C ′
computing the same query as C along with coarsest supporting partitions for every gate of C ′.

Let C = (Cn)n∈N be a family of P-uniform symmetric (B, τ)-circuits computing a q-ary
query. Let A ∈ fin[τ ] be an input structure with universe U of size n. By Lemma 18 and the
Immerman-Vardi theorem, we have an FP interpretation defining a rigid symmetric circuit
equivalent to Cn over the number sort of A≤, i.e., a tuple of formulas of FP(≤) that define
the circuit when interpreted in 〈[n],≤〉. Moreover, the interpretation provides the coarsest
supporting partitions of the gates in Cn. Note that Cn is defined over the universe [n].

By Theorem 15, there is a constant bound k so that for each gate g in Cn the union of
all but the largest part of the coarsest partition supporting g, SP(g), has at most k elements.
Moreover, this union is a support of g in the sense of Definition 10. We call it the canonical
support of g and denote it by sp(g). To describe the evaluation of the circuit Cn with a
formula of fixed-point logic, we show that the evaluation of a gate g in Cn with respect to
the structure A depends only on how its universe U is mapped to the canonical support of g.

For any set X ⊆ [n], let UX denote the set of injective functions from X to U . For
X,Y ⊆ [n] and α ∈ UX , β ∈ UY , we say α and β are consistent, denoted α ∼ β, if for all
z ∈ X ∩ Y, α(z) = β(z), and for all x ∈ X\Y and y ∈ Y \X, α(x) 6= β(y). Recall that any
bijection γ : U → [n] determines an evaluation of the circuit Cn on the input structure
A which assigns to each gate g the Boolean value Cn[γA](g). Let g be a gate and let
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Γ(g) := {γ | Cn[γA](g) = 1}. The following claim establishes that the membership of γ in
Γ(g) (moreover, the number of 1s input to g) depends only on what γ maps to sp(g).

I Claim 19. Let g be a gate in Cn with children H. Let α ∈ U sp(g), then for all γ1, γ2 : U →
[n] with γ−1

1 ∼ α and γ−1
2 ∼ α,

1. γ1 ∈ Γ(g) iff γ2 ∈ Γ(g).
2. |{h ∈ H | γ1 ∈ Γ(h)}| =

∑
h∈H

|Ah∩EVh|
|Ah| , where for h ∈ H, Ah := {β ∈ U sp(h) | α ∼ β}.

We associate with each gate g a set of injective functions EVg ⊆ U sp(g) defined by
EVg := {α ∈ U sp(g) | ∃γ ∈ Γ(g) ∧ α ∼ γ−1} and note that, by Claim 19, this completely
determines Γ(g). Since [n] is linearly ordered, X ⊆ [n] inherits this order and we write ~X for
the ordered |X|-tuple consisting of the elements of X in the inherited order. For α ∈ UX
write ~α ∈ U ~X for the tuple α( ~X). This allows us to encode injective functions as tuples over
U e.g., ~EVg := {~α | α ∈ EVg}. Using Claim 19 we can construct ~EVg inductively over Cn.

Let g be a constant input gate, then sp(g) is empty. If Σ(g) = 0, then Γ(g) = ∅ and
~EVg = ∅. Otherwise Σ(g) = 1, then Γ(g) is all bijections and ~EVg = {〈〉}, i.e., the set
containing the empty tuple.
Let g be a relational gate with Σ(g) = R ∈ τ , then sp(g) is the set of elements in the
tuple ΛR(g). By definition we have ~EVg = {~α ∈ U ~sp(g) | α(ΛR(g)) ∈ RA}.
Let Σ(g) = AND and consider ~α ∈ U ~sp(g). By Claim 19, ~α ∈ ~EVg iff ~Ah = ~EVh for every
child h of g, i.e., for every child h and every β ∈ U sp(h) with α ∼ β, we have ~β ∈ ~EVh.
Let Σ(g) = OR and consider ~α ∈ U ~sp(g). By Claim 19, ~α ∈ ~EVg iff there is a child h of
g where ~Ah ∩ ~EVh is non-empty, i.e., for some child h of g and some β ∈ U sp(h) with
α ∼ β, we have ~β ∈ ~EVh.
Let Σ(g) = NOT and consider ~α ∈ U ~sp(g). g has exactly one child h. Claim 19 implies
that ~α ∈ ~EVg iff ~Ah 6= ~EVh, i.e., for some β ∈ U sp(h) with α ∼ β, we have ~β 6∈ ~EVh.
Let Σ(g) = MAJ and consider ~α ∈ U ~sp(g). Let H be the set of children of g and let
Ah := {β ∈ U sp(h) | β ∼ α}. Then Claim 19 implies that ~α ∈ ~EVg if, and only if,

∑
h∈H

| ~Ah ∩ ~EVh|
| ~Ah|

≥ |H|2 . (1)

From ~EV we can recover the query Q computed by Cn on the input structure A because
the support of an output gate g is exactly the set of elements in the marking of g by ΛΩ. In
particular: Q = {a ∈ Uq | ∃g ∈ G, ~α ∈ ~EVg such that ΛΩ(α−1(a)) = g}.

It is then straightforward (if laborious) to turn the inductive construction of ~EVg given
above to a fixed-point formula defining the relation V ⊆ [n]t × Uk by V (g, a) if, and only if,
ã ∈ ~EVg in the structure A≤, where ã is the restriction of the tuple a to |sp(g)| elements.
Here t is the arity of the FP-interpretation of the circuit Cn in the structure A≤. From this
we get a formula defining the query Q given by the circuit family C.

The only use of counting operators in the construction of the formula is in translating the
inductive step corresponding to majority gates. Thus, the formula we obtain is one of FP +≤
if B is the standard basis and of FPC if B is the majority basis. Moreover, if the family
C = (Cn)n∈N is not P-uniform, but given by an advice function Υ, we get an equivalent
formula of FP + Υ (for the standard basis) or FPC + Υ (for the majority basis).

On the other hand, formulas of FP + ≤ can be translated into P-uniform families of
symmetric Boolean circuits by standard methods and similar translations hold for FPC and
FP + Υ. Putting this all together gives us our main theorem.
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I Theorem 20 (Main). The following pairs of classes define the same queries on struc-
tures:
1. Symmetric P-uniform Boolean circuits and FP +≤.
2. Symmetric P-uniform majority circuits and FPC.
3. Symmetric P/poly-uniform Boolean circuits and FP + Υ.
4. Symmetric P/poly-uniform majority circuits and FPC + Υ.

One consequence is that properties of graphs which we know not to be definable in
FPC are also not decidable by P-uniform families of symmetric circuits. The results of
Cai-Fürer-Immerman [3] give graph properties that are polynomial-time decidable, but not
definable in FPC. Furthermore, there are a number of natural NP-complete graph problems
known not to be definable in FPC, including Hamiltonicity and 3-colourability (see [4]).
Indeed, all these proofs actually show that these properties are not even definable in the
infinitary logic with a bounded number of variables and counting (Cω∞ω—see [9]). Since it
is not difficult to show that formulas of FPC + Υ can be translated into Cω∞ω, we have the
following.

I Corollary 21. Hamiltonicity and 3-colourability of graphs are not decidable by families of
P/poly-uniform symmetric majority circuits.

5 Coherent and Locally Polynomial Circuits

Otto [10] studies families of rigid symmetric Boolean circuits deciding properties of structures
where the families satisfy two uniformity properties. Informally, a circuit family C := (Cn)n∈N
is coherent if Cn appears as a subcircuit consisting of exactly the gates fixed by Sym[m]\[n]
of all but finitely many of the circuits Cm at input length m > n. Second, C is locally
polynomial of degree k if the size of the orbit of every wire in Cn is at most nk. The main
result [10, Theorem 6] is that coherent locally-polynomial of degree k families of symmetric
(Bstd, τ)-circuits computing Boolean properties of fin[τ ] correspond to infinitary FO with k
variables. In Otto’s definition, individual circuits in the family may themselves be infinite, as
the only size restriction is on the orbits of wires. The theorem also shows that if the circuit
families are constant depth they correspond to the fragment of FO with k variables.

In all notions of uniformity we consider the circuits are of polynomial size. The Support
Theorem can be used to establish a direct connection between polynomial-size symmetric
circuit families and the locally-polynomial coherent symmetric families.

I Proposition 22 (Informal). Let C := (Cn)n∈N be a family of rigid symmetric Boolean
circuits.
1. If C is locally-polynomial and coherent, then C is polynomial size.
2. If C is polynomial size, then C is locally polynomial.

Since there are properties definable in an infinitary logic with finitely many variables that
are not decidable by polynomial-size circuits, it follows from the above proposition that the
use of infinite circuits is essential in Otto’s result.

Proposition 22 implies that all uniform circuit families we consider are locally polynomial.
However, they are not necessarily coherent. Indeed there are Boolean circuit families uniformly
definable in FO + ≤ that are not coherent. To see this observe that such circuit families
may include gates that are completely indexed by the number sort and hence are fixed
under all automorphisms induced by permutations of the point sort. Moreover the number
of such gates may increase as a function of input length. However, under the definition of
coherence, the number of gates in each circuit of a coherent family that are not moved by
any automorphism must be identical. Thus there are uniform circuits that are not coherent.
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6 Future Directions

One of the original motivations for studying symmetric majority circuits was the hope
that they had the power of choiceless polynomial time with counting (CPTC) [2], and
that, perhaps, techniques from circuit complexity could improve our understanding of the
relationship between CPTC and the invariant queries definable in polynomial time. However,
because FPC ( CPTC [5], our results indicate that symmetry is too much of a restriction
on P-uniform circuit families to recover CPTC.

A natural way to weaken the concept of symmetry is to require that induced automorph-
isms exist only for a certain subgroup of the symmetric group. This interpolates between
our notion of symmetric circuits and circuits on linearly-ordered structures, with the latter
case occurring when the subgroup is the identity.

The Support Theorem is a fairly general statement about the structure of symmetric
circuits and is largely agnostic to the particular semantics of the basis. To that end the
Support Theorem may find application to circuits over bases not consider here. The Support
Theorem can be applied to arithmetic circuits computing invariant properties of matrices
over a field; e.g., the Permanent polynomial is invariant and one standard way to compute
it is as a symmetric arithmetic circuit, i.e., Ryser’s formula [11]. Finally, the form of the
Support Theorem can, perhaps, be improved as the particular upper bound required on the
orbit size does not appear to be fundamental to the conclusion it reaches.
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Abstract
We are given a set of n jobs and a single processor that can vary its speed dynamically. Each job
Jj is characterized by its processing requirement (work) pj , its release date rj and its deadline dj .
We are also given a budget of energy E and we study the scheduling problem of maximizing the
throughput (i.e. the number of jobs that are completed on time). While the preemptive energy
minimization problem has been solved in polynomial time [Yao et al., FOCS’95], the complexity
of the problem of maximizing the throughput remained open until now. We answer partially
this question by providing a dynamic programming algorithm that solves the problem in pseudo-
polynomial time. While our result shows that the problem is not strongly NP-hard, the question
of whether the problem can be solved in polynomial time remains a challenging open question.
Our algorithm can also be adapted for solving the weighted version of the problem where every
job is associated with a weight wj and the objective is the maximization of the sum of the weights
of the jobs that are completed on time.

1998 ACM Subject Classification F.2.2 Nonnumerical Algorithms and Problem

Keywords and phrases energy efficiency, dynamic speed scaling, offline algorithm, throughput,
dynamic programming

Digital Object Identifier 10.4230/LIPIcs.STACS.2014.53

1 Introduction

The problem of scheduling n jobs with release dates and deadlines on a single processor that
can vary its speed dynamically with the objective of minimizing the energy consumption
has been first studied in the seminal paper by Yao et al. [12]. In this paper, we consider
the problem of maximizing the throughput for a given budget of energy. Throughput is
one of the most popular objectives in scheduling literature [5, 10]. Its maximization in the
context of energy-related scheduling is very natural since mobile devices, such as mobile
phones or computers, have a limited energy capacity depending on the quality of their
battery. The maximization of the number of jobs or of the total weight of the jobs executed
on time for a given budget of energy is of great importance. Different variants of the
throughput maximization problem in the online setting have been studied in the literature,
but surprisingly the status of the offline problem remained open.

Formally, we are given a set of n jobs J = {J1, J2, . . . , Jn}, where each job Jj is char-
acterized by its processing requirement (work) pj , its release date rj and its deadline dj .
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We consider integer release dates, deadlines and processing requirements. (For simplicity,
we suppose that the earliest released job is released at t = 0.) We assume that the jobs
have to be executed by a single speed-scalable processor, i.e. a processor which can vary
its speed over time (at a given time, the processor’s speed can be any non-negative value).
The processor can execute at most one job at each time. We measure the processor’s speed
in units of executed work per unit of time. If s(t) denotes the speed of the processor at
time t, then the total amount of work executed by the processor during an interval of time
[t, t′) is equal to

∫ t′
t
s(u)du. Moreover, we assume that the processor’s power consumption

is a convex function of its speed. Specifically, at any time t, the power consumption of the
processor is P (t) = s(t)α, where α > 1 is a constant. Since the power is defined as the rate
of change of the energy consumption, the total energy consumption of the processor during
an interval [t, t′) is

∫ t′
t
s(u)αdu. Note that if the processor runs at a constant speed s during

an interval of time [t, t′), then it executes (t′− t) · s units of work and it consumes (t′− t) · sα
units of energy.

Each job Jj can start being executed after or at its release date rj . Moreover, the
execution of a job may be suspended and continued later from the point of suspension. Given
a budget of energy E, our objective is to find a schedule of maximum throughput whose
energy does not exceed the budget E, where the throughput of a schedule is defined as the
number of jobs which are completed on time, i.e. before their deadline. Observe that a job is
completed on time if it is entirely executed during the interval [rj , dj). By extending the
well-known 3-field notation, this problem can be denoted as 1|pmtn, rj , E|

∑
Uj . We also

consider the weighted version of the problem where every job Jj is also associated with a
weight wj and the objective is no more the maximization of the cardinality of the jobs that
are completed on time, but the maximization of the sum of their weights. We denote this
problem as 1|pmtn, rj , E|

∑
wjUj . In what follows, we consider the problem in the case

where all jobs have arbitrary integer release dates, deadlines and processing requirement.

1.1 Related Works and our Contribution
A series of papers appeared for some online variants of throughput maximization: the first
work that considered throughput maximization and speed scaling in the online setting has
been presented by Chan et al. [6]. They considered the single processor case with release
dates and deadlines and they assumed that there is an upper bound on the processor’s speed.
They are interested in maximizing the throughput, and minimizing the energy among all the
schedules of maximum throughput. They presented an algorithm which is O(1)-competitive
with respect to both objectives. Li [11] has also considered the maximum throughput when
there is an upper bound in the processor’s speed and he proposed a 3-approximation greedy
algorithm for the throughput and a constant approximation ratio for the energy consumption.
In [3], Bansal et al. improved the results of [6], while in [9], Lam et al. studied the 2-processors
environment. In [8], Chan et al. defined the energy efficiency of a schedule to be the total
amount of work completed in time divided by the total energy usage. Given an efficiency
threshold, they considered the problem of finding a schedule of maximum throughput. They
showed that no deterministic algorithm can have competitive ratio less than ∆, the ratio
of the maximum to the minimum jobs’ processing requirement. However, by decreasing
the energy efficiency of the online algorithm the competitive ratio of the problem becomes
constant. Finally, in [7], Chan et al. studied the problem of minimizing the energy plus a
rejection penalty. The rejection penalty is a cost incurred for each job which is not completed
on time and each job is associated with a value which is its importance. The authors proposed
an O(1)-competitive algorithm for the case where the speed is unbounded and they showed
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that no O(1)-competitive algorithm exists for the case where the speed is bounded. In what
follows, we focus on the complexity status of the offline case for general instances. Angel
et al. [1] were the first to consider the throughput maximization problem in the energy
setting for the offline case. They studied the problem for a particular family of instances
where the jobs have agreeable deadlines, i.e. for every pair of jobs Ji and Jj , ri ≤ rj if
and only if di ≤ dj . They provided a polynomial time algorithm to solve the problem for
agreeable instances. However, to the best of our knowledge, the complexity of the unweighted
preemptive problem for arbitrary instances remained unknown until now. In this paper, we
prove that there is a pseudo-polynomial time algorithm for solving the problem optimally.
For the weighted version, the problem is NP-hard even for instances in which all the jobs
have common release dates and deadlines. Angel et al. [1] showed that the problem admits a
pseudo-polynomial time algorithm for agreeable instances. Our algorithm for the unweighted
case can be adapted for the weighted throughput problem with arbitrary release dates and
deadlines solving the problem in pseudo-polynomial time. More recently, Antoniadis et al.
[2] considered a generalization of the classical knapsack problem where the objective is to
maximize the total profit of the chosen items minus the cost incurred by their total weight.
The case where the cost functions are convex can be translated in terms of a weighted
throughput problem where the objective is to select the most profitable set of jobs taking into
account the energy costs. Antoniadis et al. presented a FPTAS and a fast 2-approximation
algorithm for the non-preemptive problem where the jobs have no release dates or deadlines.

We present in this paper an optimal algorithm for throughput maximization when the
preemption of jobs is allowed.

2 Preliminaries

Among the schedules of maximum throughput, we try to find the one of minimum energy
consumption. Therefore, if we knew by an oracle the set of jobs J∗, J∗ ⊆ J , which are
completed on time in an optimal solution, we would simply have to apply an optimal
algorithm for 1|pmtn, rj , dj |E for the jobs in J∗ in order to determine a minimum energy
schedule of maximum throughput for our problem. Such an algorithm has been proposed in
[12]. Based on this observation, we can use in our analysis some properties of an optimal
schedule for 1|pmtn, rj , dj |E.

Let t1, t2, . . . , tK be the time points which correspond to release dates and deadlines of
the jobs so that for each release date and deadline there is a ti value that corresponds to it.
We number the ti values in increasing order, i.e. t1 < t2 < . . . < tK . The following theorem
is a consequence of the algorithm of Yao et al. [12] and was proved in [4].

I Theorem 1. A feasible schedule for 1|pmtn, rj , dj |E is optimal if and only if all the
following hold:
1. Each job Jj is executed at a constant speed sj.
2. The processor is not idle at any time t such that t ∈ (rj , dj ], for all Jj ∈ J .
3. The processor runs at a constant speed during any interval (ti, ti+1], for 1 ≤ i ≤ K − 1.
4. If others jobs are scheduled in the span [rj , dj ] of Jj , then their speed is necessarily greater

or equal to the speed of Jj.

Theorem 1 is also satisfied by the optimal schedule of 1|pmtn, rj , E|
∑
Uj for the jobs in

J∗. In the following, we suppose that the jobs are sorted in non-decreasing order of their
deadlines (edf order), i.e. d1 ≤ d2 ≤ . . . ≤ dn. Moreover, we suppose that the release dates,
the deadlines and the processing requirements are integer.
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I Definition 2. Let J(k, s, t) = {Jj | j ≤ k and s ≤ rj < t} be the set of jobs, among the k
first ones w.r.t. the edf order, whose release dates are within s and t.

I Lemma 3. The total period in which the processor runs at a same speed in an optimal
solution for 1|pmtn, rj , dj |E has an integer length.

Proof. The total period is defined by a set of intervals (ti, ti+1] for 1 ≤ i ≤ K − 1 thanks to
the property 3) in Theorem 1. Since each ti corresponds to some release date or some deadline,
then ti ∈ N, 1 ≤ i ≤ K. Thus every such period has necessarily an integer length. J

I Definition 4. Let L = dmax − rmin be the span of the whole schedule. To simplify the
notation, we assume that rmin = 0.

I Definition 5. Let P =
∑
j pj be the total processing requirement of all the jobs.

I Definition 6. We call an edf schedule, a schedule in which at any time, the processor
schedules the job that has the smallest deadline among the set of available jobs at this time.

In the sequel, all the considered schedules are edf schedules.

3 The Dynamic Program and its Correctness

In this part, we propose an optimal algorithm which is based on dynamic programming
depending on the span length L and the total processing requirement P . As mentioned
previously, among the schedules of maximum throughput, our algorithm constructs a schedule
with the minimum energy consumption.

For a subset of jobs S ⊆ J , a schedule which involves only the jobs in S will be called a
S-schedule.

I Definition 7. Let Gk(s, t, u) be the minimum energy consumption of a S-schedule with
S ⊆ J(k, s, t) such that |S| = u and such that the jobs in S are entirely scheduled in [s, t].

Given a budget of energy E that we cannot exceed, the objective function is
max{u | Gn(0, dmax, u) ≤ E; 0 ≤ u ≤ n}.

I Definition 8. Let Fk−1(x, y, u, `, i, a, h) be the minimum energy consumption of a S-
schedule with S ⊆ J(k − 1, x, y) such that |S| = u and such that the jobs in S are entirely
scheduled in [x, y] during at most a + h × `

i unit times. Moreover, we assume that each
maximal block of consecutive jobs of S starts at a release date and has a length equal to
a′ + h′ × `

i with a′, h′ ∈ N.

Next, we define the set of all important dates of an optimal schedule in which every job
can start and end, and we show that the size of this set is pseudo-polynomial.

I Definition 9. Let Ω = {rj | j = 1, . . . , n} ∪ {dj | j = 1, . . . , n}.

I Definition 10. Let Φ = {s + h × `
i ≤ L | i = 1, . . . , P ; h = 0, . . . , i; s = 0, . . . , L; ` =

1, . . . , L}

I Proposition 11. There exists an optimal schedule O in which for each job, its starting
times and finish times belong to the set Φ, and such that each job is entirely executed with a
speed i

` for some i = 1, . . . , P and ` = 1, . . . , L.
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x y

a1 + h1 × `
i aq + hq × `

iaz + hz × `
i

release date
release date

release date

Figure 1 Illustration of Fk−1(x, y, u, `, i, a, h) in Definition 8 with respect to
∑q

z=1 az + hz × `
i

=
a + h × `

i
.

Proof. W.l.o.g. we can consider that each job has a unit processing requirement. If it is not
the case, we can split a job Jj into pj jobs, each one with a unit processing requirement.

We briefly explain the algorithm proposed in [12] which gives an optimal schedule. At
each step, it selects the (critical) interval I = [s, t] with s and t > s in Ω = {rj | j =
1, . . . , n} ∪ {dj | j = 1, . . . , n}, such that sI = |{Jj | s≤rj≤dj≤t}|

t−s is maximum. All the jobs
inside this interval are executed at the speed sI , which is of the form i

` for some i = 1, . . . , P
and ` = 1, . . . , L, and according to the edf order. This interval cannot be used any more,
and we recompute a new critical interval without considering the jobs and the previous
critical intervals, until all the jobs have been scheduled.

We can remark that the length of each critical interval (at each step) I = [s, t] is an
integer. This follows from the fact that s = rz ∈ N for some job Jz, and t = dj ∈ N for
some job Jj , moreover we remove integer lengths at each step (the length of previous critical
intervals which intersect the current one), so the new considered critical interval has always
an integer length.

Then we can define every potential starting time or completion time of each job in this
interval. We first prove that the completion time of a job in a continuous critical interval, i.e.
a critical interval which has an empty intersection with all other critical intervals, belongs
to Φ. Let Jk be any job in a continuous critical interval and let x and y be respectively its
starting and completion times. Then there is no idle time between s = rf (for some Jf ) and
y since it is a critical interval. Let v = i

` be the processor speed in this interval and p = `
i

be the processing time of a job (Recall that each job has the same processing requirement).
The jobs that are executed (even partially) between x and y are not executed neither before
x nor after y since we consider an edf schedule. Thus y − x is a multiple of p. Two cases
may occur:

Either Jk causes a preemption and hence x = rk,
or Jk does not cause any preemption and hence the jobs that are executed between s and
x, are fully scheduled in this interval. Consequently, x− s is a multiple of p.

In both cases, there is a release date rg (either rk or rf ) such that between rg and y, the
processor is never idle and such that y is equal to rg modulo p. On top of that, the distance
between rg and t is not greater than n× p. Hence, y ∈ Φ. Now consider the starting time of
any job. This time point is either the release date of the job or is equal to the completion
time of the "previous" one. Thus, starting times also belong to Φ.

Now we consider the starting and the completion times of a job in a critical interval
I in which there is at least another critical interval (with greater speeds) included in I or
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intersecting I. Let A be the union of those critical intervals. Since the jobs of I cannot be
scheduled during the intervals A, the starting time and completion time of these jobs have
to be (right)-shifted by an integer value (since each previously critical interval has an integer
length). Thus the starting time and completion time of all the jobs still belong to Φ. J

I Proposition 12. One has

Gk(s, t, u) = min



Gk−1(s, t, u)

min
x∈Φ

0≤u1≤u
0≤u2≤u

0≤u1+u2≤u−1
0≤a≤L; 1≤`≤L
1≤i≤P ; 0≤h≤P
y−x=a+(pk+h) `

i
rk≤x≤y≤dk

 Gk−1(s, x, u1) + Fk−1(x, y, u2, `, i, a, h)

+
( i
`

)α−1
pk +Gk−1(y, t, u− u1 − u2 − 1)



G0(s, t, 0) = 0 ∀s, t ∈ Φ
G0(s, t, u) = +∞ ∀s, t ∈ Φ and u > 0

s x ty

Fk−1(x, y, u2, ℓ, i, a, h) Gk−1(y, t, u− u1 − u2 − 1)Gk−1(s, x, u1)

Jk

Figure 2 Illustration of Proposition 12 where x is the first starting time of Jk and y is the last
completion time of Jk.

Proof. Let G′ be the right hand side of the formula, G′1 be the first line of G′ and G′2 be
the second line of G′.
We first prove that Gk(s, t, u) ≤ G′.

Since J(k − 1, s, t) ⊆ J(k, s, t), then Gk(s, t, u) ≤ Gk−1(s, t, u) = G′1.
Now consider a schedule S1 that realizes Gk−1(s, x, u1), a schedule S2 that realizes

Fk−1(x, y, u2, `, i, a, h) such that y − x = a + (pk + h) × `
i and a schedule S3 that realizes

Gk−1(y, t, u− u1 − u2 − 1). We build a schedule with S1 from s to x, with S2 from x to y
and with S3 from y to t.

Since Fk−1(x, y, u2, `, i, a, h) is a schedule where the processor executes the jobs during
at most a+ h× l

i unit times and we have y − x = a+ (pk + h)× `
i , then there is at least

pk × `
i units time for Jk. Thus Jk can be scheduled with speed i

` during [x, y].
Obviously, the subsets J(k − 1, s, x), J(k − 1, x, y) and J(k − 1, y, t) do not intersect, so

this is a feasible schedule, and its cost is G′2. Hence Gk(s, t, u) ≤ G′2.

We now prove that G′ ≤ Gk(s, t, u).

If Jk /∈ O such that O realizes Gk(s, t, u), then G′1 = Gk(s, t, u).
Now, let us consider the case Jk ∈ O.
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We denote by X the schedule that realizes Gk(s, t, u) in which the first starting time x of
Jk is maximal, and in which y is the last completion time of Jk is also maximal. According
to Proposition 11, we assume that x, y ∈ Φ. We split X (which is an edf schedule) into
three sub-schedules S1 ⊆ J(k − 1, s, x), S2 ⊆ J(k − 1, x, y) ∪ {Jk} and S3 ⊆ J(k − 1, y, t).

We claim that we have the following properties:

P1) all the jobs of S1 are released in [s, x] and are completed before x,
P2) all the jobs of S2 are released in [x, y] and are completed before y,
P3) all the jobs of S3 are released in [y, t] and are completed before t.

We prove P1

Suppose that there is a job Jj ∈ S1 which is not completed before x. Then we can swap
some part of Jj of length ε which is scheduled after x with some part of Jk of length ε at
time x. This can be done since we have dj ≤ dk. Thus we have a contradiction with the fact
that x was maximal.

We prove P2

Similarly, suppose that there is a job Jj ∈ S2 which is not completed before y. Then we can
swap some part of Jj of length ` which is scheduled after y with some part of Jk of length `
in [x, y]. This can be done since we have dj ≤ dk. Thus we have a contradiction with the
fact that y was maximal.

We prove P3

If there exists a job in S3 which is not entirely executed at time t, then the removal of this
job would lead to a lower energy consumption schedule for S3 with the same throughput
value. This contradicts the definition of Gk−1(y, t, |S3|).

Let us now consider the schedule S ′2 = S2 \ Jk in [x, y]. Since [x, y] ⊆ [rk, dk], thanks
to property 4) of Theorem 1, the speeds of jobs in S ′2 are necessarily greater than or equal
to the speed of Jk. Let us consider any maximal block b of consecutive jobs in S ′2. This
block can be partitioned into two sub-blocks b1 and b2 such that b1 (resp. b2) contains all
the jobs of b which are scheduled with a speed equal to (resp. strictly greater than) the
speed of Jk. All the jobs scheduled in block b are also totally completed in b (this comes
from the edf property and because Jk has the biggest deadline). Notice that the speed
of Jk is equal to i

` for some value i = 1, . . . , P and ` = 1, . . . , L thanks to Proposition 11.
Thus the total processing time of b1 is necessarily h′ × `

i . Moreover since from property 3 of
Theorem 1, all the speed changes occur at time ti ∈ N, the block b2 has an integer length.
Therefore, every block b has a length equal to a′ + h′ × `

i and the total processing time of S ′2
is a+ h× `

i . Furthermore, every block b in S ′2 starts at a release date (this comes from the
edf property). On top of that, we have y − x = a+ (h+ pk)× `

i with a = 0, 1, . . . , L and
h = 0, . . . , i. Moreover, every block b in S ′2 starts at a release date (this comes from the edf
property). Hence the cost of the schedule S ′2 is greater than Fk−1(x, y, |S ′2|, `, i, a, h). The
energy consumption of Jk is exactly pk × ( i` )

α−1.
Similarly, the cost of the schedule S1 is greater than Gk−1(s, x, |S1|) and the cost of S3 is

greater than Gk−1(y, t, |S3|).
Therefore, Gk(s, t, u) ≥ Gk−1(s, x, |S1|) + Fk−1(x, y, |S2|, `, i, a, h) + Gk−1(y, t, |S3|) +

pk

( i
`

)α−1
= G′2 and Gk(s, t, u) ≥ G′. J
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I Proposition 13. One has

Fk−1(x, y, u, `, i, a, h) = min
0≤a′≤a; 0≤h′≤h
x≤x′=rj≤y; j≤k

1≤β≤u
y′=x′+a′+h′× `

i≤y

{Gk−1(x′, y′, β)+Fk−1(y′, y, u−β, `, i, a−a′, h−h′)}

Fk−1(x, y, 0, `, i, a, h) = 0
Fk−1(x, y, u, `, i, 0, 0) = +∞

x yx′ y′

Gk−1(x
′, y′, β)

Fk−1(y
′, y, u− β, `, i, a− a′, h− h′)

a′ + h′ × `
i

β jobs

Figure 3 Illustration of Proposition 13.

Proof. Let F ′ be the right hand side of the equation.
We first prove that Fk−1(x, y, u, `, i, a, h) ≤ F ′.

Let us consider a schedule S1 that realizes Gk−1(x′, y′, β) and a schedule S2 that realizes
Fk−1(y′, y, u− β, `, i, a′, h′). We suppose that the processor is idle during [x, x′]. We build a
schedule with an empty set from x to x′, with S1 from x′ to y′ and with S2 from y′ to y.

Obviously, the subsets J(k−1, x, z) and J(k−1, z, y) do not intersect, so this is a feasible
schedule, and its cost is F ′, thus Fk−1(x, y, u, f, `, i) ≤ F ′.

We now prove that F ′ ≤ Fk−1(x, y, u, `, i, a, h).

Let O be an optimal schedule that realizes Fk−1(x, y, u, `, i, a, h) such that x′ is the first
starting time of the schedule and y′ is the completion time of the first block of jobs in O.
We split it into two sub-schedules S1 ⊆ J(k − 1, x′, y′) and S2 ⊆ J(k − 1, y′, y) such that the
value of x′ is maximal and the value of y′ is also maximal.

Then y′−x′ = a′+h′× `
i for some value a′ = 0, . . . , a and h′ = 0, . . . , h by definition. Thus

we can assume that the jobs in S2 have to be scheduled during at most (a− a′) + (h−h′)× `
i

units of time in [y′, y]. We claim that x′ is a release date by definition.
Moreover, we claim that all the jobs of S2 are released in [y′, y] and are completed before

y. If there exists a job in S2 which is not completed at time t, then the removal of this job
would lead to a lower energy consumption schedule for S2 which contradicts the definition of
Fk−1(y′, y, |S2|, `, i, a− a′, h− h′).

Then the restriction S1 of O in [x′, y′] is a schedule that meets all constraints related to
Gk−1(x′, y′, |S1|). Hence its cost is greater than Gk−1(x′, y′, |S1|). Similarly, the restriction
S2 of O to [y′, y] is a schedule that meets all constraints related to Fk−1(y′, y, |S2|, `, i, a−
a′, h− h′).

Thus F ′ ≤ Fk−1(x, y, u, `, i, a, h). J
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I Theorem 14. The preemptive throughput maximization problem can be solved in O(n6L9P 9)
time and in O(nL6P 6) space.

Proof. The values of Gk(s, t, u) are stored in a multi-dimensional array of size O(|Φ|2n2).
Each value need O(|Φ|n2L2P 2r(F )) time to be computed where r(F ) is the running time
for computing Fk−1(x, y, u, `, i, a, h). Since we fix every value of x, y, u, `, i, a, h in the
minimization step, the table F does not need to be pre-computed. Then the running
time is O(n2LP ) for each value of F . Therefore, the total running time of the dynamic
programming is O(n6L9P 9). Moreover, the values of Fk−1(x, y, u, `, i, a, h) are stored in a
multi-dimensional array (since we don’t need to remember the Fi values for i < k − 1) of
size O(n|Φ|2L2P 2) = O(nL6P 6). J

The dynamic program can be adapted for the weighted version of the problem and has a
running time of O(n2W 4L9P 9) where W is the sum of the weight of all jobs. This can be
done by considering the total weight of completed jobs of a schedule instead of considering
the number of completed jobs. More formally, this can be done by modifying the definitions
of Gk and Fk−1 in the following way:

Gk(s, t, w) is the minimum energy consumption of a S-schedule with S ⊆ J(k, s, t) such
that

∑
Jj∈S wj ≥ w and such that the jobs in S are entirely scheduled in [s, t], and

Fk−1(x, y, w, `, i, a, h) is the minimum energy consumption of a S-schedule with S ⊆
J(k− 1, x, y) such that

∑
Jj∈S wj ≥ w and such that the jobs in S are entirely scheduled

in [x, y] during at most a+ h× `
i unit times. As for the cardinality case, we assume that

each maximal block of consecutive jobs of S starts at a release date and has a length
equal to a′ + h′ × `

i with a′, h′ ∈ N.

4 Conclusion

In this paper, we proved that there is a pseudo-polynomial time algorithm for solving the
problem optimally. This result is a first (partial) answer to the complexity status of the
throughput maximization problem in the offline setting. Our result shows that the problem
is not strongly NP-hard, but the question of whether there is a polynomial time algorithm
for it remains a challenging open question.
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Abstract
We give a polynomial time algorithm to compute an optimal energy and fractional weighted flow
trade-off schedule for a speed-scalable processor with discrete speeds. Our algorithm uses a geo-
metric approach that is based on structural properties obtained from a primal-dual formulation
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1 Introduction

It seems to be a universal law of technology in general, and information technology in
particular, that higher performance comes at the cost of energy efficiency. Thus a common
theme of green computing research is how to manage information technologies so as to obtain
the proper balance between these conflicting goals of performance and energy efficiency. Here
the technology we consider is a speed-scalable processor, as manufactured by the likes of
Intel and AMD, that can operate in different modes, where each mode has a different speed
and power consumption, and the higher speed modes are less energy-efficient in that they
consume more energy per unit of computation. The management problem that we consider
is how to schedule jobs on such a speed-scalable processor in order to obtain an optimal
trade-off between a natural performance measure (fractional weighted flow) and the energy
used. Our main result is a polynomial time algorithm to compute such an optimal trade-off
schedule.

We want to informally elaborate on the statement of our main result. Fully formal
definitions can be found in Section 3. We need to explain how we model the processors, the
jobs, a schedule, our performance measure, and the energy-performance trade-off:
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The Speed-Scalable Processor: We assume that the processor can operate in any of a
discrete set of modes, each with a specified speed and power consumption.

The Jobs: Each job has a release time when the job arrives in the system, a volume of work
(think of a unit of work as being an infinitesimally small instruction to be executed), and
a total importance or weight. The ratio of the weight to the volume of work specifies the
density of the job, which is the importance per unit of work of that job.

A Schedule: A schedule specifies, for each real time, the job that is being processed and the
mode of the processor.

Our Performance Measure of Fractional Weighted Flow: The fractional weighted flow of
a schedule is the total over all units of work (instructions) of how much time that work
had to wait from its release time until that work was executed on the processor, times
the weight (aggregate importance) of that unit of work. So work with higher weight is
considered to be more important. Presumably the weights are specified by higher-level
applications that have knowledge of the relative importance of various jobs.

Optimal Trade-off Schedule: An optimal trade-off schedule minimizes the fractional weight-
ed flow plus the energy used by the processor (energy is just power integrated over
time). To gain intuition, assume that at time zero a volume p of work of weight w is
released. Intuitively/Heuristically one might think that the processor should operate
in the mode i that minimizes w p

2si
+ Pi

p
si
, where si and Pi are the speed and power of

mode i respectively, until all the work is completed; In this schedule the time to finish
all the work is p

si
, the fractional weighted flow is w p

2si
, and the total energy usage is

Pi
p
si
. So the larger the weight w, the faster the mode that the processor will operate in.

Thus intuitively the application-provided weights inform the system scheduler as to which
mode to operate in so as to obtain the best trade-off between energy and performance.
(The true optimal trade-off schedule for the above instance is more complicated as the
speed will decrease as the work is completed.)
In Section 2 we explain the relationship of our result to related results in the literature.

Unfortunately both the design and analysis of our algorithm are complicated, so in Section 4
we give an overview of the main conceptual ideas before launching into details in the
subsequent sections. In Section 5 we present the obvious linear programming formulation
of the problem, and discuss our interpretation of information that can be gained about
optimal schedules from both the primal and dual linear programs. In Section 6 we use this
information to develop our algorithm. Finally in Section 7 we analyze the running time of
our algorithm. Due to space limitations, many of the details are left for the full version of
the paper.

2 Related Results

To the best of our knowledge there are three papers in the algorithmic literature that study
computing optimal energy trade-off schedules. All of these papers assume that the processor
can run at any non-negative real speed, and that the power used by the processor is some
nice function of the speed, most commonly the power is equal to the speed raised to some
constant α. Essentially both [2, 13] give polynomial time algorithms for the special case
of our problem where the densities of all units of work are the same. The algorithm in
[13] is a homotopic optimization algorithm that intuitively traces out all schedules that
are Pareto-optimal with respect to energy and fractional flow, one of which must obviously
be the optimal energy trade-off schedule. The algorithm in [2] is a dynamic programming
algorithm. [2] also deserves credit for introducing the notion of trade-off schedules. [7] gave
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a polynomial-time algorithm for recognizing an optimal schedule. [7] also showed that the
optimal schedule evolves continuously as a function of the importance of energy, implying
that a continuous homotopic algorithm is, at least in principle, possible. However, [7] was
not able to provide any bound, even exponential, on the time of this algorithm, nor was [7]
able to provide any way to discretize this algorithm.

To reemphasize, the prior literature [2, 13, 7] on our problem assumes that the set of
allowable speeds is continuous. Our setting of discrete speeds both more closely models the
current technology, and seems to be algorithmically more challenging. In [7] the recognition
of an optimal trade-off schedule in the continuous setting is essentially a direct consequence of
the KKT conditions of the natural convex program, as it is observed that there is essentially
only one degree of freedom for each job in any plausibly optimal schedule, and this degree
of freedom can be recovered from the candidate schedule by looking at the speed that the
job is run at any time that the job is run. In the discrete setting, we shall see that there
is again essentially only one degree of freedom for each job, but unfortunately one cannot
easily recover the value of this degree of freedom by examining the candidate schedule. Thus
we do not know of any simple way to even recognize an optimal trade-off schedule in the
discrete setting.

One might also reasonably consider the performance measure of the aggregate weighted
flow over jobs (instead of work), where the flow of a job is the amount of time between when
the job is released and when the last bit of work of that job is finished. In the context that
the jobs are flight queries to a travel site, aggregating over the delay of jobs is probably
more appropriate in the case of Orbitz, as Orbitz does not present the querier with any
information until all the possible flights are available, while aggregating over the delay of
work may be more appropriate in the case of Kayak, as Kayak presents the querier with
flight options as they are found. Also, often the aggregate flow of work is used as a surrogate
measure for the aggregate flow of jobs as it tends to be more mathematically tractable. In
particular, for the trade-off problem that we consider here, the problem is NP-hard if we
were to consider the performance measure of the aggregate weighted flow of jobs, instead of
the aggregate weighted flow of work. The hardness follows immediately from the well known
fact that minimizing the weighted flow time of jobs on a unit speed processor is NP-hard [10],
or from the fact that minimizing total weighted flow, without release times, subject to an
energy budget is NP-hard [12].

There is a fair number of papers that study approximately computing optimal trade-off
schedules, both offline and online. [12] also gives PTAS’s for minimizing total flow without
release times subject to an energy budget in both the continuous and discrete speed settings.
[2, 6, 11, 4, 3, 5, 8, 9] consider online algorithms for optimal total flow and energy, [4, 5]
consider online algorithms for fractional flow and energy. For a survey on energy-efficient
algorithms, see [1].

3 Model & Preliminaries

We consider the problem of scheduling a set J := { 1, 2, . . . , n } of n jobs on a single processor
featuring k different speeds 0 < s1 < s2 < . . . < sk. The power consumption of the processor
while running at speed si is Pi ≥ 0. We use S := { s1, . . . , sk } to denote the set of speeds
and P := {P1, . . . , Pk } to denote the set of powers. While running at speed si, the processor
performs si units of work per time unit and consumes energy at a rate of Pi.

Each job j ∈ J has a release time rj , a processing volume (or work) pj , and a weight wj .
Moreover, we denote the value dj := wj

pj
as the density of job j. All densities are distinct;
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details about this assumption are left for the full version. For each time t, a schedule S must
decide which job to process at what speed. We allow preemption, that is, a job may be
suspended at any point in time and resumed later on. We model a schedule S by a speed
function V : R≥0 → S and a scheduling policy J : R≥0 → J . Here, V (t) denotes the speed
at time t, and J(t) the job that is scheduled at time t. Jobs can be processed only after they
have been released. For job j let Ij = J−1(j) ∩ [rj ,∞) be the set of times during which it
is processed. A feasible schedule must finish the work of all jobs. That is, the inequality∫
Ij
S(t) dt ≥ pj must hold for all jobs j.
We measure the quality of a given schedule S by means of its energy consumption and

its fractional flow. The speed function V induces a power function P : R≥0 → P, such
that P (t) is the power consumed at time t. The energy consumption of schedule S is
E(S) :=

∫∞
0 P (t) dt. The flow time (also called response time) of a job j is the difference

between its completion time and release time. If Fj denotes the flow time of job j, the
weighted flow of schedule S is

∑
j∈J wjFj . However, we are interested in the fractional flow,

which takes into account that different parts of a job j finish at different times. More formally,
if pj(t) denotes the work of job j that is processed at time t (i.e., pj(t) = V (t) if J(t) = j,
and pj(t) = 0 otherwise), the fractional flow time of job j is F̃ j :=

∫∞
rj

(t− rj)pj(t)
pj

dt. The
fractional weighted flow of schedule S is F̃ (S) :=

∑
j∈J wjF̃ j . The objective function is

E(S) + F̃ (S). Our goal is to find a feasible schedule that minimizes this objective.
We define s0 := 0, P0 := 0, sk+1 := sk, and Pk+1 :=∞ to simplify notation. Note that,

without loss of generality, we can assume Pi−Pi−1
si−si−1

< Pi+1−Pi

si+1−si
; Otherwise, any schedule using

si could be improved by linearly interpolating the speeds si−1 and si+1.

4 Overview

In this section we give an overview of our algorithm design and analysis. We start by
considering a natural linear programming formulation of the problem. We then consider
the dual linear program. Using complementary slackness we find necessary and sufficient
conditions for a candidate schedule to be optimal. Reminiscent of the approach used in the
case of continuous speeds in [7], we then interpret these conditions in the following geometric
manner. Each job j is associated with a linear function Dαj

j (t), which we call dual line. This
dual line has a slope of −dj and passes through point (rj , αj), for some αj > 0. Here t is
time, αj is the dual variable associated with the primal constraint that all the work from job
j must be completed, rj is the release time of job j, and dj is the density of job j. Given
such an αj for each job j, one can obtain an associated schedule as follows: At every time
t, the job j being processed is the one whose dual line is the highest at that time, and the
speed of the processor depends solely on the height of this dual line at that time.

The left picture in Figure 1 shows the dual lines for four different jobs on a processor
with three modes. The horizontal axis is time. The two horizontal dashed lines labeled by
C2 and C3 represent the heights where the speed will transition between the lowest speed
mode and the middle speed mode, and the middle speed mode and the highest speed mode,
respectively (these lines only depend on the speeds and powers of the modes and not on the
jobs). The right picture in Figure 1 shows the associated schedule.

By complementary slackness, a schedule corresponding to a collection of αj ’s is optimal
if and only if it processes exactly pj units of work for each job j. Thus we can reduce finding
an optimal schedule to finding values for these dual variables with this property.

Our algorithm is a primal-dual algorithm that raises the dual αj variables in an organized
way. We iteratively consider the jobs by decreasing density. In iteration i, we construct the
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C1

C2

C3 s3

s2

s1

Figure 1 The dual lines for a 4-job instance, and the associated schedule.

optimal schedule Si for the i most dense jobs from the optimal schedule Si−1 for the i− 1
most dense jobs. We raise the new dual variable αi from 0 until the associated schedule
processes pi units of work from job i. At some point raising the dual variable αi may cause
the dual line for i to “affect” the dual line for a previous job j in the sense that αj must
be raised as αi is raised in order to maintain the invariant that the right amount of work is
processed on job j. Intuitively one might think of “affection” as meaning that the dual lines
intersect (this is not strictly correct, but might be a useful initial geometric interpretation
to gain intuition). More generally this affection relation can be transitive in the sense that
raising the dual variable αj may in turn affect another job, etc.

The algorithm maintains an affection tree rooted at i that describes the affection relation-
ship between jobs, and maintains for each edge in the tree a variable describing the relative
rates that the two incident jobs must be raised in order to maintain the invariant that the
proper amount of work is processed for each job. Thus this tree describes the rates that the
dual variables of old jobs must be raised as the new dual variable αi is raised at a unit rate.

In order to discretize the raising of the dual lines, we define four types of events that
cause a modification to the affection tree:

a pair of jobs either begin or cease to affect each other,
a job either starts using a new mode or stops using some mode,
the rightmost point on a dual line crosses the release time of another job, or
enough work is processed on the new job i.

During an iteration, the algorithm repeatedly computes when the next such event will occur,
raises the dual lines until this event, and then computes the new affection tree. Iteration i
completes when job i has processed enough work. Its correctness follows from the facts that
(i) the affection graph is a tree, (ii) this affection tree is correctly computed, (iii) the four
aforementioned events are exactly the ones that change the affection tree, and (iv) the next
such event is correctly computed by the algorithm. We bound the running time by bounding
the number of events that can occur, the time required to calculate the next event of each
type, and the time required to recompute the affection tree after each event.

5 Structural Properties via Primal-Dual Formulation

In the following, we give an integer linear programming (ILP) description of our problem.
To this end, let us assume that time is divided into discrete time slots such that, in each
time slot, the processor runs at constant speed and processes at most one job. Note that
these time slots may be arbitrarily small, yielding an ILP with many variables and, thus,
rendering a direct solution approach less attractive. However, we are actually not interested
in solving this ILP directly. Instead, we merely strive to use it and its dual in order to obtain
some simple structural properties of an optimal schedule.
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min
∑
j∈J

T∑
t=rj

k∑
i=1

xjti
(
Pi + sidj(t− rj + 1/2)

)
s.t.

T∑
t=rj

k∑
i=1

xjti · si ≥ pj ∀j

∑
j∈J

k∑
i=1

xjti ≤ 1 ∀t

xjti ∈ { 0, 1 } ∀j, t, i

(a) ILP formulation of our scheduling problem.

max
∑
j∈J

pjαj −
T∑
t=1

βt

s.t. βt ≥ αjsi − Pi
−sidj(t− rj + 1/2)
∀j, t, i : t ≥ rj

αj ≥ 0 ∀j
βt ≥ 0 ∀t

(b) Dual program of the ILP’s relaxation.

Figure 2

ILP & Dual Program. Let the indicator variable xjti denote whether job j is processed in
slot t at speed si. Moreover, let T be some upper bound on the total number of time slots.
This allows us to model our scheduling problem via the ILP given in Figure 2a. The first set
of constraints ensures that all jobs are completed, while the second set of constraints ensures
that the processor runs at constant speed and processes at most one job in each time slot.

In order to use properties of duality, we consider the relaxation of the above ILP. It
can easily be shown that any optimal schedule will always use highest density first as its
scheduling policy, and therefore there is no advantage to scheduling partial jobs in any time
slot. It follows that by considering small enough time slots, the value of an optimal solution
to the LP will be no less than the value of the optimal solution to the ILP. After considering
this relaxation and taking the dual, we get the dual program shown in Figure 2b.

The complementary slackness conditions of our primal-dual program are

αj > 0 ⇒
T∑

t=rj

k∑
i=1

xjti · si = pj , (1)

βt > 0 ⇒
∑
j∈J

k∑
i=1

xjti = 1, (2)

xjti > 0 ⇒ βt = αjsi − Pi − sidj(t− rj + 1/2) . (3)

By complementary slackness, any pair of feasible primal-dual solutions that fulfills these
conditions is optimal. We will use this in the following to find a simple way to characterize
optimal schedules.

A simple but important observation is that we can write the last complementary slackness
condition as βt = si

(
αj −dj(t− rj + 1

2 )
)
−Pi. Using the complementary slackness conditions,

the function t 7→ αj − dj(t− rj) can be used to characterize optimal schedules. The following
definitions capture a parametrized version of these job-dependent functions and state how
they imply a corresponding (not necessarily feasible) schedule.

I Definition 1 (Dual Lines and Upper Envelope). For a value a ≥ 0 and a job j we denote
the linear function Da

j : [rj ,∞)→ R, t 7→ a− dj(t− rj) as the dual line of j with offset a.
Given a job set H ⊆ J and corresponding dual lines Daj

j , we define the upper envelope
of H by the upper envelope of its dual lines. That is, the upper envelope of H is a function
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UEH : R≥0 → R≥0, t 7→ maxj∈H
(
D
aj

j (t), 0
)
. We omit the job set from the index if it is clear

from the context.

For technical reasons, we will have to consider the discontinuities in the upper envelope
separately.

I Definition 2 (Left Upper Envelope and Discontinuity). Given a job set H ⊆ J and
upper envelope of H, UEH , we define the left upper envelope at a point t as the limit of
UEH as we approach t from the left. That is, the left upper envelope of H is a function
LUEH : R≥0 → R≥0, t 7→ limt′→t− UEH(t′). Note that an equivalent definition of the left
upper envelope is LUEH(t) = maxj∈H:rj<t

(
D
aj

j (t), 0
)
.

We say that a point t is a discontinuity if UE has a discontinuity at t. Note that this
implies that UE(t) 6= LUE(t).

For the following definition, let us denote Ci := Pi−Pi−1
si−si−1

for i ∈ [k + 1] as the i-th speed
threshold. We use it to define the speeds at which jobs are to be scheduled. It will also be
useful to define Ĉ(x) = mini∈[k+1] {Ci | Ci > x } and Č(x) = maxi∈[k+1] {Ci | Ci ≤ x }.

I Definition 3 (Line Schedule). Consider dual lines Daj

j for all jobs. The corresponding line
schedule schedules job j in all intervals I ⊆ [rj ,∞) of maximal length in which j’s dual line
is on the upper envelope of all jobs (i.e., ∀t ∈ I : Daj

j (t) = UE(t)). The speed of a job j

scheduled at time t is si, with i such that Ci = Č(Daj

j (t)).

See Figure 1 for an example of a line schedule. Together with the complementary slackness
conditions, we can now easily characterize optimal line schedules.

I Lemma 4. Consider dual lines Daj

j for all jobs. The corresponding line schedule is optimal
with respect to fractional weighted flow plus energy if it schedules exactly pj units of work for
each job j.

Proof. Consider the solution x to the ILP induced by the line schedule. We use the offsets
aj of the dual lines to define the dual variables αj := aj + 1

2dj . For t ∈ N, set βt := 0 if
no job is scheduled in the t-th slot and βt := siD

αj

j (t) − Pi if job j is scheduled at speed
si during slot t. It is easy to check that x, α, and β are feasible and that they satisfy the
complementary slackness conditions. Thus, the line schedule must be optimal. J

6 Computing an Optimal Schedule

In this section, we describe and analyze the algorithm for computing an optimal schedule.
We introduce the necessary notation and provide a formal definition of the algorithm in
Subsection 6.1. Then, in Subsection 6.2, we prove the correctness of the algorithm.

6.1 Preliminaries and Formal Algorithm Description
Before formally defining the algorithm, we have to introduce some more notation.

I Definition 5 (Interval Notation). Let r̂1, . . . , r̂n denote the n release times in non-decreasing
order. We define Ψj as a set of indices with q ∈ Ψj if and only if job j is run between
r̂q and r̂q+1 (or after r̂n for q = n). Further, let x`,q,j denote the time that the interval
corresponding to q begins and xr,q,j denote the time that the interval ends. Let s`,q,j denote
the speed at which j is running at the left endpoint corresponding to q and sr,q,j denote
the speed j is running at the right endpoint. Let q`,j be the smallest and qr,j be the largest
indices of Ψj , i.e., the indices of the first and last execution intervals of j.
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Let the indicator variable yr,j(q) denote whether xr,q,j occurs at a release point. Similarly,
y`,j(q) = 1 if x`,q,j occurs at rj , and 0 otherwise. Lastly, χj(q) is 1 if q is not the last interval
in which j is run, and 0 otherwise.

We define ρj(q) to be the last interval of the uninterrupted block of intervals starting at
q, i.e., for all q′ ∈ { q + 1, . . . , ρj(q) }, we have that q′ ∈ Ψj and xr,q′−1,j = x`,q′,j , and either
ρj(q) + 1 6∈ Ψj or xr,ρj(q),j 6= x`,ρj(q)+1,j .

Within iteration i of the algorithm, τ will represent how much we have raised αi. We can
think of τ as the time parameter for this iteration of the algorithm (not time as described in
the original problem description, but time with respect to raising dual-lines). To simplify
notation, we do not index variables by the current iteration of the algorithm. In fact, note
that every variable in our description of the algorithm may be different at each iteration of
the algorithm, e.g., for some job j, αj(τ) may be different at the i-th iteration than at the
(i+ 1)-st iteration. To further simplify notation, we use Dτ

j to denote the dual line of job j
with offset αj(τ). Similarly, we use UEτ to denote the upper envelope of all dual lines Dτ

j for
j ∈ [i] and Sτi to denote the corresponding line schedule. As the line schedule changes with
τ , so does the set of intervals corresponding to it, therefore we consider variables relating to
intervals to be functions of τ as well (e.g., Ψj(τ), x`,q,j(τ), etc.). Prime notation generally
refers to the rate of change of a variable with respect to τ , e.g., α′j(τ0) is the rate of change
of αj with respect to τ at τ0. To lighten notation, we drop τ from variables when its value is
clear from the context.

We start by formally defining a relation capturing the idea of jobs affecting each other
while being raised.

I Definition 6 (Affection). Consider two different jobs j and j′. We say job j affects job j′
at time τ if raising (only) the dual line Dτ

j would decrease the processing time of j′ in the
corresponding line schedule.

We write j → j′ to indicate that j affects j′ (and refer to the parameter τ separately, if not
clear from the context). Similarly, we write j 6→ j′ to state that j does not affect j′.

The affection relation naturally defines a graph on the jobs, which we define below. The
following definition assumes that we are in iteration i of the algorithm.

I Definition 7 (Affection Tree). Let Gi(τ) be the directed graph induced by the affection
relation on jobs 1, . . . , i. Then the affection tree is an undirected graph Ai(τ) = (Vi(τ), Ei(τ))
where j ∈ Vi(τ) if and and only if j is reachable from i in Gi(τ), and for j1, j2 ∈ Vi(τ) we
have (j1, j2) ∈ Ei(τ) if and only if j1 → j2 or j2 → j1.

Lemma 9 states that the affection tree is indeed a tree. We will assume that Ai(τ) is
rooted at i and use the notation (j, j′) ∈ Ai(τ) to indicate that j′ is a child of j.

Given this notation, we now define four different types of events which intuitively represent
the situations in which we must change the rate at which we are raising the dual line. We
assume that from τ until an event we raise each dual line at a constant rate. More formally,
we fix τ and for j ∈ [i] and u ≥ τ let αj(u) = αj(τ) + (u− τ)α′j(τ).

I Definition 8 (Event). For τ0 > τ , we say that an event occurs at τ0 if there exists ε > 0
such that at least one of the following holds for all u ∈ (τ, τ0) and v ∈ (τ0, τ0 + ε):

The affection tree changes, i.e., Ai(u) 6= Ai(v). This is called an affection change event.
The speed at the border of some interval of some job changes. That is, there exists j ∈ [i]
and q ∈ Ψj(τ) such that either s`,q,j(u) 6= s`,q,j(v) or sr,q,j(u) 6= sr,q,j(v). This is called
a speed change event.
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The last interval in which job i is run changes from ending before the release time of
some other job to ending at the release time of that job. That is, there exists a j ∈ [i− 1]
and a q ∈ Ψi(τ) such that xr,q,i(u) < rj and xr,q,i(v) = rj . This is called a simple rate
change event.
Job i completes enough work, i.e., pi(u) < pi < pi(v). This is called a job completion
event.

A formal description of the algorithm can be found in Algorithm 1.

1 for each job i from 1 to n:
2 while pi(τ) < pi: {job i not yet fully processed in current schedule}
3 for each job j ∈ Ai(τ):
4 calculate δj,i(τ) {see Equation (5)}
5 let ∆τ be the smallest ∆τ returned by any of the subroutines below:
6 (a) JobCompletion(S(τ), i, [α′

1, α
′
2, . . . , α

′
i]) {time to next job completion}

7 (b) AffectionChange(S(τ), Ai(τ), [α′
1, α

′
2, . . . , α

′
i]) {time to next affection change}

8 (c) SpeedChange(S(τ), [α′
1, α

′
2, . . . , α

′
i]) {time to next speed change}

9 (d) RateChange(S(τ), i, [α′
1, α

′
2, . . . , α

′
i]) {time to next rate change}

10 for each job j ∈ Ai(τ):
11 raise αj by ∆τ · δj,i

12 set τ = τ + ∆τ
13 update Ai(τ) if needed {only if Case (b) returns the smallest ∆τ}

Algorithm 1 The algorithm for computing an optimal schedule.

6.2 Correctness of the Algorithm
In this subsection we focus on proving the correctness of the algorithm. Throughout this
subsection, we assume that the iteration and value of τ are fixed. The following lemma states
that Ai is indeed a tree. This structure will allow us to easily compute how fast to raise the
different dual lines of jobs in Ai (as long as the connected component does not change).

I Lemma 9. Let Ai be the (affection) graph of Definition 7. Then Ai is a tree, and if we
root Ai at i, then for any parent and child pair (ιj , j) ∈ G there holds that dιj < dj.

Recall that we have to raise the dual lines such that the total work done for any job
j ∈ [i− 1] is preserved. To calculate the work processed for j in an interval, we must take
into account the different speeds at which j is run in that interval. Note that the intersection
of j’s dual line with the i-th speed threshold Ci occurs at t = αj−Ci

dj
+ rj . Therefore, the

work done by a job j ∈ [i] is given by

pj =
∑
q∈Ψj

s`,q,j

(
αj − Č(Dτ

j (x`,q,j))
dj

+ rj − x`,q,j

)

+
∑

k:s`,q,j>sk>sr,q,j

sk

(
αj − Ck
dj

+ rj −
(
αj − Ck+1

dj
+ rj

))

+ sr,q,j

(
xr,q,j −

(
αj − Ĉ(Dτ

j (xr,q,j))
dj

+ rj

))
.

It follows that the change in the work of job j with respect to τ is

p′j =
∑
q∈Ψj

[
s`,q,j

(
α′j
dj
− x′`,q,j

)
+ sr,q,j

(
x′r,q,j −

α′j
dj

)]
. (4)
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For some child j′ of j in Ai, let qj,j′ be the index of the interval of Ψj that begins with
the completion of j′. Recall that Dτ

i is raised at a rate of 1 with respect to τ , and for a
parent and child (ιj , j) in the affection tree, the rate of change for αj with respect to αιj
used by the algorithm is:

δj,ιj :=
(

1 + y`,j(q`,j)
dj − dιj
dj

s`,q`,j ,j − sr,ρj(q`,j),j

sr,qr,j ,j

+
∑

(j,j′)∈Ai

(
(1− δj′,j)

dj − dιj
dj′ − dj

s`,qj,j′ ,j

sr,qr,j ,j
+
dj − dιj
dj

s`,qj,j′ ,j − sr,ρ(qj,j′ ),j

sr,qr,j ,j

))−1

. (5)

Lemma 12 states that these rates are work-preserving for all jobs j ∈ [i− 1]. Note that the
algorithm actually uses δj,i which we can compute by taking the product of the δk,k′ over all
edges (k, k′) on the path from j to i. Similarly we can compute δj,j′ for all j, j′ ∈ Ai.

I Observation 10. Since, by Lemma 9, parents in the affection tree are always of lower-
density than their children, and since dual lines are monotonically decreasing, we have that
διj ,j ≤ 1. Therefore, intersection points on the upper envelope can never move towards the
right as τ gets increased.

The following lemma states how fast the borders of the various intervals change with respect
to the change in τ .

I Lemma 11. Consider any job j ∈ Ai whose dual line gets raised at a rate of δj,i.
(a) For an interval q ∈ Ψj, if y`,j(q) = 1, then x′`,q,j = 0.
(b) For an interval q ∈ Ψj, if χj(q) = 1, then x′r,q,j = 0.
(c) Let (j, j′) be an edge in the affection tree and let qj and qj′ denote the corresponding

intervals for j and j′. Then, x′`,qj ,j
= x′r,qj′ ,j

′ = −
α′j−α

′
j′

dj′−dj
. Note that this captures the

case q ∈ Ψj′ with χj′(q) = 0 and j′ 6= i.
(d) For an interval q ∈ Ψi, if χi(q) = 0, then x′r,q,i = 0 or x′r,q,i = 1/di.

Equation (4) defines a system of differential equations. In the following, we first show
how to compute a work-preserving solution for this system (in which p′j = 0 for all j ∈ [i− 1])
if α′i = 1, and then show that there is only a polynomial number of events and that the
corresponding τ values can be easily computed.

I Lemma 12. For a parent and child (ιj , j) ∈ Ai, set α′j = δj,ιjα
′
ιj , and for j′ 6∈ Ai set

αj′ = 0. Then p′j = 0 for j ∈ [i− 1].

Although it is simple to identify the next occurrence of job completion, speed change, or
simple rate change events, it is more involved to identify the next affection change event.
Therefore, we provide the following lemma to account for this case.

I Lemma 13. An affection change event occurs at time τ0 if and only if at least one of the
following occurs.
(a) An intersection point t between a parent and child (j, j′) ∈ Ai becomes equal to rj . That

is, at τ0 > τ such that Dτ0
j (rj) = Dτ0

j′ (rj) = UEτ0(rj).
(b) Two intersection points t1 and t2 on the upper envelope become equal. That is, for

(j1, j2) ∈ Ai and (j2, j3) ∈ Ai, at τ0 > τ such that there is a t with Dτ0
j1

(t) = Dτ0
j2

(t) =
Dτ0
j3

(t) = UEτ0(t).
(c) An intersection point between j and j′ meets the (left) upper envelope at the right

endpoint of an interval in which j′ was being run. Furthermore, there exists ε > 0 so
that for all τ ∈ (τ0 − ε, τ0), j′ was not in the affection tree.
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6.2.1 The Subroutines

Recall that there are four types of events that cause the algorithm to recalculate the rates at
which it is raising the dual lines. In Lemma 13 we gave necessary and sufficient conditions
for affection change events to occur. The conditions for the remaining event types to occur
follow easily from Lemma 11 and Observation 10. Given the rates at which the algorithm is
raising the dual lines, we can then easily calculate the time until each of these events will
occur next. The subroutines describing these calculations are left for the full version.

6.2.2 Completing the Correctness Proof

We are now ready to prove the correctness of the algorithm. Note that we handle termination
in Theorem 15, where we prove a polynomial running time for our algorithm.

I Theorem 14. Assuming that Algorithm 1 terminates, it computes an optimal schedule.

Proof. The algorithm outputs a line schedule S, so by Lemma 4, S is optimal if for all jobs
j the schedule does exactly pj work on j. We now show that this is indeed the case.

For a fixed iteration i, we argue that a change in the rate at which work is increasing for
j (i.e., a change in p′j) may occur only when an event occurs. This follows from Equation (4),
since the rate only changes when there is a change in the rate at which the endpoints of
intervals move, when there is a change in the speed levels employed in each interval, or when
there is an affection change (and hence a change in the intervals of a job or a change in α′j).
These are exactly the events we have defined. It can be shown that the algorithm recalculates
the rates at any event (proofs deferred to the full version), and by Lemma 12 it calculates
the correct rates such that p′j(τ) = 0 for j ∈ [i− 1] and for every τ until some τ0 such that
pi(τ0) = pi, which the algorithm calculates correctly (proof also deferred to the full version).
Thus we get the invariant that after iteration i we have a line schedule for the first i jobs
that does pj work for every job j ∈ [i]. The theorem follows. J

7 The Running Time

The purpose of this section is to prove the following theorem.

I Theorem 15. Algorithm 1 takes O
(
n4k

)
time.

We do this by upper bounding the number of events that can occur. This is relatively
straightforward for job completion, simple rate change, and speed change events, which
can occur O(n), O

(
n2), and O(n2k

)
times, respectively. However, bounding the number of

times an affection change event can occur is more involved: One can show that whenever an
edge is removed from the affection tree, there exists an edge which will never again be in
the affection tree. This implies that the total number of affection change events is upper
bounded by O

(
n2) as well. It can be shown that the next event can always be calculated in

O
(
n2) time, and that the affection tree can be updated in O(n) time after each affection

change event. By combining these results it follows that our algorithm has a running time of
O
(
n4k

)
.

Due to space constraints, the missing proofs in the statements above are left for the full
version.
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Weighted Coloring in Trees∗
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Abstract
A proper coloring of a graph is a partition of its vertex set into stable sets, where each part
corresponds to a color. For a vertex-weighted graph, the weight of a color is the maximum
weight of its vertices. The weight of a coloring is the sum of the weights of its colors. Guan and
Zhu defined the weighted chromatic number of a vertex-weighted graph G as the smallest weight of
a proper coloring of G (1997). If vertices of a graph have weight 1, its weighted chromatic number
coincides with its chromatic number. Thus, the problem of computing the weighted chromatic
number, a.k.a. Max Coloring Problem, is NP-hard in general graphs. It remains NP-hard in
some graph classes as bipartite graphs. Approximation algorithms have been designed in several
graph classes, in particular, there exists a PTAS for trees. Surprisingly, the time-complexity of
computing this parameter in trees is still open.

The Exponential Time Hypothesis (ETH) states that 3-SAT cannot be solved in sub-exponen-
tial time. We show that, assuming ETH, the best algorithm to compute the weighted chromatic
number of n-node trees has time-complexity nΘ(logn). Our result mainly relies on proving that,
when computing an optimal proper weighted coloring of a graph G, it is hard to combine colorings
of its connected components.

1998 ACM Subject Classification G.1.6 Optimization

Keywords and phrases Weighted Coloring, Max Coloring, Exponential Time Hypothesis, 3-SAT

Digital Object Identifier 10.4230/LIPIcs.STACS.2014.75

1 Introduction

Given a loop-less graph G = (V,E), a (proper) k-coloring of G is a surjective function
c : V → {1, . . . , k} that assigns to each vertex v ∈ V a color c(v) ∈ {1, . . . , k}, such that, for
any {u, v} ∈ E, c(u) 6= c(v). Equivalently, a k-coloring of G is a partition c = (S1, . . . , Sk)
of V such that, for any 1 ≤ i ≤ k, Si is a non-empty independent set of vertices that have
the same color i. One of the most studied problems in Graph Theory consists in minimizing
the number of colors of a proper coloring of a graph. Namely, Graph Coloring aims at
computing the chromatic number of a graph G, denoted by χ(G), which is the minimum k

for which G has a k-coloring. This is one of the Karp’s NP-hard problems [8].
In [6], Guan and Zhu generalized Graph Coloring to vertex-weighted graphs. A

(vertex) weighted graph (G,w) consists of a loop-less graph G = (V,E) and a weight function
w : V → R+ over the vertices of G. Given a k-coloring c = (S1, . . . , Sk) of a weighted graph
(G,w), the weight of color i (1 ≤ i ≤ k) is defined by w(i) = maxv∈Si w(v). The weight
of coloring c is w(c) =

∑k
i=1 w(i). The weighted chromatic number of (G,w), denoted by
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χw(G), is the minimum weight of a proper coloring of (G,w). The Weighted Coloring
Problem (also known as Max-coloring [15, 12, 13, 14, 11]) takes a weighted graph (G,w) as
input and asks whether χw(G) is bounded [6].

Observe that if the weight of each of the vertices of a graph (G,w) is equal to one, then
the weight of a coloring is the number of its colors and thus, χw(G) = χ(G). Therefore,
Weighted Coloring generalizes Graph Coloring to weighted graphs, and, as a con-
sequence, this problem is NP-hard in general graphs. Moreover, Weighted Coloring has
been shown NP-hard in bipartite graphs [3], where Graph Coloring is trivial. In the last
years, the Weighted Coloring Problem has been addressed several times, however the
complexity of this problem is surprisingly still unknown in the class of trees.

Here, we show that, if 3-SAT cannot be solved in sub-exponential time (Exponential
Time Hypothesis), then Weighted Coloring in trees is not in P.

Related work. Weighted Coloring has been shown to be NP-hard in the classes of
split graphs, interval graphs, triangle-free planar graphs with bounded degree, and bipartite
graphs [3, 14, 2, 5, 15]. On the other hand, the weighted chromatic number of cographs and
of some subclasses of bipartite graphs can be found in polynomial-time [3, 2]. Constant-factor
approximation algorithms have been designed for various graph classes such as interval graphs,
perfect graphs, etc. [14, 11, 12, 13, 4]. In particular, it is known that Weighted Coloring
can be approximated by a factor 8

7 in bipartite graphs and cannot be approximated by a
factor 8

7 − ε for any ε > 0 in this graph class unless P = NP [13].
Guan and Zhu showed that, given a fixed parameter r ∈ N, the minimum weight of

a coloring using at most r colors can be computed in polynomial-time1 in the class of
bounded treewidth graphs (a.k.a. partial k-trees) [6]. They left open the question of
the time-complexity of the Weighted Coloring Problem in this class (partial k-trees)
and, in particular, in trees. In [13], a sub-exponential algorithm and a polynomial-time
approximation scheme to compute the weighted chromatic number of trees are presented.
Later on, Escoffier et al. proposed a polynomial-time approximation scheme to compute the
weighted chromatic number of bounded treewidth graphs [5]. Kavitha and Mestre recently
presented polynomial-time algorithms for subclasses of trees [9]. They show that computing
the weighted chromatic number can be done in linear time in the class of trees where nodes
with degree at least three induce a stable set [9].

In the last years, many studies have been done on the Weighted Coloring Problem,
however the complexity of this problem was still unknown on trees. Indeed, Weighted
Coloring in trees has some intriguing properties: on the one hand, a reduction to another
NP-hard problem was unlikely to exist due to the existence of a sub-exponential algorithm [13]
(see also Section 2); on the other hand, all the classical methods to derive polynomial-time
algorithms on trees failed [5, 9]. We provide here some explanation for these facts.

Our results. We show that, under the Exponential Time Hypothesis (ETH) (see Section 2),
the best algorithm to compute the weighted chromatic number of trees has time-complexity
nΘ(logn), where n is the number of vertices of the input tree. The existence of an algorithm
that solves the Weighted Coloring Problem in time nΘ(logn) in bounded treewidth graphs
follows easily from previous results. The difficulty is to prove that it is optimal under ETH.
For this, we show that computing the weighted chromatic number of an n-node tree is as
hard as deciding whether a 3-SAT formula with size log2n can be satisfied, where the size of

1 We emphasize that this algorithm is exponential in r



J. Araujo, N. Nisse, and S. Pérennes 77

Figure 1 The unique optimal weighted coloring of P4 uses strictly more than χ(P4) colors.

a formula is η if it has η variables and its number of clauses is a polynomial in η. So, our
reduction is rather technical, but we hope that it contains ideas that may be used in other
contexts. Along the line of our reduction, one will discover another surprising aspect: the
difficulty of the problem not only comes from the graph structure, but rather relies on the
way weights are structured. This implies that choosing the right color for a node is hard. We
indeed use non-binary constraint satisfaction formulae (i.e., constraint satisfaction formulae
over positive integers) as main tool. Lastly, our reduction also proves that computing an
optimal weighted coloring of a disconnected graph may be hard even if optimal colorings of
each of its components can be done in polynomial-time.

Organization of the paper. The remainder of the paper is organized as follows. In Section 2,
we formally state the main results of the paper: in Section 2.1, an nO(logn)-time algorithm
is derived from previous works, and in Section 2.2 we prove our main result assuming a
technical reduction (Proposition 2). The remaining part of the paper is devoted to the proof
of Proposition 2. In Section 3, we give the main ideas of its proof. Finally, in Section 4, we
prove a technical result (Proposition 3) which allows us to prove Proposition 2.

2 Preliminaries

2.1 Sub-exponential algorithm
In this section, we show that there exists a sub-exponential algorithm to solve the Weighted
Coloring Problem in the class of bounded treewidth graphs (including trees). This is an
almost trivial consequence of previous works that mainly relies on the number of colors used
by weighted colorings in these graphs.

There exist weighted graphs G for which any optimal weighted coloring uses strictly
more than χ(G) colors: let us consider the 4-node path P4 with V (P4) = {a, b, c, d}, w(a) =
w(d) = 4 and w(b) = w(c) = 1 (see Figure 1). Any coloring of P4 with 2 = χ(P4) colors has
weight 8, and the optimal coloring {{a, d}, {b}, {c}} of P4 has weight χw(P4) = 6 but uses 3
colors.

Luckily, the number of colors used by optimal weighted colorings can be bounded by
O(logn) in the class of bounded treewidth graphs with n nodes. Indeed, Guan and Zhu
studied the number of colors used by an optimal weighted coloring [6]. More precisely, they
proved that the maximum number of colors of an optimal weighted coloring of a weighted
graph (G,w) is its first-fit chromatic number χFF (G) (a.k.a., Grundy number) [6]. This is
tight since, for any graph G, there exists a weight function w such that an optimal weighted
coloring of (G,w) uses χFF (G) colors. On the other hand, for any n-node graph G with
tree-width at most k, χFF (G) = O(k logn) [10]. In particular, this implies that, for any
n-node tree, there is an optimal weighted coloring using O(logn) colors. Finally, in the
class of bounded treewidth graphs and when the number r ∈ N of colors is fixed, there is
an algorithm (using dynamic programming on the tree-decomposition) that computes the
minimum weight of a coloring using at most r colors in time polynomial in O(nr) where n is
the number of vertices of the input graph [6].
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By combining these results, the following proposition is straightforward:
I Proposition 1. There exists an algorithm that solves the Weighted Coloring Problem
in time nO(logn) in the class of bounded treewidth graphs (including trees), where n is the
number of vertices of the input graph.

2.2 Main Result
We now formalize our main result. Recall that an instance of the 3-SAT Problem is any
Boolean formula Φ(v1, . . . , vη) over the variables v1, . . . , vη in the conjunctive normal form
(CNF) where each clause involves three variables. The size of Φ is η if it depends on η

variables and its number of clauses is polynomial in η. The 3-SAT Problem asks whether
there exists a truth assignment to the variables such that Φ(v1, . . . , vη) is true. It is well
known that the 3-SAT Problem is NP-complete [1]. A fundamental question is to know
whether it can be solved in sub-exponential time. Note that, otherwise, P 6= NP .
I Conjecture 1. Exponential Time Hypothesis (ETH) [7].
3-SAT cannot be solved in time 2o(η) where η is the size of the instance.

The main part of this paper is devoted to proving the following result.
I Proposition 2. For any Boolean formula Φ of size η, there exist a weighted tree (T,w)
with n = 2O(√η) vertices and M ∈ R such that Φ is satisfiable if and only if χw(T ) ≤ M .
Moreover, (T,w) and M are computable in time polynomial in n.

Proposition 2 allows us to prove that there is no polynomial-time algorithm to solve the
Weighted Coloring Problem in trees, unless ETH fails.

I Theorem 1. If ETH is true, then the best algorithm to compute the weighted chromatic
number of an n-node tree T has time-complexity nΘ(logn).

Proof. The existence of such an algorithm directly follows from Proposition 1. For purpose
of contradiction, let us assume that there exists an algorithm A that solves the Weighted
Coloring Problem in time no(logn) in the class of trees, where n is the number of vertices
of the input tree. Let Φ be any Boolean formula of size η. By Proposition 2, there exists a
weighted tree (T,w) with n = 2O(√η) = 2o(η) vertices and M ∈ R such that Φ is satisfiable
if and only if χw(T ) ≤ M . Consider the following algorithm to solve 3-SAT. For any
Boolean formula Φ of size η, first compute (T,w) and M in time 2o(η), then use Algorithm
A to compute χw(T ) in time no(logn) = 2o(η). By definition, Φ is satisfiable if and only if
χw(T ) ≤M . Therefore, the above algorithm solves the 3-SAT Problem in time 2o(η) where
η is the size of the instance, contradicting ETH. J

The remaining part of the paper is devoted to the proof of Proposition 2.

3 From boolean variables to integral variables

Proposition 2 establishes a link between the Weighted Coloring Problem and 3-SAT.
Informally, to evaluate the time-complexity of the Weighted Coloring Problem, the
ideal way would be to reduce any 3-SAT formula Φ to a weighted tree (T,w) such that (1)
there is a correspondence between truth assignments of the variables of Φ and the optimal
colorings of T , and (2) Φ is satisfiable if and only if χw(T ) is at most some pre-defined value
M (depending on Φ). To do such a reduction, we would like to proceed as follows: given
a boolean formula Φ of size η, we build a weighted tree T such that any truth assignment
of Φ for which Φ is satisfied, we have a coloring of T of bounded weight, where the weight
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of a color reflects the truth assignment of a variable. Hence, the desired weighted tree T
must be such that any optimal coloring of T uses η colors. However, proceeding that way,
since the number of colors in an optimal weighted coloring of an n-node tree is at most
O(logn), T must have at least n = 2η nodes. Hence, a polynomial-time algorithm to solve
the Weighted Coloring Problem in T would only lead to an exponential-time algorithm
for deciding whether Φ is satisfiable.

3.1 From 3-SAT to INT-SAT
To bypass the above problem, we will use an auxiliary formula. Intuitively, given a 3-SAT
formula with η boolean variables, we will translate it into another logical formula with √η
integral variables. Using this new formula, we build a tree with 2

√
η nodes, where the weights

of the colors in coloring of bounded weight will correspond to the integral values of the
variables. Note that our method is close to the Split and List method of [16]. More formally,

I Definition 2. Given a set of n×m boolean variables (yij)i<n,j<m, an integral assignment
of these variables is a truth assignment such that, for any 0 ≤ i < n, at most one variable yij ,
0 ≤ j < m, receives value 1.

A boolean formula Φ with n×m boolean variables (yij)i<n,j<m is integrally satisfiable
w.r.t. (yij)i<n,j<m if there is an integral assignment of its variables that satisfies Φ.

The INT-SAT Problem takes a formula Φ with variables (yij)i<n,j<m as input and asks
whether Φ is integrally satisfiable w.r.t. (yij)i<n,j<m.

In what follows, we widely use the fact that there is a one-to-one mapping between any
integral assignment of a set of n×m boolean variables (yij)i<n,j<m and the set of n-tuples
(x1, . . . , xn) of integers in {0, . . . ,m}. Indeed, for any i < n, xi = j if and only if yij = 1, and
xi = 0 if yij = 0 for all j < m.

We now show that 3-SAT can be sub-exponentially reduced to INT-SAT. This is an
important ingredient of the proof of Proposition 2. We also think this result has its own
interest and could be used in other contexts.

I Theorem 3. For any instance Φ of 3-SAT with size η, there is a Boolean formula Φint

of size n = 2O(√η), with variables (yij)i<√η,j<2
√
η , s.t. Φ is satisfiable if and only if Φint

is integrally satisfiable w.r.t. (yij)i,j. Φint can be computed in time O(n) and it is a CNF
formula where all variables appear positively.

Proof. Let Φ(u1, . . . , uη) be an instance of 3-SAT of size η = N2 (if η 6= N2, we can add
dummy variables). For any two integers a < N and b < 2N , let bit(a, b) correspond to the
a-th bit of the binary representation of b.

Let Φint be the formula obtained from Φ by replacing each literal uiN+j , 0 ≤ i < N and
0 ≤ j < N , by

∨
{`|bit(j,`)=1, 0≤`<2N} v

i
`. Then, each literal ūiN+j , 0 ≤ i < N and 0 ≤ j < N

is replaced by
∨
{`|bit(j,`)=0, 0≤`<2N} v

i
`. Hence, Φint has N · 2N variables

(v1
0 , . . . , v

1
2N−1, v

2
0 , . . . , v

2
2N−1, . . . , v

N
0 , . . . , v

N
2N−1)

and poly(N) clauses of size O(2N ). Because Φ is in CNF, it is also the case for Φint. Moreover,
all variables appear positively in Φint.

It remains to show that Φint is integrally satisfiable if and only if Φ is satisfiable.
First, let us assume that Φ is satisfiable. Let u1, . . . , uη be a valid assignment of its

variables and, for any 0 < i < N , let xi be the integer with (uN(i−1)+1, . . . , uN(i−1)+N ) as
binary representation. Finally, for any i < N and j < 2N , let us define vij = 1 if xi = j and
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vij = 0 otherwise. By definition of Φint, (vij)0≤i<N, 0≤j<2N is a valid assignment and Φint is
therefore integrally satisfiable.

Conversely, let us assume that Φint is integrally satisfiable and let (x1, . . . , xN ) be N
integers representing a valid assignment for it. Let u1, . . . , uη be defined such that, for any
0 ≤ i < N , (uN(i−1)+1, . . . , uN(i−1)+N ) is the binary representation of xi. Then, u1, . . . , uη
is a satisfying assignment for Φ which is satisfiable. J

3.2 Proof of Proposition 2
Theorem 3 allows us to reduce any 3-SAT instance Φ of size η into an INT-SAT instance
Φint with size 2O(√η). The key point is that this reduction allows us to turn the choice of η
boolean variables into the choice of √η integers in {0, . . . , 2

√
η}. Then, in further sections,

we build a tree T with 2O(√η) vertices from the formula Φint, such that there is a one to
one mapping between any optimal weighted coloring of T and the √η-tuples of integers in
{0, . . . , 2

√
η}. Finally, our reduction ensures that the value of χw(T ) depends on the integral

satisfiability of Φint and therefore, on the satisfiability of Φ. More formally, the next section
is devoted to proving the following result:
I Proposition 3. For any CNF Boolean formula Φint of size n where all variables (yij)i,j
appear positively, there exist a weighted tree (T (Φint), w) with size polynomial in n and
M ∈ R s.t. Φint is integrally satisfiable w.r.t. (yij)i,j if and only if χw(T (Φint)) ≤M . The
pair (T (Φint), w) and M are computable in time polynomial in n.
The proof of Proposition 2 is straightforward from Theorem 3 and Proposition 3.

4 Proof of Proposition 3

This section is devoted to the proof of Proposition 3.
Let us introduce some notations. Let n ∈ N and let m = 2n. Let Φint be a Boolean

formula with n × m variables {yji | 0 ≤ i < n, 0 ≤ j < m} and L clauses, where L is
polynomial in n. We assume that Φint is in the Conjunctive Normal Form and that each
variable appears positively. Moreover, we may assume that each variable appears at least
once. That is, Φint =

∧
`≤LQ` and, for any ` ≤ L, Q` is the disjunction of p` ≥ 1 positive

variables.
Let ε > 0 such that nmε = o( 1

24n ) and let

M =
4n+2∑
i=0

1
2i + n(m− 1)ε < 2.

Let wji = 1/2i + jε, for any 0 ≤ i ≤ 4n + 3 and 0 ≤ j ≤ m. Let W = {wji | 0 ≤ i ≤
4n+ 3, 0 ≤ j ≤ m} denote a set of weights. Note that the length of the encoding of these
weights is polynomially bounded. For any 0 ≤ k ≤ 3, let Wk = w0

4n+k = 1/24n+k. Finally,
for any rooted tree T , let r(T ) denote its root. A rooted tree S is a (proper) subtree of a
rooted tree T if there is an edge e of T such that S is the connected component of T \ {e}
that does not contain r(T ). We now define various subtrees required to build (T (Φint), w).

4.1 Binomial trees
We first define a particular family of binomial trees Bi, 0 ≤ i ≤ 4n+ 2. They will be used
in the construction of T (Φint). Their role is to force the color of most of the nodes in any
coloring c of T (Φint) with w(c) ≤M .
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I Definition 4. For any 0 ≤ i ≤ 4n+2, let Bi be the weighted rooted tree defined recursively
as follows (see Figure 2).

if i = 0, then B0 has a unique node with weight w0
0;

otherwise, Bi has a root of weight w0
i , with the roots of copies of B0, B1, . . . , Bi−1 as

children.

Note that Bi has 2i nodes and that it just contains nodes of weight w0
j , for 0 ≤ j ≤ i ≤

4n+ 2. We will use these binomial trees with two main goals in our reduction:
enforce the number of used colors and the weights of these colors (up to an additive
constant cε) in any optimal weighted coloring of the tree we build from the 3-SAT formula;
forbid the color i to appear in any vertex that is adjacent to a root of a binomial tree Bi.

We get these properties according to the following lemmas:

B1

w0
i−1w0

kw0
2w0

1

Bi

BkB2

B1B0

B0

w0
0 w0

1 w0
i

Bi−1

B0

w0
0

Figure 2 The construction of the binomial tree Bi.

I Lemma 5. Let 0 ≤ i ≤ 4n+ 2. Let (T,w) be a weighted tree having Bi as subtree. If there
exists a coloring c of (T,w) with w(c) ≤M , then, for any 0 ≤ k ≤ i:
1. all vertices of Bi with weight in w0

k receive the same color Sk of c; and
2. there exists a unique color class Sk in c of weight in {wjk | 0 ≤ j ≤ m}.

Proof. The proof is by induction on the index i. In case i = 0, we prove both statements of
the lemma at once by observing that any two vertices of (T,w) of weight in {wj

′

0 | 0 ≤ j′ ≤ m}
must belong to the same color class S0, otherwise we would conclude that w(c) ≥ 2, that
would be a contradiction to the fact that w(c) ≤M < 2.

Now, let 0 ≤ k ≤ i, observe that the set of nodes of Bi with weight in w0
k is an independent

set that dominates the nodes of Bi with smaller weights (i.e., in {w0
k′ | k < k′ ≤ i}).

By induction hypothesis, for any 0 ≤ k < i, the set of nodes of Bi with weight in w0
k receive

the same color Sk of c and this color class is the unique with weight in {wjk | 0 ≤ j ≤ m}.
Then, for any 0 ≤ k < i, the root of Bi cannot be colored Sk, since it has a neighbor with
weight w0

k. Let Si be the color of the root of Bi in c. We proved that the color Si cannot
contain nodes with weight greater than wm−1

i and that c cannot have another color S′i 6= Si
with weight in {wji | 0 ≤ j ≤ m}, because, otherwise the weight of c would be at least
1
2i +

∑i
k=0

1
2k = 2 > M in both cases. J

I Corollary 6. Let (T,w) be a weighted tree having B4n+2 as subtree. Let c be any coloring
of (T,w) s.t. w(c) ≤M . Then, c = (S0, . . . , Sk) with k ≥ 4n+ 2 and, for any 0 ≤ i ≤ 4n+ 2,
Si is the unique color with weight in {wji | 0 ≤ j ≤ m}.
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The trees we consider below will always satisfy the requirements of Corollary 6. Therefore,
we are able to identify a color by its weight. In other words, in what follows, for any coloring
c = (S0, . . . , Sk) of weight at most M and for any i ≤ 4n + 2, Si will be the unique color
such that w(Si) ∈ {wji | 0 ≤ j ≤ m}.

Recall that we defined, for any 0 ≤ k ≤ 3, Wk = w0
4n+k = 1/24n+k. By a slight abuse of

notation, for any 0 ≤ k ≤ 3, we denote Wk = S4n+k as the unique color with weight Wk.

4.2 Auxiliary trees and Variable-trees
This section is mainly devoted to the construction of subtrees that will represent the boolean
variables. First, the family of auxiliary trees Aji , 0 ≤ i < 4n, 0 ≤ j ≤ m, will be used to
introduce some choice when coloring T (Φint).

I Definition 7. For any 0 ≤ i < 4n, 0 ≤ j ≤ m, let Aji be the weighted rooted tree defined
as follows (see Figure 3). Note that Aji consists of 24n nodes.
1. Let u be its root with weight w(u) = W0, and connect it to a node v (its subroot) with

weight w(v) = wji ;
2. v is made adjacent to the root of a copy of B`, for any 0 ≤ ` < i− 1;
3. u is made adjacent to the root of a copy of B`, for any 0 ≤ ` < 4n, ` 6= i− 1.

Figure 3 Auxiliary tree Aj
i . Figure 4 The variable tree T (yj

i ).

I Lemma 8. Let 0 ≤ i < 4n and 0 ≤ j ≤ m. Let (T,w) be any weighted tree having B4n+2
and Aji as subtrees. Let u and v be the root and the sub-root of Aji , respectively. For any
coloring c of (T,w) with weight w(c) ≤M , then it holds:

either v is colored Si−1 and u must be colored with the color W0;
or v is colored Si (therefore, w(Si) ≥ wji ) and u can be colored with Si−1.

Proof. Recall that, by Corollary 6, we can identify the colors of c and their weights. By
Lemma 5, the root of each subtree Bk, 0 ≤ k < 4n, must be colored with Sk and then the
sub-root v can be colored only with color Si−1 or Si. Note that, if v is colored with color Sp
for some p > i, then w(Sp) ≥ wji , contradicting Corollary 6. In the first case, u is adjacent
to a node with color Sk, for any k < 4n. Therefore, u must be colored with color S4n = W0.
Otherwise, u may be colored with color Si−1. J

Intuitively, the previous lemma states that, either we “pay" jε in the weight of color Si,
or u must be colored with the color W0. We now define the variable-trees T (yji ) using the
auxiliary trees.
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I Definition 9. For any 0 ≤ i < n, 0 ≤ j < m, let T (yji ) be the weighted rooted tree,
representing the variable yji , defined as follows (see Figure 4):

let u be its root with weight w(u) = W1 and connected to the root of a copy of B`, for
any 0 ≤ ` < 4n;
take one copy of Aj4i+1, A

j+1
4i+1, A

m−j
4i+3 and Am−1−j

4i+3 and:
connect r(Aj4i+1) to r(Am−j4i+3), and r(Aj+1

4i+1) to r(Am−1−j
4i+3 );

connect u with r(Aj4i+1) and r(Am−j−1
4i+3 ).

Note that T (yji ) consists of O(24n) nodes (i.e. polynomial in nm).

I Lemma 10. Let (T,w) be any weighted tree having B4n+2 as subtree and containing T (yji )
as subtree, for all 0 ≤ i < n and 0 ≤ j < m. Let c be a coloring of T with weight w(c) ≤M .

Then, there are (j0, . . . , jn−1) ∈ {0, . . . ,m}n such that each root u of each subtree T (yji ),
for any 0 ≤ i < n and 0 ≤ j < m, satisfies:

if j 6= ji, then the color of u in c must be W1;
otherwise, neither of the two neighbors of u can be colored W1 and neither of these two
nodes need to be colored W0.

Proof. Since T contains B4n+2, by Corollary 6, a coloring c = (S0, . . . , Sk) of weight
w(c) ≤M is such that k ≥ 4n+ 2, and, for any 0 ≤ i ≤ 4n+ 2, Si is the unique color such
that w(Si) ∈ {wjk | 0 ≤ j ≤ m}. In particular, w(c) ≥

∑4n+2
i=0 1/2i = M − n(m− 1)ε.

For any 0 ≤ i < n, let ji ≤ m be such that w(S4i+1) = wji4i+1.
First, let us assume that ji < m. In particular, this means that every sub-root of a

subtree Ar4i+1, for each ji < r ≤ m, is colored S4i (recall that its color is either S4i or S4i+1,
by Lemma 8). Consequently, any root of a subtree Ar4i+1, for each ji < r ≤ m, must be
colored W0. Therefore, by the construction of the variable-trees, any root of a subtree Am−r4i+3 ,
for each ji < r ≤ m, cannot be colored W0 because it is adjacent to a root of a subtree
Ar4i+1. Thus, by Lemma 8, it must be colored S4i+2 and the color of each sub-root of Am−r4i+3

must be S4i+3. Consequently, w(S4i+3) ≥ w
m−(ji+1)
4i+3 . Hence, for any 0 ≤ i < n, if ji < m,

we conclude that w(S4i+3) +w(S4i+1) ≥ wji4i+1 +w
m−(ji+1)
4i+3 = (m− 1)ε+ 1/24i+1 + 1/24i+3.

On the other hand, if ji = m, it follows directly that w(S4i+3)+w(S4i+1) ≥ mε+1/24i+1 +
1/24i+3.

Since w(c) ≤M , it implies that, for any 0 ≤ i < n, ji < m and w(S4i+3) = wm−ji−1
4i+3 and,

for any 0 ≤ 2k < 4n, w(S2k) = w0
2k. Consequently, by a similar argument, the roots of all

subtrees Am−j4i+3, for each 0 ≤ j ≤ ji, must be colored W0 and, then, the roots of all subtrees
Ar4i+1, for each 0 ≤ j ≤ ji, must be colored S4i.

Let 0 ≤ i < n and 0 ≤ j < m. Consider a subtree T (yji ) of T . If j 6= ji, then (exactly)
one of the roots of Aj4i+1 and Am−1−j

4i+3 must be colored W0. In that case, the color of the
root u of T (yji ) must be W1. Indeed, u is adjacent to the root of Bk, 0 ≤ k < 4n, and
therefore it cannot be colored Sk. Moreover, if u is colored W2, then we have a contradiction
as w(c) > M , because w(u) = W1. On the other hand, if j = ji, none of the roots of Aj4i+1
and Am−1−j

4i+3 need to be colored W0. Finally, none of the roots of Aj4i+1 and Am−1−j
4i+3 can be

colored W1 because their weight is W0 (it would imply w(c) > M). J

4.3 Clause-trees and definition of T (Φint)
We define the subtrees representing the clauses and combine them to get T (Φint).

I Definition 11. Let Q` = ∨1≤k≤p`uk be any clause of Φint (recall that, for any 1 ≤ k ≤ p`,
uk ∈ {yji | 0 ≤ i < n, 0 ≤ j < m} and that ` ≤ L). For any 1 ≤ k ≤ p`, let T (Qk` ) be the
rooted weighted tree defined recursively as follows:
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1. T (Q1
`) = T (u1);

2. for any k > 1, start with one copy of T (Qk−1
` ) with root a and one copy of T (uk) with

root b. Let c, d be two nodes with weight W1 and e, f be two nodes with weight W2. For
each node v ∈ {c, d, e, f}, and for any 0 ≤ i < 4n, add one copy of Bi and make its root
adjacent to v. Add one copy of B4n+1 and make its root adjacent to e. Finally, we add
the edges {{a, f}, {b, c}, {c, f}, {d, e}, {e, f}} and d is chosen as the root.

Let us note T (Q`) = T (Qp`` ) the clause-tree corresponding to Q` and that consists of O(p`24n)
nodes (i.e. polynomial in nm). T (Qk` ) is depicted in Figure 5.

Figure 5 The clause tree T (Qk
` ). Figure 6 The final tree T (Φint).

I Lemma 12. Let (T,w) be any weighted tree having B4n+2 as subtree and containing T (Qk` )
as a subtree (` ≤ L, k ≤ p`). Let c be any coloring of T with weight w(c) ≤M . If a and b
are colored W1, then the color of the root d of T (Qk` ) must be W1;

Proof. We prove it by induction on the number of variables k of Qk` . Observe that in case
k = 1, then T (Qk` ) is a variable-tree and the lemma trivially holds as the vertex b does not
exist, thus the first statement is trivially satisfied, and, by Lemma 10, the color of its root
must be either W0 or W1.

Now, consider that a and b are roots of a variable-tree and of a clause-tree on k − 1
variables T (Qk−1

` ), respectively. By Lemma 10 and by the inductive hypothesis, the colors
of a and b are either W0 or W1.

In case c(a) = c(b) = W1, by the hypothesis w(c) ≤M , by Lemma 5 and Corollary 6, we
conclude that c is colored W0, f is colored W2, e is colored W0 and d is forced to be colored
W1. This proves the first statement of the lemma. Finally, by the construction of T (Qk` ), by
Lemma 5 and Corollary 6, the root d may be colored either W0 or W1, since w(c) ≤M . J

I Definition 13. Let T (Φint) be the weighted rooted tree obtained as follows (see Figure 6).
Let r be the root with weight W3. For any 1 ≤ ` ≤ L, the root of one copy of T (Q`) is made
adjacent to r. For any 0 ≤ i ≤ 4n+ 2, i 6= 4n+ 1, r is made adjacent to the root of one copy
of Bi.

I Lemma 14. T (Φint) has size polynomial in m = 2n.

Proof. Observe that each clause-tree T (Q`) has size O(p`24n) (see Definition 11), where p`
is polynomial in m (since p` is at most the number nm of variables). Moreover, the number
L of clauses is polynomial in m by the definition of Φint. J

I Lemma 15. If Φint is integrally satisfiable, then χw(T (Φint)) ≤M .

Proof. Let (yji )i<n,j<m be a valid integral assignment for Φint. For any 0 ≤ i < n, let ji be
the (unique) index such that yjii is true. We construct a coloring c of (T (Φint), w) such that
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w(c) ≤M . By Lemma 5, in any coloring c of T (Φint) such that w(c) ≤M , the colors of all
nodes of the binomial subtrees of T (Φint) are forced. Consequently, we only need to decide
the colors of the following nodes: the roots and sub-roots of any copy of Aji , the roots of the
trees T (yji ), and the nodes added to connect the variables-trees into clause-trees (the nodes
a, b, c, d, e, f in Figure 5), for any 0 ≤ i < n and 0 ≤ j < m.

We first set the weight of color Si for any 0 ≤ i < 4n. In particular, for any 0 ≤ i < n,
the color S4i+1 must have weight wji4i+1. As we observed in the proof of Lemma 10, this
choice fixes the colors of all roots and sub-roots of all the Aji trees, i.e. all the nodes in the
variable trees, except to the roots of the variable-trees T (yjii ), by Lemma 10.

More precisely, for any 0 ≤ i < n and 0 ≤ j < m, let us consider a subtree T (yji ). Let
j′ ∈ {j, j + 1}. The sub-root of Aj

′

4i+1 receives color S4i+1 if j′ ≤ ji and receives color S4i

otherwise. The root of Aj
′

4i+1 receives color S4i if j′ ≤ ji and receives color W0 otherwise.
The sub-root of Am−j

′

4i+3 receives color S4i+3 if j′ > ji and receives color S4i+2 otherwise. The
root of Am−j

′

4i+3 receives color S4i+2 if j′ > ji and receives color W0 otherwise. Finally, if
j 6= ji, the root of T (yji ) is colored W1. On the other hand, if j = ji, none of the neighbors
of the root of T (yji ) is colored W0, therefore, we can color it either W0 or W1.

Now, let Q` = ∨1≤k≤p`uk be any clause of Φint. We show that we can extend the
previous coloring such that the root of the clause-tree T (Q`) is colored W0 and the weight
of the coloring is < M . This is by induction on p`. Indeed, if p` = 1, then Q` consists of a
unique variable and this variable must be assigned to true (since the formula is true). Hence,
Q` = yjii for some 0 ≤ i < n. That is T (Q`) is a subtree T (yjii ). Hence, we can color the
root of it with W0.

Now, assume that the result is correct for any clause of length p ≥ 1 and let p` = p+ 1.
Thus, Q` = up+1 ∨ (∨1≤k≤puk). Recall that T (Q`) is built from a variable subtree T (up+1)
and a clause-subtree T (Qp` ). There are two cases to consider: either our assignment satisfies
∨1≤k≤puk or not. In the first case, the root of the clause-tree T (Qp` ) (node b in Figure 5)
is colored W0 by induction. Moreover, by above paragraphs, the root of T (up+1) (node a
in Figure 5) can be colored W1. It is then easy to extend this coloring such that the root
of T (Q`) is colored W0: in Figure 5, node c is colored W1, node e is colored W2 and nodes
f and d are colored W0. If our assignment does not satisfy ∨1≤k≤puk, then it must satisfy
up+1. That is, up+1 = yjii for some 0 ≤ i < n. By a similar induction, we prove that the root
of T (Qp` ) can be colored W1. Moreover, by above paragraphs, the root of T (up+1) = T (yjii )
can be colored W0. This coloring can be extended such that the root of T (Q`) is colored W0:
in Figure 5, node f is colored W1, node e is colored W2 and nodes c and d are colored W0.

Thus, we color the roots of all the clause-trees with color W0 and the root of T (Φint)
with the color W1.

Hence, the weight of this coloring c is w(c) =
∑4n+2
i=0

1
2i + n(m− 1)ε = M . J

I Lemma 16. If Φint is not integrally satisfiable, then χw(T (Φint)) > M .

Proof. Φint is not integrally satisfiable. Let c be a coloring of T (Φint) with weight at most
M . By Lemma 10, there are integers (j0, . . . , jn−1) such that the color of the root of any
subtree T (yji ) is forced to be W1, if j 6= ji. Let Y = (yji )i<n,j<m be the corresponding
integral assignment. In other words, for any variable yji (0 ≤ i < n, 0 ≤ j < m), yji = 0 if
j 6= ji. Since Φint is not integrally satisfiable, there is a clause Q that is not satisfied by this
assignment. Let us consider the clause-subtree T (Q). It has been built from variable-trees
corresponding to the variables constituting the clause Q. Because all these variables are
assigned to false, the roots of these variable-trees are all colored with W1, by Lemma 10.
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By induction on the length of Q and by Lemma 12, the color of the root of T (Q`) must
be W1. Thus, the root of T (Φint) can just be colored W3. Consequently, the coloring c has
weight w(c) ≥

∑4n+3
i=0

1
2i + n(m− 1)ε > M . J

Proposition 3 follows directly from Lemmas 14, 15 and 16.
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Abstract
An instance of the generalized reordering buffer management problem consists of a service station
that has k servers, each configured with a color, and a buffer of size b. The station needs to serve
an online stream of colored items. Whenever an item arrives, it is stored in the buffer. At any
point in time, a currently pending item can be served by switching a server to its color. The
objective is to serve all items in a way that minimizes the number of servers color switches. This
problem generalizes two well-studied online problems: the paging problem, which is the special
case when b = 1, and the reordering buffer problem, which is the special case when k = 1.

In this paper, we develop a randomized online algorithm that obtains a competitive ratio of
O(
√
b ln k). Note that this result beats the easy deterministic lower bound of k whenever b < k2−ε.

We complement our randomized approach by presenting a deterministic algorithm that attains
a competitive ratio of O(min{k2 ln b, kb}). We further demonstrate that if our deterministic
algorithm can employ k/(1 − δ) servers where δ ∈ (0, 1), then it achieves a competitive ratio of
O(min{ln b/δ2, b/δ}) against an optimal offline adversary that employs k servers.
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1 Introduction

We consider the generalized reordering buffer management problem. In this problem, there is
a service station, which is equipped with k servers and a buffer of size b. Each of the servers
is initially configured with some color. An online stream of colored items has to be served
by the service station. Whenever an item arrives, it is stored in the buffer. At any point in
time, a currently pending item can be served by removing it from the buffer and switching a
server to its color. In particular, if one of the servers is already configured with the color of
a pending item, this item can be served without switching any server. The goal is to serve
all items while minimizing the overall number of color switches of the servers.

This problem is a natural generalization of two well-studied online problems: the paging
problem, introduced by Sleator and Tarjan [19], is the special case when b = 1, and the
reordering buffer problem, introduced by Räcke et al. [18], is the special case when k = 1.
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Apart from this, the problem is also an interesting abstraction of a number of problem
scenarios occurring in computer science and manufacturing. We give two examples.

Consider a network device that can maintain a maximum of k TCP/IP connections open
at the same time. This device receives an online stream of unit sized packets that need
to be forwarded to specific destinations. Arriving packets can be forwarded if they are
addressed to one of the k currently open connections; otherwise, they have to be stored
in a finite-sized random access packet buffer. If the buffer is full, the device needs to
close one of the k open connections, and open a new one to the destination of one or
more packets stored in the buffer. These packets can then be forwarded using the new
connection and free up space in the buffer. The goal is to transmit all packets while
minimizing the number of connection open/close operations.
In the painting shop of a car manufacturing plant, car bodies traverse the final layer
of painting, where each car body is painted with its own predetermined top coat. The
painting shop is equipped with k painting machines and a finite-sized parking lot. Each
machine, once configured with a color, can paint multiple cars with that color. However,
switching a color in a machine causes non-negligible set-up and cleaning cost. The goal of
the painting shop is to paint all incoming cars with a minimum number of color switches.
The parking lot can be used to change the order in which the cars are painted, but it
must never overflow.

Chan et al. [9] seem to have been the first to mention the generalized reordering buffer
problem. They established that the offline variant of the problem, in which the entire stream
of items is known in advance, is NP-hard. To the best of our knowledge, no other work has
been done on generalized reordering buffer. In particular, no results are known for the online
setting of the problem which we study.

Our results. We develop a randomized online algorithm that attains a competitive ratio
of O(

√
b ln k). Note that for any b < k2−ε with ε > 0, our randomized upper bound beats

the easy deterministic lower bound of k that applies for any b. Our algorithm has its roots
in the randomized marking algorithm of Fiat et al. [12] for the paging problem, combined
with several clean-up procedures. We emphasize that one natural approach for designing
an algorithm for our generalized setting is to combine an algorithm for the reordering
buffer problem with an algorithm for the paging problem. Specifically, the reordering buffer
algorithm decides which color to serve next, and the paging algorithm decides which server
should switch to that color. Unfortunately, we do not know if there are combinations of
this nature that attain good performance guarantees. For example, we could combine the
O(ln k)-competitive randomized marking algorithm for paging with a deterministic algorithm
for the reordering buffer problem, some of which are O(ln b)-competitive or better. While one
can easily prove that this combination is an O(b ln k)-competitive algorithm, this guarantee
is still weak; for example, when b = k. In fact, we were unable to show any bounds that are
sublinear in k for such combinations.

We further present a deterministic online algorithm that attains a competitive ratio
of O(min{k2 ln b, kb}). This algorithm can complement our randomized algorithm in cases
where b is large. Note that any lower bound for the paging problem also applies to the
generalized reordering buffer management problem. To see this, consider any sequence
of requests for pages (colors). This sequence can be modified by replacing each request
to a page by b successive requests to that page. This does not change the cost for the
paging problem, but it neutralizes the buffer of size b in the generalized reordering buffer
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problem, i.e., at any time, all pending requests are always for the same page. Therefore, no
deterministic online algorithm can be better than k-competitive for our problem, and our
randomized online algorithm outperforms the best possible deterministic online algorithm for
any b = o((k/ log k)2). We also show that if our deterministic algorithm can employ k/(1− δ)
servers where δ ∈ (0, 1), then it achieves a competitive ratio of O(min{ln b/δ2, b/δ}) against
an optimal offline adversary that employs k servers. Notice that this implies that if our
algorithm can employ a constant fraction of servers more than the optimal algorithm then it
achieves logarithmic competitiveness.

Note that due to space constraints, some proofs are omitted from this extended abstract
and may be found in the full version of the paper.

Related work. The paging problem was introduced in the seminal paper of Sleator and
Tarjan [19]. They proved that the LRU and FIFO strategies are k-competitive, and established
that no deterministic algorithm can achieve a competitive ratio smaller than k. Karlin et
al. [14] showed that the same bound is achieved by the flush-when-full strategy. Fiat et
al. [12] presented a randomized 2Hk-competitive marking algorithm, outperforming the lower
bound for deterministic algorithms. Note that Hk is the kth harmonic number. They also
established a lower bound of Hk on the competitive ratio that any randomized algorithm can
achieve. Later on, Achlioptas et al. [1] and McGeoch and Sleator [17] provided algorithms
matching this lower bound.

The reordering buffer problem was introduced by Räcke et al. [18], who devised an
O(ln2 b) -competitive algorithm. Englert and Westermann [11] presented an algorithm with
an improved competitive ratio of O(ln b), which can be applied to a generalized non-uniform
cost setting. Avigdor-Elgrabli and Rabani [4] developed an LP-based algorithm whose
competitive ratio is O(ln b/ ln ln b). Adamaszek et al. [2] presented an algorithm whose
competitive ratio is O(

√
ln b), and established lower bounds of Ω(

√
ln b/ ln ln b) and Ω(ln ln b)

for deterministic and randomized algorithms, respectively. Recently, Avigdor-Elgrabli and
Rabani [6] developed a randomized online algorithm matching this lower bound.

Asahiro et al. [3] and Chan et al. [9] considered the offline variant of the reordering buffer
problem, and established that it is NP-hard. Very recently, Avigdor-Elgrabli and Rabani [5]
designed a constant factor approximation algorithm for this offline setting. The reordering
buffer problem has also been studied on other metric spaces [8, 15, 13]. For example, Englert
et al. [10] considered the more general variant in which items are associated with points in
a metric space, and obtained a competitive ratio of O(ln2 b lnn), where n is the number of
distinct points in the metric. Some research has been done on a maximization variant of the
problem [16, 7].

2 A Randomized Algorithm

In this section, we develop a randomized algorithm whose competitive ratio is O(
√
b ln k).

The algorithm sensibly combines the randomized marking algorithm due to Fiat et al. [12]
with several buffer clean-up procedures.

2.1 The algorithm
We begin by briefly describing the random marking algorithm for the paging problem. Recall
that in the underlying paging setting, there are k servers and a trivial buffer (i.e., b = 1).
The algorithm is made up of phases. At the beginning of each phase, all colors are unmarked.
When an item of color χ arrives, χ becomes marked and a server is moved to χ if there
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is no server there already. In order to decide which server moves, the algorithm chooses a
server uniformly at random from the servers which are located on unmarked colors. If there
is no such server, then the current phase ends and a new phase begins. At the end of a
phase, markings are removed from all colors. A crucial observation regarding this algorithm
is that although it has random components, the order in which the colors are marked is
deterministic and so is the partition into phases. We make use of this property also in the
analysis of our algorithm.

Our algorithm combines the random marking algorithm with several buffer clean-up
procedures. Similarly to the marking algorithm, our algorithm is also made up of phases.
Each color has a phase counter, which is set to 0 at the beginning of each phase. When an
item of color χ arrives, it is placed in the buffer, and the phase counter of χ is incremented
by 1. When the phase counter of a color reaches

√
b, the color becomes marked and is served

in a similar way to the marking algorithm. Note that the partition into phases is defined as
in the marking algorithm.

We further define a status to each color: marked, half-marked, or unmarked. At the end
of a phase, all half-marked colors become unmarked, and all marked colors become half-
marked. Accordingly, arriving items are said to be either marked, half-marked or unmarked
depending on the status of their color at their arrival time. For example, an item is said
to be half-marked if its color was marked in the previous phase. We partition the buffer
into two sub-buffers, each of size b/2. The unmarked sub-buffer stores unmarked items and
the half-marked sub-buffer stores half-marked items. Note that marked items never stay in
the buffer since a marked color always consists of a server that can immediately serve the
arriving item. In fact, this may also be true for half-marked items, but it is never true for
unmarked items. Namely, half-marked colors may or may not consist a server, but unmarked
colors never consist of a server. If a half-marked item arrives, and a server is present on its
corresponding color, then it is served immediately and does not need to be placed in the
half-marked sub-buffer. Note that the phase counter of that color is still incremented. In
order to avoid buffer overflows, we introduce the following three clean-up procedures:

Half-marked clean-up. A half-marked clean-up event takes place when the half-marked
sub-buffer is full, and also at the end of each phase. Upon a half-marked clean-up event, all
items in the half-marked sub-buffer are served. This is done by moving an arbitrary server
through all the colors of items in the half-marked sub-buffer. The server then returns to its
original position. Note that the number of half-marked clean-up moves in a half-marked
clean-up event is one plus the number of different colors in the half-marked sub-buffer at the
time of the event.

Targeted clean-up. A targeted single-color clean-up event takes place when a buffer counter
of some color reaches 2

√
b. The buffer counter maintains the number of items a color has

in the unmarked sub-buffer. Note that this counter should not be confused with the phase
counter used for marking. In a targeted single-color unmarked clean-up event, or simply
targeted clean-up event, the items of a single color from the unmarked sub-buffer are served.
An arbitrary server moves to that color and back to its original position. Hence, a targeted
clean-up event consists of two targeted clean-up moves.

Unmarked clean-up. An unmarked clean-up event takes place if there are
√
b/4 different

colors in the unmarked sub-buffer, and after
√
b targeted clean-up events. Similarly to a

half-marked clean-up event, upon an unmarked clean-up event, all items in the unmarked
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sub-buffer are served by an arbitrary server, which later returns to its original position. The
number of unmarked clean-up moves in an unmarked clean-up event is one plus the number
of different colors in the unmarked sub-buffer at the time of the event.

2.2 The analysis
We begin by pointing out that although the algorithm is randomized, it still has several
deterministic aspects: the points in time in which each color becomes marked, half-marked
and unmarked are deterministic, and so is the partition into phases. In particular, the
partition into phases is deterministic since a phase ends just before some color gets marked
when each of precisely k different colors already got

√
b items in that phase. The content of

the unmarked sub-buffer at every point in time is also deterministic, and consequently, so is
the point in time of every unmarked clean-up event and targeted clean-up event. Finally,
we point out that although the content of the half-marked sub-buffer is not deterministic,
and neither is the point in time of half-marked clean-up events, at the end of each phase the
half-marked sub-buffer is emptied. Thus, the content of the entire buffer is deterministic at
the beginning of every phase. The following lemma establishes the feasibility of the algorithm.

I Lemma 1. The algorithm never has a buffer overflow.

Proof. Recall that the buffer is partitioned into two sub-buffers, each of size b/2. The
half-marked sub-buffer never overflows since whenever it becomes full, a half-marked clean-
up event is initiated. The unmarked items in the unmarked sub-buffer are served by a
combination of unmarked clean-up events and targeted clean-up events. The unmarked
clean-up events make sure that there are never more than

√
b/4 different colors in the

unmarked sub-buffer, and the targeted clean-up events ensure that no such color has more
than 2

√
b items in the sub-buffer. Together, there cannot be more than b/2 unmarked items

in that sub-buffer. J

Let ON and OPT denote our algorithm and the optimal offline algorithm, respectively. We
also denote the respective overall number of server moves in ON and OPT by ON and OPT .
Note that ON is the expected number of moves since ON is randomized. In the remainder of
this section, we prove that ON is O(

√
b ln k)-competitive. We first partition ON according

to four types of moves that the servers of ON do: ON = ONM + ONH + ONT + ONU ,
where ONM is the expected number of marking moves, ONH is the expected number of
half-marked clean-up moves, ONT is the number of targeted clean-up moves and ONU is
the number of unmarked clean-up moves. We also define ONi to be the expected number of
ON’s server moves in phase i, and OPTi is the number of OPT’s server moves in phases i− 1
and i. Note this latter asymmetry, and notice that OPT ≤

∑
iOPTi ≤ 2 ·OPT . Similarly,

for a set S of consecutive phases, we define ONS =
∑
i∈S ONi. Note that we also use the

same notation as before when considering a partition of the expected number of ON’s server
moves in a phase or a set of phases to the four types of moves. For example, ONU

i is the
expected number of unmarked clean-up moves that ON servers makes in phase i. We now
turn to bound the ratios between each of ON’s movement types and OPT. The competitive
ratio ON/OPT is the sum of these ratios.

Marking moves and half-marked clean-up moves. We bound the expected number of
marking moves, ONM , and the expected number of half-marked clean-up moves, ONH ,
using similar techniques. Let Hk =

∑k
j=1 1/j be the kth harmonic number, and let mi be
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the number of colors that are marked in phase i but not marked in phase i− 1. We start
with a bound on the expected number of marking moves.

I Lemma 2. For every phase i, ONM
i ≤ miHk.

The proof uses the same arguments as the proof for randomized marking algorithm by Fiat
et al. [12] and is deferred to the full version of the paper. We now can use Lemma 2 to also
derive our desired upper bound on half-marked clean-up moves.

I Lemma 3. For every phase i, ONH
i = O(min{mi

√
b ln k,m2

i ln k/
√
b+mi}).

Proof. Recall that half-marked items may only accumulate at colors which had a server at
the beginning of the phase, and that server left the color during that phase. Lemma 2 implies
that there can be at most miHk such colors in expectation. Since at most

√
b half-marked

items can arrive from each such color, no more than miHk

√
b items enter the half-marked

sub-buffer during phase i in expectation.
An immediate consequence of the above observation is that ONH

i = O(mi

√
b ln k). This

follows since each half-marked clean-up move, except the last move in each such event,
cleans at least one item. The last moves of all half-marked clean-up events add at most a
multiplicative factor of 2 to the number of half-marked clean-up moves.

For the purpose of proving that ONH
i = O((m2

i ln k)/
√
b + mi), notice that the half-

marked sub-buffer is full with b/2 items every time that half-marked clean-up event is
initiated (except maybe the last half-marked clean-up event in every phase). So the number
of events is upper bounded in expectation by miHk

√
b/(b/2) + 1 = 2miHk/

√
b + 1. Note

that the additional 1 is due to the half-marked clean-up event done at the end of each phase.
Now, at any given time, there are no more than mi void half-marked colors, namely, colors
without a server. This implies that there are no more than mi colors in the half-marked
sub-buffer, and hence, a server makes at most mi + 1 moves in each such event. As a result,
ONH

i = (2miHk/
√
b+ 1)(mi + 1) = O(m2

i ln k/
√
b+mi). J

We next set a bound of the ratio between ONM +ONH and OPT . For this purpose, we
partition the phases into groups of marking phase sequences. Each marking phase sequence
contains consecutive phases, and each phase belongs to exactly one marking phase sequence.
We let S denote the set of phases in a marking phase sequence, and use last(S) to denote the
last phase in S. Our partition maintains the property that in every marking phase sequence
S (except maybe the last one), mi ≤ 3

√
b for every i ∈ S \ {last(S)}, and mlast(S) > 3

√
b.

Namely, the partition is set according to phases i such that mi > 3
√
b. Let mS =

∑
i∈Smi.

I Lemma 4. For every marking phase sequence S, ONM
S +ONH

S = O((mS+mlast(S)
√
b) ln k).

Proof. Notice that ONM
S =

∑
i∈S ON

M
i ≤

∑
i∈SmiHk = O(mS ln k), where the inequality

holds by Lemma 2. In addition, observe that

ONH
S =

∑
i∈S\{last(S)}

ONH
i +ONH

last(S)

=
∑

i∈S\{last(S)}

O((m2
i ln k/

√
b) +mi) +O(mlast(S)

√
b ln k)

=
∑

i∈S\{last(S)}

O (mi ln k) +O(mlast(S)
√
b ln k) = O((mS +mlast(S)

√
b) ln k) ,

where the second equality follows from Lemma 3, and the third equality holds since mi ≤ 3
√
b

for every i ∈ S \ {last(S)}. J
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We now turn to set a lower bound on OPTS , where OPTS is the overall number of server
moves of OPT in S and the last phase before S. Recall that OPTi is the number of server
moves of OPT in phases i and i− 1, and therefore, OPTS ≤

∑
i∈S OPT i ≤ 2 ·OPTS . We

first set a bound applicable for all marking phase sequences S having a large mS .

I Lemma 5. OPTS = Ω(mS/
√
b), for every marking phase sequence S having mS ≥ 3

√
b.

Proof. Observe that in each pair of phases i− 1 and i exactly k+mi colors are marked, and
the servers of OPT are present in no more than k +OPTi colors. Hence, there are at least√
b · (mi−OPTi) items that entered the buffer of OPT during phases i− 1 and i. The overall

number of items entering OPT’s buffer during S and the last phase before S is therefore at
least

√
b/2 ·

∑
i∈S(mi −OPTi), where the half factor is due to the fact that every item may

be counted twice. Now, notice that in each of the OPTS server moves, OPT can clear no
more than b items from its buffer. Moreover, there can be at most b items that may stay in
the buffer and not cleared at the end of S. Hence,

OPTS ≥
√
b/2 ·

∑
i∈S(mi −OPTi)− b

b
≥ mS

2
√
b
− OPTS√

b
− 1 ,

where the last inequality holds since
∑
i∈S OPT i ≤ 2 ·OPTS . This implies that OPTS =

Ω(mS/
√
b) since mS ≥ 3

√
b. J

The next lemma establishes a more specialized bound for all marking phase sequences S
having a large mlast(S).

I Lemma 6. OPTS = Ω(mS/
√
b + mlast(S)), for every marking phase sequence S having

mlast(S) > 3
√
b.

Proof. The fact that OPTS = Ω(mS/
√
b) follows from Lemma 5 by noticing that mS ≥

mlast(S) > 3
√
b. We now complete the proof by establishing that OPTS = Ω(mlast(S)). We

next prove a somewhat stronger argument stating that OPT i = Ω(mi), for every phase i
such that mi > 3

√
b. As a consequence, we attain that OPTS ≥ OPTlast(S) = Ω(mlast(S))

since mlast(S) > 3
√
b. For the purpose of proving the above argument, notice that the

number of items which arrived during phases i− 1 and i, and entered OPT’s buffer is at least√
b · (mi−OPTi). Since OPT’s buffer cannot overflow, we attain that b ≥

√
b · (mi−OPT i),

and therefore, OPTi ≥ mi−
√
b > 2mi/3, where the last inequality holds since mi > 3

√
b. J

The main result of this subsection is the following lemma.

I Lemma 7. ONM +ONH = O(
√
b ln k) ·OPT +O(b ln k).

Proof. Notice that OPT ≥
∑
S OPTS/2. Hence, it is sufficient that we establish the

above mentioned bound for each marking sequence. Lemma 4 and Lemma 6 prove that
ONM

S +ONH
S = O(

√
b ln k) ·OPTS , for every marking phase sequence S except maybe the

last marking phase sequence. Consider the last marking phase sequence S′. If mlast(S′) > 3
√
b

then the same bound also holds for S′. Otherwise, if mS′ > 3b then from Lemma 5 we know
that OPTS′ = Ω(mS′/

√
b), while from Lemma 4 we attain that ONM

S′ +ONH
S′ = O(mS′ ln k).

Namely, the same bound ratio holds also in this case. Finally, when mlast(S′) ≤ 3
√
b and

mS′ < 3b, we get that ONM
S′ +ONH

S′ = O(b ln k), which is exactly the additive term in the
above ratio. J
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Targeted clean-up moves. We now turn our attention to bound the number of targeted
clean-up moves ONT . Recall that each targeted clean-up event consists of two server moves,
and each such event happens when there are 2

√
b items of a single color in the unmarked

sub-buffer.

I Lemma 8. There is no time interval during which no server of OPT moves but more than
2
√
b targeted clean-up events occur.

Proof. Let us assume by way of contradiction that there exists a time interval I during which
no server of OPT moves and there are more than 2

√
b targeted clean-up events. Recall that

after every
√
b targeted clean-up events, the unmarked sub-buffer is cleared by an unmarked

clean-up event. This implies that the last
√
b targeted clean-up events in I clear items that

arrived during I. We next focus only on those
√
b targeted clean-up events. We number

them by 1, . . . ,
√
b.

Let χj be the color cleared in the jth targeted clean-up event. We say that a targeted
clean-up event j is an OPT-present clean-up event if OPT has a server on χj during I;
otherwise, this event is OPT-absent. Let ` be the number of OPT-present events and

√
b− `

be the number of OPT-absent events. In each of the
√
b − ` OPT-absent events, OPT

accumulates 2
√
b items arriving during I. We count only the first

√
b items in each such

event due to a reason that will be explained later. Thus, summing up over all OPT-absent
events, it follows that OPT accumulates at least

√
b(
√
b− `) items. The crucial observation

needed to complete the proof is that every OPT-present clean-up event implies that there is
an OPT server missing from a marked color at some phase. Specifically, let us concentrate
on an OPT-present clean-up event j. The 2

√
b unmarked items cleared at that event must

have been accumulated in the buffer of ON during at least two marking phases; otherwise,
the underlying color would have been marked. Let ij be the first phase during which the
unmarked items cleared by the jth targeted clean-up event started accumulating. Let di be
the number of OPT-present targeted clean-up events whose items started accumulating at
phase i, that is, di = |{j : i = ij}|. Notice that during the marking phase i, the servers of
OPT are not present on at least di colors that become marked. Since

√
b items arrive to

each of those colors, OPT accumulates in its buffer at least di
√
b items during that phase.

As a result, OPT accumulated at least `
√
b additional items as

∑
i di = `.

Notice that the number of items accumulated in OPT’s buffer during I is at least√
b(
√
b− `) + `

√
b = b, a contradiction to our assumption that OPT does not move during I.

Recall that we assumed that OPT accumulates
√
b (and not 2

√
b) items in each OPT-absent

event. This is required to ensure that the sets of accumulated items due to OPT-absent and
OPT-present events are disjoint. In general, an item cleared in a targeted clean-up move
may be counted as one of

√
b items that induced a marking move. However, none of the

first
√
b items accumulated may be counted towards a marking move since otherwise, the

underlying color becomes marked before the buffer counter reaches 2
√
b, and thus, a targeted

clean-up event cannot occur. J

Lemma 8 implies that ONT ≤ 4
√
b · (OPT + 1) since every targeted clean-up event

consists of two targeted clean-up moves. Since we may assume that OPT moves at least
once, this immediately gives us the following lemma.

I Lemma 9. ONT = O(
√
b) ·OPT .

Unmarked clean-up moves. We finally bound the number of unmarked clean-up moves
ONU . Recall that an unmarked clean-up event takes place when either (1) the unmarked
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sub-buffer has
√
b/4 different colors, or (2) after

√
b targeted clean-up events. For the sake

of the analysis, it is sufficient that we focus only on unmarked clean-up moves due to type
(1). Clean-up moves due to type (2) can be charged against the targeted clean-up moves
with an additional constant multiplicative factor. Specifically, one can observe that the
number of unmarked clean-up moves of type (2) is no more than ONT /8. During

√
b targeted

clean-up events there are 2
√
b targeted clean-up moves, while the unmarked clean-up event

that results from this sequence of targeted clean-ups has at most
√
b/4 unmarked clean-up

moves; otherwise, an unmarked clean-up event of type (1) would take place before that. As
a result, in the remainder of this subsection, when we refer to unmarked clean-up events or
moves, we specifically mean unmarked clean-up events or moves of type (1).

Let ui be the number of unmarked clean-up events in phase i. We partition the marking
phases into groups of clean-up phase sequences. A clean-up phase sequence is a sequence
of consecutive marking phases such that each phase belongs to exactly one clean-up phase
sequence. A clean-up phase sequence S ends when

∑
i∈S ui > 60

√
b. Let uS =

∑
i∈S ui, and

observe that a straightforward upper bound on the number of unmarked clean-up moves
in any sequence S is ONU

S = O(uS
√
b) since every unmarked clean-up event has

√
b/4 + 1

moves. Since we do not have an upper bound on uS , it is convenient to consider two types
of clean-up phase sequences: a clean-up phase sequence S that has a phase i ∈ S such that
ui > 6

√
b, and a sequence S that does not have such a phase.

I Lemma 10. OPT i = Ω(ui) for a phase i such that ui > 6
√
b.

Proof. Notice that all the unmarked items that were cleared during phase i, with the
exception of the items cleared in the first unmarked clean-up event of the phase, arrived
during phase i. As a result, the number of unmarked items which arrive during phase i is at
least (ui − 1) ·

√
b/4. Note that no color is associated with more than

√
b of these items. In

phase i − 1, there are k marked colors. None of the previously mentioned (ui − 1) ·
√
b/4

unmarked items can be from those colors as any item of those colors arriving in phase i
would not be considered an unmarked item. Let us restrict our attention to the first

√
b

items of each of those marked colors. Summing up, we know that (ui− 1) ·
√
b/4 + k

√
b items

arrived during phases i− 1 and i, and no single color has more than
√
b of these items.

During phases i− 1 and i, the servers of OPT could not have been located in more than
k +OPT i different colors. Therefore, they could have served no more than

√
b · (k +OPT i)

of the previously mentioned items. The remaining items must have entered the buffer of
OPT. Since OPT’s buffer cannot accommodate more than b items, then

(ui − 1)
√
b

4 + k
√
b−
√
b · (k +OPT i) =

√
b ·
(
ui − 1

4 −OPT i
)
≤ b .

This implies that OPT i ≥ (ui − 1)/4 −
√
b ≥ ui/24, where the last inequality holds since

ui > 6
√
b. J

We now introduce the notion of an extended phase. An extended phase is defined only
for phases i with ui > 0. The extended phase includes phase i and phases i− 1, i− 2, and
so on, until a phase i′ with ui′ > 0. As a result, any extended phase contains at least two
phases, and only the first and last of them has unmarked clean-up events. For any clean-up
phase sequence S, let OPTS be the number of moves of OPT servers during the extended
phases of all relevant i ∈ S.

I Lemma 11. OPTS = Ω(
√
b) for any clean-up phase sequence S such that ui ≤ 6

√
b in all

phases i ∈ S.
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Proof. Let us assume by way of contradiction that OPTS ≤
√
b/60. Let χS be the set of

colors that OPT visited during the extended phases of S. Since OPT makes at most
√
b/60

moves, |χS | ≤ k +
√
b/60. Let xi be the number of items arriving during the extended phase

i whose colors are not in χS . We next argue that xi ≥ ui
√
b/30 for every extended phase

i ∈ S. Then, we get that the number of items arriving during the extended phases of S whose
colors are not in χS is at least

∑
i∈S xi/2 ≥

∑
i∈S ui

√
b/60 > b, where the half factor is due

to the fact that every item belongs to at most two extended phases, and the last inequality
results since uS > 60

√
b. This implies that OPT must have accumulated more than b items

in its buffer, a contradiction.
We turn to prove the above-mentioned argument. Let us focus on the extended phase i,

and recall that phase i− 1 is within this extended phase. At phase i− 1, k colors receive
at least

√
b items and become marked. Let Ri be the set of these colors that are not in

χS , and let ri = |Ri|. Note that at least ri
√
b items arrive out of χS . If ri ≥ ui/30 then

xi ≥ ui
√
b/30, and we are done. Hence, in the remainder of this proof, we may assume that

ri < ui/30 and |χS ∪ Ri| < k +
√
b/60 + ui/30. Notice that no more than

√
b/60 + ui/30

of the colors in χS ∪Ri may correspond to unmarked items in phase i. This follows since
χS ∪Ri includes the k colors marked in phase i− 1. Each unmarked clean-up event cleans
items from

√
b/4 different unmarked colors, and at least

√
b/4 −

√
b/60 − ui/30 items of

colors outside χS . However,
√
b/4−

√
b/60− ui/30 = 7

√
b/30− ui/30 ≥

√
b/30, where the

last inequality follows since ui ≤ 6
√
b in any phase i ∈ S. This implies that at least ui ·

√
b/30

unmarked items were cleaned in phase i. Notice that an unmarked item cleaned in phase i
must have arrived at the extended phase i, and thus, xi ≥ ui

√
b/30. J

We can now complete the main contribution of this subsection.

I Lemma 12. ONU = O(
√
b) ·OPT +O(b).

Proof. Notice that OPT ≥
∑
S OPTS/2. Hence, it is sufficient that we establish the above

mentioned bound for each clean-up phase sequence. We prove that ONU
S = O(

√
b) ·OPTS ,

for every clean-up phase sequence S except the last one. We then complete the proof by
demonstrating that the last clean-up phase sequence contributes an additive value of O(b).

Consider a clean-up phase sequence S that is not the last one. Observe that if there
is a phase i ∈ S such that ui > 6

√
b then uS = Θ(maxi∈S ui). This observation uses the

fact that such a clean-up phase sequence ends when
∑
i∈S ui > 60

√
b. Using Lemma 10,

one can infer that OPTS = Ω(maxi∈S ui), and the claimed bound follows by recalling that
ONU

S = O(uS
√
b). In case that ui ≤ 6

√
b for all phases i of S, then uS = O(

√
b), and

therefore, ONU
S = O(b) = O(

√
b) · OPTS , where the last equality follows from Lemma 11.

Now, let us focus on the last clean-up phase sequence S′. Clearly, uS′ < 60
√
b, and hence,

ONU
S′ = O(b). J

Putting everything together. Combining the bounds from Lemma 7, Lemma 9, and
Lemma 12, gives the main theorem of this section. Note that in adherence to competitive
analysis and online algorithms research, we allow additive terms that are independent of the
input stream and its properties.

I Theorem 13. There is a randomized algorithm whose competitive ratio is O(
√
b ln k).

3 A Deterministic Algorithm

We develop two deterministic algorithms: the first has a competitive ratio of O(ln b/δ2)
in a δ-augmentation setting and a competitive ratio of O(k2 ln b) when there is no server
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augmentation, and the other has a competitive ratio of O(b/δ) in a δ-augmentation setting
and a competitive ratio of O(kb) with no augmentation. Then, one can execute the algorithm
that achieves a better competitive ratio depending on the underlying parameters k, b, and
δ. This results in a O(min{k2 ln b, kb})-competitive algorithm, and a O(min{ln b/δ2, b/δ})-
competitive algorithm for the δ-augmentation settings. Note that in a δ-augmentation setting,
an online algorithm may employ k/(1− δ) servers where δ ∈ (0, 1), while an optimal offline
adversary can employ at most k servers. Also note that all the proofs of this section can be
found in the full version of the paper.

Algorithm 1. Our first algorithm sensibly combines the algorithm for the reordering buffer
problem on arbitrary metric spaces [10], and the FIFO algorithm for the paging problem [19].
Specifically, we utilize the algorithm for reordering buffer to decide which color to serve next,
and then use the FIFO algorithm to decide which of the servers moves to serve this color.
Formally, the algorithm consists of alternating selection and service steps. We maintain a
cost cχ ∈ [0, 1] for every color χ, which is initially 0. During the selection step the buffer is
full, and the cost of all inactive colors, namely, colors that currently do not consist of a server,
is incremented. The cost of each color is incremented at a rate proportional to the number
of items it has in the buffer. Once the cost of some color reaches 1, this color is selected,
and the selection step ends. If more than one color reaches a cost of 1 then one of them is
selected arbitrarily. Once the selection step ends, the service step begins. In the service step,
a server is moved to the selected color. The choice of which server should be moved is done
in a FIFO manner, that is, we move the server that has not moved the longest. Then, the
cost of the selected color drops from 1 to 0, and all its items in the buffer are cleared and
served. This makes room in the buffer for more items. Arriving items from active colors are
served immediately, while items from inactive colors are accumulated in the buffer. Once the
buffer is full again, a new selection step starts. Note that colors retain their cost from the
previous selection step.

I Theorem 14. Algorithm 1 achieves a competitive ratio of O(ln b/δ2) in a δ-augmentation
setting and a competitive ratio of O(k2 ln b) when there is no server augmentation.

Algorithm 2. Our second algorithm is simply a FIFO algorithm. This algorithm completely
ignores the buffer, and serves the items according to their arrival order. Specifically, when
an item arrives, it is immediately served by either a server that is already located on the
corresponding color, or by moving a server that has not moved the longest to that color.

I Theorem 15. There is a deterministic algorithm whose competitive ratio is O(b/δ) in a
δ-augmentation setting and O(kb) when there is no augmentation.

4 Conclusions

We made a first step in analyzing the generalized reordering buffer management problem in an
online setting, and provided non-trivial upper bounds on the competitive ratio. An obvious
direction for future research is the design of new algorithms with further improved bounds.
By now, both the paging problem and the reordering buffer problem are very well understood.
It seems natural to utilize the known techniques and state of the art algorithms for these
problems in order to obtain better results for generalized reordering buffer. Nevertheless, it
turns out to be a challenging task to establish bounds on such combinations. We do not know
whether natural combinations of such algorithms can attain good performance guarantees,
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although we have identified several combinations that fail. Any progress in this direction
would be of great interest.
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Abstract
This paper concerns the analysis of the Shapley value in matching games. Matching games
constitute a fundamental class of cooperative games which help understand and model auctions
and assignments. In a matching game, the value of a coalition of vertices is the weight of the
maximum size matching in the subgraph induced by the coalition. The Shapley value is one of the
most important solution concepts in cooperative game theory. After establishing some general
insights, we show that the Shapley value of matching games can be computed in polynomial time
for some special cases: graphs with maximum degree two, and graphs that have a small modular
decomposition into cliques or cocliques (complete k-partite graphs are a notable special case of
this). The latter result extends to various other well-known classes of graph-based cooperative
games. We continue by showing that computing the Shapley value of unweighted matching games
is #P-complete in general. Finally, a fully polynomial-time randomized approximation scheme
(FPRAS) is presented. This FPRAS can be considered the best positive result conceivable, in
view of the #P-completeness result.
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1 Introduction

In economics and computer science, one of the most fundamental problems is the allocation of
profits or costs based on contributions of the nodes in a network. The problem has assumed
even more importance as networks have become ubiquitous. In this paper, we address this
problem by simultaneously studying two concepts that can be traced to Lloyd S. Shapley –
the Shapley value and matching games.

Lloyd S. Shapley is one of the most influential game theorists in history. Among his
numerous contributions, two of them are the following: (i) formulating the assignment game
as a rich and versatile class of cooperative games [25], and (ii) proposing the Shapley value
as a highly desirable solution concept for cooperative games [24]. Both contributions have
had far-reaching impact and were part of Shapley’s Nobel Prize winning achievements. The
assignment game is a cooperative game based on bipartite graphs, and models the interaction
between buyers and sellers. It is the transferable utility version of the well-known stable
marriage setting and is a fundamental model that is used for modelling exchange markets and
auctions [23]. Assignment games were later generalized to matching games, for non-bipartite
graphs (see e.g., [11, 17]). The main idea of a matching game is that each node represents an
agent and the value of a coalition of nodes is the weight of the maximum weight matching in
the subgraph induced by the coalition of nodes. Whereas the matching game is one of the
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most natural and important cooperatives game, the Shapley value has been termed “the most
important normative payoff division scheme” in cooperative game theory [28]. It is based on
the idea that the payoff of an agent should be proportional to his marginal contributions
to the payoff for the set of all players. For an excellent overview of the concept, we refer
the reader to [21, Chapter 5, ]. The Shapley value is the only solution concept that satisfies
simultaneously the following properties: efficiency, symmetry, additivity, and dummy player
property.

In this paper we address a gap in the computational cooperative game theory literature,
and we initiate research on the computational aspects of the Shapley value in matching games.
This gap is surprising on two fronts: (i) computational aspects of Shapley values have been
extensively studied for a number of cooperative games (see e.g., [12, 15, 14]) and (ii) matching
games are a well-established class of cooperative games, and the structure and computational
complexity of computing important solution concepts such as the core, least core, and
nucleolus have been examined in-depth for matching games (see e.g., [1, 26, 17, 10, 6, 5]).

Our results. We study the algorithmic aspects and computational complexity of the Shapley
value for matching games for the first time. We establish first some general insights and some
particular special cases for which the exact Shapley value can be computed in polynomial
time for: graphs with a constant size decomposition into clique and coclique modules (these
include e.g., complete k-partite graphs, for k constant), and for graphs with maximum degree
two. The non-trivial algorithm required for graphs of maximum degree two illustrates that
exact computation of the Shapley value quickly becomes rather complex, even for very simple
graph classes. We then move on to the central results of this paper, which concerns the
general problem: we prove that the computational complexity of computing the Shapley
value of matching games is #P-complete even if the graph is unweighted. The proof relies
on Berge’s Lemma and the fact that a certain matrix related to the Pascal triangle has a
non-zero determinant. We subsequently present an FPRAS (i.e., a fully polynomial time
randomized approximation scheme) for computing the Shapley value of (weighted) matching
games. In view of our #P-completeness result, the FPRAS is the best possible result we can
hope for.

Related work. The complexity of computing the Shapley value of important classes of
cooperative games has been the topic of detailed studies. The papers [12] and [15] present
polynomial-time algorithms to compute the Shapley value of graph games and marginal
contribution nets respectively. On the other hand, computing the Shapley value is known to
be intractable for a number of cooperative games (see e.g., [14, 2]).

Among the classes of cooperative games, matching games are one of the most well-studied.
The core of matching games is characterized in [11], where it is also shown that various
computational problems regarding the core and the least core of matching games can be
solved in polynomial time. For matching games, there has been considerable algorithmic
research on the nucleolus: an alternative single valued solution concept (see e.g., [26, 17]).

As networks analysis becomes an increasingly important area, centrality indices of graphs
have received immense interest (see e.g., [7]). The idea is to get a ranking of vertices
according to their ability to connect with other vertices. Recently, a Shapley-values based
game theoretic approach has been used to gauge the centrality or connectivity of vertices
by representing different valuation functions with a graph [20, see e.g., ]. The motivation
is that the Shapley value of a vertex captures various synergies which standard centrality
measures do not. In this vein, Shapley values of the matching game constitutes an interesting
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method of gauging centrality/connectivity of the vertices. In particular it quantifies in a
principled manner the ability of a vertex to match with other vertices to increase the value
of the coalition.

2 Preliminaries

We work throughout this text with undirected weighted graphs G = (N,E,w), where N is
the vertex set, E is the edge set, and w : E → R≥0 is a weight function. For S ⊆ N , we
denote by G(S) the subgraph of G induced by S, i.e., the graph (S, {e ∈ E : e ∈ S×S}). We
assume for the remainder of this text that the reader is familiar with basic notions related to
graphs and matchings.

A cooperative game consists of a set N of n = |N | players and a characteristic function
v : 2N → R associating a value v(S) to every subset S ⊆ N . A subset of N is referred to as
a coalition in this context. Deciding how to distribute the value v(N) among the players
in a fair and stable manner is an objective of central importance in the research area of
cooperative games.

A matching game is a cooperative game (N, v) induced by an undirected weighted graph
G = (N,E,w) (with vertex set N , edge set E, and weight function w : E → R≥0) such that
for any S ⊆ N , v(S) is the weight of a maximum weight matching of the subgraph G(S). For
a given graph G, we will denote by MG(G) the matching game corresponding to graph G.

An unweighted matching game is a matching game for which all weights are 1 in the
associated graph. In unweighted matching games, it holds that v(S ∪ {i})− v(S) ∈ {0, 1}
for all S ⊂ N , i ∈ N\S. If, for an unweighted matching game (N, v), a player i ∈ N , and a
coalition S ⊆ N\{i}, it holds that v(S ∪ {i}) = v(S) + 1, then we say that player i is pivotal
(for coalition S, in game (N, v)). Similarly, if σ : N → N is a permutation on N , and i is
pivotal for set of players p(i, σ) = {j : σ−1(j) < σ−1(i)} (i.e., the players occurring before i
in σ), then we say that σ is pivotal for i.

For the general case of weighted matching games, when S is a coalition not containing
player i, we refer to the value v(S ∪{i})− v(S) as the marginal contribution of i to S. When
σ is a permutation of N , we refer to the value v(p(i, σ) ∪ {i})− v(p(i, σ)) as the marginal
contribution of i to σ.

The Shapley value of a player i ∈ N in a cooperative game (N, v) is denoted by ϕi(N, v),
and is defined as follows.

ϕi(N, v) = κi(N, v)/n!, κi(N, v) =
∑

S⊆N\{i}

(|S|!)(n− |S| − 1)!(v(S ∪{i})− v(S)). (1)

κi is called the raw Shapley value. It is well-known and straightforward to obtain that the
raw Shapley value can be written as κi(N, v) =

∑
σ∈SN (v(p(i, σ) ∪ {i})− v(p(i, σ), )), where

SN is the set of permutations on the player set N . For an unweighted matching game, the
raw Shapley value of a player is thus equal to the number of pivotal permutations. We refer
to the vectors ϕ = (ϕ1(N, v), . . . ϕn(N, v)) and κ = (κ1(N, v), . . . , κn(N, v)) respectively as
the Shapley value and the raw Shapley value of the game (N, v).

The players i, j ∈ N are called symmetric in (N, v) if v(S ∪ {i}) = v(S ∪ {j}) for any
coalition S ⊆ N \ {i, j}. A player i ∈ N is a dummy if v(S ∪ {i})− v(S) = 0 for all S ⊆ N .
The Shapley value satisfies the following properties: (i) Efficiency:

∑
i∈N ϕi(N, v) = v(N);

(ii) Symmetry: if i, j ∈ N are symmetric, then ϕi(N, v) = ϕj(N, v); (iii) Dummy: if i is a
dummy, then ϕi(N, v) = 0; (iv) Additivity: ϕi(N, v1 + v2) = ϕi(N, v1) + ϕi(N, v2) for all
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i ∈ N ;1 and (v) Anonymity: relabeling the agents does not affect their Shapley value. We
are interested in the following computational problem.

Shapley
Instance: A weighted graph G = (N,E,w) and a specified player i ∈ N .
Question: Compute ϕi(MG(G)).

2.1 General insights
In this subsection, we gain some general insights about the Shapley value of matching games.
First, if the graph is not connected, then the problem of computing the Shapley value of the
graph reduces to computing the Shapley value of the respective connected components.

I Lemma 1 (Shapley value in connected components). Let G = (N,E,w) be a weighted graph
with k connected components, and let the respective vertex sets of these connected components
be N1, . . . , Nk. Let v be the characteristic function of the matching game MG(G) on that
graph, and let c : N → [k] be the function that maps a vertex i to the number j such that
j ∈ Nk.2 Then, for every vertex i it holds that ϕi(v) = ϕi(vc(i)), where vj denotes the
characteristic function of the matching game on the subgraph induced by Nj.

It is rather straightforward to see that a vertex has a Shapley value zero if and only if it is
not connected to any other vertex.

I Observation 1. A player in a matching game has a non-zero Shapley value if and only if
there is an edge in the graph that contains the player. It can thus be decided in linear time
whether a player in a matching game has a Shapley value of zero.

Next, we present another lemma concerning the Shapley value of unweighted matching
games.

I Lemma 2. Consider an unweighted matching game (N, v). If for each s ∈ [n − 1], the
number of coalitions of size s for which player i is pivotal in (N, v) can be computed in time
f(n) for some function f : N→ R≥0, then the Shapley value of i can be computed in time
nf(n).

3 Exact algorithms for restricted graph classes

Some classes of matching games for which computing the Shapley value is trivial are symmetric
graphs (e.g. cliques and cycles), and graphs with a constant number of vertices. We proceed
to prove this for two additional special cases: weighted graphs that admit constant size
(co)clique modular decompositions, and unweighted graphs with degree at most two.

3.1 Graphs with a constant number of clique or coclique modules
An important concept in the context of undirected graphs is that of a module. A subset of
vertices S ⊆ N is a module if all members of S have the same set of neighbors in N \ S. We
can extend this notion to weighted graphs by requiring that all members of S are connected

1 The sum of two characteristic functions v1 and v2 on the same player set is defined in the standard way:
as v1(S) + v2(S) for all S ⊆ N .

2 For a ∈ N, we write [a] to denote {b ∈ N : 1 ≤ b ≤ a}.
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to the same set of neighbors, by edges of the same weight. A modular decomposition is a
partition of the vertex set into modules.

A clique module (resp. coclique module) of a weighted graph is a module of which the
vertices are pairwise connected by edges of the same weight (resp. pairwise disconnected).
Note that every graph has a trivial modular decomposition into cliques (and cocliques): the
partition of N into singletons.

We prove that if a weighted graph G has a size k modular decomposition consisting of
only cliques or only cocliques, then the Shapley value of MG(G) can be found in polynomial
time. In fact, we will show that this holds for the more general class of subgraph-based
games: We call a cooperative game (N, v) subgraph-based if there exists a weighted graph
G = (N,E,w) such that for S, T ⊂ N , it holds that v(S) = v(T ) if G(S) and G(T ) are
isomorphic.

I Theorem 3. Consider a subgraph-based cooperative game (N, v). Then, the Shapley value
of (N, v) can be computed in polynomial time if the following three conditions hold: i.)
the weighted graph G = (N,E,w) associated to (N, v) is given or can be computed in time
polynomial in the size of the representation of (N, v); ii.) there exists a modular decomposition
γ(G) into k cocliques or k cliques and G is unweighted in the latter case; and iii.) v(S) can
be computed in polynomial time for all S ⊆ N .

Proof. Note first that one can find for G in polynomial time a minimum cardinality modular
decomposition into cocliques: simply check for each pair of vertices whether they are
disconnected and connected to identical sets of vertices through edges with identical weights.
If so, then they can be put in the same module. Similarly, a minimum cardinality modular
decomposition into cliques can be found in polynomial time in case the graph is unweighted,
by finding a minimum cardinality modular decomposition into cocliques in the complement
of G (i.e., the graph that contains only those edges not in E).

A set of players S is said to be of the same player type if all player pairs in S are symmetric.
We first show that all players in the same module of γ(G) are of the same player type. Let i, j
be two players in the same module M in γ(G). Then, for every coalition C ⊆ N\{i, j}, the
subgraphs G(C ∪ {i}) and G(C ∪ {j}) are isomorphic (because G(M) is a clique or coclique),
so v(C ∪ {i}) = v(C ∪ {j}). Therefore, we know that the vertices can be divided into a
constant number k of player types.

[27] showed that any cooperative game in which the value of a given coalition can be
computed in polynomial time, and there is known size k partition of the players into sets
of the same player type, then the Shapley value can be computed in polynomial time via
dynamic programming. The number of player types in our game is constant number k of
clique and coclique modules. Therefore the result of [27] can be applied, and this proves our
claim. J

For matching games, the function v can be evaluated using any polynomial time maximum
weight matching algorithm. Therefore, the above result implies that computing the Shapley
value can be done in polynomial time for classes of graphs where we can find efficiently a
size k modular decomposition into cliques or cocliques. This includes the class of complete
k-partite graphs and any strong product3 of an arbitrary size clique (or coclique) with a
graph on k vertices.

3 The strong product of two graphs G1 = (N, E1) and G2 = (M, E2) is defined as the graph (N ×M, E′),
where E′ = {{(iN , iM ), (jN , jM )} ⊆ N ×M : iM = jM ∧ {iN , jN} ∈ E1 ∨ {iM , jM} ∈ E2}.
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I Corollary 4. For matching games based on complete k-partite graphs, where k is a constant,
the Shapley value can be computed in polynomial time.

Theorem 3 also applies to cooperative games such as s-t vertex connectivity games and
min-cost spanning tree games [10, 11], as these are subgraph-based games.

3.2 Graphs of degree at most two
We first examine linear graphs (or: “paths”), i.e., unweighted connected graphs in which two
vertices have out-degree one and the remaining vertices have out-degree two.

I Lemma 5. The Shapley value of a player in a matching game on an unweighted linear
graph can be computed in O(n4) time.

Proof. Assume without loss of generality that the vertex set is N and the edge set is
{{j, j + 1} : j ∈ N\{n}]}, and that i ∈ N is the player of whom we want to compute the
Shapley value. Fix any s ∈ [n− 1], and let ηsi be the number of coalitions of size s for which
vertex i is pivotal. We compute ηsi by subdividing in separate cases and taking the sum of
them:

The number ηs,lefti = |{S∪{i+1} : S ⊆ N\{i, i−1, i+1}, i is pivotal for S}|. Intuitively:
the number of coalitions S where i is pivotal such that adding i to S extends the left of a
line segment.
The number ηs,righti = |{S ∪ {i− 1} : S ⊆ N\{i, i− 1, i+ 1}, i is pivotal for S}|.
The number ηs,connecti = |{S ∪ {i− 1, i+ 1} : S ⊆ N\{i, i− 1, i+ 1}, i is pivotal for S}|.
Intuitively: the number of coalitions S where i is pivotal, such that i connects two line
segments.
ηs,isolatedi = |{S : S ⊆ N\{i, i− 1, i+ 1}, i is pivotal for S}|.

It is immediate that ηs,isolatedi = 0, since adding i to a coalition S not containing i+ 1
nor i− 1 results in a coalition forming a subgraph in which i is an isolated vertex. For the
remaining three values, ηs,lefti , ηs,righti , and ηs,connecti , we show below how to compute them
efficiently.

For ηs,lefti , observe that adding a vertex to the left of a (non-empty) line segment L
increases the cardinality of a maximum matching if and only if L has an even number of
edges (and thus an odd number of vertices). Therefore, define ηs,lefti (k) to be the number
of coalitions S of size s for which i is pivotal such that S contains the line segment
{i+ 1, . . . , i+ k + 1}, and does not contain {i− 1, i+ k + 2}. The number ηs,lefti (k) is
easy to determine:

ηs,lefti (k) =
{

0 if k is odd,( |N\{i−1,...,i+k+2}|
s−|{i−1,...,i+k+1}∩N |

)
otherwise.

We can then express ηs,lefti as
∑max{n−i−1,s−1}
k=1 ηs,lefti (k). There is only a linear number

of terms in this sum, and all of them can be computed in linear time.
ηs,righti is computed in an analogous fashion.
For ηs,connecti , observe that adding a vertex i to a coalition such that i connects two line
segments L1 and L2, increases the cardinality of a maximum matching if and only if L1
and L2 do not both have an odd number of edges (or equivalently: not both have an even
number of vertices). Therefore, define ηs,connecti (k1, k2) to be the number of coalitions S
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of size s for which i is pivotal such that S contains the line segments {i−k1−1, . . . , i−1}
and {i+ 1, . . . , i+ k2 + 1}, and does not contain {i− k1 − 2, i+ k2 + 2}. The number
ηs,connecti (k1, k2) is easy to determine:

ηs,connecti (k1, k2) =
{

0 if k1 and k2 are both odd,( |N\({i−k−2,...,i+k+2}|
s−|{i−k−1,...,i+k+1}∩N |

)
otherwise.

We can then express ηs,connecti as
∑max{i−2,s−1}
k1=1

∑max{n−i−1,s−k1−2}
k2=1 ηs,lefti (k1, k2). The

number of terms in this sum is quadratic, and all of these terms can be computed in
linear time. We can thus compute ηs,connecti in O(n3) time.

The claim now follows from Lemma 2. J

I Theorem 6. For graphs with maximum degree 2, the Shapley value can be computed in
polynomial time.

Proof. A graph with degree at most two is a disjoint union of cycles and linear graphs. From
Lemma 1, we can compute the Shapley value of the connected components separately. From
Lemma 5, we know that the Shapley value of linear graphs can be computed in polynomial
time. Due to anonymity, the Shapley value of a cycle is uniform. J

The above proof for linear graphs demonstrates that computation of the Shapley value of
a matching game already becomes involved for even the simplest of graph structures. We
would be interested in seeing an extension of this result that enables us to exactly compute
the Shapley value in any non-trivial class of graphs that contains a vertex of degree at least
three.

4 Computational complexity of the general problem

In this section, we examine the computational complexity of the general problem of computing
the Shapley value for matching games. As we mentioned in Section 2, Shapley is equivalent
to the problem of counting the number of pivotal permutations for a player in an unweighted
matching game, and is therefore a counting problem. It is moreover easy to see that this
counting problem is a member of the complexity class #P.4

For certain cooperative games such as weighted voting games [14], intractability of
computing the Shapley value can be established by proving that even checking whether a
player gets non-zero Shapley value is NP-complete. Proposition 1 tells us that this is not the
case for matching games. Before we proceed, we establish some notation. Let G = (N,E)
be a graph. Let αk(G) be the number of vertex sets S ⊆ N such that |S| = k and the
subgraph G(S) of G induced by S admits a perfect matching. Then αk(G) =

(
n
k

)
− αk(G) is

the number of subsets S ⊆ N of size k such that G(S) does not admit a perfect matching.
In order to characterize the complexity of Shapley, we first define the following problem.
#MatchableSubgraphsk
Instance: Undirected and unweighted graph G = (N,E) and an even integer k.
Question: Compute αk(G).

I Lemma 7. #MatchableSubgraphsk is #P-complete.

4 Informally: #P is the class of computational problems that correspond to counting the number of
accepting paths on a non-deterministic Turing machine. We refer the reader to any introductory text
on complexity theory.
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Proof. In [9] it is proved that the following problem is #P-complete: Given an undirected and
unweighted bipartite graph G = (S∪I, E), compute the number of subsets of B ⊆ S, such that
G(B∪I) admits a perfect matching.5 The problem is equivalent to #MatchableSubgraphs2|I|.

J

I Theorem 8. Computing the Shapley value of a matching game on an unweighted graph is
#P-complete.

Proof. We present a polynomial-time Turing reduction from #MatchableSubgraphsk to
Shapley. We show that if there exists a polynomial-time algorithm for Shapley, then we
can solve #MatchableSubgraphsk for a given graph G in polynomial time, by solving
Shapley on a set of graphs that we construct from G. For each of these graphs, we show
that a linear equation holds that relates the Shapley value of a vertex of G to the values αk
and αk. The coefficient matrix of this system of equations will then turn out to be invertible,
hence it can be solved in polynomial time via Gaussian elimination in order to compute the
values αk and αk.

We remind the reader that the symbol κ is used to denotes the raw Shapley value, as
defined in Section 2.

Let G = (N,E) be the given graph, and let G0 be the graph in which a new vertex y0 is
added to G that is connected to all vertices in N . For i > 0, let Gi be G0 with i additional
vertices y1, y2, . . . , yi and i additional edges {{yj , yj−1} : j ∈ [i]}.

The first part of the proof consists of showing that the following set of equations hold:

κyi(MG(Gi)) =
{
C(i) +

∑n
k=0(k + i)!(n− k)!αk(G) if i is even, (2)

C(i) +
∑n
k=0(k + i)!(n− k)!αk(G) if i is odd, (3)

where

C(i) =
bi/2c∑
k=1

n+i−2k∑
j=0

(j + 2k − 1)!(n+ i− j − 2k + 1)!
(
n+ i− 2k

j

)
.

Define a type 1 pivotal coalition for yi in MG(Gi) as a pivotal coalition for i in MG(Gi)
that does not contain all players y0, . . . , yi−1. Define a type 2 pivotal coalition for yi in
MG(Gi) as a pivotal coalition for yi in MG(Gi) that does contain all players y0, . . . , yi−1.
Denote by Htype 1

i (s) (resp. Htype 2
i (s)) the set of type 1 (resp. type 2) pivotal coalitions for

i in MG(Gi) that are of size s. From (1), it follows that

κyi(MG(Gi)) =
n+i∑
s=1

s!(n+ i− s)!|Htype 1
i (s)|+

n+i∑
s=1

s!(n+ i− s)!|Htype 2
i (s)|. (4)

First we characterize the coalitions in Htype 2
i (s).

I Lemma 9. If i is even, a coalition S of MG(Gi) is in Htype 2
i (s) if and only if G(S∩N) is

not perfectly matchable (and {y0, . . . , yi−1} ⊆ S, |S| = s). If i is odd, a coalition S of MG(Gi)
is in Htype 2

i (s) if and only if G(S∩N) is perfectly matchable (and {y0, . . . , yi−1} ⊆ S, |S| = s).

5 The proof of Colbourn resolved “an exceptionally difficult problem” [9]. Interestingly, the corresponding
decision problem of checking whether there exists a subgraph of size k that does not admit a perfect
matching, appears to be open.
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Proof. Case of even i. (⇒) Let M be a maximum matching for Gi(S). S is pivotal for yi,
so M is not a perfect matching. We can assume though, that all vertices {y0, . . . , yi−1} are
matched to each other in the matched graph (Gi(S),M), because Gi({y0, . . . , yi−1}) is a
linear graph with an even number of vertices, and is thus perfectly matchable. It follows
that the exposed nodes of (Gi(S),M) are all in N , and therefore the matching M restricted
to N is a maximum matching for G(S\{y0, . . . , yi−1}) = G(S ∩N) that is non-perfect.

(⇐) Let M be a maximum (non-perfect) matching for G(S ∩N) and let y be an exposed
vertex of (G(S ∩ N),M). Then M ′ = M ∪ {{yj , yj+1} : j even ∧ j < i} is a maximum
matching for Gi(S), by Berge’s Lemma, as it is clear that there is no augmenting path in
(Gi(S),M ′). Moreover, observe that in (Gi(S),M ′) there is an even-length alternating path
from y to yi−1. Therefore, there is in (Gi,M ′) an augmenting path from y to yi, and it
follows again by Berge’s lemma that S is pivotal.

Case of odd i. (⇒) Let M ′ be a maximum matching for Gi(S). S is pivotal, so in
(Gi(S),M ′) there is an even-length alternating path P from an exposed node y to yi−1.
Obtain the matching M by augmenting M ′ along P . M is then a maximum matching for
Gi(S) in which yi−1 is exposed. Gi({y0, . . . , yi−1}) is a linear graph and M is maximum, so
it follows that yi−1 is the only exposed node in (Gi(S),M) among {y0, . . . yi−1}. Therefore
S∩N must be matched to each other in (G(S),M) (for otherwise, in (Gi(S),M) there would
be an augmenting path from yi−1 to an exposed node of S ∩N , contradicting the fact that
M is a maximum matching for Gi(S)). It follows that G(S ∩N) is perfectly matchable.

(⇐) Let M be a maximum perfect matching for G(S ∩ N). Let M ′ be a maximum
matching for Gi({y0, . . . , yi−1}) in which yi−1 is the only exposed node. Then M ∪M ′ is a
matching for Gi(S) in which yi−1 is the only exposed node. M ∪M ′ is clearly a maximum
matching, and in (Gi,M ∪M ′) the edge {yi−1, yi} is exposed. So S is pivotal. J

From the above lemma, it follows that the coalitions in Htype 2
i (s) are precisely the

coalitions of the form T ∪ {y0, . . . , yi−1}, where T ⊂ N is such that for even i, G(T ) is not
perfectly matchable, and for odd i, G(T ) is perfectly matchable. Therefore |Htype 2

i (s)| =
αs−i(G) for even i and |Htype 2

i (s)| = αs−i(G) for odd i, and this implies:

n+i∑
s=1

s!(n+ i− s)!|Htype 2
i (s)| =

{∑n
k=0(k + i)!(n− k)!αk(G) if i is even,∑n
k=0(k + i)!(n− k)!αk(G) if i is odd.

In words: the second summation of (4) equals the summation of (2) when i is even, and the
summation of (3) when i is odd. Therefore, it suffices to prove that the first summation of
(4) equals C(i).

For this sake, define Htype 1
i (s, k) for k ∈ [bi/2c] as {S ∈ Htype 1

i (s) : yi−2k 6∈ S ∧
{yi−1, . . . , yi−2k+1} ⊆ S}. Observe that {Htype 1

i (s, 1), . . . ,Htype 1
i (s, i/2)} is a partition of

Htype 1
i (s). For a given k and s, note that the set Htype 1

i (s, k) consists of all coalitions of
the form T ∪ {yi−1, . . . , yi−2k+1}, where T ⊆ N ∪ {y0, . . . , yi−2k−1}, |T | = s− 2k+ 1. Hence,
|Htype 1

i (s, k)| =
(
n+i−2k
s−2k+1

)
(defining

(
a
b

)
= 0 whenever b < 0 or b > a). Therefore:

n+i∑
s=1

s!(n+ i− s)!|Htype 1
i (s)| =

bi/2c∑
k=1

n+i−1∑
s=2k−1

s!(n+ i− s)!
(
n+ i− 2k
s− 2k + 1

)

=
bi/2c∑
k=1

n+i−2k∑
j=0

(j + 2k − 1)!(n+ i− j − 2k + 1)!
(
n+ i− 2k

j

)
.

This shows that (2) and (3) hold.
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The second part of the proof consists of showing that all αk(G), k ∈ N can be computed
from κyi(MG(Gi)) in polynomial time, using (2) and (3), for i ∈ N ∪ {0}. This is sufficient
to complete the proof, because the graphs G0, . . . , Gn can clearly be constructed from G in
polynomial time, hence a polynomial time algorithm that computes αk from κyi(MG(Gi)), i ∈
N is a polynomial Turing reduction.

Let βi(G) = αi(G) for even i and let βi(G) = αi(G) for odd i. We can represent (2) and
(3) for i ∈ N ∪ {0} as the following system of equations:


0!n! 1!(n− 1)! · · · n!0!
1!n! · · · (n+ 1)!0!
...

...
. . .

...
n!n! · · · (2n)!0!

×

β0(G)
β1(G)

...
βn(G)

 =


κy0(MG(G0))− C(0)
κy1(MG(G1))− C(1)

...
κyn(MG(Gn))− C(n)

 (5)

Denote by A the (n + 1) × (n + 1) matrix in the above equation. Recall that a scalar
multiplication of a column by a constant c multiplies the determinant by c. Therefore, A is
nonsingular if and only if nonsingularity also holds for the (n+ 1)× (n+ 1) matrix B, defined
by Bij = (i+ j)!. B is a matrix that is related to Pascal’s triangle, and it is known that its
determinant is equal to

∏n
i=0 i!

2 6= 0 [3, 2]. It follows that A is nonsingular, so our system of
equations (5) is linearly independent and has a unique solution. Note that all entries in the
system can be computed in polynomial time (assuming that the Shapley value of a matching
game is polynomial time computable): The constants C(i) consist of polynomially many
terms, and all factorials and binomial coefficients that occur in (5) are taken over numbers
of magnitude polynomial in n.

Therefore, we can use Gaussian elimination to solve (5) in O(n3) time. It follows that for
all i ∈ N , βi(G) can be computed in polynomial time, and hence αi(G) can be computed in
polynomial time. Therefore, if there exists an algorithm that solves Shapley in polynomial
time, then it can also be used to solve #MatchableSubgraphsk in polynomial time. J

5 An approximation algorithm

In this section, we show that although computing exactly the Shapley value of matching
games is a hard problem, approximating it is much easier.

Let Σ be a finite alphabet in which we agree to describe our problem instances and
solutions. A fully polynomial time randomized approximation scheme (FPRAS) for a function
f : Σ∗ → Q is an algorithm that takes input x ∈ Σ∗ and a parameter ε ∈ Q>0, and returns
with probability at least 3

4 a number in between f(x)/(1 + ε) and (1 + ε)f(x). Moreover,
an FPRAS is required to run in time polynomial in the size of x and 1/ε. The probability
of 3

4 is chosen arbitrarily: by a standard amplification technique, it can be replaced by an
arbitrary number δ ∈ (1/2, 1). The resulting algorithm would then run in time polynomial
in n, 1/ε, and log(1/δ).

We will now formulate an algorithm that approximates the raw Shapley value of a player
in a weighted matching game, and show that it is an FPRAS. Note that we cannot utilize
approximation results in [18] and [4] since matching games are neither convex nor simple. Our
FPRAS is based on Monte Carlo sampling, and works as follows: Let (G = (N,E,w), i, ε) be
the input, where G is the weighted graph representing matching game MG(G), i ∈ N is a
player inMG(G), and ε is the precision parameter. For notational convenience, we write κi as
a shorthand for κi(MG(G)). The algorithm first determines whether κi = 0 (Observation 1).
If so, then it outputs 0 and terminates. If not, then it samples d4n2(n−1)2/ε2e permutations
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of the player set uniformly at random. Denote this multiset of sampled permutations by
P . The algorithm then outputs the average marginal contribution of player i over the
permutations in P and terminates. Note that this average marginal contribution is efficiently
computable: it is given by 1/d4n2(n− 1)2/ε2e times the sum of the marginal contributions
of player i to each of the sampled permutations. Determining these marginal contributions
can be done in polynomial time, using any maximum weight matching algorithm. Denote
our sampling algorithm by MatchingGame-Sampler.

MatchingGame-Sampler resembles the algorithms in [19, 18]: the differences are
that the algorithm takes a different number of samples, and that it determines whether the
Shapley value of player i is 0 prior to running the sampling procedure. Moreover, its proof
of correctness requires different insights.6

I Theorem 10. MatchingGame-Sampler is an FPRAS for the raw Shapley value in a
weighted matching game.

Proof. Denote by κ̄i the output of the algorithm. If κi = 0, then MatchingGame-Sampler
is guaranteed to output the right solution, so assume that κi > 0. Let wmax

i be the maximum
weight among the edges attached to i, and let emax

i ∈ E be an edge that is attached to i
such that w(emax

i ) = wmax
i . Let X be a random variable that takes the value of n! times the

marginal contribution of player i in a uniformly randomly sampled permutation of the players.
Note that E[X] = κi. Note that the marginal contribution of a player in any permutation is
at most wmax

i , so X is at most wmax
i n!.

Let j be the neighbor of i connected by emax
i . Observe that any permutation in which j

is positioned first, and i is positioned second, is a permutation for i in which the marginal
contribution of i is wmax

i . There are (n− 2)! such permutations, so the raw Shapley value κi
of i is at least wmax

i (n− 2)!. For the variance of X we obtain Var[X] = E[X2]−E[X]2 ≤
E[X2] ≤ (wmax

i )2n!2 ≤ n2(n− 1)2κ2
i .

Observe that κ̄i is a random variable that is equal to
∑d4n2(n−1)2/ε2e

j=1
Xj

d4n2(n−1)2/ε2e , where Xj are
independent random variables with the same distribution as X. From this we obtain that
E[κ̄i] = E[X] = κi. The desired approximation guarantee then follows from Chebyshev’s
inequality,7 and completes the proof:

Pr[|κ̄i − κi| ≥ εκi] ≤
Var[κ̄i]
ε2κ2

i

=
Var

[
1

d4n2(n−1)2/ε2e
∑d4n2(n−1)2/ε2e
j=1 Xj

]
ε2κ2

i

=

(
Var[X]

d4n2(n−1)2/ε2e

)
ε2κ2

i

≤ n2(n− 1)2κ2
i

(4n2(n− 1)2/ε2) · ε2κ2
i

≤ 1
4 .

J

I Corollary 11. The algorithm that runs MatchingGame-Sampler and returns its output
scaled down by 1/n!, is an FPRAS for the Shapley value of a weighted matching game.

Observe that MatchingGame-Sampler is an FPRAS in the strong sense that its
running time does not depend on the weights of the edges. Due to the #P-completeness
result stated in Theorem 7, this FPRAS is the best one can hope for, and provides us with a
complete answer to the precise complexity of this problem (based on our best judgment).

6 To be precise, this applies only to [18]. For the sampling algorithm in [19], no proof or approximation-
quality analysis of any kind is given.

7 Here, one could also choose to apply Hoeffding’s inequality instead of Chebyshev’s inequality, but this
will not result in an asymptotically better bound.
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6 Conclusions

In this paper, we examined the structure, algorithms, and computational complexity for the
problem of computing the Shapley value in a matching game. There are many special cases
of the problem that have not been treated in this paper, but nonetheless are potentially
worthwhile to analyze: trees, bipartite graphs, connected regular graphs, and series-parallel
graphs. Among these, bipartite graphs are especially interesting, since they model two-sided
markets. There are some interesting computational problems related to Shapley value
computation, such as the problem of comparing the Shapley values of two vertices. One
may also pursue the same questions for fractional matching games in which the value of a
coalition is the maximum size of a fractional matching [8]. Moreover, our study motivates the
investigation of unexplored connections with some objects in matching theory. The matching
polytope is one of the most-well studied objects in polyhedral combinatorics [22]. It will be
interesting to identify any relation between the matching polytope of a graph and the Shapley
values of the corresponding matching game. Secondly, network flows are fundamentally
connected to matchings for the case of bipartite graphs. An interesting research direction
is to explore the connection of network flow games [16] with matching games and whether
computing Shapley values of one game is reducible to computing Shapley values of the other
game, under certain conditions.

Acknowledgements. The authors thank Ross Kang for various helpful discussions.
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Abstract
This article deals with cellular automata (CA) working over periodic configurations, as opposed
to standard CA, where the initial configuration is bounded by persistent symbols. We study
the capabilities of language recognition and computation of functions over such automata, as
well as the complexity classes they define over languages and functions. We show that these
new complexity classes coincide with the standard ones starting from polynomial time. As a
by-product, we present a CA that solves a somehow relaxed version of the density classification
problem.
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Algorithms on Cellular Automata, Linear space, Polynomial time, Density classification problem
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1 Introduction

Spatially periodic computation on cellular automata is a natural and well-defined notion
(see e.g. [5]), though it seems it has not been studied extensively. This paper deals with
algorithms and computational complexity of cellular automata (CA) acting on spatially
periodic configurations, or, equivalently, on ring-cellular automata, i.e., CA whose underlying
structure is a ring. The input of a ring-CA is a circular word, that is a finite word defined up
to shift (around the ring). Clearly, a language recognized by a ring-CA is a cyclic language
(as defined in [1], [2]), i.e., a language which is closed under shift, power and root. To our
knowledge, our results are the first ones to deal with computational complexity on such
automata.

A natural problem is the following, denoted MINIMAL-PERIOD: Given a spatially peri-
odic configuration, compute its lexicographically minimal period, or, equivalently, given an
input word w around a ring, compute its canonical root u, i.e., the lexicographically minimal
word u such that w = up up to shift, for some (maximal) integer p. We exhibit an algorithm
on a ring-CA that computes the MINIMAL-PERIOD problem in polynomial time. This
basic result allows us to compare computational complexity of ring-CA with complexity of
standard CA whose input word is bounded by persistent symbols. Informally, we prove
that the complexity classes on ring-CA and standard CA coincide down to polynomial time
complexity. More precisely, we prove the following equivalences, for any cyclic language L:

L is recognizable on a ring-CA iff L is LINSPACE;
L is recognizable in polynomial time on a ring-CA iff L is recognized by a standard CA
in linear space and polynomial time.

© Nicolas Bacquey;
licensed under Creative Commons License CC-BY

31st Symposium on Theoretical Aspects of Computer Science (STACS’14).
Editors: Ernst W. Mayr and Natacha Portier; pp. 112–124

Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

http://dx.doi.org/10.4230/LIPIcs.STACS.2014.112
http://creativecommons.org/licenses/by/3.0/
http://www.dagstuhl.de/lipics/
http://www.dagstuhl.de


N. Bacquey 113

Moreover, we naturally extend those complexity results to functions, and use these results
to show that the density classification problem (a well-studied problem defined in [6]) can
be solved if we can use more states than the input alphabet {0, 1}.

2 Definitions and context

2.1 The computational model

We will use along this article the standard definition of cellular automata (CA) as a tuple
A = (d,Q,N, δ) (see [5]). In these lines, we will work with d = 1, i.e. cellular automata
of dimension 1, so the underlying network will be Z. Q denotes the set of states, and
N = {−1, 0, 1} is the standard neighbourhood. The local transition function of the automaton
is denoted by δ : Q{−1,0,1} → Q. As we work with cellular automata from the point of view
of language recognition, we will identify a particular Σ ⊆ Q as the input alphabet. We also
introduce the global transition function Fδ : QZ → QZ defined by the global synchronous
application of δ over configurations of Z by ∀C ∈ QZ (Fδ(C))(i) = δ(C(i−1), C(i), C(i+1))).

We suppose that the reader is familiar with the notions of signals and computation layers
on cellular automata. If it is not the case, we strongly encourage the reading of [5] or [7] for
such general matters on cellular automata.

I Definition 1. We define a Ring-Cellular Automaton (ring-CA) as a cellular automaton
whose initial configuration (and therefore any subsequent configuration) is periodic. Note
that this model is equivalent to an automaton that would work on a finite, ring-like cell
network. Let u ∈ Σ∗, we denote Cu ∈ QZ the bi-infinite repetition of u (Cu = . . . uuu . . .).

2.2 Recognition on ring-CA

On a standard CA where the input word is bounded by persistent states, it is easy to identify
a particular cell of the configuration (e.g. the first one). We say that a word is accepted
(or rejected) when this particular cell enters a persistent acceptance (or rejection) state (see
[11] for all subjects related to language recognition on CA). However, if the configuration we
are working on is periodic, the identification of a particular cell is intrinsically impossible.
Therefore, we must define the acceptance or rejection of a word as a global phenomenon.
Here are the two definitions of acceptance that we will use on ring-CAs:

I Definition 2. We say that a language L ⊂ Σ∗ is ring-recognizable if there exists a ring-CA
C such that for all u ∈ Σ∗, the automaton C given the periodic configuration Cu as an input
evolves in such a way that for some time t:

weak recognition: All cells enter the same particular subset of states, either Sa ⊂ Q (for
accept) or Sr ⊂ Q (for reject) and never leave it afterwards.
strong recognition: All cells enter the same particular state (Sa and Sr are singletons),
with the transition function defined so that this configuration is a fixed point of the
global transition function Fδ.

Note that our definition of strong recognition is the best recognition we can hope for
on a ring-CA, due to its intrinsically spatially periodic nature. Also note that due to that
very nature, for any language that is weakly or strongly recognized, there exists a time
exponentially bounded in the length of the period after which all the cells are in their
definitive subset of states (Sa or Sr).
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While it is obvious that any strongly recognizable language is weakly recognizable (actu-
ally by the same automaton), we will show that those two definitions are actually equivalent
in section 4.

I Definition 3. We introduce the shift function denoted as σ : Σ∗ → Σ∗ and defined for all
u = u1u2...un ∈ Σ∗ by σ(u) = u2...unu1.

Since one cannot discriminate between configurations produced by a word, and those pro-
duced by shifts, powers or roots of this word, every language recognized by a ring-CA must
be closed under shift, power and root operations. More formally, we can only recognize
cyclic languages defined as follows:

I Definition 4. A language L ⊂ Σ∗ is said to be cyclic (see [2]) if ∀w ∈ Σ∗,∀k ≥ 1:
w ∈ L iff σk(w) ∈ L,
w ∈ L iff wk ∈ L.

We say that a cyclic language L is strongly (resp. weakly) ring-recognizable if there exists a
ring-CA that strongly (resp. weakly) recognizes it.

2.3 Computability of functions on ring-CA
We can also design our ring-CAs to compute functions, as an extension of language recog-
nition, which is a particular function with {0, 1} as its output set. Intuitively, we want to
give the input of the function as a periodic configuration of the CA, wait some time, and
read the result of the function when the CA has reached a fixed point. We now give the
following formal definition of a computable function:

I Definition 5. Let f : Σ∗ → Γ∗ be a function over words of Σ∗.
f is said to be ring-computable if there exists a ring-CA A such that ∀u ∈ Σ∗ :

there exists an integer t such that F tδ (Cu) = Cf(u),
Fδ(Cf(u)) = Cf(u) (i.e. Cf(u) is a fixed point of Fδ).

We define the time complexity of the computation of such a function f on a ring-CA C
over a word u as the smallest t such that Cf(u) = F tδ (Cu).

We define an analogous to cyclic languages in the case of functions. As we read the
output of the function on the automaton where the word was input, we need an additional
condition on the length of the output of those functions (‖w‖ is the length of the word w):

I Definition 6. A function f : Σ∗ → Γ∗ is said to be cyclic if ∀u ∈ Σ∗,∀k ≥ 1:
f(σk(u)) = σk(f(u)),
f(uk) = f(u)k,
‖f(u)‖ = ‖u‖.

2.4 Complexity classes and results
I Definition 7. Due to the circular nature of the model, we define the size n of an input as
the length of its minimal period.

We note that, as a consequence of the fact that our work space can be seen as a finite
ring, we can’t use more than a linear space for our computations on ring-CAs, with respect
to the input size. Therefore, every language or function we study must be in LINSPACE,
which is a robust complexity class. Then we give the following definitions:
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I Definition 8. We denote the complexity class of languages that are strongly recognizable
in polynomial time on a ring-CA as TIMEring(POLY (n)). We also denote the complexity
class of languages that are recognizable in linear space and polynomial time on a bounded
input CA (or equivalently, classical models such as Turing machines, RAM machines...) as
SPACETIME(n,POLY (n)). We will abusively use this notation to talk about complexity
classes of functions.

We will prove our results along these lines:

I Theorem 9 (Recognition of languages). Let L be a cyclic language, then:
L is strongly ring-recognizable ⇐⇒ L ∈ LINSPACE ,
L ∈ TIMEring(POLY (n)) ⇐⇒ L ∈ SPACETIME(n,POLY (n)).

I Theorem 10 (Computability of functions). Let f be a cyclic function, then:
f is ring-computable ⇐⇒ f ∈ LINSPACE ,
f ∈ TIMEring(POLY (n)) ⇐⇒ f ∈ SPACETIME(n,POLY (n)).

3 From the cyclic model to the standard model

Throughout the rest of the paper, L ⊂ Σ∗ will denote a cyclic language. In this section, we
will prove that L is ring-recognizable implies L ∈ LINSPACE .

This part of the proof is quite straightforward: Indeed, if we consider a ring-automaton C
that weakly recognizes L, it is easy to design a standard cellular automatonA that recognizes
it: it suffices to add an additional layer to C, in which A will write the mirrored input word in
a preprocessing phase. The automaton will now simulate two computations of C in parallel,
connecting the beginnings and ends of the two simulated configurations (see Fig 1). After
this linear time preprocessing, A will simulate C step-by-step.

Though, one must be careful when defining the halting conditions of A. Indeed, there can
be a state where all simulated cells of C are in the "accept" or "reject" subset of states, but
the computation has not ended yet. Therefore, A also has to construct the exponential time
bound before which we are sure that the computation of C is over, then decide if the word is
accepted or rejected by checking the state of an arbitrary cell of its array (by construction,
all cells are in the same "accept" or "reject" subset of states at that moment).

# # u0 u1 u2 u3 u4 u5 # #Initial configuration

# #
u0 u1 u2 u3 u4 u5

u0u1u2u3u4u5
# #After preprocessing

Figure 1 Simulating a ring-CA on a standard CA.

For the proof that L ∈ TIMEring(POLY (n)) implies L ∈ SPACETIME(n,POLY (n)), it
suffices to construct the polynomial time bound before which the computation of C is over
instead of the exponential one, and the construction still holds.

4 From the standard model to the cyclic model

In this section, we will prove that L ∈ LINSPACE implies L is ring-recognizable.
Let A be a standard CA recognizing L ⊂ Σ∗. We will design a ring-CA C that will mimic

the computation of A. If we denote as Q the work alphabet of A, our automaton C will use
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a new set of states Q′ = Q× Σ× ω, where ω will handle all the specific constructions of C.
We also introduce a bijection val : Σ ∪ {`} → [0, |Σ|] such that val(`) = 0. We want each
cell of C to retain its input letter, which means that the Σ part of Q′ will never change. All
our computation will be done through two computational layers, namely Q× ω.

4.1 Global vision
We will now present a mechanism that is able to find a minimal period of every periodic
configuration it is started on. Note that this minimal period is defined up to a shift. We
will combine this mechanism to a simulation of A over the word contained in this minimal
period.

The periodic configuration of C will be divided into intervals, in which we will simulate
the computation of A over the word contained in the interval. We design those intervals so
that two different adjacent intervals will merge over time.

For a better understanding of the algorithm, we can imagine that each interval can be
in three states, namely "merge-to-the-right", "merge-to-the-left" and "waiting". Those states
can evolve over time, according to the following rule:
I Rule 11. If an interval is in the merge-to-the-right state and its right neighbour is in the
merge-to-the-left state, then they must merge together, and it is the only way for intervals
to merge.

When an interval is created, we use the Q layer to simulate the computation that A
would have done over the word contained in the interval. When the computation is over,
and if the interval has not merged yet, a special success/failure state of Q is propagated over
all the cells of the interval.

At the beginning, each cell will define its own interval, and those intervals will start to
merge as the computation goes. We state that intervals will merge until every two adjacent
intervals are equal (see fig 2 for an intuition of the fusion process).

Once this configuration where every interval contains the same word is reached, the
simulation of A in this interval and the propagation of the success/failure state will properly
match our first recognition condition (i.e. all cells enter the same particular subset of states
and never leave it).

1 1 1 0 1 1 1 0 1 1 1 0Beginning

1 1 1 0 1 1 1 0 1 1 1 0Intermediate

1 1 1 0 1 1 1 0 1 1 1 0End

Figure 2 Outline of the merging process on a cyclic configuration.

4.2 Basic tools
Intervals: Let us identify a specific sub-layer of our work alphabet ω, which is of the form
ω = ω′×{#,∅}; We define the intervals of a configuration as the maximum sets of adjacent
cells beginning with a # and containing exactly one #. The size of an interval I is the
number of cells it contains, denoted by size(I) (see Fig 3).

We define the content of an interval as the word formed by the concatenation of the
canonical projection of the states of its cells over Σ, preceded by the special symbol "`". We
say that two intervals are different if their contents are different words.
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# # #

Figure 3 Intervals of size 2, 5 and 3.

We will construct a method ensuring the following property:

I Lemma 12. There exists an integer C such that, if two adjacent intervals have different
contents at time t, then at least one of them will merge before time t + C × n3, where n is
the size of the larger of both intervals.

Signals and pointers: Every interval will have a signal (as defined in, e.g. [8]) going back
and forth in it, starting from its left border, and will also keep a pointer over the letters of
its content (see Fig 4). Each time the signal will enter a cell containing the pointer from
its right, it will move the pointer one letter to the right (for this purpose, we suppose that
the first "`" is stored in the first cell of the interval). When the pointer is at the rightmost
letter of the content, its next move brings it back to "`" (in n time steps).

At the first time step, a # is written on each cell, so that every cell will form an interval
of size 1, a signal starts in each interval, and all the pointers are set to the first letter of the
two-letter content of each interval, namely "`". For an interval of size n, let ai denote the
symbol currently pointed, with i ∈ [0, n] and a0 = "`".

Let k = |Σ|+ 1. The signal will wait ti = kn2 + 2n× val(ai) time steps on each border,
then move at speed ±1 to the other border. These times (ti) will encode the content of
the interval, thus allowing an interval to compare itself with its neighbours, and merging if
necessary. Note that by standard techniques (see [8]), the function n 7→ kn2 +2n×val(ai) is
easily time-constructible using properly defined signals carrying val(ai) in their state, thus
allowing use to wait such times on the borders.

We say that an interval is in the merge-to-the-left (resp. merge-to-the-right) state of our
global vision if its signal is on the left border (resp. right border), and in the waiting state
otherwise.

4.3 Merging process

Let us consider what happens when two adjacent intervals I1 and I2 have their signals meet
on their common border. It ensues from our previous definitions that I1 is in the merge-
to-the-right state, and I2 is in the merge-to-the-left state. Therefore according to rule 11, a
merging of I1 and I2 must occur. We do so by erasing the # symbol defining their common
border, and destroying the signals. Then new signals are sent to the beginning and the end
of the new interval. Those two signals will reset the pointer to the beginning of the new
word, and reset the simulation of the computation of A. Finally, the whole process starts
again (see fig 5).

Proof of lemma 12. Let I1 and I2 be two adjacent intervals with different contents a and
b, and S1 and S2 be their respective signals. Let I1 be the interval on the left and I2 be
the one on the right. Let size(I1) = m and size(I2) = n. It suffices to consider the case
where neither I1 nor I2 merge with other intervals during the time spans we consider. We
will prove our lemma by considering two different cases, whether I1 and I2 have different
sizes or not.
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a0=`
val(`)=0

a1=0
val(0)=1

a2=1
val(1)=2

0 1

0 1

0 1

t0

t0=3n2+2n×0
(shortened)

t1

t1=3n2+2n×1
(shortened)

n

Figure 4 Basic move of a signal in an interval (with
|Σ| = 2). The dashed square figures the pointer, which is
set to "`" at the beginning and until further notice.

merging

m n

I1 I2

Figure 5 The merging process –
different sizes

Merging intervals of different sizes

We suppose without loss of generality that m > n, and we will prove that the time interval
when S1 is on the common border cannot be contained in the time interval when S2 is away
from that border. The signal S1 will wait at least T1 = km2 on each border, in particular
on the border between I1 and I2. Now S2 will be away from a border during at most
T2 = kn2 + 2(k − 1)n+ 2n = kn2 + 2kn consecutive time steps (since the journey back and
forth from a border lasts 2n time steps, and val(ai) ≤ k − 1).

Since m ≥ n + 1, we have T1 ≥ k × (n + 1)2 = kn2 + 2kn + k = T2 + k > T2. T1 > T2
means that S2 cannot be away from the common border long enough not to meet S1, which
means that I1 and I2 will merge eventually.

Complexity analysis: It is easily seen that I1 and I2 will merge together in time
O(max(n,m)2), because the signal of the larger of both intervals cannot achieve a com-
plete trip back and forth without encountering the signal from the smaller one, and such a
trip takes a time O(max(n,m)2). A fortiori, there exists an integer c such that I1 and I2
will merge before time t+ c×max(n,m)3, which proves Lemma 12 for the case n 6= m.
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Merging intervals of equal sizes and different contents

We now consider the case where two adjacent intervals have the same size n, but different
contents. We will show that they will merge when their pointer will be set on different
symbols. Let us start by defining some useful notions.

Asynchronicity: During the lifetime of I1, we consider the case where its signal S1 does one
or more round trips between its borders (the contrary would mean that I1 has merged before,
see Fig 6). Let t1 be any time when S1 reaches the left border. S1 comes from the right
border, where it has waited during a certain time interval T0. Note that by construction,
we must have T0 ≥ 2n, because kn2 ≥ 2n.

I1 has not merged during the time interval T0. That means that S2 must have been away
from the left border of I2 during that time. There are two cases: either S2 was on the right
border, or it was travelling through I2. Note that S2 can’t have been travelling more than
2n− 2 time steps, because that would mean it would have encountered the left border. As
T0 > 2n − 2, this means that there must be a time t′1 during T0 when S2 was on the right
border of I2. Let us now define t2 as the first time after t′1 when S2 will reach the left border
of I2.

I Definition 13. As we have defined a specific time for each interval, we can now define the
asynchronicity between them, as δ = t1 − t2.

We note that this asynchronicity can be defined each time S1 reaches the left border of
I1. Those times t1 and t2 are special in our construction, as they are the times when the
intervals move their pointer one cell to the right (or move it back to the first symbol of their
content). Thus, we can associate a pair of symbols (ai, bj) ∈ Σ ∪ {`} to each pair of times
(t1, t2) that define an asynchronicity (these symbols are the ones which are newly pointed
by I1 and I2 respectively). Now let us consider the boundaries of the asynchronicity δ: If
ai−1 = bj−1, we must have −n < δ < n. Indeed, the contrary would mean that S1 and
S2 would have met before t1, and a merging would have occurred (see Fig 7 for the absurd
cases where ai−1 = bj−1 and δ ≤ −n (7a) or δ ≥ n (7b)).

Let us prove that the sequences (aj) and (bj) cannot be the same if a 6= b. Indeed, the
contrary would mean that (aj) and (bj) would coincide on every symbol, including the only
"`" a and b contains, and therefore any subsequent symbol until the next "`". This would
mean that a = b, hence a contradiction (let us recall that "`" marks the beginning of the
content).

We consider the first pair of times (t1, t2) when the associated symbols (ai, bj) are dif-
ferent (it exists, since we have a 6= b). If we note δ the associated asynchronicity, we have
|δ| < n, because ai−1 = bj−1. We state that I1 and I2 will merge before their signals can go
back and forth. We will identify two cases, whether ai < bj or not (See Fig 8).

We will first see what happens if ai < bj (See Fig 8a). S1 will wait a time t0 =
kn2+2n×val(ai) on each border, and S2 will wait t0+∆t, with ∆t = 2n×(val(bj)−val(ai)).
Since ai < bj , we must have val(bj) > val(ai), and therefore ∆t ≥ 2n. Now S1 will arrive
on the right border of I1 at time t1 + t0 +n, and S2 will stay on this border from time t1 + δ

to time t1 + δ + t0 + ∆t. Let us prove that t0 + n ∈ [δ, δ + t0 + ∆t], which means that the
two signals will meet on the common border.

Since t0 > 0 and |δ| < n, we have t0 + n > δ. ∆t ≥ 2n, so δ + ∆t > n, and therefore
t0 + n < δ + t0 + ∆t.

If ai > bj (See Fig 8b), the merging occurs later, but for similar arguments. t0 is now
defined as the waiting time of S2, and ∆t as 2n× (val(ai)− val(bj)). We will have to prove
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t1

t′1

t2
δ

T0

n n
I1 I2

Figure 6 Definition of asynchronicity between I1 and I2 at time (t1, t2).

t1

t2

δ

n n
I1 I2

(a) if δ ≤ −n

t1

t2

δ

n n
I1 I2

(b) if δ ≥ n

Figure 7 Boundaries of asynchronicity.

that 2t0 + 2n+ δ ∈ [t0 + ∆t + n, 2t0 + 2∆t + n], using all former remarks plus the fact that
∆t ≤ 2n2. The complete proof is left to the reader (see Fig 8b for an intuition).

Complexity analysis: Once again, let (t1, t2) be the first pair of times when their associated
symbols (ai, bj) are different. We claim that there exists a c such that I1 and I2 will merge
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n n

I1 I2

(a) ai < bj

δ

t0

n

t0

n

t0

∆t

n

t0

∆t

t1

t2

n n

I1 I2

(b) ai > bj

Figure 8 The merging process – intervals of equal sizes.

before time t1 + c × n2 (or t2 + c × n2 equivalently, since |t1 − t2| < n). Indeed, it is true
because both signals cannot complete a trip back and forth from t1 (resp. t2). Now let us
see how much time happens before such a pair of times (t1, t2) is encountered. The pointers
over the contents of I1 and I2 change with delay O(n2) by construction. Therefore, the
signals S1 and S2 have a period of O(n3), which means that they must encounter in time
O(n3), thus proving the last remaining case of Lemma 12. J

Now let us recall that at the beginning, each period of our workspace is divided into n
intervals of size 1. Lemma 12 states that while there exists two adjacent different intervals
at least one of them must merge before time O(n3). Therefore, the number of intervals in a
single period of the workspace must decrease every O(n3) time steps until all intervals are
equal, which means there exists only one interval per period. At this point, which happens
after O(n4) time steps, it suffices to wait for the end of the simulation of A in each interval for
the ring-CA C to enter in a loop in which no merging can occur. The acceptance or rejection
of the input can be then decided by projection of the states of C over Q. This behaviour
matches our definition of weak recognition, therefore L is weakly ring-recognizable.

The proof remains the very same if L ∈ SPACETIME(n,POLY (n)) and we want to
prove L ∈ TIMEring(POLY (n)). Indeed, our construction only adds an O(n4) time before
the simulation of A decides in polynomial time whether or not the input belongs to L.
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4.4 Strengthening the construction to achieve strong recognition
We will now add a few enhancements to our construction, so that the ring-CA C will strongly
recognize a language if the underlying standard automaton A recognizes it. The first thing
we have to do is to add two states encoding the acceptance or rejection of a word to our
work alphabet Q′ (we need this to cope with our definition of strong recognition). Our
new work alphabet is now: Q′ = (Q × Σ × ω) ∪ {accept, reject} The naive way to achieve
strong recognition is to put the cells of an interval in the accept or reject state when a local
simulation of A is over. This leads to a crucial issue, which will be explained in the following
paragraphs.

False positives: The main issue that arises when we enforce the accept or reject states into
the cells instead of letting the signals work is the risk of false acceptance (or rejection): one
can imagine a case where an interval decides that its word is accepted, then overwrites itself
with the accept state, whereas there are other intervals in the configuration, whose contents
are different from itself and thus need to merge with it, leading to an error. Even if we
somehow manage to reconstruct the interval afterwards, its initial content (a word from Σ∗)
is lost. The following mechanism solves this problem.

Saving private content: Regarding the previous paragraphs, an interval should not over-
write its content with accept or reject until we are sure that its initial input can be found
elsewhere, and then restored if necessary. We will design a mechanism that will ensure that
an interval overwrites itself only if the content of its left neighbour is the same as its proper
content. Our Lemma 12 ensures that if any pair of adjacent intervals I1 and I2 do not merge
during a certain time c × n3, then they have the same content. We want the intervals to
detect those cases that will eventually happen, and only to overwrite themselves when they
are assured that their left neighbour has the same content as themselves. As a consequence
of Lemma 12, there exists a constructible time teq such that if two adjacent intervals evolve
together during a time teq, then their content is equal. We will exploit that property by
adding a "timer" layer to the intervals that will wait for time teq and check if the left border
of the interval is periodically visited by the signal of its left neighbour (this ensures that its
left neighbour has not merged yet; One can check this by leaving a "token" when a signal
reaches the right border of its interval). We redesign the overwriting process so that it can
only happen when the interval has waited for at least teq alongside its left neighbour. This
ensures that an interval only overwrites itself when it is sure that its content can be restored
later.

Restoring lost content: As the right neighbour of an interval may have overwritten itself,
we must ensure that each time the content of an interval changes (i.e. when it merges),
its former content is sent to its right to replace the accept or reject states. We can copy
the content of an interval by the method detailed on Fig 9. When an interval gets its old
content back by this method, it immediately creates a new signal, begins its computation
as a newly created interval, and checks if its right neighbour should also be restored.

5 Extensions

Towards function computing: We suppose that we are given a standard CA A that com-
putes a cyclic function f . A few minor tweaks to the mechanism that gave us strong
recognition are enough to obtain a ring-CA that computes the function f . Indeed, instead
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0 1 1 0 a/r a/r a/r a/r

0
1

1
0

n n

Figure 9 An intuition of the copying mechanism (a/r means accept/reject).

of adding the {accept, reject} set of states to the automaton, we will add Γ, the output al-
phabet of the function f . When an interval was supposed to overwrite itself with the accept
or reject state, it writes the output of f over its content instead (it has enough room to do
so, as ‖f(u)‖ = ‖u‖). Ceteris paribus, our new automaton exactly computes f , therefore f
is ring-computable.

Density classification problem: We consider the density classification problem, as defined
in [6] and studied in [3], [4]. The goal of this problem is to design a CA that works on periodic
configurations on the alphabet {0, 1} and converges towards the bi-infinite configuration
composed only of 1 (denoted as 1Z) if there are more 1s than 0s in the initial configuration and
0Z otherwise. This can be seen as the computation of a specific function, which happens to
be cyclic. Therefore, our construction provides a solution to the open problem of the density
classification in deterministic case, by using more states than the sole input alphabet.

6 Conclusion and open problems

We note that our method computes an optimal leader election on a spatially periodic config-
uration: the leaders are the cells where the # finally remain. We can shift those symbols in
such a way that they delimit the lexicographically minimal word, thus solving in polynomial
time the MINIMAL-PERIOD problem defined in the introduction.

Whereas spatially periodic CA have been studied in the framework of dynamic systems,
e.g. for proving that a given automaton is injective or surjective (see [5], [9]), very little work
has been done to our knowledge in the framework of language recognition or computability.
Several cyclic languages can be suggested from this article: the majority languages, which
consist of the languages where a specific symbol appears more than the other ones, or the
cyclic closure of regular languages. However, it is difficult to describe how comprehensive
and interesting cyclic languages can be. It is also natural to extend spatially periodic
computation problems to 2-dimensional cellular automata. As usual, it raises several issues,
including the very definition of a somehow "minimal pattern" of a bi-periodic infinite picture,
and its computability on a cellular automaton. Thus, in the 2-dimensional case the definition
of cyclic languages and cyclic functions fitting our framework is unclear, and is a fine food
for thought for future works.
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Abstract
Symmetry of information states that C(x) + C(y|x) = C(x, y) + O(logC(x)). In [3] an online
variant of Kolmogorov complexity is introduced and we show that a similar relation does not
hold. Let the even (online Kolmogorov) complexity of an n-bitstring x1x2 . . . xn be the length of
a shortest program that computes x2 on input x1, computes x4 on input x1x2x3, etc; and similar
for odd complexity. We show that for all n there exists an n-bit x such that both odd and even
complexity are almost as large as the Kolmogorov complexity of the whole string. Moreover,
flipping odd and even bits to obtain a sequence x2x1x4x3 . . . , decreases the sum of odd and even
complexity to C(x). Our result is related to the problem of inferrence of causality in timeseries.
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1 Introduction

Imagine two people want to perform a two-person theater play. First suppose that the play
consists of only two independent monologues each one performed by one player. Before
performing, the players must memorize their part of the play, and the total studying effort
for the two players together can be assumed to be equal to the effort for one person to study
the whole script.

Now imagine a play consisting of a large dialogue where both players alternate lines.
Each player only needs to study their half of the lines, and it is sufficient to remember each
line only after hearing the last lines of the other player. Thus each player needs only to
remember their incremental amount of information in his lines, and this suggests the total
studying effort might be close to the effort for one person to study the whole script.

However, it often happens that after studying only his own lines, an actor can reproduce
the whole piece. Sometimes actors just study the whole piece. This suggests that studying
each half of the lines can be as hard as studying everything. In other words, the total effort
of both players together might be close to twice the effort of studying the full manuscript.

Can we interpret this example in terms of Shannon information theory? In the first case, let
a theater play be modeled by a probability density function P (X,Y ) where X and Y represent
the two monologues. Symmetry of information states that H(X) +H(Y |X) = H(X,Y ), i.e.
the information in the first part plus the new information in the second part equals the total
information. This equality is exact and can be extended to the interactive case where a
similar additivity property remains valid, and this contrasts to the story above.

An absolute measure of information in a string is given by its Kolmogorov complexity,
which is the minimal length of a program on a universal Turing machine that prints the string.
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See section 2 for formal definitions. Symmetry of information for Kolmogorov complexity
holds within logarithmic terms [19, 1]: C(x) + C(y|x) = C(x, y) +O(logC(x, y)).

For the interactive case, we need the online variant of Kolmogorov complexity introduced
in [3]. Let Cev(x) denote the length of a shortest program that computes x2 on input x1,
computes x4 on input x1x2x3, etc.; and similar for Codd(x). In the above example all xi

with odd i correspond to lines for the first player and the others to the second.
In Theorem 1, we show that there exist infinitely many bitstrings x, such that both Cev(x)

and Codd(x) are almost as big as C(x), in agreement with our example. In Theorem 2, we
show that there exists c > 0 such that (Cev +Codd −C)(x) ≥ c|x|, i.e. the online asymmetry
of information can be large compared to the length of x. Finally, we raise the question how
large (Cev +Codd −C)(x) can be in terms of |x|. A more direct upper bound is |x|/2 +O(1),
and one can raise the question whether this is tight. We show there exists a smaller one:
there exists c > 0 such that (Cev + Codd − C)(x) ≤ (1/2− c)|x| for all large x.

Our main result is stronger and is related to the problem of defining causality in time
series. Imagine there exists a complex system (e.g. a brain) and we make some measurements
in two parts of it. The measurements are represented by bitstrings x (from some part X of
the brain) and y (from some part Y ). We perform these measurements regularly and get a
sequence of pairs

(x1, y1), (x2, y2), . . .

We assume that both parts are communicating with each other, however, the time resolution
is not enough to decide whether yi is a reply to xi or vice versa. However, we might compare
the dialogue complexity Codd + Cev of

x1, y1, x2, y2, . . .

and

y1, x1, y2, x2, . . .

and (following Occam’s Razor principle) choose an ordering that makes the dialogue
complexity minimal. We show that these complexities can differ substantially.

Questions of causality are often raised in neurology and economics. The notions of Granger
causality and information transfer reflect the idea of “influence” and our result implies a
theoretical notion of asymmetry of influence that does not need to assume a time delay to
“transport” information between X and Y in contrast to existing definitions [6, 7, 15, 11].1

To understand why (current) practical algorithms need a time delay to make inferences
about the direction of influence, consider two variables X,Y with a joint probability density
function P (X,Y ). Using Shannon entropy, we can quantify the influence of X upon Y as
I(Y ;X) = H(Y ) − H(Y |X). Symmetry of information directly implies that this equals
the influence of Y upon X: H(X) −H(X|Y ) = H(X) + H(Y ) −H(X,Y ). In the online
setting, mutual information is replaced by information transfer, which is well studied in the
engineering literature [4, 15, 10, 14, 18, 11, 13]. For time delays k and l > k the information
transfer from X to Y is given by

H(Yn|Yn−l, . . . , Yn−1)−H(Yn|Yn−l, . . . , Yn−1, Xn−l, . . . Xn−k) ,

1 In the case of three or more timeseries there exist algorithms that infer directed information flows
between some variables in some special cases where enough conditional independence exist among the
variables, see [12, p. 19–20, 50]. In our example no independence is assumed.
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(if this term is dependent on n, the sum is taken). This quantification of causality coincides
with Granger causality [6, 7] if all involved conditional distributions are Gaussian.

If we incorporate a time delay k ≥ 1, the information transfers from X to Y and Y to X
can be different. On the other hand, for k = 0 they are always equal, and this is a corollary of
(the conditional version of) symmetry of information. In the offline case, a similar observation
holds for algorithmic mutual information: C(x)−C(x|y) = C(y)−C(y|x) +O(logC(x, y)).2
In the online setting, algorithmic mutual information can be generalized to algorithmic
information transfer. For an n-bit x and y the version without time delay is given by

IT (x→ y) = C(y)− Cev(x1y1 . . . xnyn) .

We show that for all ε > 0 there are infinitely many pairs (x, y) with |x| = |y| and C(x, y) ≥
Ω(|x|) such that IT (x→ y) ≤ εC(x, y) while IT (y → x) exceeds C(x, y) +O(1). Hence, in
contrast to Shannon information theory, significant online dependence of xi on yi might not
imply significant online dependence of yi on xi.

Warning: The example where influence (and causality) is asymmetric heavily uses that
shortest models are not computable. Decompression algorithms used in practice are always
total (or can be extended to total ones). On the other hand, if one wants to be practical, it
is natural to not only consider total algorithms but algorithms that terminate within some
reasonable time bound (say polynomial). On that level non-symmetry may reappear, even
for one pair of messages, which was not possible in our setting. For example suppose x1
represents a pair of large primes and y1 represents their product, then it is much easier to
produce first x1 and then y1 then vice versa.

Muchnik paradox is a result about online randomness [9] that is related to our observations.
Consider the example from [3]: in a tournament (say chess), a coin toss decides which player
starts the next game. Consider the sequence b1, w1, b2, w2, . . . of coin tosses and winners of
subsequent games. This sequence might not be random (the winner might depend on who
starts), but we would be surprised if the coin tossing depends on previous winners.

More precisely, a sequence is Martin-Löf random if no lower semicomputable martingale
succeeds on it. To define randomness for even bits, we consider martingales that only bet on
even bits, i.e. a martingale F satisfies F (x0) = F (x1) if |x0| is odd. The even bits of ω are
online random if no lower semicomputable martingale succeeds that only bets on even bits.
(In our example, coin tosses bi are unfair if a betting scheme makes us win on b1w1b2w2 . . .

while keeping the capital constant for “bets” on wi.) In a similar way randomness for odd
bits is defined. Muchnik showed that there exists a non-random sequence for which both odd
and even bits are online random. Hence, contributed information by the odd and even bits
does not “add up”. Muchnik’s paradox does not hold for the online version of computable
randomness (where martingales are restricted to computable ones), and is an artefact of the
non-computability of the considered martingales.

The article is organised as follows: the next section presents definitions and results. The
subsequent three sections are devoted to the proofs: first theorems are reformulated using
online semimeasures, and then lower bounds are proven. In the full version of the paper,
which is available on ArXiv, there are four appendices containing: a proof of the chain rule

2 However, logarithmic deviations can appear, if one considers prefix complexity, for example if y is chosen
to be a string consisting of K(x) zeros. In this case, it is known that for each n there exist n-bit x
such that K(K(x)) −K(K(x)|x) ≤ O(1) while K(x) −K(x|K(x)) ≥ logn − O(log logn). Moreover,
this small error was exploited in an earlier and more involved proof of Theorem 2 [2].
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for online complexity, the generalization of Theorem 1 for online computation with more
machines, a version of Theorem 2 with a larger linear constant, and a full proof of the upper
bound (Theorem 3).

2 Definitions and results

Kolmogorov complexity of a string x on an optimal machine U is the minimal length of
a program that computes x and halts. More precisely, associate with a Turing machine a
function U that maps pairs of strings to strings. The conditional Kolmogorov complexity is
given by

CU (x|y) = min {|p| : U(p, y) = x} .

This definition depends on U , but there exist a class of machines for which CU (x|y) is minimal
within an additive constant for all x and y. We fix such an optimal U , and drop this index,
see [8, 5] for details. If y is the empty string, we write C(x) in stead of C(x|y), and the
complexity of a pair C(x, y|z) is given by applying an injective computable pairing function
to x and y.

The even (online Kolmogorov) complexity [3] of a string z is

Cev(z) = min {|p| : U(p, z1 . . . zi−1) = zi for all i = 2, 4, . . . ,≤ |z|} .

Again, there exists a class of optimal machines U for which Cev is minimal within an
additive constant and we assume that U is such a machine. Note that C(x|y) − O(1) ≤
Cev(y1x1 . . . ynxn) ≤ C(x) + O(1) for n-bit x and y. Let Cev(w|v) be the conditional
variant. The chain rule for the concatenation vw of strings v and w holds: Cev(vw) =
Cev(v) + Cev(w|v) +O(log(|v|)), see the full version of the paper. In a similar way Codd(x)
is defined. A direct lower and upper bound for Codd + Cev are3

C(z)−O(log |z|) ≤ (Codd + Cev)(z) ≤ 2C(z) +O(1) .

The lower bound is almost tight, for example if all even bits of z are zero. Surprisingly, the
upper bound can also be almost tight and Codd +Cev can change significantly after a simple
permutation of the bits.

I Theorem 1. For every ε > 0 there exist δ > 0 and a sequence ω such that for large n

Codd(ω1 . . . ωn)
Cev(ω1 . . . ωn) ≥ (1− ε)C(ω1 . . . ωn) + δn .

Moreover, for all even n

Codd(ω2ω1 . . . ωnωn−1) = C(ω1 . . . ωn) +O(logn) (1)
Cev(ω2ω1 . . . ωnωn−1) ≤ O(1) . (2)

The first part implies

lim sup
|x|→∞

Codd(x) + Cev(x)
C(x) ≥ 2 ,

3 The O(log |x|) term could be decreased to O(1) if we compared online complexity with decision
complexity [17] as in [3]. However, plain and decision complexity differ by at most O(log |x|), and
because we focus on linear bounds, we do not use this rare variant of complexity.



B. Bauwens 129

and by the upper bound Codd, Cev ≤ C + O(1), this supremum equals 2. Recall the
definition IT (x → y) = C(y) − Cev(x1y1 . . . xnyn) for x, y, n such that n = |x| = |y|. Let
x = ω1ω3 . . . ω2n−1 and y = ω2ω4 . . . ω2n, Theorem 1 implies

IT (x→ y) ≤ εC(x, y) +O(1)
IT (y → x) = C(x, y) +O(1) ,

(where C(x, y) ≥ δn−O(1)).4
Theorem 1 can be generalized to dialogues between k ≥ 2 machines, i.e. if k sources need

to perform a dialogue, it can happen that each source must contain almost full information
about the dialogue. Moreover, if the order is changed, the “contribution” of all except one
source becomes computable. Let the complexity of bits i mod k be given by

Ci mod k(x) = min {|p| : U(p, x1 . . . xj−1) = xj for all j = i, i+ k, . . . ,≤ |x|} .

For every k and ε > 0 there exist a δ > 0 and a sequence ω such that for all i ≤ k and large n

Ci mod k(ω1 . . . ωn) ≥ (1− ε)C(ω1 . . . ωn) + δn

Moreover, for ω̃ = ωkω1 . . . ωk−1 ω2kωk+1 . . . ω2k−1 . . . for all n, and i = 2 . . . k:

C1 mod k(ω̃1 . . . ω̃n) = C(ω1 . . . ωn) +O(logn)
Ci mod k(ω̃1 . . . ω̃n) ≤ O(1) .

In Theorem 1 the difference between C and Codd +Cev is linear in the length of the prefix
of ω. One might wonder how big this difference can be. A direct bound is |x|/2 + O(1).
Indeed, the odd complexity of x is at most C(x) hence

(Codd + Cev) (x)− C(x) = (Codd(x)− C(x)) + Cev(x) ≤ O(1) + |x|/2 +O(1) .

The next theorem shows that the difference can indeed be c|x| for a significant c.

I Theorem 2. There exist a sequence ω such that for all n

(Codd + Cev)(ω1 . . . ωn) ≥ n(log 4
3 )/2 + C(ω1 . . . ωn)−O(logn) .

Moreover, Equations (1) and (2) are satisfied.

The factor (log 4
3 )/2 can be further improved to (log 3

2 )/2 ≈ 0.292 at the cost of weakening (1)
and (2) (see full version of this paper). On the other hand, the upper bound 1/2 can not be
reached:

I Theorem 3. There exist β < 1
2 such that for large x

(Cev + Codd − C) (x) ≤ β|x| .

In summary, 1
2 log 3

2 ≤ lim sup (Cev+Codd−C)(x)
|x| < 1

2 , but the precise value of the lim sup is
unknown.

4 For the first we use C(y) ≤ C(ω1...2n) = C(x, y) up to O(1) terms. For the second C(x, y) ≥ C(x) ≥
Cev(y1x1 . . . ynxn) = C(x, y), thus C(x) = C(x, y), while Cev(y1x1 . . . ynxn) ≤ O(1). Also, note that
C(ω1...2n) must exceed δn because it exceeds Codd(ω1...2n) ≥ δn, all up to O(1) terms.
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3 Online semimeasures

We show that the problem of constructing strings where additivity of online complexity
is violated is equivalent to constructing lower semicomputable semimeasures that can not
be factorized into “odd” and “even” online lower semicomputable semimeasures. Before
defining such semimeasures and reformulating Theorems 1–3, we recall the algorithmic coding
theorem.

A (continuous) semimeasure P is a function from strings to [0, 1] such that P (x0)+P (x1) ≤
P (x) for all x. A real function f on strings is lower semicomputable if the set of all pairs (x, r)
of strings and rational numbers such that f(x) ≤ r is enumerable. There exist a maximal
lower semicomputable semimeasure M(x), i.e. a lower semicomputable that exceeds any
other such semimeasures within a constant factor: M(x) =

∑
i 2−iPi(x) for an enumeration

P1, P2, . . . of all such semimeasures (see [5, 8, 16] for details). The coding theorem [8,
Theorem 4.3.4] implies

log 1/M(x) = C(x) +O(logC(x)) .

An even (online) semimeasure [3] is a function from strings to [0, 1] such that for all x

i. P (x0) + P (x1) ≤ P (x) if |x0| is even,
ii. P (x0) = P (x1) = P (x) otherwise.

The coding theorem generalizes to the online setting.

I Theorem 4 ([3]). There exist maximal even (respectively odd) semimeasures. All such
semimeasures Mev (resp. Modd) satisfy

log 1/Mev(x) = Cev(x) +O (logCev(x)) .

Let ωk...l = ωk . . . ωl. Theorems 1, 2 and 3 follow from
I Proposition 5. For all ε > 0 and lower semicomputable odd and even online semimeasures
Qodd and Qev, there exist δ, a sequence ω, a lower semicomputable semimeasure P , and a
partial computable F such that for all n

(QoddQev)(ω1...n) ≤ (1− δ)nP (ω1...n)2−2ε

and F (ω1...2n, ω2n+2) = ω2n+1.
I Proposition 6. For all lower semicomputable odd and even online semimeasures Qodd
and Qev, there exist a sequence ω, a lower semicomputable semimeasure P , and a partial
computable F such that for all n

(QoddQev)(ω1...2n) ≤ (3/4)nP (ω1...2n)

and F (ω1...2n, ω2n+2) = ω2n+1.
I Proposition 7. For all lower semicomputable semimeasures Q, there exist α >

√
1/2 and a

family of odd and even semimeasures Podd,n and Pev,n uniformly lower-semicomputable in n,
such that for all x

Podd,|x|(x)Pev,|x|(x) ≥ α|x|Q(x)/4 . (3)

Proof that Proposition 7 implies Theorem 3. Choose Q = M in Proposition 7 and let for
a sufficiently small c > 0

Podd(x) = c

(
1
12Podd,1(x) + 1

22Podd,2(x) + . . .

)
.
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Figure 1 Decomposing semimeasures into odd and even ones.

Note that Podd is a lower semicomputable odd semimeasure and by universality Podd(x) ≤
O(Modd(x)). Hence − logModd(x) ≤ − logPodd,|x|(x) + O(log |x|). Similar for Pev(x). By
the online coding theorem we obtain up to terms O(log |x|),

(Codd + Cev)(x) ≤ − log
(
Podd,|x|(x)Pev,|x|(x)

)
≤ −|x| logα− logQ(x) .

Here, − logα < 1/2 and the last term is bounded by − logM(x) ≤ C(x) +O(log |x|). The
O(log |x|) can be removed for large |x| by choosing − logα < β < 1/2. J

Proof that Proposition 6 implies Theorem 2. Choosing Qodd = Modd and Qev = Mev, the
first part is immediate by the coding theorem and (2) follows directly from the definition of
even complexity. For any x we have

Codd(x)−O(1) ≤ C(x) ≤ Codd(x) + Cev(x) +O(log |x|)

We obtain (1) by applying Cev(x) ≤ O(1). J

Proof that Proposition 5 implies Theorem 1. For Theorem 1 we also apply Proposition 5
with Qodd = Modd and Qev = Mev to obtain for some δ′ > 0

(Codd + Cev)(ω1...2n) ≥ (2− 2ε)C(ω1...2n) + δ′n .

Notice that Codd ≤ C +O(1), hence Cev(ω1...2n) ≥ (1− 2ε)C(ω1...2n) + δ′n; and similar for
Codd. Conditions (1) and (2) follow in a similar way as above. J

The generalization of Theorem 1 mentioned in section 2 is shown in the full version. We
remark that P in these theorems can not be computable, this follows from the subsequent
lemma.

I Lemma 8. For every computable semimeasure P , there exist computable odd and even
online semimeasures Podd and Pev such that PoddPev = P .

Proof. Let ε be the empty string and let Podd(ε) = P (ε) and Pev(ε) = 1. Suppose that at
some node x we have defined Podd(x) and Pev(x) such that Podd(x)Pev(x) = P (x). Then
Podd and Pev are defined on 2-bit extensions of x according to Figure 1 for γ = P (x) and
α = Pev(x) [our assumption implies Podd(x) = γ/α]. Note that Podd and Pev are indeed
computable odd and even semimeasures and that PoddPev = P . J
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Figure 2 Game for Proposition 6 with n = 1.

4 Proofs of lower bounds

We start with Proposition 6, and repeat it for convenience.
I Proposition. For all lower semicomputable odd and even online semimeasures Qodd and Qev,
there exist a sequence ω, a lower semicomputable semimeasure P , and a partial computable F
such that for all n

(QoddQev)(ω1...2n) ≤ (3/4)nP (ω1...2n)

and F (ω1...2n, ω2n+2) = ω2n+1.
To develop some intuition, we first consider a game. The game is played between two

players (Alice and Bob) who alternate turns. Alice maintains values for P (x) on 2-bit x.
At each round she might pass or increase some values as long as

∑
{P (x) : |x| = 2} = 3/4.

Bob maintains lower semicomputable odd and even semimeasures Qodd(x) and Qev(x), see
figure 2. Also Bob might pass or increase some values as long as the conditions of the
definition of online semimeasure are satisfied, (hence max{p+ q, r+ s, u+ v} ≤ 1 in figure 2).
Alice wins if in the limit P (x) ≥ Qodd(x)Qev(x) holds for some x (i.e. if P (00) ≥ pr or
P (01) ≥ ps or P (10) ≥ qu or P (11) ≥ qv).

In this game Alice has a winning strategy. She starts by putting 1/4 at one leaf and zero at
the others, say P (00) = 1/4. Then she waits until Bob increases either Qodd or Qev above 1/2
at this leaf (thus Qodd(0) = Qodd(00) > 1/2 or Qev(00) > 1/2). If none of this happens, Alice
wins. Otherwise if Qodd(0) > 1/2, she plays P (11) = 1/2 and if Qev(00) > 1/2, she plays
P (01) = 1/2. In the first case Alice wins because Qodd(1) ≤ 1−Qodd(0) < 1/2 and hence
Qodd(1)Qev(11) < 1/2 and in the second case she wins because Qev(01) ≤ 1−Qev(00) < 1/2
and hence Qodd(0)Qev(01) < 1/2. Note that in both cases

∑
{P (x) : |x| = 2} = 1/2 + 1/4,

(and otherwise it is 1/4) and Alice’s condition is always satisfied. (Also note that the
second bit of x on which Alice wins is 1 if Qodd(0) > 1/2 or Qev(00) > 1/2. So for lower-
semicomputable Qodd and Qev, we can use this bit to determine which inequality was first
realized, and hence to compute the first bit of x. A similar observation will be used to
construct F in the proof below.)

To show the proposition, we need to concatenate strategies for the game above to strategies
for larger games. For this, it seems that the winning rule needs to be strengthened, and
this makes either the winning rule or the winning strategy for the small game complicated.
Therefore, in the more concise proof below, we gave a formulation without use of game
technique.
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Proof. We construct ω1...2n together with thresholds on, en inductively. Let o0 = e0 = 1.
For x of length 2n, consider the conditions Qodd(x0) > on/2 and Qev(x00) > en/2. We
fix some algorithm that enumerates Qodd and Qev from below and after each update tests
both conditions. Let Ox be the condition that Qodd(x0) > on/2 is true at some update and
Qev(x00) > en/2 did not appear at any update strictly before; and let Ex be the condition
that Qev(x00) > en/2 is true after some update but Qodd(x0) > on/2 is false at the current
update (and hence at any update before). Note that Ox and Ex cannot happen both. Let

(ω2n+1ω2n+2, on+1, en+1) =
(11, on/2, en) if Oω1...2n

happens,
(01, on, en/2) if Eω1...2n happens,
(00, on/2, en/2) otherwise.

By induction it follows that on ≥ Qodd(ω1...2n) and en ≥ Qev(ω1...2n). Indeed, this follows
directly for n = 0. For n ≥ 1, consider the case where Oω1...2n happens. Thus ω1...2n+2 =
ω1...2n+11 and

Qodd(ω1...2n1) ≤ Qodd(ω1...2n)−Qodd(ω1...2n0) ≤ on − on/2 = on/2 .

On the other hand, Qev(ω1...2n+2) ≤ Qev(ω1...2n) ≤ en = en+1. The case where Eω1...2n

happens is similar, and the last one is direct.
It remains to define F and P such that F (ω1...2n, ω2n+2) = ω2n+1 and

P (ω1...2n) = (4/3)nonen .

Note that ω2n+2 = 1 iff Oω1...2n or Eω1...2n happens, and knowing that one of the events
happens, we can decide which one and therefore also ω2n+1. Hence, given ω1...2n and ω2n+2
we can compute ω2n+1 and this procedure defines the partial computable function F .

To define P , observe that ω can be approximated from below: start with ω = 00 . . . , each
time Oω1...2n

(respectively Eω1...2n
) happens, change ω2nω2n+1 from 00 to 01 (respectively

to 11), let all subsequent bits be zero, and repeat the process. Hence, for all n and 2n-bit
x at most one pair (on, en) is defined which we denote as (ox, ex). Let P (x) be zero unless
(ox, ex) is defined in which case

P (x) = (4/3)|x|/2oxex .

Note that P is lower semicomputable and the equation above is satisfied. Also, P is a
semimeasure: P (ε) = (4/3)0 · 1 · 1 = 1, and in all three cases we have

∑
{oxbb′exbb′ : b, b′ ∈

{0, 1}} ≤ 3oxex/4 hence,
∑
{P (xbb′) : b, b′ ∈ {0, 1}} ≤ P (x). J

The proof of Proposition 5 follows the same structure.
I Proposition. For all ε > 0 and lower semicomputable odd and even online semimeasures
Qodd and Qev, there exist δ, a sequence ω, a lower semicomputable semimeasure P , and a
partial computable F such that for all n

(QoddQev)(ω1...n) ≤ (1− δ)nP (ω1...n)2−2ε

and F (ω1...2n, ω2n+2) = ω2n+1.

Proof. We first consider the following variant for the game above on strings of length two.
Alice should satisfy the weaker condition

∑
{P (x) : |x| = 2} ≤ 1− δ, where δ � ε will be

determined later. She wins if

(PoddPev)(x) ≤ (P (x))2−2ε
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for some x. The idea of the winning strategy is to start with a very small value somewhere,
say P (00) = δ. If ε = 0 then Bob could reply with Qodd(0) = Qev(00) = δ, (in fact he
could win by always choosing Qodd(x) = Qev(x) = P (x)). For ε > 0 and δ � ε one of the
online semimeasures should exceed δ1−ε = kδ for k = δ−ε. k can be arbitrarily large if
δ � ε is chosen sufficiently small. At his next move, (as before), Alice puts all his remaining
measure, i.e. 1− 2δ in a leaf that does not belong to a branch where the corresponding online
semimeasure is large. Note that 1− 2δ is close to 1 and taking a power 2 ≥ 2− 2ε we see that
Bob needs at least 1− 4δ in each online semimeasure, but he already used kδ in one of them.

More precisely, the winning strategy for Alice is to set P (00) = δ and wait until Qodd(0) >
δ1−ε or Qev(00) > δ1−ε. If these conditions are never satisfied, then Alice wins on x = 00.
Suppose at some moment Alice observes that the first condition holds, then she plays
P (11) = 1− 2δ, in the other case she plays P (01) = 1− 2δ. Afterwards she does not play
anymore. Note that

∑
{P (x) : |x| = 2} ≤ 1 − δ. We show that Alice wins. Assume that

Qodd(0) > δ1−ε (the other case is similar). We know that Qev(11) ≤ 1 hence if Alice does
not win, this implies Qodd(1) > (1− 2δ)2−2ε. This is lower bounded by (1− 2δ)2 ≥ 1− 4δ.
We choose δ = 2−2/ε. This implies

δ1−ε = 2−(2/ε)(1−ε) = 2−2/ε+2 = 4δ.

Hence Qodd(0) + Qodd(1) > 4δ + (1 − 4δ) = 1 and Bob would violate his restrictions.
Therefore Alice wins. For later use notice that in the first case our argument implies
Qodd(1) ≤ (1− 2δ)2−2ε.

In a similar way as before we adapt Alice’s strategy to an inductive construction of
ω and P : let Ox and Ex be defined as before using conditions Qodd(x0) > onδ

1−ε and
Qev(x00) > enδ

1−ε. Let β = (1− 2δ)2−2ε and let ω, on and en be given by

(ω2n+1ω2n+2, on+1, en+1) =
(11, onβ, en) if Oω1...2n

happens,
(01, on, enβ) if Eω1...2n happens,
(00, onδ

1−ε, enδ
1−ε) otherwise.

This implies on ≥ Qodd(ω1...2n) and en ≥ Qev(ω1...2n). F is defined and shown to satisfy the
condition in exactly the same way. It remains to construct P such that

(1− δ)nP (ω1...2n) = (onen)1/(2−2ε)
,

(the proposition follows after rescaling δ). In a similar way as before ox and ex are defined
and let

P (x) = (1− δ)−|x|/2(oxex)1/(2−2ε) .

To show that P is indeed a semimeasure observe that
∑
{P (xbb′) : b, b′ ∈ {0, 1}}

= (1− δ)−|x|/2−1
∑
{(oxbb′exbb′)1/(2−2ε) : b, b′ ∈ {0, 1}}

≤ (1− δ)−|x|/2−1
(
β1/(2−2ε) + δ

)
(oxex)1/(2−2ε)

,

and because β1/(2−2ε) = 1− 2δ this equals

= (1− δ)−|x|/2 (oxex)1/(2−2ε) = P (x) . J
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Abstract
Back in the eighties, Heath [7] showed that every 3-planar graph is subhamiltonian and asked
whether this result can be extended to a class of graphs of degree greater than three. In this
paper we affirmatively answer this question for the class of 4-planar graphs. Our contribution
consists of two algorithms: The first one is limited to triconnected graphs, but runs in linear time
and uses existing methods for computing hamiltonian cycles in planar graphs. The second one,
which solves the general case of the problem, is a quadratic-time algorithm based on the book
embedding viewpoint of the problem.
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1 Introduction

Book embeddings have a long history and arise in various application areas such as VLSI
design [5]. In a book embedding the placement of nodes is restricted to a line, the spine of
the book. The edges are assigned to different pages of the book. A page can be thought of
as a half-plane bounded by the spine where the edges are drawn as circular arcs between
their endpoints. We say that a graph admits a k-page book embedding if one can assign the
edges to k pages and there exists a linear ordering of the nodes on the spine such that no two
edges of the same page cross. The minimum number of pages required to construct such an
embedding is the book thickness or page number of a graph and has received much attention
in the past. Yannakakis [14] describes a linear-time algorithm to embed every planar graph
into a book of four pages. Bernhart et al. [2] show that a graph is two-page embeddable iff it
is subhamiltonian. A subhamiltonian graph is a subgraph of a planar hamiltonian graph. It
is NP-complete to determine whether a graph is subhamiltonian [13]. Often referred to as
augmented hamiltonian cycle, a subhamiltonian cycle is a cyclic sequence of nodes in a graph
that would form a hamiltonian cycle when adding the missing edges without destroying
planarity. The relation between subhamiltonian cycles and two-page book embeddings is
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Gin(T ) and Gout(T ) on removal.
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Figure 2 Merging Hin(T ) (dotted) and
Hout(T ) (dashed) into H (bold gray).

quite intuitive. The order of the nodes on the spine is equivalent to the cyclic order of the
subhamiltonian cycle. The edges are partitioned by whether they lie in the interior of the
cycle or not.

An early result is due to Whitney [12], who proves that every maximal planar graph with
no separating triangles is hamiltonian. Tutte [11] shows that every 4-connected planar graph
has a hamiltonian cycle. Chiba et al. [4] provide a linear-time algorithm to find a hamiltonian
cycle in a 4-connected planar graph. Chen [3] gives a proof that every maximal planar graph
with at least five vertices and no separating triangles is 4-connected. Sanders [10] generalizes
a theorem of Thomassen and shows that any 4-connected planar graph has a hamiltonian
cycle that contains two arbitrarily chosen edges of the graph. Based on Whitney’s theorem,
Kainen et al. [9] show that every planar graph with no separating triangles is subhamiltonian.
Another result is by Chen [3] who shows that if a maximal planar graph contains only one
such triangle, then it is hamiltonian. Helden [8] improves this result further to two triangles.
The aforementioned results are all related to the problem of embedding planar graphs into
two pages. However, there is an extensive amount of literature on embedding various types
of graphs into books; see e.g. [6]. One result that is interesting in our context is that of
Heath [7], who describes a linear-time algorithm to embed any 3-planar graph into two pages.

We study the problem of embedding 4-planar graphs into books with two pages. We
tackle this problem from two sides. The first approach is restricted to triconnected graphs
(Section 2) but builds on existent results and is therefore of a simple nature compared to
the second approach. Extending it to biconnected graphs is not straightforward, though.
The algorithm of Section 3 –which is less efficient in terms of time complexity– exploits the
degree restriction to construct a two-page book embedding. Due to space constraints, some
of our proofs are only sketched, omitted details are given in [1].

2 Subhamiltonicity of Triconnected 4-Planar Graphs

In this section, we first investigate properties of separating triangles in 4-planar graphs and
then we use those to derive a solution for a single separating triangle. Unlike Chen [3] and
Helden [8], we are able to extend our approach to an unbounded number of triangles by
exploiting the degree restriction. We say a subhamiltonian cycle H crosses a face if there are
two consecutive vertices in H that are incident to the face but not adjacent to each other.

I Lemma 1. Every triconnected planar graph with no separating triangles has a subhamilto-
nian cycle that crosses every face at most once and it can be computed in linear time.

Proof. In the triconnected case, Kainen et al. [9] construct a maximal planar graph G′ =
(V ′, E′) by inserting a vertex into each non-triangular face of G and connect it to the vertices
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of that face. Clearly, this takes linear time and G′ is 4-connected. We can use the linear-time
algorithm of Chiba et al. [4] to obtain a hamiltonian cycle H ′ for G′. Deleting the vertices of
V ′ − V yields a subhamiltonian cycle H for G that crosses each face at most once. J

Given an embedded triconnected 4-planar graph G with a fixed outerface and a separating
triangle T with vertices V (T ) = {A,B,Γ}, we denote the subgraph of G contained in T by
Gin(T ) and the subgraph of G outside T by Gout(T ). We also denote Gin(T ) = G−Gout(T )
and Gout(T ) = G − Gin(T ). Since G is triconnected and 4-planar, every vertex of T has
degree four and is adjacent to exactly one vertex in Gin(T ) and Gout(T ), respectively. We
denote these with Ain, Bin,Γin and Aout, Bout,Γout, respectively (see Fig. 1).

I Lemma 2. Given a 4-planar triconnected graph G and a separating triangle T = {A,B,Γ},
then Ain, Bin,Γin(Aout, Bout,Γout) are pairwise distinct or all represent the same vertex.

Proof. In the other case, where w.l.o.g. Ain = Bin = v and Γin 6= v, there exists a
separation pair (v,Γ) contradicting the triconnectivity of G. A symmetric argument applies
to Aout, Bout,Γout. J

I Lemma 3. In a 4-planar triconnected graph, every pair of distinct separating triangles T
and T ′ is vertex disjoint, i.e. V (T ) ∩ V (T ′) = ∅.

Proof. Assume to the contrary that T and T ′ share an edge or a vertex. In the first case,
let w.l.o.g. e = (u, v) be the common edge. The degree of both u and v is at least five, since
three edges are required for T , T ′ and two additional edges to connect Gin(T ) and Gin(T ′)
to T and T ′, respectively. In the second case, let v denote the common vertex. Since v
is part of two edge disjoint cycles and connected to Gin(T ) and Gin(T ′), it follows that
deg(v) ≥ 6. J

Consider now a 4-planar triconnected graph with a single separating triangle T . Similar
to Chen [3], the idea is to compute two cycles Hin(T ) and Hout(T ) for Gin(T ) and Gout(T )
and link them via the separating triangle together. The crucial observation is that if two
cycles intersect as illustrated in Fig. 2, i.e., they contain two edges of the triangle but have
only one of them in common, then we can always merge them into one cycle.

I Lemma 4. Let G be a triconnected 4-planar graph, T a separating triangle, and Hin(T ) and
Hout(T ) two subhamiltonian cycles for Gin(T ) and Gout(T ), resp. If E(Hin(T )) ∩ E(T ) =
{ein, e} and E(Hout(T )) ∩ E(T ) = {eout, e} where {e, ein, eout} are the edges of T , then G
is subhamiltonian.

Proof. Let w.l.o.g. e = (A,B), ein = (B,Γ) and eout = (A,Γ) as illustrated in Fig. 2.
The result of removing the edges of T from both cycles are two paths Pout = B  Γ and
Pin = Γ A. Joining them at Γ and inserting e yields a subhamiltonian cycle. J

It remains to show that we can always find two cycles that satisfy the requirements of
Lemma 4. We neglect the degenerated case of Lemma 2, where Gout(T ) or Gin(T ) is a single
vertex, because finding a cycle in that case is trivial. Consider for example Gout(T ). To
obtain Hout(T ), we temporarily replace T in Gout(T ) with a single vertex vT as depicted in
Fig. 3a. The resulting graph G∗out(T ) remains 4-planar and triconnected, because deg(vT ) = 3
by construction and any path via T can use vT instead. One may argue that this operation
may introduce additional separating triangles. However, such a triangle must contain vT and,
therefore, deg(vT ) = 4, a contradiction. Now let us assume that H∗out(T ) is a subhamiltonian
cycle for G∗out(T ). The idea is to reinsert T and reroute H∗out(T ) through T such that the
resulting cycle Hout(T ) contains two edges e1, e2 ∈ E(T ).
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Figure 3 (a) Subhamiltonian cycle H∗out(T ) in G∗out(T ) containing vT . (b) Augmenting H∗out(T )
yields Hout(T ) containing edges e1 = (Γ, A) and e2 = (A, B). (c) Dummy vertex v′T as replacement
for T in G∗in(T ) and a cycle H∗in(T ). (d) Rerouting H∗in(T ) through T resulting in Hin(T ) with
edges e′1 = (Γ, B) and e2 = (A, B). (d) The result of merging Hin(T ) and Hout(T ) into a cycle H

for G.

I Lemma 5. Let G be a triconnected 4-planar graph, T a separating triangle. Furthermore,
let G∗out(T ) denote the graph resulting from replacing T by a vertex vT in Gout(T ). A
subhamiltonian cycle H∗out(T ) for G∗out(T ) can be augmented to a subhamiltonian cycle
Hout(T ) for Gout(T ) such that it contains two edges of T , i.e., E(Hout(T ))∩E(T ) = {e1, e2}.
If H∗out(T ) crosses every face of G∗out(T ) at most once, one may choose any pair e1, e2 ∈ E(T )
to lie on Hout(T ).

Proof. We only sketch the proof. It is sufficient to consider every combination of e1, e2 and
the location of the predecessor and successor of vT in H∗out(T ). It immediately becomes clear
that in almost every situation H∗out(T ) can be rerouted through T such that the resulting
cycle Hout(T ) contains two prescribed edges e1, e2 of T . Only in one case, where H∗out(T )
crosses an incident face twice to visit vT , a specific combination of edges is required. J

In the single-separating triangle scenario, both Gout(T ) and Gin(T ) are free of separating
triangles. Therefore, we may construct two graphs G∗out(T ), G∗in(T ) by replacing T with
dummy vertices. Applying Lemma 1 to them yields two subhamiltonian cycles H∗out(T )
and H∗in(T ), both crossing every face of G∗out(T ) and G∗in(T ) at most once. Hence, we may
augment them with the aid of Lemma 5 such that they contain each two edges of T . By
choosing the combination of edges such that Hout(T ) and Hin(T ) meet the requirements of
Lemma 4, we can merge them into a single subhamiltonian cycle H for G.

While the property that G∗out(T ) and G∗in(T ) are both free of separating triangles enables
us to conveniently choose two edges for each cycle Hout(T ), Hin(T ), this only works for a
single separating triangle. However, a closer look reveals that it is sufficient to have a choice
for either Hout(T ) or Hin(T ), not necessarily both of them. The idea is to first augment
the cycle for which we do not have a choice to see which edges of T are part of it, then we
choose the edges for the second cycle accordingly. We summarize the idea as the main result
of this section and describe it in a more formal manner in form of a proof.

I Theorem 6. Every triconnected 4-planar graph is subhamiltonian.

Proof. Let G denote a triconnected 4-planar graph and τ(G) the number of separating
triangles in G. We prove by induction and claim that for any τ(G) ≥ 0, we can compute a
subhamiltonian cycle H for G. Base case: Since τ(G) = 0, we can directly apply Lemma 1.
Inductive case: For τ(G) > 0, we pick a separating triangle T such that τ(Gin(T )) = 0. Let
G∗out(T ) be the result of replacing T by vT in Gout(T ). Notice that τ(G∗out(T )) = τ(G)− 1
holds. Hence, by induction hypothesis, G∗out(T ) has a subhamiltonian cycle H∗out(T ). We
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reinsert T and augment H∗out(T ) such that the result Hout(T ) contains two (arbitrary)
edges e1, e2 of T . In a similar way, we replace T in Gin(T ) by v′T to obtain G∗in(T ). Since
τ(Gin(T )) = τ(G∗in(T )) = 0 holds, we can apply Lemma 1 to G∗in(T ) and compute a cycle
H∗in(T ) that crosses each face at most once. With Lemma 5 we may obtain a cycle Hin(T )
for Gin(T ) with two edges e′1, e′2 ∈ E(T ) of our choice. Choosing e′1 = e1 and e′2 6= e2 yields
two cycles Hout(T ), Hin(T ) that meet the requirements of Lemma 4 and we can merge them
into one cycle H for G. J

The proof of Theorem 6 is constructive. Embedding G and identifying all separating
triangles in G can be done in linear time. Augmenting a cycle and merging two of them takes
constant time. Disjointness of separating triangles yields a linear number of subproblems
and every edge occurs in at most one such subproblem. Hence, the total time spent for the
subroutine of Lemma 1 is linear in the size of G.

I Corollary 7. A subhamiltonian cycle of a triconnected 4-planar graph can be found in
linear time.

3 Two-Page Book Embeddings of General 4-Planar Graphs

In this section, we prove that any planar graph of maximum degree 4 admits a two-page book
embedding. W.l.o.g. we assume that the input graph G is biconnected, since it is known
that the page number of a graph equals the maximum of the page number of its biconnected
components [2]. One can also neglect the exact geometry, as two edges that are drawn on the
same page cross iff their endpoints alternate along the spine. We say that an edge e nests a
vertex v iff one endpoint of e is to the left of v along the spine and the other endpoint of e
to its right. We also say that an edge e nests an edge e′ iff both e and e′ are drawn on the
same page and both endpoints of e′ are nested by e. Observe that nested edges do not cross.

Our approach is as follows: First remove from G cycle Cout delimiting the outerface of G
and contract each bridge-block of the remaining graph into a single vertex. Let F be the
implied graph, which is a forest, as G−Cout is not necessarily connected. Cout is embedded,
s.t.: (i) the order of the vertices of Cout along the spine is fixed (and follows the one in which
the vertices of Cout appear along Cout), and, (ii) all edges of Cout are on the same page,
except for the one that connects its outermost vertices. Then we describe how to embed
without crossings: (i) the chords of Cout, (ii) forest F , and, (iii) the edges between Cout and
F . To obtain a two-page book embedding of G, we replace each vertex of F with a cycle
(embedded similarly to Cout), whose length equals to the length of the cycle delimiting the
outerface of the bridge-block it corresponds to in G−Cout, and recursively embed its interior.

More formally, consider an arbitrary simple cycle C : v1 → v2 → . . . → vk → v1 of G.
The removal of C results in two planar subgraphs Gin(C) and Gout(C) of G that are the
components of G− C that lie in the interior and exterior of C in G, resp. Note that Gin(C)
and Gout(C) are not necessarily connected. Let Gin(C) (Gout(C), resp.) be the subgraph
of G induced by C and Gin(C) (Gout(C), resp.). For the recursive step, we assume the
following invariant properties:

IP-1: The order of the vertices of Gout(C) along the spine ` is fixed and the page in which
each edge of Gout(C) is drawn (i.e., top- or bottom-drawn) is determined s.t. the book
embedding of Gout(C) is planar. In other words, we assume that we have already
produced a two-page book embedding for Gout(C), in which no edge crosses the spine.

IP-2: The combinatorial embedding ofGout(C) is consistent with a given planar combinatorial
embedding of G.
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IP-3: The vertices of C occupy consecutive positions along `, s.t. v1 (vk, resp.) is the leftmost
(rightmost, resp.) along `. Moreover, all edges of C are on the same page, except
for the one that connects v1 and vk. Say w.l.o.g. that (v1, vk) is on the top-page (or
top-drawn), while the remaining edges of C, namely edges (vi, vi+1) for 1 ≤ i < k, are
on the bottom-page (or bottom-drawn).

IP-4: If C is not identified with the cycle delimiting the outerface of G, the degree of either
v1 or vk is at most 3 in Gin(C). Say w.l.o.g. that vk is of degree at most 3.

IP-5: If vertex v1 has degree 4 in Gin(C), then it is adjacent to zero or two chords of C.

We note that the combinatorial embedding specified in IP-2 is maintained throughout the
whole drawing process. This combined with the fact that every edge entirely lies on one page
is sufficient to ensure planarity. Note that we first present the recursive step of our algorithm
and then its base, as this approach shows better how the different ideas flow one after the
other. Let vi be a vertex of C, i = 1, . . . , k. Since G is of max-degree 4, vi is incident to at
most two undrawn edges. Assume that vi has at least one undrawn edge. We refer to the
edge incident to vi that follows (vi, v(i+1) mod k) in the counterclockwise order of the edges
around vi (as defined by the combinatorial embedding specified by IP-2), as the right edge of
vi. If vi is adjacent to two undrawn edges, then the one that is not identified with the right
edge of vi is its left edge; otherwise, the left and the right edge of vi are identified.

Initially, we draw the chords of C on the top-page. By IP-2 and IP-3, no two chords
intersect. We then draw Gin(C) and the edges between C and Gin(C). Note that Gin(C) is
not necessarily connected. Hence, its bridge-block trees form a forest. As already stated,
we contract each bridge-block of Gin(C) into a single vertex, which we call block-vertex;
see Figs. 4a-4b. We distinguish two types of block-vertices: those adjacent to vertices of C
(anchors) and those adjacent to other block-vertices only (ancillaries). From the contraction,
it follows that an edge between C and a certain anchor can be of multiplicity at most two.
Edges among block-vertices are always simple. We will first determine the positions of all
anchors along `. Consider an anchor c, then among the edges between c and C, we select and
mark exactly one, s.t.: (i) the marked edge will be drawn on the bottom-page and (ii) all
other edges incident to c (i.e., either edges between c and C that are not marked, or between
c and block-vertices) will be drawn on the top-page. Let vl,c be the leftmost vertex of C
adjacent to c along `. If (c, vl,c) is simple, we select and mark this edge. Otherwise, we mark
the right edge of vl,c. Hence, each anchor has exactly one marked edge and each vertex of C
is incident to at most two marked edges. Let v ∈ C be a vertex of C adjacent to at least one
anchor through a marked edge. We distinguish two cases:

Case 1 v is adjacent to exactly two anchors c and c′ through two marked edges e and e′,
resp.: Assume w.l.o.g. that e is the left edge of v and e′ its right edge. Then, both c and
c′ are placed directly to the right of v and c precedes c′ (see Fig. 4d). Note that v cannot
be the rightmost vertex of C due to IP-4.

Case 2 v is adjacent to one anchor c through a marked edge e: If deg(v) = 3 in Gin(C),
then we distinguish two sub-cases. If v is not the rightmost vertex of C, then c is placed
directly to the right of v (see Fig. 4e). Otherwise, directly to its left (see Fig. 4f). It now
remains to consider the case where deg(v) = 4 in Gin(C). In this case, by IP-4 it follows
that v is not the rightmost vertex of C. Again, we distinguish two sub-cases:

− If e is the right edge of v, then c is placed directly to the right of v (see Fig. 4g).
− If e is the left edge of v, then c is placed directly to the left of v (see Fig. 4h); v cannot

be the leftmost vertex of C, as the right edge of v would be a chord, violating IP-5.
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(a) Bridge-blocks of
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vertices
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chors
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v c
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vc

(f)

v c

(g)
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Figure 4 In all figures, the edges of C are drawn dotted, bridge-blocks are colored gray and edges
between C and anchors are drawn dashed; marked edges are highlighted in gray.

All marked edges are bottom-drawn. Edges between anchors and C that are not marked
are top-drawn; see Fig. 4c. Observe that we do not change the underlying combinatorial
embedding of G, preserving IP-2. Hence, the book embedding constructed so far is planar.

Now observe that ancillaries form a new forest (forest of ancillaries), which is a subgraph
of the initial forest containing all block-vertices. Let T be a tree of the forest of ancillaries
and let c1, . . . , ct be anchors that (i) are adjacent to at least one ancillary of T , and (ii) ci

is to the left of ci+1, i = 1, . . . , t− 1. We refer to c1, . . . , ct as the anchors of T , and to the
tree formed by T and its anchors as the anchored tree of T , denoted by T . We say that two
anchors of T are consecutive iff there is no anchor of T between them.

I Lemma 8. For anchored trees the following hold: (i) Two trees T and T ′ share at most a
common anchor; (ii) T contains at least two anchors; and (iii) every leaf of T is an anchor
of T , and vice versa.

Proof. The assumption that one of the two properties does not hold contradicts either the
connectivity or biconnectivity of G. J

Assume now that T is rooted at anchor c1 (rooted anchored tree). For an anchor or
ancillary c of T , denote by p(c) the parent of c in T and let p(c1) be any of the vertices of
C adjacent to c1. For an ancillary c of T (i.e., non-leaf in T ), we define an order for its
children: if c′ and c′′ are children of c, then c′ < c′′ iff c′ precedes c′′ in the counterclockwise
order of the edges around c (defined by the combinatorial embedding specified by IP-2),
when starting from (c, p(c)). By this order, we label the vertices of T as they appear in the
pre-order traversal of T (labeled anchored tree); see Fig.5a.

I Lemma 9. For each ancillary c of a labeled anchored tree T there is (i) at least an anchor
of T with label smaller than that of c and (ii) at least another with label greater than that of c

Proof. The leftmost anchor (i.e. root) of T is zero labeled, which proves (i). The greatest
labeled vertex of T is a leaf of T (due to pre-order traversal) and by Lemma 8(iii) an anchor
of T which proves (ii). J

We first define the order in which the trees of the forest of ancillaries will be drawn. Let
GT

aux be an auxiliary graph whose vertices correspond to trees and there is a directed edge
(vT ′ , vT ) in GT

aux iff T ′ has an anchor between two consecutive anchors of T . The desired
order is defined by a topological sorting of GT

aux, which exists due to the following lemma.
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c1 c2 c3 c4 c5 c6 c7 c8 c9

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 160

(a) A labeled anchored tree T

c1c1 c2 c3 c4 c5 c6 c7 c8 c9

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 160

(b) The placement of the ancillaries of T

Figure 5 In both figures, anchors are colored gray; the indices of the vertical grid-lines denote
the labeling of T .

I Lemma 10. Auxiliary graph GT
aux is a directed acyclic graph.

Proof. Assume to the contrary that there is a cycle vT1 → . . . vTs
→ vT1 in GT

aux. Let Ii be
the interval defined by the left/right-most anchors of Ti. Edge (vTi

, vTi+1) implies that there
is an anchor of Ti between consecutive anchors of Ti+1. However, in this case all anchors of
Ti should be between the same two anchors of Ti+1, as otherwise the embedding specified
by IP-2 is not planar. So, Ii ⊆ Ii+1. By Lemma 8(i), it follows that Ii 6= Ii+1. Hence,
I1 ⊂ . . . ⊂ Is ⊂ I1, a contradiction. J

Lemma 10 implies that drawing the trees in the order defined by a topological sorting of
GT

aux, assures that the tree T ′ will be drawn before T , if T ′ has an anchor that is between
two consecutive anchors of T along `. Now assume that we have drawn zero or more of
these trees s.t. (i) all edges are top-drawn, (ii) there are no edge crossings, and (iii) the
combinatorial embedding specified by IP-2 is preserved. Let T be the next tree to be drawn.
The following lemma presents an important property of our drawing approach.

I Lemma 11. Assume that all trees that precede T in a topological sorting of GT
aux have

been drawn on the top-page without edge crossings by preserving the combinatorial embedding
specified by IP-2. If e is a top-drawn edge that does not belong to T and nests at least one
anchor of T , then it nests all anchors of T .

Proof. The detailed proof is based on a case-analysis on the type of edge e: (i) top-drawn edge
of C; (ii) edge of an anchored tree T ′ drawn before T ; and (iii) not an edge of a previously
drawn anchored tree (i.e., each endpoint of e is either a vertex of C or an anchor). J

We now describe how to draw T on the top page s.t. (i) there are no edge crossings,
and, (ii) the combinatorial embedding specified by IP-2 is preserved. More precisely, we
place each ancillary c of T between a pair of consecutive anchors of T , s.t. the label of
c is larger (smaller) than the label of the anchor to its left (right)1; for ancillaries placed
between the same pair of anchors, the one with smaller label is to the left; all edges of T
are top-drawn (see Fig.5b). Note that we have not fully specified the exact positions of the
ancillaries of T along `, since between consecutive anchors of T there may exist anchors that
do not belong to T or vertices of C or anchors/ancillaries of trees that have already been
drawn. Details will be given shortly. Notice that all ancillaries of T are placed between its
left/right-most anchors, which by Lemma 11 implies that if a top-drawn edge (that does not
belong to T ) nests at least one anchor of T , then it nests the entire tree T . By exploiting the
correspondence between the left-to-right order of the vertices of T along ` and the labeling
of T , we can prove that the drawing of T is planar.

1 Note that the existence of this pair of consecutive anchors of T is implied by Lemma 9.
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I Lemma 12. The drawing of the anchored tree T is planar.

Proof. Assume to the contrary that e = (c1, c2) and e′ = (c′1, c′2) of T cross. Since e and e′
are top-drawn, their endpoints alternate along `. Let the order on ` be c1 → c′1 → c2 → c′2.
Hence, c1 is the parent of c2, as the label of c1 is smaller than that of c2 and they are adjacent
in T . Similarly, c′1 is the parent of c′2. Since between c1 and c2 are drawn subtrees of T rooted
at children of c1 other than c2, c′1 and c′2 belong to a subtree rooted at a child of c1, different
from c2, which implies that the label of c′2 is smaller than that of c2, a contradiction. J

Recall that we have not fully specified the exact positions of the ancillaries of T along `.
Consider the following scenario. There is a path P of top-drawn edges (e.g., non-marked
edges incident to C and/or edges of previously drawn trees) joining a pair of consecutive
anchors of T and our algorithm must place an ancillary c of T between them. Since c is
nested by an edge of P and all edges of T are top-drawn, an edge connecting c with an
ancillary of T placed between another pair of consecutive anchors of T will cross P . The
following lemma ensures that this scenario cannot occur, as such a path cannot exist.

I Lemma 13. Let u0, u1, . . . , ul+1, l ≥ 0, be vertices (anchors/ancillaries are treated as
vertices) drawn on ` from left to right, s.t. u0 and ul+1 are two consecutive anchors of T .
Assume that all trees anchored at u1, . . . , ul have been drawn on the top-page without edge
crossings by preserving the combinatorial embedding specified by IP-2, while T has not been
drawn. Then, there is an index i ∈ {0, 1, . . . , l}, such that no two adjacent vertices uk and
um exist with 0 ≤ k ≤ i, i+ 1 ≤ m ≤ l + 1 and (uk, um) is top-drawn.

Proof. Assume to the contrary that for all i ∈ {0, . . . , l}, there are two adjacent vertices uk

and um with 0 ≤ k ≤ i, i+ 1 ≤ m ≤ l + 1 and (uk, um) is on the top-page. One can prove
that there is a top-drawn path P (u0 → ul+1) : u0 → uj1 . . . ujp

→ ul+1 consisting of vertices
of {u0, . . . , ul+1}, whose edges are top-drawn and for each edge of P (u0 → ul+1) there is not
a top-drawn edge with endpoints in {u0, . . . , ul+1} that nests it. However, the existence of
P (u0 → ul+1) implies that G should contain a vertex of degree five, a contradiction. J

We are now ready to specify the exact positions of the ancillaries of T along `. Assume
that a particular number of ancillaries of T should be drawn between two consecutive anchors
ci and ci+1 of T , i = 1, . . . , t− 1. By Lemma 13, there is a pair of vertices that are between
ci and ci+1 along ` and there is not a top-drawn edge with endpoints between ci and ci+1
nesting both of these vertices. We place between this pair of vertices all ancillaries of T that
must reside between ci and ci+1, without changing their relative order, i.e., for ancillaries
placed between ci and ci+1, the one with smaller label is to the left. Lemma 12 ensures the
planarity of T . It remains to prove that the combinatorial embedding specified by IP-2 is
preserved.

I Lemma 14. Assume that all trees that precede T in a topological sorting of GT
aux have

been drawn on the top-page without edge crossings by preserving the combinatorial embedding
specified by IP-2. When T is drawn, the combinatorial embedding specified by IP-2 is also
preserved.

Proof. We only sketch the proof. Since the drawing of T preserves the order of the edges
around all ancillaries, the combinatorial embedding specified by IP-2 is preserved for all
ancillaries of T . Then, one can prove that this property is propagated to all vertices of T . J

The following lemma focuses on the case where C contains a vertex with degree 2 in
Gin(C) (other than its leftmost or rightmost vertex). We will utilize this lemma later.
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Figure 6 (a) The outerface of a block-vertex c. (b)–(c) different cases that occur when drawing
the outerface of c, in the case where c is anchor. (d) Ancillary c needs to be repositioned. (e) Its
placement is determined by Lemma 16.

I Lemma 15. Let v be a vertex of C with degree 2 in Gin(C) that is not the left/right-most
vertex of C. Let also vr (vl) be its next neighbor on C to its right (left resp.). Since edge
(v, vr) belongs to C, it is drawn on the bottom-page. However, it can also be drawn on
the top-page without edge-crossings, while the combinatorial embedding specified by IP-2 is
maintained.

Proof. We only sketch the proof. First observe that if no block-vertex is drawn between v
and vr, then obviously (v, vr) can be drawn on the top-page. Otherwise, one can move the
block-vertices in between to the left of v, so that v and vr are consecutive along `. J

Up to now, we have drawn Gin(C), s.t., every bridge-block of Gin(C) is contracted to a
block-vertex that lies on ` and each edge is drawn either on the bottom (if it is a marked
edge) or on the top-page (otherwise). Next, we describe how to recursively proceed. Let c
be a block-vertex of Gin(C) with outerface Fc. Initially, assume that Fc is a simple cycle.
If c is an anchor, denote by w0 the vertex of Fc incident to the marked edge of c. If c is
an ancillary, then c belongs to an anchored tree. In this case, w0 denotes the vertex of Fc

adjacent to the closest neighbor of c to its left, which is well-defined since c is always placed
between two consecutive anchors of the anchored tree it belongs to. Let w0, w1, . . . , wm be
the vertices of Fc, in the clockwise traversal of Fc from w0 (see Fig. 6a).

If c is an anchor (i.e., w0 is incident to a marked edge), then we place the vertices of Fc

on ` as follows: (i) w0 occupies the position of c and it is the rightmost vertex of Fc on `,
(ii) w1 is the leftmost vertex of Fc on `, (iii) wi is to the left of wi+1 for i = 1, . . . ,m − 1,
and, (iv) there are no vertices in between; see Fig. 6b. All edges of Fc are top-drawn, except
for (w1, w0). This placement is feasible, except for the case in which in the combinatorial
embedding specified by IP-2 there is an edge incident to w0 that is between (w0, w1) and
the marked edge incident to w0 in the counterclockwise order of the edges around w0 when
starting from (w0, w1); see Fig. 6c. In this case, we place w0 to the left of w1, . . . , wm, s.t.
w0 is the leftmost vertex of Fc. So, (w0, wm) is the bottom-drawn edge of Fc.

Suppose now that c is an ancillary. Let w be the closest neighbor of c to its left on `. w
is the parent of c in the tree in which c belongs to and (w0, w) is top-drawn. We place the
vertices of Fc as follows: (i) w0 occupies the position of c and it is the leftmost vertex of Fc

on `, (ii) wm is the rightmost vertex of Fc on `, (iii) wi is to the left of wi+1, i = 1, . . . ,m−1,
and, (iv) there are no vertices in between. All edges of Fc are top-drawn, except for (w0, wm).
This placement is infeasible only when in the combinatorial embedding specified by IP-2 there
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is an edge incident to w0, say (w0, w
′), and between (w0, wm) and (w0, w) in the clockwise

order of the edges around w0 when starting from (w0, wm); see Fig. 6d. Since c has only its
parent to its left among the block-vertices of the anchored tree it belongs to, it follows that,
w′ is to the right of c. So, (w0, w

′) cannot be drawn on the top-page, without deviating the
combinatorial embedding specified by IP-2. Since G is biconnected, c is adjacent to at least
another block-vertex, say w′′, s.t. w′′ /∈ {w,w′}. The following lemma takes care of this case.

I Lemma 16. Ancillary c can be repositioned on `, s.t.: (i) c is placed between two
consecutive anchors of T . (ii) The combinatorial embedding specified by IP-2 is preserved and
the edges (w0, w), (w0, w

′) and (c, w′′) are top-drawn and crossing-free. (iii) w0 is leftmost
vertex of Fc and wi is to the left of wi+1, i = 1, . . . ,m− 1; All edges of Fc are top-drawn,
except for (w0, wm).

Proof. w is the parent of c and w′, w′′ are children of c in T , with w′ being the first child of
c. For our proof, w′′ is its second child. So, (c, w), (c, w′) and (c, w′′) are consecutive around
c as in Fig. 6d. Let T (w′) and T (w′′) be subtrees of T rooted at w′ and w′′, resp. c is to
the left of all vertices of T (w′), all vertices of T (w′) are to the left of all vertices of T (w′′)
and there are no ancillaries of T in between. We place c between the rightmost (leftmost)
anchor of T (w′) (T (w′′)); see Fig. 6e. So, c is placed between two consecutive anchors of T .
If we place the vertices of Fc, with w0 being leftmost on Fc and wi to the left of wi+1, then
(w0, w), (w0, w

′) and (c, w′′) are drawn on the top-page and the embedding is preserved. J

If we process all ancillaries that have to be repositioned from right to left along `, then by
Lemma 16 we obtain a planar drawing in which the embedding specified by IP-2 is preserved

w0

root

Figure 7 Fc is not simple.

once the outerface of each block-vertex is drawn and all edges
that connect block-vertices are eventually drawn on the top-
page. Initially, we assumed that Fc is simple. If not so, Fc

consists of smaller simple subcycles, s.t. (i) any two subcycles
share at most one vertex of Fc and (ii) any vertex of Fc is
incident to at most two subcycles. Hence, the “tangency graph”
of these subcycles (which has a vertex for each subcycle and
an edge between every pair of subcycles that share a vertex)
is a tree. Define w0 as in the case of simple cycle and let the
tangency tree be rooted at the cycle containing w0. Due to degree restriction, w0 cannot be
incident to two subcycles. We draw the subcycles of Fc in the order implied by the Breadth
First Search (BFS) traversal of the tangency tree. The first one (incident to w0) is drawn as
in the case of simple cycle. Each next subcycle is plugged into the drawing, as in Fig. 7.

It remains to ensure that IP-1 up to IP-5 are satisfied when a simple cycle, say Cs, is
recursively drawn. IP-1 holds, since each edge is drawn either on the bottom (if it is a marked
edge) or on the top-page (otherwise) and no two edges intersect. Lemma 14 implies IP-2. If
Cs is the outerface of a block-vertex or a leaf in the tangency tree, then IP-3 trivially holds.
If Cs is a non-leaf in the tangency tree, it contains at least one edge on the bottom-page (see
Fig. 7). This violates IP-3. However, we can benefit from Lemma 15 since the edge which
is improperly bottom-drawn is incident to a vertex (of degree four) that is not adjacent to
any other vertex in the interior of Cs. For the sake of the recursion we assume that it is
drawn on the top-page and once Cs is completely drawn, we redraw it on the bottom-page
using Lemma 15. If Cs is the outerface of a block-vertex or root of the tangency tree of a
non-simple outerface Fc, then at least one vertex of Cs is adjacent to Gout(Cs). If Cs is an
internal node of the tangency tree of Fc, then its leftmost vertex has two edges in Gout(Cs).
Hence, IP-4 also holds. Note that IP-5 does not necessarily hold. However, we can identify a

STACS’14



148 Two-Page Book Embeddings of 4-Planar Graphs

maximal separating path of chords of Cs adjacent to its leftmost vertex and use it to create
two subinstances, which can be recursively drawn; refer to [1] for details.

The recursion begins by specifying a drawing of G with a chordless outerface Cout : v1 →
. . . vk → v1. We place v1, . . . , vk in this order along ` and draw the edges of Cout as imposed
by IP-3. If there is a vertex of Cout with degree less than four, then it is chosen as vk and all
invariant properties are satisfied. Otherwise, we appropriately augment our graph, so that
IP-4 holds (the detailed proof is given in [1]). We are now ready to state our main theorem.

I Theorem 17. Any planar graph of maximum degree 4 on n vertices admits a two-page
book embedding, which can be constructed in O(n2) time.

Proof. At each step, our algorithm performs a series of computations; the computation of
the bridge-blocks, the topological sorting of GT

aux, BFS-traversals on the tangency trees. All
of these computations can be done in O(n) time, resulting in O(n2) total time. J

4 Conclusions and Open Problems

Two approaches were proposed to embed a 4-planar graph into two pages. One reasonable
question arising at this point is whether the result can be extended to 5-planar graphs.
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Abstract
A palindrome is defined as a string which reads forwards the same as backwards, like, for example,
the string “racecar”. In the Palindrome Problem, one tries to find all palindromes in a given
string. In contrast, in the case of the Longest Palindromic Substring Problem, the goal is to find
an arbitrary one of the longest palindromes in the string.

In this paper we present three algorithms in the streaming model for the the above problems,
where at any point in time we are only allowed to use sublinear space. We first present a one-
pass randomized algorithm that solves the Palindrome Problem. It has an additive error and uses
O(
√
n) space. We also give two variants of the algorithm which solve related and practical prob-

lems. The second algorithm determines the exact locations of all longest palindromes using two
passes and O(

√
n) space. The third algorithm is a one-pass randomized algorithm, which solves

the Longest Palindromic Substring Problem. It has a multiplicative error using only O(log(n))
space.
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Digital Object Identifier 10.4230/LIPIcs.STACS.2014.149

1 Introduction

A palindrome is defined as a string which reads forwards the same as backwards, e.g., the
string “racecar”. In the Palindrome Problem one tries to find all palindromes (palindromic
substrings) in an input string. A related problem is the Longest Palindromic Substring
Problem in which one tries to find any one of the longest palindromes in the input.

In this paper we regard the streaming version of both problems, where the input arrives
over time (or, alternatively, is read as a stream) and the algorithms are allowed space sub
linear in the size of the input. Our first contribution is a one-pass randomized algorithm that
solves the Palindrome Problem. It has an additive error and uses O(

√
n) space. The second

contribution is a two-pass algorithm which determines the exact locations of all longest
palindromes. It uses the first algorithm as the first pass and uses O(

√
n) space. The third is

a one-pass randomized algorithm for the Longest Palindromic Substring Problem. It has a
multiplicative error using O(log(n)) space. We also give two variants of the first algorithm
which solve other related practical problems.1

Palindrome recognition is important in computational biology. Palindromic structures
can frequently be found in proteins and identifying them gives researchers hints about the
structure of nucleic acids. For example, in nucleic acid secondary structure prediction, one is
interested in complementary palindromes which are considered in the full version.

1 The full version of this paper can be accessed at arXiv:1308.3466.
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Related work. While palindromes are well-studied, to the best of our knowledge there are
no results for the streaming model. Manacher [5] presents a linear time online algorithm
that reports at any time whether all symbols seen so far form a palindrome. The authors of
[1] show how to modify this algorithm in order to find all palindromic substrings in linear
time (using a parallel algorithm).

Some of the techniques used in this paper have their origin in the streaming pattern
matching literature. In the Pattern Matching Problem, one tries to find all occurrences of
a given pattern P in a text T . The first algorithm for pattern matching in the streaming
model was shown in [6] and requires O(log(m)) space. The authors of [3] give a simpler
pattern matching algorithm with no preprocessing, as well as a related streaming algorithm
for estimating a stream’s Hamming distance to p-periodicity. Breslauer and Galil [2] provide
an algorithm which does not report false negatives and can also be run in real-time. All of
the above algorithms in the string model take advantage of Karp-Rabin fingerprints [4].

Our results. In this paper we present three algorithms, ApproxSqrt, Exact, and ApproxLog
for finding palindromes and estimating their length in a given stream S of length n.

We assume that the workspace is bounded while the output space is unlimited.
Given an index m in stream S, P [m] denotes the palindrome of maximal length cantered
at index m of S. Our algorithms identify a palindrome P [m] by its midpoint m and by
its length `(m). Our first algorithm outputs all palindromes in S and therefore solves the
Palindrome Problem.

I Theorem 1 (ApproxSqrt). For any ε ∈ [1/√n, 1] Algorithm ApproxSqrt(S, ε) reports for
every palindrome P [m] in S its midpoint m as well as an estimate ˜̀(m) (of `(m)) such that
w.h.p.2 `(m)− ε

√
n < ˜̀(m) ≤ `(m). The algorithm makes one pass over S, uses O(n/ε) time,

and O(√n/ε) space.

The algorithm can easily be modified to report all palindromes P [m] in S with `(m) ≥ t
and no P [m] with `(m) < t− ε

√
n for some threshold t ∈ N. For t ≤

√
n one can modify the

algorithm to report a palindrome P [m] if and only if `(m) ≥ t. Note, the algorithm is also
(1 + ε)-approximative.

Our next algorithm, Exact, uses two-passes to solve the Longest Palindromic Substring
Problem. It uses ApproxSqrt as the first pass. In the second pass the algorithm finds the
midpoints of all palindromes of length exactly `max where `max is the (initially unknown)
length of the longest palindrome in S.

I Theorem 2 (Exact). Algorithm Exact reports w.h.p. `max and m for all palindromes P [m]
with a length of `max. The algorithm makes two passes over S, uses O(n) time, and O(

√
n)

space.

Arguably the most significant contribution of this paper is an algorithm which requires only
logarithmic space. In contrast to ApproxSqrt (Theorem 1) this algorithm has a multiplicative
error and it reports only one of the longest palindromes (see Longest Palindromic Substring
Problem) instead of all of them due to the limited space.

I Theorem 3 (ApproxLog). For any ε in (0, 1], Algorithm ApproxLog reports w.h.p. an
arbitrary palindrome P [m] of length at least `max/(1 + ε). The algorithm makes one pass
over S, uses O( n log(n)

ε log(1+ε) ) time, and O( log(n)
ε log(1+ε) ) space.

2 We say an event happens with high probability (w.h.p.) if its probability is at least 1− 1/nc for c ∈ N.
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We also show two practical generalisations of our algorithms which can be run simultaneously.
These results are presented in the next observation and the next lemma.

I Observation 4. For `max ≥
√
n, there is an algorithm which reports w.h.p. the midpoints

of all palindromes P [m] with `(m) > `max − ε
√
n. The algorithm makes one pass over S,

uses O(n/ε) time, and O(√n/ε) space.

I Lemma 5. For `max <
√
n, there is an algorithm which reports w.h.p. `max and a P [m]

s.t. `(m) = `max. The algorithm makes one pass over S, uses O(n) time, and O(
√
n) space.

In the full version of the paper we will show an almost matching bound for the additive
error of Algorithm ApproxSqrt. In more detail, we will show that any randomized one-pass
algorithm that approximates the length of the longest palindrome up to an additive error of
ε
√
n must use Ω(√n/ε) space.

2 Model and Definitions

Let S ∈ Σn denote the input stream of length n over an alphabet Σ3. For simplicity we
assume symbols to be positive integers, i.e., Σ ⊂ N. We define S[i] as the symbol at index i
and S[i, j] = S[i], S[i+ 1], . . . S[j]. In this paper we use the streaming model: In one pass
the algorithm goes over the whole input stream S, reading S[i] in iteration i of the pass. In
this paper we assume that the algorithm has a memory of size o(n), but the output space is
unlimited. We use the so-called word model where the space equals the number of O(log(n))
registers (See [2]).

S contains an odd palindrome of length ` with midpoint m ∈ {`, . . . , n− `} if S[m− i] =
S[m + i] for all i ∈ {1, . . . , `}. Similarly, S contains an even palindrome of length ` if
S[m − i + 1] = S[m + i] for all i ∈ {1, . . . , `}. In other words, a palindrome is odd if and
only if its length is odd. For simplicity, our algorithms assume palindromes to be even
– it is easy to adjust our results for finding odd palindromes by apply the algorithm to
S[1]S[1]S[2]S[2] · · ·S[n]S[n] instead of S[1, n].

The maximal palindrome (the palindrome of maximal length) in S[1, i] with midpoint m
is called P [m, i] and the maximal palindrome in S with midpoint m is called P [m] which
equals P [m,n]. We define `(m, i) as the maximum length of the palindrome with midpoint
m in the substring S[1, i]. The maximal length of the palindrome in S with midpoint m
is denoted by `(m). Moreover, for z ∈ Z \ {1, . . . , n} we define `(z) = 0. Furthermore, for
`∗ ∈ N we define P [m] to be an `∗-palindrome if `(m) ≥ `∗. Throughout this paper, ˜̀() refers
to an estimate of `().

We use the KR-Fingerprint, which was first defined by Karp and Rabin [4] to compress
strings and was later used in the streaming pattern matching problem (see [6], [3], and
[2]). For a string S′ we define the forward fingerprint (similar to [2]) and its reverse as
follows. φFr,p(S′) =

(∑|S′|
i=1 S

′[i] · ri
)

mod p φRr,p(S′) =
(∑|S′|

i=1 S
′[i] · rl−i+1

)
mod p,<

where p is an arbitrary prime number in [n4, n5] and r is randomly chosen from {1, . . . , p}.
We write φF (φR respectively) as opposed to φFr,p(φRr,p respectively) whenever r and p are
fixed. We define for 1 ≤ i ≤ j ≤ n the fingerprint FF (i, j) as the fingerprint of S[i, j], i.e.,
FF (i, j) = φF (S[i, j]) = r−(i−1)(φF (S[1, j])− φF (S[1, i− 1])) mod p. Similarly, FR(i, j) =
φR(S[i, j]) = φR(S[1, j]) − rj−i+1 · φR(S[1, i − 1]) mod p. For every 1 ≤ i ≤ n −

√
n the

3 All soundness, space, and time complexity analyses assumes |Σ| to be polynomial. One can use a proper
random hash function for bigger alphabets.
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ic1 c2 c3

FR(c0 + 1, m1)

FF (m2 + 1, i)

FF (m1 + 1, i)

FR(c1 + 1, m2)

m1 m2
c0

Figure 1 At iteration i two midpoints m1 and
m2 are checked. Corresponding substrings are
denoted by brackets. Note, the distance from c0

to m1 equals the distance from m1 to i. Similarly,
the distance from c1 to m2 equals the distance
from m2 to i.

m Legend:
sliding fingerprint partition

sliding window

i

Figure 2 Illustration of the F ingerprint

P airs after iteration i of algorithm with
√

n = 6,
ε = 1/3, and m = i−

√
n.

fingerprints FF (1, i− 1−
√
n) and FR(1, i− 1−

√
n) are called Master Fingerprints. Note

that it is easy to obtain FF (i, j + 1) by adding the term S[j + 1]rj+1 to FF (i, j). Similarly,
we obtain FF (i + 1, j) by subtracting S[i] from r−1 · FF (i, j). The authors of [2] observe
useful properties which we state in the full version.

3 Algorithm Simple ApproxSqrt

In this section, we introduce a simple one-pass algorithm which reports all midpoints and
length estimates of palindromes in S. Throughout this paper we use i to denote the current
index which the algorithm reads. Simple ApproxSqrt keeps the last 2

√
n symbols of S[1, i] in

the memory.
It is easy to determine the exact length palindromes of length less than

√
n since any

such palindrome is fully contained in memory at some point. However, in order to achieve
a better time bound the algorithm only approximates the length of short palindromes. It
is more complicated to estimate the length of a palindrome with a length of at least

√
n.

However, Simple ApproxSqrt detects that its length is at least
√
n and stores it as an RS-

entry (introduced later) in a list Li. The RS-entry contains the midpoint as well as a length
estimate of the palindrome, which is updated as i increases.
In order to estimate the lengths of the long palindromes the algorithm designates certain
indices of S as checkpoints. For every checkpoint c the algorithm stores a fingerprint FR(1, c)
enabling the algorithm to do the following. For every midpoint m of a long palindrome:
Whenever the distance from a checkpoint c to m (c occurs before m) equals the distance from
m to i, the algorithm compares the substring from c to m to the reverse of the substring from
m to i by using fingerprints. We refer to this operation as checking P [m] against checkpoint
c. If S[c+ 1,m]R = S[m+ 1, i], then we say that P [m] was sucessfully checked with c and
the algorithm updates the length estimate for P [m], ˜̀(m). The next time the algorithm
possibly updates ˜̀(m) is after d iterations where d equals the distance between checkpoints.
This distance d gives the additive approximation. See Figure 1 for an illustration.

We need the following definitions before we state the algorithm: For k ∈ N with 0 ≤ k ≤
b
√
n
ε c checkpoint ck is the index at position k · bε

√
nc thus checkpoints are bε

√
nc indices

apart. Whenever we say that an algorithm stores a checkpoint, this means storing the
data belonging to this checkpoint. Additionally, the algorithm stores Fingerprint Pairs,
fingerprints of size bε

√
nc, 2bε

√
nc, . . . starting or ending in the middle of the sliding window.

In the following, we first describe the data that the algorithm has in its memory after reading
S[1, i− 1], then we describe the algorithm itself. Let RS(m, i) denote the representation of
P [m] which is stored at time i. As opposed to storing P [m] directly, the algorithm stores m,
˜̀(m, i), FF (1,m), and FR(1,m).
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Memory invariants. Just before algorithm Simple ApproxSqrt reads S[i] it has stored the
following information. Note that, for ease of referencing, during an iteration i data structures
are indexed with the iteration number i.
That is, for instance, Li−1 is called Li after S[i] is read.

1. The contents of the sliding window S[i− 2
√
n− 1, i− 1].

2. The two Master Fingerprints FF (1, i− 1) and FR(1, i− 1).
3. A list of Fingerprint Pairs: Let r be the maximum integer s.t. r · bε

√
nc <

√
n.

For j ∈ {bε
√
nc, 2 · bε

√
nc, . . . , r · bε

√
nc,
√
n} the algorithm stores the pair

FR((i−
√
n)− j, (i−

√
n)− 1), and FF (i−

√
n, (i−

√
n) + j − 1). See Figure 2 for an

illustration.
4. A list CLi−1 which consists of all fingerprints of prefixes of S ending at already seen

checkpoints, i.e., CLi−1 =
[
FR(1, c1), FR(1, c2), . . . , FR

(
1, cb(i − 1)/bε

√
ncc
)]

5. A list Li−1 containing representation of all
√
n-palindromes with a midpoint located in

S[1, (i− 1)−
√
n]. The jth entry of Li−1 has the form

RS(mj , i− 1) = (mj , ˜̀(mj , i− 1), FF (1,mj), FR(1,mj)) where

(a mj is the midpoint of the jth palindrome in S[1, (i− 1)−
√
n] with a length of at least√

n. Therefore, mj < mj+1 for 1 ≤ j ≤ |Li−1| − 1.
(b ˜̀(mj , i− 1) is the current estimate of `(mj , i− 1).

In the following, we explain how the algorithm maintains the above invariants.

Maintenance. At iteration i the algorithm performs the following steps. It is implicit that
Li−1 and CLi− 1 become Li and CLi respectively.

1. Read S[i], set m = i−
√
n. Update the sliding window to S[m−

√
n, i] = S[i− 2

√
n, i]

2. Update the Master Fingerprints to be FF (1, i) and FR(1, i).
3. If i is a checkpoint (i.e., a multiple of bε

√
nc), then add FR(1, i) to CLi.

4. Update all Fingerprint Pairs: For j ∈ {bε
√
nc, 2 · bε

√
nc, , . . . , r · bε

√
nc,
√
n}

Update FR(m−j,m−1) to FR(m−j+1,m) and FF (m,m+j−1) to FF (m+1,m+j).
If FR(m− j + 1,m) = FF (m+ 1,m+ j), then set ˜̀(m, i) = j.
If ˜̀(m, i) <

√
n, output m and ˜̀(m, i).

5. If ˜̀(m, i) ≥
√
n, add add RS(m, i) to Li:

Li = Li ◦ (m, ˜̀(m, i), FF (1,m), FR(1,m)).
6. For all ck with 1 ≤ k ≤ b i

bε
√
ncc and RS(mj , i) ∈ Li with i −mj = mj − ck, check if

˜̀(mj , i) can be updated:

If the left side of mj is the reverse of the right side of mj (i.e., FR(ck + 1,mj) =
FF (mj + 1, i)) then update RS(mj , i) by updating ˜̀(mj , i) to i−mj .

7. If i = n, then report Ln.

In all proofs in this paper which hold w.h.p. we assume that fingerprints do not fail as
we take less than n2 fingerprints and by using the following Lemma, the probability that a
fingerprint fails is at most 1/nc+2.

I Lemma 6. (Theorem 1 of [2]) For two arbitrary strings s and s′ with s 6= s′ the probability
that φF (s) = φF (s′) is smaller than 1/nc+2 for some c ∈ N.

STACS’14



154 Palindrome Recognition In The Streaming Model

Thus, by applying the union bound the probability that no fingerprint fails is at least 1−n−c.
The following lemma shows that the Simple ApproxSqrt finds all palindromes along with the
estimates as stated in Theorem 1. Simple ApproxSqrt does not fulfill the time and space
bounds of Theorem 1; we will later show how to improve its efficiency. The proof can be
found in the full version.

I Lemma 7. For any ε in [1/√n, 1] ApproxSqrt(S, ε) reports for every palindrome P [m] in
S its midpoint m as well as an estimate ˜̀(m) such that w.h.p. `(m)− ε

√
n < ˜̀(m) ≤ `(m).

4 A space-efficient version

In this section, we show how to modify Simple ApproxSqrt so that it matches the time and
space requirements of Theorem 1. The main idea of the space improvement is to store the
lists Li in a compressed form.

Compression. It is possible in the simple algorithm for Li to have linear length. In such
cases S contains many overlapping palindromes which show a certain periodic pattern as
shown in Corollary 12, which our algorithm exploits to compress the entries of Li. This idea
was first introduced in [6], and is used in [3], and [2]. More specifically, our technique is a
modification of the compression in [2]. In the following, we give some definitions in order to
show how to compress the list. First we define a run which is a sequence of midpoints of
overlapping palindromes.

I Definition 8 (`∗−Run). Let `∗ be an arbitrary integer and h ≥ 3. Let m1,m2,m3, . . . ,mh

be consecutive midpoints of `∗-palindromes in S. m1, . . . ,mh form an `∗-run if mj+1−mj ≤
`∗/2 for all j ∈ {1, . . . , h− 1}.

In Corollary 12 we show that m2 −m1 = m3 −m2 = · · · = mh −mh−1. We say that a run
is maximal if the run cannot be extended by other palindromes. More formally:

I Definition 9 (Maximal `∗−Run). An `∗-run over m1, . . . ,mh is maximal it satisfies both
of the following: i) `(m1 − (m2 −m1)) < `∗, ii) `(mh + (m2 −m1)) < `∗.

Simple ApproxSqrt stores palindromes explicitly in Li, i.e., Li = [RS(m1, i); . . . ;RS(m|Li|, i)]
where RS(mj , i) = (mj , ˜̀(mj , i), FF (1,mj), FR(1,mj)), for all j ∈ {1, 2, . . . , h}. The im-
proved Algorithm ApproxSqrt stores these midpoints in a compressed way in list L̂i. Approx-
Sqrt distinguishes among three cases: Those palindromes which

1. are not part of a
√
n-run are stored explicitly as before. We call them RS-entries. Let

P [m, i] be such a palindrome. After iteration i the algorithm stores RS(m, i).
2. form a maximal

√
n-run are stored in a data structure called RF -entry. Letm1, . . . ,mh be

the midpoints of a maximal
√
n-run. The data structure stores the following information.

m1, m2 −m1, h, ˜̀(m1, i), ˜̀(mb 1+h
2 c, i),

˜̀(md 1+h
2 e, i),

˜̀(mh, i),
FF (1,m1), FR(1,m1), FF (m1 + 1,m2), FR(m1 + 1,m2)

3. form a
√
n-run which is not maximal (i.e., it can possibly be extended) in a data structure

called RNF -entry. The information stored in an RNF -entry is the same as in an RF -entry,
but it does not contain the entries: ˜̀(mb 1+h

2 c, i),
˜̀(md 1+h

2 e, i), and
˜̀(mh, i).

The algorithm stores only the estimate (of the length) and the midpoint of the following
palindromes explicitly.
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P [m] for an RS-entry (Therefore all palindromes which are not part of a
√
n-run)

P [m1], P [mb(h + 1)/2c], P [md(h + 1)/2e], and P [mh] for an RF -entry
P [m1] for an RNF -entry.

In what follows we refer to the above listed palindromes as explicitly stored palindromes.
We argue in Observation 15 that in any interval of length

√
n the number of explicitly stored

palindromes is bounded by a constant.

4.1 Algorithm ApproxSqrt

In this subsection, we describe some modifications of Simple ApproxSqrt in order to obtain a
space complexity of O(

√
n
ε ) and a total running time of O(nε ). ApproxSqrt is the same as

Simple ApproxSqrt, but it compresses the stored palindromes. ApproxSqrt uses the same
memory invariants as Simple ApproxSqrt, but it uses L̂i as opposed to Li.

ApproxSqrt uses the first four steps of Simple ApproxSqrt. Step 5, Step 6, and Step 7 are
replaced. The modified Step 5 ensures that there are at most two RS-entries per interval of
length

√
n. Moreover, Step 6 is adjusted since ApproxSqrt stores only the length estimate of

explicitly stored palindromes.

5. If ˜̀(m, i) ≥
√
n, obtain L̂i by adding the palindrome with midpoint m(= i−

√
n) to L̂i−1

as follows:

a. The last element in L̂i is the following RNF -entry(
m1,m2 −m1, h, ˜̀(m1, i), FF (1,m1), FR(1,m1), FF (m1 + 1,m2), FR(m1 + 1,m2)

)
.

i. If the palindrome can be added to this run, i.e., m = m1 + h(m2 −m1), then we
increment the h in the RNF -entry by 1.

ii. If the palindrome cannot be added: Store P [m, i] as an RS-entry: L̂i = L̂i ◦
(m, ˜̀(m, i), FF (1,m), FR(1,m)). Moreover, convert the RNF -entry into the RF -
entry by adding ˜̀(mb 1+h

2 c, i),
˜̀(md 1+h

2 e, i) and
˜̀(mh, i): First we calculatemb 1+h

2 c
=

m1 +
(
b 1+h

2 − 1c
)

(m2 − m1). One can calculate md 1+h
2 e

similarly. For m′ ∈
{mb 1+h

2 c,md 1+h
2 e,mh} calculate ˜̀(m′, i) =

max
i−2
√
n≤j≤i

{j−m′ | ∃ck with j−m′ = m′−ck and FR(ck+1,m′) = FF (m′+1, j)}.

b. The last two entries in L̂i are stored as RS-entries and together with P [m, i] form a√
n-run. Then remove the entries of the two palindromes out of L̂i−1 and add a new

RNF -entry with all three palindromes to L̂i−1:
m1, ˜̀(m1, i), FF (1,m1), FF (1,m2), FR(1,m1), FR(1,m2),m2 − m1, h = 3. Retrieve
FF (m1 + 1,m2) and FR(m1 + 1,m2).

c. Otherwise, store P [m, i] as an RS-entry: L̂i = L̂i ◦ (m, ˜̀(m, i), FF (1,m), FR(1,m))

6. This step is similar to step 6 of Simple ApproxSqrt the only difference is that we check
only for explicitly stored palindromes if they can be extended outwards. 4

7. If i = n. If the last element in L̂i is an RNF -entry, then convert it into an RF -entry as
in 5(a)ii. Report Ln.

4 This step is only important for the running time.
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4.2 Structural Properties
In this subsection, we prove structural properties of palindromes. These properties allow us
to compress (by using RS-entries and RF -entries) overlapping palindromes P [m1], . . . , P [mh]
in such a way that at any iteration i all the information stored RS(m1, i), . . . , RS(mh, i) is
available. The structural properties imply, informally speaking, that the palindromes are
either far from each other, leading to a small number of them, or they are overlapping and it
is possible to compress them. Lemma 11 shows this structure for short intervals containing
at least three palindromes. Corollary 12 shows a similar structure for palindromes of a run
which is used by ApproxSqrt. We first give the common definition of periodicity.

I Definition 10 (period). A string S′ is said to have period p if it consists of repetitions of a
block of p symbols. Formally, S′ has period p if S′[j] = S[j + p] for all j = 1, . . . , |S′| − p. 5

I Lemma 11. Let m1 < m2 < m3 < · · · < mh be indices in S that are consecutive midpoints
of `∗-palindromes for an arbitrary natural number `∗. If mh −m1 ≤ `∗, then
(a) m1,m2,m3, . . . ,mh are equally spaced in S, i.e., |m2 − m1| = |mk+1 − mk| ∀k ∈
{1, . . . , h− 1}

(b) S[m1 + 1,mh] =
{

(wwR)h−1
2 h is odd

(wwR)h−2
2 w h is even

, where w = S[m1 + 1,m2].

Proof. Given m1,m2, . . . ,mh and `∗ we prove the following stronger claim by induction over
the midpoints {m1, . . . ,mj}. (a’) m1,m2, . . . ,mj are equally spaced. (b’) S[m1 + 1,mj + `∗]
is a prefix of wwRwwR... .
Base case j = 2: Since we assumem1 is the midpoint of an `∗-palindrome and `∗ ≥ mh−m1 ≥
m2 −m1 = |w|, we have that S[m1 − |w|+ 1,m1] = wR. Recall that `(m2) ≥ `∗ ≥ |w| and
thus, S[m1 + 1,m2 + |w|] = wwR.
We can continue this argument and derive that S[m1 + 1,m2 + `∗] is a prefix of wwR . . . wwR.
(a’) for j = 2 holds trivially.
Inductive step j − 1 → j: Assume (a’) and (b’) hold up to mj−1. We first argue that
|mj −m1| is a multiple of |m2 −m1| = |w|. Suppose mj = m1 + |w| · q + r for some integers
q ≥ 0 and r ∈ {1, . . . , |w| − 1}. Since mj ≤ mj−1 + `∗, the interval [m1 + 1,mj−1 + `∗]
contains mj . Therefore, by inductive hypothesis, mj − r is an index where either w or wR
starts. This implies that the prefix of wwR(or wRw) of size 2r is a palindrome and the string
wwR(or wRw) has period 2r. On the other hand, by consecutiveness assumption, there is no
midpoint of an `∗-palindrome in the interval [m1 + 1,m2 − 1]. does not have a period of 2p,
a contradiction. We derive that mj −m1 is multiple of |w|.
Hence, we assume mj = mj−1 + q · |w| for some q. The assumption that mj is a midpoint
of an `∗-palindrome beside the inductive hypothesis implies (b’) for j. The structure of
S[mj−1 +|w|−`∗+1,mj−1 +|w|+`∗] shows thatmj−1 +|w| is a midpoint of an `∗-palindrome.
This means that mj = mj−1 + |w|. This gives (a’) and yields the induction step. J

Corollary 12 shows the structure of overlapping palindromes and is essential for the
compression. The main difference between Corollary 12 and Lemma 11 is the required
distance between the midpoints of a run. Lemma 11 assumes that every palindrome in
the run overlaps with all other palindromes. In contrast, Corollary 12 assumes that every
palindrome P [mj ] overlaps with P [mj−2], P [mj−1], P [mj+1], and P [mj+2]. It can be proven
by an induction over the midpoints and using Lemma 11. The proof is in the full version.

5 Here, p is called a period for S′ even if p > |S′|/2.
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I Corollary 12. If m1,m2, . . . ,mh form an `∗-run for an arbitrary natural number `∗ then
(a) m1,m2,m3, . . . ,mh are equally spaced in S, i.e., |m2 − m1| = |mk+1 − mk| ∀k ∈
{1, . . . , h− 1}

(b) S[m1 + 1,mh] =
{

(wwR)h−1
2 h is odd

(wwR)h−2
2 w h is even

, where w = S[m1 + 1,m2].

Lemma 13 shows the pattern for the lengths of the palindromes in each half of the run.
This allows us to only store a constant number of length estimates per run. The proof can
be found in the full version.

I Lemma 13. At iteration i, let m1,m2,m3, ...,mh be midpoints of a maximal `∗-run in
S[1, i] for an arbitrary natural number `∗. For any midpoint mj, we have:

`(mj , i) =
{
`(m1, i) + (j − 1) · (m2 −m1) j < h+1

2

`(mh, i) + (h− j) · (m2 −m1) j > h+1
2

4.3 Analysis of the Algorithm
We show that one can convert RS-entries into a run and vice versa and ApproxSqrt’s
maintenance of RF -entries and RNF -entries does not impair the length estimates. The
following lemma shows that one can retrieve the length estimate of a palindrome as well as
its fingerprint from an RF -entry.

I Lemma 14. At iteration i, the RF -entry over m1,m2, . . . ,mh is a lossless compression of
[RS(m1, i); . . . ;RS(mh, i)]

Let Compressed Run be the general term for RF -entry and RNF -entry. We argue that
in any interval of length

√
n we only need to store at most two single palindromes and two

Compressed Runs. Suppose there were three RS-entries, then, by Corollary 12, they form a√
n-run since they overlap each other. Therefore, the three RS-entries would be stored in a

Compressed Run. For a similar reason there cannot be more than two Compressed Runs in
one interval of length

√
n. We derive the following observation.

I Observation 15. For any interval of length
√
n there can be at most two RS-entries and

two Compressed Runs in L∗.
We now have what we need in order to prove Theorem 1; the proof is given in the full version.

5 Algorithm Exact

This section describes Algorithm Exact which determines the exact length of the longest
palindrome in S using O(

√
n) space and two passes over S.

For the first pass this algorithm runs ApproxSqrt (S, 1
2 ) (meaning that ε = 1/2) and the

variant of ApproxSqrt described in Lemma 5 simultaneously. The first pass returns `max
(Lemma 5) if `max <

√
n. Otherwise, the first pass (Theorem 1) returns for every palindrome

P [m], with `(m) ≥
√
n, an estimate satisfying `(m)− √n/2 < ˜̀(m) ≤ `(m) w.h.p..

The algorithm for the second pass is determined by the outcome of the first pass. For the
case `max <

√
n, it uses the sliding window to find all P [m] with `(m) = `max. If `max ≥

√
n,

then the first pass only returns an additive √n/2-approximation of the palindrome lengths.
We define the uncertain intervals of P [m] to be: I1(m) = S[m− ˜̀(m)− √n/2 + 1,m− ˜̀(m)]
and I2(m) = S[m+ ˜̀(m) + 1,m+ ˜̀(m) + √n/2].

The algorithm uses the length estimate calculated in the first pass to delete all RS-entries
(Step 3) which cannot be the longest palindromes. Similarly, the algorithm (Step 2) only
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keeps the middle entries of RF -entries since these are the longest palindromes of their run
(A proof can be found in the full version). In the second pass, Algorithm Exact stores I1(m)
for a palindrome P [m] if it was not deleted. Algorithm Exact compares the symbols of I1(m)
symbol by symbol to I2(m) until the first mismatch is found. Then the algorithm knows the
exact length `(m) and discards I1(m). The analysis will show, at any time the number of
stored uncertain intervals is bounded by a constant.

First Pass. Run the following two algorithms simultaneously:
1. ApproxSqrt (S, 1/2). Let L be the returned list.
2. Variant of ApproxSqrt (See Lemma 5) which reports `max if `max <

√
n.

Second Pass

`max <
√
n: Use a sliding window of size 2

√
n and maintain two fingerprints FR[i −√

n− `max + 1, i−
√
n], and FF [i−

√
n+ 1, i−

√
n+ `max]. Whenever these fingerprints

match, report P [i−
√
n].

`max ≥
√
n: In this case, the algorithm uses a preprocessing phase first.

Preprocessing
1. Set ˜̀

max = max{˜̀(m) | P [m] is stored in L as an RF or an RS entry}.
2. For every RF -entry RF in L with midpoints m1, . . . ,mh remove RF from L and add
Rs(m, i) = (m, ˜̀(m), FF (1,m), FR(1,m)) to L, for m ∈ {mb(h+1)/2c,md(h+1)/2e}. To
do this, calculate mb 1+h

2 c
= m1 + (b 1+h

2 c− 1)(m2−m1) and md 1+h
2 e

= m1 + (d 1+h
2 e−

1)(m2 −m1). Retrieve FF (1,m) and FR(1,m) for m ∈ {mb(h+1)/2c,md(h+1)/2e}.
3. Delete all RS-entries (mk, ˜̀(mk), FF (1,mk), FR(1,mk)) with ˜̀(mk) ≤ ˜̀

max −
√
n/2

from L.
4. For every palindrome P [m] ∈ L set I1(m) := (m− ˜̀(m)− 1/2

√
n,m− ˜̀(m)] and set

finished(m) := false.

The resulting list is called L∗.

String processing. At iteration i the algorithm performs the following steps.

1. Read S[i]. If there is a palindrome P [m] such that i ∈ I1(m), then store S[i].
2. If there is a midpoint m such that m+ ˜̀(m) < i < m+ ˜̀(m) +

√
n

2 , finished(m) = false,
and S[m− (i−m) + 1] 6= S[i], then set finished(m) := true and `(m) = i−m− 1.

3. If there is a palindrome P [m] such that i ≥ ˜̀(m) +m+
√
n

2 , then discard I1(m).
4. If i = n, then output `(m) and m of all P [m] in L∗ with `(m) = `max.

We analyse Exact in the full version.

6 Algorithm ApproxLog

In this section, we present an algorithm which reports one of the longest palindromes and
uses only logarithmic space. ApproxLog has a multiplicative error instead of an additive
error term. Similar to ApproxSqrt we have special indices of S designated as checkpoints
that we keep along with some constant size data in memory. The checkpoints are used to
estimate the length of palindromes. However, this time checkpoints (and their data) are only
stored for a limited time. Since we move from additive to multiplicative error we do not
need checkpoints to be spread evenly in S. At iteration i, the number of checkpoints in any
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interval of fixed length decreases exponentially with distance to i. The algorithm stores a
palindrome P [m] (as an RS-entry or RNF -entry) until there is a checkpoint c such that P [m]
was checked unsuccessfully against c. A palindrome is stored in the lists belonging to the last
checkpoint with which is was checked successfully. In what follows we set δ ,

√
1 + ε − 1

for the ease of notation. Every checkpoint c has an attribute called level(c). It is used to
determine the number of iterations the checkpoint data remains in the memory.

Memory invariants. After algorithm ApproxLog has processed S[1, i−1] and before reading
S[i] it contains the following information:

1. Two Master Fingerprints up to index i− 1, i.e., FF (1, i− 1) and FR(1, i− 1).
2. A list of checkpoints CLi−1. For every c ∈ CLi−1 we have

level(c) such that c is in CLi−1 iff c ≥ (i− 1)− 2(1 + δ)level(c).
fingerprint(c) = FR(1, c)
a list Lc. It contains all palindromes which were successfully checked with c, but with
no other checkpoint c′ < c. The palindromes in Lc are either RS-entries or RNF -entries
(See Algorithm ApproxSqrt).

3. The midpoint m∗i−1 and the length estimate ˜̀(m∗i−1, i − 1) of the longest palindrome
found so far.

The algorithm maintains the following property. If P [m, i] was successfully checked with
checkpoint c but with no other checkpoint c′ < c, then the palindrome is stored in Lc. The
elements in Lc are ordered in increasing order of their midpoint. The algorithm stores
palindromes as RS-entries and RNF -entries. This time however, the length estimates are not
maintained. Adding a palindrome to a current run works exactly (the length estimate is not
calculated) as described in Algorithm ApproxSqrt.

Maintenance. At iteration i the algorithm performs the following steps.

1. Read S[i]. Update the Master Fingerprints to be FF (1, i) and FR(1, i).
2. For all k ≥ k0 = log(1/δ)/log(1 + δ)(The algorithm does not maintain intervals of size 0.)

a. If i is a multiple of bδ(1 + δ)k−2c, then add the checkpoint c = i (along with the
checkpoint data) to CLi. Set level(c) = k, fingerprint(c) = FR(1, i) and Lc = ∅.

b. If there exists a checkpoint c with level(c) = k and c < i− 2(1 + δ)k, then prepend
Lc to Lc′ where c′ = max{c′′ | c′′ ∈ CLi and c′′ > c}. Merge and create runs in Lc if
necessary (Similar to step 5 of ApproxSqrt). Delete c and its data from CLi.

3. For every checkpoint c ∈ CLi
a. Letmc be the midpoint of the first entry in Lc and c′ = max{c′′ | c′′ ∈ CLi and c′′ < c}.

If i−mc = mc − c′, then we check P [m] against c′ by doing the following:
i. If the left side of mc is the reverse of the right side of mc (i.e., FR(c′,mc) =
FF (mc, i)) then move P [mc] from Lc to Lc′ by adding P [mc] to Lc′ :
A. If |Lc′ | ≤ 1, store P [mc] as a RS-entry.
B. If |Lc′ | = 2, create a run out of the RS-entries stored in Lc′ and P [mc].
C. Otherwise, add P [mc] to the RNF -entry in Lc′ .

ii. If the left side of mc is not the reverse of the right side of mc, then remove mc from
Lc.

iii. If i−mc > ˜̀(m∗i ), then set m∗i = mc and set ˜̀(m∗i ) = i−mc.
4. If i = n, then report m∗i and ˜̀(m∗i ).
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6.1 Analysis
ApproxLog relies heavily on the interaction of the following two ideas. The pattern of the
checkpointing and the compression which is possible due to the properties of overlapping
palindromes (Lemma 11). On the one hand the checkpoints are close enough so that the
length estimates are accurate (Lemma 19). The closeness of the checkpoints ensures that
palindromes which are stored at a checkpoint form a run (Lemma 18) and therefore can be
stored in constant space. On the other hand the checkpoints are far enough apart so that
the number of checkpoints and therefore the required space is logarithmic in n.

We start off with an observation to characterise the checkpointing. Step 2 of the algorithm
creates a checkpoint pattern: Recall that the level of a checkpoint is determined when the
checkpoint and its data are added to the memory. The checkpoints of every level have the
same distance. A checkpoint (along with its data) is removed if its distance to i exceeds a
threshold which depends on the level of the checkpoint. Note that one index of S can belong
to different levels and might therefore be stored several times. The following observation
follows from Step 2 of the algorithm.

I Observation 16. At iteration i, ∀k ≥ k0 =
⌈
log( (1+δ)2

δ )
log(1+δ)

⌉
. Let Ci,k = {c ∈ CLi | level(c) = k}.

1. Ci,k ⊆ [i− 2(1 + δ)k, i].
2. The distance between two consecutive checkpoints of Ci,k is bδ(1 + δ)k−2c.
3. |Ci,k| =

⌈
2(1+δ)k

bδ(1+δ)k−2c

⌉
.

This observation can be used to calculate the size of the checkpoint data which the algorithm
stores at any time. The proof can also be found in the full version.

I Lemma 17. At Iteration i of the algorithm the number of checkpoints is in O
(

log(n)
ε log(1+ε)

)
.

The space bounds of Theorem 3 hold due to the following property of the checkpointing:
If there are more than three palindromes stored in a list Lc for checkpoint c, then the
palindromes form a run and can be stored in constant space as the following lemma shows.

I Lemma 18. At iteration i, let c ∈ CLi be an arbitrary checkpoint. The list Lc can be
stored in constant space.

Proof. We fix an arbitrary c ∈ CLi. For the case that there are less than three palindromes
belonging to Lc, they can be stored as RS-entries in constant space. Therefore, we assume
the case where there are at least three palindromes belonging to Lc and we show that they
form a run. Let c′ be the highest (index) checkpoint less than c, i.e., c′ = max{c′′ | c′′ ∈
CLi and c′′ < c}. We disregard the case that the index of c is 1. Let k be the minimum value
such that (1 + δ)k−1 < i− c ≤ (1 + δ)k. Recall that Lc is the list of palindromes which the
algorithm has successfully checked against c and not against c′ yet. Let P [m] be a palindrome
in Lc. Since it was successfully checked against c we know that i−m ≥ m−c. Similarly, since
P [m] was not checked against c′ we have i−m < m− c′. Thus, for every P [m] in Lc we have
i+c′

2 < m ≤ i+c
2 . Therefore, all palindromes stored in Lc are in an interval of length less than

i+c
2 −

i+c′
2 = c−c′

2 . If we show that `(m) ≥ c−c′
2 for all P [m] in Lc, then applying Lemma 11

with `∗ = c−c′
2 on the palindromes in Lc implies that they are forming a run. The run can be

stored in constant space in an RNF -entry. Therefore, it remains to show that `(m) ≥ c−c′
2 .

We first argue the following: c − c′ ≤
Obs. 16

δ(1 + δ)k−2 ≤
δ≤1

(1+δ)k−1

2 <
Def. of k

i−c
2 . Since

P [m] was successfully checked against c and since m > i+c′
2 we derive that `(m) > i+c′

2 − c.
Therefore, `(m) > i+c′

2 − c = i−c
2 + c′−c

2 >
(6.1)

c− c′ + c′−c
2 = c−c′

2 . J
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The following lemma shows that the checkpoints are sufficiently close in order to satisfy
the multiplicative approximation. The proof is in the full version.

I Lemma 19. ApproxLog reports a midpoint m∗ such that w.h.p. `max
(1+ε) ≤ ˜̀(m∗) ≤ `max.

We are ready to prove Theorem 3. The correctness follows from Lemma 19. Lemma 17
and Lemma 18 yield the claimed space. In every iteration the algorithm processes every
checkpoint in CLi in constant time. The number of checkpoints is bounded by Lemma 17. A
full proof can be found in the full version.
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Abstract
We extend earlier works on the relation of prefix arrays of indeterminate strings to undirected
graphs and border arrays. If integer array y is the prefix array for indeterminate string w, then we
say w satisfies y. We use a graph theoretic approach to construct a string on a minimum alphabet
size which satisfies a given prefix array. We relate the problem of finding a minimum alphabet size
to finding edge clique covers of a particular graph, allowing us to bound the minimum alphabet
size by n +

√
n for indeterminate strings, where n is the size of the prefix array. When we

restrict ourselves to prefix arrays for partial words, we bound the minimum alphabet size by
d
√

2ne. Moreover, we show that this bound is tight up to a constant multiple by using Sidon
sets. We also study the relationship between prefix arrays and border arrays. We show that
the slowly-increasing property completely characterizes border arrays for indeterminate strings,
whence there are exactly Cn distinct border arrays of size n for indeterminate strings (here Cn
is the nth Catalan number). We also bound the number of prefix arrays for partial words of a
given size using Stirling numbers of the second kind.
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1 Introduction

Strings are sequences of letters from a given alphabet. They have been extensively studied
and several generalizations have been proposed in the literature which include indeterminate
strings and strings with don’t cares [10, 1, 3]. An indeterminate string allows positions to be
subsets of cardinality greater than one of a given alphabet, while a string with don’t cares
allows positions to be the given alphabet. For example, a{a, b}bb{a, c} is an indeterminate
string of length 5 on the alphabet {a, b, c} and a{a, b, c}bb{a, b, c} is a string with don’t cares
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of same length on that alphabet. Strings with don’t cares are also referred to as partial
words and the don’t care symbol is often represented by the � symbol, or hole symbol, which
represents the alphabet. An alternative way of writing our example a{a, b, c}bb{a, b, c} is
a�bb�. Strings where each position is a singleton subset are referred to as regular strings.

The fundamental concept of border array has played an important role in pattern matching
for over four decades [6, 15]. If non-empty strings u1, u2, v1, v2 exist such that w = u1v1 =
v2u2 and u1 matches u2, denoted by u1 ≈ u2, then string w has a border of length |u1| = |u2|.
The border array β corresponding to a string w of length n is an integer array of same length
such that for j ∈ 0..n− 1, β[j] is the length of the longest border of w[0..j]. For example,
a{a, b}bb{a, c} and a�bb� give rise to the border arrays 01231 and 01234, respectively.

For a regular string w, any border of a border of w is also a border of w; thus w’s border
array gives all the borders of every prefix of w. This desirable property is lost however, when
we consider indeterminate strings or partial words, due to the lack of the transitivity of ≈
(e.g., a ≈ {a, b} and {a, b} ≈ b, but a 6≈ b implying that w = a{a, b}b has a border of length
2 having a border of length 1, but w has no border of length 1). Smyth and Wang [16]
showed that for indeterminate strings, the concept of prefix array provides more information
than the one of border array and specifies all the borders of every prefix. The prefix array
y corresponding to a string w of length n is an integer array of same length such that for
j ∈ 0..n− 1, y[j] is the length of the longest prefix of w[j..n) that matches a prefix of w. For
example, a{a, b}bb{a, c} and a�bb� give rise to the prefix arrays 53001 and 54001, respectively.
Main and Lorentz [13] described the first algorithm for computing the prefix array of any
given regular string as a routine in their well-known algorithm for finding all repetitions in a
regular string, and Smyth and Wang [16] described an algorithm for efficiently computing
the prefix array of any given indeterminate string.

The reverse problem of the one of designing an algorithm that computes the prefix array
of any given string is the problem of designing an algorithm that tests if an integer array
is the prefix array of some string and, if so, constructs such a string. Clément et al. [5]
described an O(n) time algorithm that tests if an integer array of size n is the prefix array of
some regular string and, if so, constructs the lexicographically least string having it as a prefix
array, the alphabet size of the string being bounded by log2 n. Recently, Christodoulakis
et al. [4] described an algorithm for computing an indeterminate string corresponding to a
given feasible prefix array. Such algorithmic characterizations of prefix arrays are not only
interesting from a theoretical point of view, but also from a practical point of view, e.g., they
help in the design of methods for randomly generating prefix arrays for software testing.

Christodoulakis et al. [4] established quite unexpected connections between indeterminate
strings, prefix arrays, and undirected graphs. Among them, they proved the surprising
result that every feasible array is the prefix array of some string. In this paper, we extend
connections between indeterminate strings, prefix/border arrays, and undirected graphs,
which yield combinatorial insights. In Section 2, we review some basics. In Section 3, we
revisit the problem of constructing an indeterminate string on a minimal alphabet satisfying
a given feasible prefix array y. We describe two methods: the first one relies on a graph Qy
built from y’s associated prefix graph Py, while the second one examines induced subgraphs
of Py. It turns out that the minimum alphabet size is the chromatic number of Qy and is also
the size of the smallest induced positive edge cover of Py. We bound the minimum alphabet
size for an array of size n by n+

√
n using results of Alon, Erdős et al., and Lovász on edge

clique covers. In Section 4, we explore the relationship between prefix arrays and border
arrays. In particular, we show that every slowly-increasing array is the border array for some
indeterminate string, whence the number of border arrays of size n for indeterminate strings
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is the nth Catalan number. In Section 5, we restrict prefix arrays to partial words. We give
a characterization of such prefix arrays y in terms of the prefix graph Py. Moreover, we give
a method to construct a partial word on the smallest possible alphabet for a given prefix
array. We bound the minimum alphabet size for an array of size n by

⌈√
2n
⌉
, this bound

being tight (up to a constant multiple) using results of Erdős and Túran on Sidon sets. We
also bound the number of prefix arrays of a given size valid for partial words using Stirling
numbers of the second kind. Finally in Section 6, we conclude with some suggestions for
future work.

2 Preliminaries

Throughout the paper, we use many graph theoretical concepts and constructions. We refer
the reader to [11] for an introduction to these ideas.

A string w on alphabet A is a sequence of non-empty subsets of A, or may be empty.
If A has cardinality µ, we also say that w is a string on µ letters. We call a 1-element
subset of A a regular letter and larger subsets indeterminate letters. A string of all regular
letters is called a regular string (also referred to as a word), and a string which contains at
least one indeterminate letter is called an indeterminate string. A hole, denoted by �, is an
indeterminate letter which consists of the full alphabet, A. A partial word is a string which
consists of only regular letters and holes. We denote the length of string w by |w|.

Two non-empty subsets of A, α and α′, match if they have non-empty intersection. We
denote this by α ≈ α′. Similarly, two strings w and w′ match if |w| = |w′| and w[i] ≈ w′[i]
for each i ∈ 0..|w| − 1. As before, this is denoted by w ≈ w′.

An integer array y of size n such that y[0] = n and for every i ∈ 1..n− 1, 0 ≤ y[i] ≤ n− i,
is called feasible. The prefix array of a string w of length n is an array of integers y such
that y[j] is the length of the longest prefix of w[j..n) that matches a prefix of w. Note that
y[0] is the size of y for any prefix array y. If y is the prefix array of some regular string, then
y is called regular. If y is the prefix array of some partial word, then y is called valid for
partial words. If y is the prefix array of a string w, then w satisfies y.

I Lemma 2.1. [4] An integer array y of size n is the prefix array of a string w of length
n if and only if for each position i ∈ 0..n − 1, the following two conditions hold: (1)
w[0..y[i]) ≈ w[i..i+ y[i]) and (2) if i+ y[i] < n, then w[y[i]] 6≈ w[i+ y[i]].

The most important graph construction that we use is that of the prefix graph, which is
introduced in [4]. The prefix graph of a prefix array, y, of size n is denoted by Py and is
constructed as follows. Its vertex set, V (Py), is [0..n). Its edge set consists of two types of
edges. Let i ∈ 1..n− 1. For j ∈ 0..y[i]− 1, {j, i+ j} is a positive edge, while for i+ y[i] < n,
{y[i], i+ y[i]} is a negative edge (refer to Lemma 2.1).

Let E+(Py) be the set of positive edges of Py and E−(Py) be the set of negative edges of
Py (note we may write just E+ or E−, respectively, when Py is clear from context). We write
P+
y = (V (Py), E+(Py)) (i.e., the graph with the same vertex set, but with only the positive

edges) and P−y = (V (Py), E−(Py)) (same vertex set, only the negative edges). A string w
satisfies negative edge {i, j} if w[i] 6≈ w[j] and w violates {i, j} if w[i] ≈ w[j]. Similarly, w
satisfies positive edge {i, j} if w[i] ≈ w[j] and w violates {i, j} if w[i] 6≈ w[j]. The graph Py
encodes all the information of the prefix array y, that is to say, that string w satisfies y if
and only if w satisfies all positive and negative edges of Py. Figure 1 shows an example.
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Figure 1 Prefix graph Py for y = 84201300. Solid lines indicate positive edges and dashed lines
indicate negative edges.

I Lemma 2.2. Let y be a feasible prefix array and w be an indeterminate string satisfying y.
If in Py, j0 and jk are joined by a negative edge and j0, j1, . . . , jk is a path on only positive
edges, then there exists some i ∈ 0..k such that w[ji] is an indeterminate letter.

3 Constructing Indeterminate Strings for Prefix Arrays

Returning to Figure 1, {a, c, e}{a, b}{a, b}{b, d}{c, d}ebb satisfies the prefix array y =
84201300. It is constructed on an alphabet of five letters a, b, c, d, e. Is the alphabet
size minimal? The answer is no since {a, b}{a, c}{b, c}{c, d}{a, d}bcc also satisfies y but is
constructed using only the four letters a, b, c, d. In this section, we describe two methods for
constructing indeterminate strings on a minimum alphabet size that satisfy a given prefix
array. For ease of notation, if y is a feasible prefix array, let µ(y) denote the minimum
alphabet size for an indeterminate string that satisfies y.

Let us describe our first method. Let V + be the set of vertices of Py which are incident
to a positive edge. We construct a new graph Q from Py as follows: V (Q) = E+ ∪ {{i, i} |
i ∈ V \V +}, and {{i1, j1}, {i2, j2}} ∈ E(Q) if and only if there exists some {r, s} ∈ E− such
that r ∈ {i1, j1} and s ∈ {i2, j2}. Since a prefix array y defines a unique Py, which in turn
defines a unique Q, we can call this graph Qy. We show how proper colorings of Qy and
indeterminate strings satisfying y are related.

Figure 2 gives an example. Since Qy has chromatic number 2, associate a with vertices
{0, 2} and {0, 3}, and b with vertices {1, 3}, {1, 4}, and {5, 5}. By assigning letters to each
vertex in Py corresponding to the letters associated with its incident positive edges, we obtain
the indeterminate {a}{b}{a}{a, b}{b}{b} which satisfies 602200.

I Theorem 3.1. Let µ be the minimum alphabet size for a string satisfying a given feasible
prefix array y. Then χ(Qy) = µ, where χ(Qy) denotes the chromatic number of Qy.

Proof. Let P = Py and Q = Qy. Suppose w is a string on µ letters which satisfies y, and
associate a distinct color to each letter. For each edge {i, j} ∈ E+ ∪ {{i, i} | i ∈ V \ V +},
color the vertex {i, j} in Q with the color associated to the first element in w[i] ∩ w[j]. The
intersection is always non-empty because positive edges and loops represent matchings. Now
suppose there is an edge connecting the vertices {i, j} and {r, s} in Q. Then there is a
negative edge in P connecting one endpoint of {i, j} to an endpoint of {r, s}. Without loss
of generality, assume {i, r} ∈ E−. This implies w[i]∩w[r] = ∅, so {i, j} and {r, s} must have
different colors. Thus, we have obtained a proper coloring of Q with µ colors, so χ(Q) ≤ µ.
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Figure 2 Py (left) and Qy (right) for the prefix array y = 602200, where solid lines indicate
positive edges and dashed lines indicate negative edges.
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Figure 3 Py for y = 7612010, where solid lines indicate positive edges and dashed lines indicate
negative edges. One IPEC for Py is given by the sets V0 = {0, 1, 5}, V1 = {0, 2, 3}, V2 =
{1, 2, 4}, and V3 = {3, 4, 5, 6}. The construction in Theorem 3.2 gives the indeterminate string
w = {a, b}{a, c}{b, c}{b, d}{c, d}{a, d}d, which satisfies y.

Now suppose we are given a proper coloring of Q using χ(Q) colors. We may think
of each color as a letter and construct an indeterminate string w by assigning to w[i] the
color of each {k, j} ∈ V (Q) such that i = k or i = j. Let {i, j} be any positive edge of
P. Then w[i] and w[j] both contain the color given to {i, j}, so it is satisfied. It remains
to show that each negative edge is also satisfied. Suppose {i, j} ∈ E−. Then w[i] = {c |
c is the color on some {i, r} ∈ E+}, and w[j] = {c | c is the color on some {j, s} ∈ E+}.
Moreover, if {i, r}, {j, s} ∈ E+, then they are connected by an edge in Qy, so they have a
different color. Hence w[i]∩w[j] = ∅, so {i, j} is satisfied. Therefore, w satisfies y. Moreover,
w uses at most χ(Q) letters, which implies µ ≤ χ(Q). J

Let us describe our second method. Suppose indeterminate string w on alphabet A =
{a0, a1, . . . , aµ−1} satisfies prefix array y, and define Vi = {j | ai ∈ w[j]}. Notice that the
subgraph of Py induced by Vi contains no negative edges. Moreover, each positive edge is in
the subgraph induced by some Vi. This observation motivates the following definitions.

A subgraph of Py is negative-free if it does not contain any negative edges. We use the
notation Py[Vi] to denote the subgraph of Py induced by Vi. A set {V0, V1, . . . , Vk}, where
Vi ⊂ V (Py), is an induced positive edge cover (IPEC) of Py if Py[Vi] is negative-free for all
i ∈ 0..k, each positive edge of Py is in some Py[Vi], and each vertex of Py is in some Py[Vi].
Figure 3 gives an example of an IPEC.

I Theorem 3.2. Let y be a feasible prefix array. The minimum alphabet size for an
indeterminate string satisfying y is exactly the size of the smallest IPEC of Py.

Proof. Let µ be the minimum alphabet size for an indeterminate string satisfying y, and let
σ be the size of the smallest IPEC of Py. Suppose w is an indeterminate string that satisfies y
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on the alphabet {a0, a1, . . . , aµ−1}. Let Vi be as defined above. We claim {V0, V1, . . . , Vµ−1}
is an IPEC of Py. It is clear that each vertex is in some Vi, because each position of w is
non-empty. Suppose {i, j} is a negative edge of Py. Since w satisfies y, it must satisfy {i, j},
so w[i] ∩ w[j] = ∅. Hence there is no Vk which contains both i and j, which implies {i, j} is
not in Py[Vk] for any k. This holds for any negative edge, so each Py[Vk] is negative-free.
Now suppose {i, j} is a positive edge of Py. As before, w must satisfy {i, j}, which implies
there exists some ak ∈ w[i] ∩w[j]. Then i, j ∈ Vk, so {i, j} is in the subgraph induced by Vk.
This proves our claim and shows σ ≤ µ.

Now suppose C = {V0, V1, . . . , Vσ−1} is an IPEC of Py. Let {a0, a1, . . . , aσ−1} be a
collection of distinct letters and construct an indeterminate string w by setting w[i] = {aj |
i ∈ Vj}. Since each i is in some Vj , w[i] is non-empty for all i. We claim w satisfies y.
Suppose i and j are connected by a negative edge in Py. Then there is no Vk ∈ C which
contains both i and j, so by construction, w[i]∩w[j] = ∅. Hence all negative edges of Py are
satisfied. Now suppose i and j are connected by a positive edge. This edge is in Py[Vk] for
some Vk ∈ C, which implies ak ∈ w[i]∩w[j], satisfying the positive edge. Thus all edges of Py
are satisfied, which proves our claim. Note w uses σ letters, so µ ≤ σ. Therefore, µ = σ. J

We can use this construction to bound µ(y), but first we introduce a few concepts. Given
a graph G, an edge clique cover of G is a set of cliques in G such that each edge of G is in at
least one of these cliques. The edge clique cover number of G is the size of the smallest edge
clique cover of G, which we denote by θ(G). We denote the complement of G by G, i.e., the
graph defined by V (G) = V (G) and two vertices of G are joined by an edge if and only if
they are not joined by an edge in G.

I Lemma 3.3. Let y be a feasible prefix array of size n such that y 6= n00 · · · 0 and y 6=
n(n− 2)(n− 3) · · · 0. Then µ(y) ≤ θ

(
P−y
)
.

Edge clique covers have been well studied, and we can use results on them to bound µ(y).
Specifically, we use the following results.

I Theorem 3.4 ([8, Theorem 2]). Let G be a graph on n vertices. Then θ(G) ≤ bn
2

4 c.

I Theorem 3.5 ([12, Theorem 5]). Let G be a graph on n vertices with m ≥ bn
2

4 c edges.
Further, set k =

(
n
2
)
−m (i.e., k is the number of edges in G) and let t be the greatest integer

such that t2 − t ≤ k. Then θ(G) ≤ k + t.

I Theorem 3.6 ([2, Theorem 1.4]). Let G be a graph on n vertices with maximum degree d.
Then θ(G) ≤ 2e2(d+ 1)2 lnn, where e is the base of the natural logarithm.

Now we can state a bound on µ(y).

I Theorem 3.7. Let y be a feasible prefix array of size n, and let r be the number of negative
edges in Py. Then µ(y) ≤ min{r+

√
r+1, 2e2(d+1)2 lnn}, where e is the base of the natural

logarithm and d is the maximum degree of a vertex in P−y .

Proof. We use Lemma 3.3, so we first check the cases y = n00 · · · 0 and y = n(n −
2)(n − 3) · · · 0. Suppose y = n00 · · · 0. Notice that y is satisfied by abb · · · b. Similarly, if
y = n(n− 2)(n− 3) · · · 0, then y is satisfied by aa · · · ab. In both of these cases, any string
satisfying y must have at least two letters. Moreover, in both of these cases r = n− 1, hence
µ(y) = 2 ≤ min{r +

√
r + 1, 2e2(r + 1)2 lnn} and the result holds.

Thus, by Lemma 3.3, we may assume that µ(y) ≤ θ
(
P−y
)
. Let θ = θ

(
P−y
)
. It follows

from Theorem 3.6 that θ ≤ 2e2(d + 1)2 lnn. To get the r +
√
r + 1 bound, we apply
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Theorem 3.5, but this requires that P−y has at least bn
2

4 c edges. Note that P−y has
(
n
2
)
− r

edges. Since r < n, the number of edges in P−y is at least
(
n
2
)
− (n− 1) = n2−3n+2

2 .
Define the function f(n) = n2−3n+2

2 − n2

4 = n2−6n+4
4 . Whenever f is positive, P−y has at

least n2

4 edges. Note that f(6) = 1 > 0, and f ′(n) = n−3
2 is positive for any n > 3. Hence f

is positive for all n ≥ 6. Note that the complement of P−y is P−y , which has r edges. Hence,
by Theorem 3.5, if n ≥ 6 and t is the greatest integer such that t2 − t ≤ r, then θ ≤ r + t.
Notice that t <

√
r+ 1, so θ < r+

√
r+ 1. This just leaves the cases where n < 6. Note that

in these cases, r+
√
r+1 < 2e2(d+1)2 lnn, because r−1 < n. Moreover, we can easily check

that for each combination of n and r, either P−y has at least n2

4 edges, or n2

4 < r +
√
r + 1.

In the former case, we can apply Theorem 3.5 to give θ < r +
√
r + 1. In the latter case,

Theorem 3.4 gives us θ ≤ n2

4 , implying θ < r +
√
r + 1. J

Since r ≤ n− 1, we get the following corollary.

I Corollary 3.8. Let y be a feasible prefix array of size n. Then µ(y) ≤ n+
√
n.

4 Connecting Prefix Arrays and Border Arrays

An indeterminate string, w, of length n has a border of length ` ∈ 0..n − 1 if w[0..`) ≈
w[n− `..n). The border array, β[0..n), of an indeterminate string w is an integer array such
that β[0] = 0 and for i > 0, β[i] is the length of the longest border of w[0..i]. For example,
a{a, b}{a, b}bac has border array β = 012330. A border array β is feasible if there exists an
indeterminate string such that β is its border array. A prefix array y satisfies a border array
β if all strings with prefix array y also have border array β.

I Theorem 4.1. Let β be a border array of size n. Then a prefix array y satisfies β if and
only if the following two conditions hold: (1) β[j] ≤ y[j − β[j] + 1] for all j ∈ 0..n− 1, and
(2) y[i] ≤ j − i for all i ≤ j − β[j].

Proof. Let y be a prefix array that satisfies β and w be any string with prefix array y.
Since w[0..j] has a maximal border of length β[j], we have w[0..β[j]) ≈ w[j − β[j] + 1..j].
Since y[j − β[j] + 1] gives the length of the longest prefix of w that matches a prefix of
w[j − β[j] + 1..|w|), we have y[j − β[j] + 1] ≥ β[j] which gives (1). Now let i ≤ j − β[j] and
y[i] = j− i+r for some r. Then w[0..j− i+r) ≈ w[i..j+r). If r > 0 then w[0..j− i] ≈ w[i..j],
so w[0..j] has a border of length at least j − i+ 1. However, since β[j] ≤ j − i, w[0..j] has a
maximal border of length j − i, so r ≤ 0. Therefore y[i] ≤ j − i, so (2) must hold.

For the reverse implication, let y be a prefix array satisfying (1) and (2), and w be a string
with prefix array y. We show that w must have border array β. Let j ∈ 0..n− 1 be arbitrary.
By (1) the factor of w of length β[j] starting at position j − β[j] + 1 matches w[0..β[j]), so
w[0..j] has a border of length β[j]. To see that this border is maximal, suppose there exists
a border of w[0..j] with length β[j] + r for some r ≥ 1. Then y[j − β[j]− r + 1] ≥ β[j] + r

which contradicts (2). Thus, y satisfies β. J

This characterization of prefix arrays which satisfy a given border array leads to a natural
question: Given a border array, what degree of freedom do we have in creating a prefix array
which satisfies it? The following corollary answers this question, but requires one property of
border arrays referred to as the slowly-increasing property: for any border array β = β[0..n)
feasible by some indeterminate string w, β[j + 1] ≤ β[j] + 1 for all j ∈ 0..n− 2.
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I Corollary 4.2. Let y be a prefix array that satisfies border array β. Then β completely
determines y[i], where i > 0 if and only if β[i] = 0 or there exists some j such that
i = j − β[j] + 1. Moreover, if i = j − β[j] + 1 for some j, then y[i] = β[j] for the largest j
with this property.

The slowly-increasing property characterizes border arrays of indeterminate strings.

I Theorem 4.3. Every slowly-increasing array is the border array for some indeterminate
string.

Proof. Since every feasible prefix array is satisfied by some indeterminate string, it suffices
to show that the set of prefix arrays which satisfy any slowly-increasing array is non-empty
and feasible. We use the conditions given in Theorem 4.1. Recall that if a prefix array y is
feasible, y[i] ≤ n− i for all i ∈ 0..n− 1. Let β be a slowly-increasing array. For j ∈ 0..n− 1
we have that β[j] ≤ n− (j − β[j] + 1), so satisfying (1) never forces y to be infeasible.

Now we check that (1) and (2) never force an empty set of possible assignments to a
position of a prefix array. Suppose to the contrary that there exist such positions j1 and
j2. Condition (1) gives β[j1] ≤ y[j1 − β[j1] + 1] and Condition (2) gives y[j1 − β[j1] + 1] ≤
j2−j1 +β[j1]−1 for j1−β[j1]+1 ≤ j2−β[j2]. Since we assume no y can satisfy both of these,
j2 − (j1 − β[j1] + 1) < β[j1], or equivalently j2 ≤ j1. This means that for i = j1 − β[j1] + 1,
there is no possible assignment for y[i] and thus no prefix array satisfying β. Condition (2)
requires that i ≤ j2 − β[j2], so in this case we have j1 − β[j1] + 1 ≤ j2 − β[j2]. However,
rearranging this gives β[j2] + j1 − j2 + 1 ≤ β[j1]. Since j2 ≤ j1, this violates the slowly-
increasing property of β, a contradiction. Thus, no such j1 and j2 can exist and we conclude
that there exists a non-empty set of assignments to y[i] for each i, so β is feasible. J

The following theorem counts the total number of slowly-increasing arrays of a given size.

I Theorem 4.4. For all n ≥ 1, the number of slowly-increasing arrays of size n is Cn =
1

n+1
(2n
n

)
, the nth Catalan number.

Proof. This follows easily using basic enumerative combinatorics (see, e.g., [18, 17]).
J

This gives us the following corollary.

I Corollary 4.5. The number of distinct border arrays of size n for indeterminate strings is
exactly the nth Catalan number, Cn = 1

n+1
(2n
n

)
.

5 Restricting Prefix Arrays to Partial Words

Since a hole matches any other letter, the following lemma follows directly from Lemma 2.1.

I Lemma 5.1. Let y be the prefix array for some partial word w. Then w[i] can be a hole if
and only if there does not exist j ∈ 0..n− 1 such that either (1) y[j] = i and i+ j < n or (2)
j + y[j] = i if and only if i is not incident to any negative edges in Py.

The next theorem gives a characterization of prefix arrays which can be satisfied by a
partial word. It is similar to a characterization of regular prefix arrays given by [4, Lemma 10].

I Theorem 5.2. Let y be a feasible prefix array and let V − be the set of vertices in Py
which are incident to a negative edge. The following are equivalent: (1) the array y is the
prefix array for some partial word, (2) every cycle in Py which contains exactly one negative
edge has at least one vertex which is not in V −, and (3) every negative edge of Py connects
vertices in two different connected components of P+

y [V −].
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Proof. First we prove (1) implies (2) by contraposition. Assume {i, j} is a negative edge
in Py which connects vertices i and j, where i and j lie in the same connected component
of P+

y [V −]. Then there exists a path, p, in P+
y [V −] from i to j. Further suppose w is an

indeterminate string which satisfies y. Since each edge in path p is a positive edge, Lemma 2.2
implies there exists some k such that k is in this path and w[k] is an indeterminate letter.
However, k ∈ V −, so by Lemma 5.1, w[k] cannot be a hole. Since holes are the only
indeterminate letters allowed in a partial word, w is not a partial word.

Next we prove (2) implies (3), again by contraposition. Suppose {i, j} is a negative edge
such that i and j are in the same connected component of P+

y [V −]. Then there exists a path
from j to i which lies in P+

y [V −]. Note that all the edges in this path are positive, and all
the vertices are in V −. Then concatenating {i, j} to this path creates a cycle in Py which
contains exactly one negative edge, but whose vertices all are in V −.

Finally, we prove (3) implies (1). Assume every negative edge of Py connects vertices
in two different connected components of P+

y [V −]. Let C0, C1, . . . , C`−1 be the connected
components of P+

y [V −], and construct a partial word w on the alphabet {a0, a1, . . . , a`−1}
by setting w[i] = aj if i ∈ Cj and w[i] = � if i /∈ V −. Note that this construction does indeed
assign one letter (or hole) to each position of w, and we claim that w satisfies y.

Suppose {i, j} is a negative edge in Py. By assumption, i and j are in different connected
components of P+

y [V −], so w[i] 6≈ w[j]. Hence this edge is satisfied. Now suppose {i, j} is a
positive edge in Py. If i /∈ V −, then w[i] = �, which implies w[i] ≈ w[j] and w satisfies {i, j}.
A symmetric argument holds for j /∈ V −. Now assume i, j ∈ V −. This implies i and j are
in the same connected component of P+

y [V −], so w[i] = w[j], satisfying {i, j}. Therefore w
satisfies all edges of Py, proving that y is the prefix array for the partial word w. J

Based upon the construction given in the above proof, we define V −(Py) (or just V − if
Py is clear from context) to be the set of vertices in Py which are incident to a negative
edge. Further, construct the graph Cy as follows: make one vertex in Cy for each connected
component in P+

y [V −] and join two vertices in Cy if and only if there exists a negative edge
in Py between their corresponding components. Finally, if y is the prefix array for some
partial word, µ�(y) will denote the minimum alphabet size for a partial word satisfying y.

I Theorem 5.3. Let y be the prefix array for some partial word. Then µ�(y) = χ(Cy).

Proof. Let C1, C2, . . . , C` be the connected components of P+
y [V −] and assume we have a

valid coloring of Cy. We treat these colors as letters and construct w using a similar method
to the one given in the proof of Theorem 5.2. We let w[i] be the color of Ck if i ∈ Ck and let
w[i] = � otherwise. The proof that w satisfies y follows exactly the last part of the proof of
Theorem 5.2. Hence µ�(y) ≤ χ(Cy).

Let w be a partial word satisfying y on an alphabet, A, of minimum size. Suppose
i and i′ are in the same connected component of P+

y [V −]. Then there exists a path,
i = j1, j2, . . . , jk = i′, of positive edges from i to i′ such that each vertex in this path is in
V −. By Lemma 5.1, w[j`] must be a regular letter for each ` ∈ 1..k. Then, since j` and j`+1
are joined by a positive edge for each ` ∈ 1..k − 1, it follows that w[j1] = w[j2] = · · · = w[jk].
Hence w[i] = w[i′]. This implies that all positions of w associated with vertices in a given
connected component of P+

y [V −] must have the same letter.
Now we give a coloring of Cy using the letters in A. Color a vertex, v, of Cy with a ∈ A

if there exists some i in the connected component of P+
y [V −] represented by v such that

w[i] = a. It follows from the above discussion that this coloring operation is well-defined. We
claim that this is a valid coloring. Suppose u and v are vertices of Cy joined by an edge. This
edge corresponds to some negative edge {i, j} in Py, where i is in the connected component
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of P+
y [V −] represented by u and j is in the connected component of P+

y [V −] represented by
v. Since i and j are connected by a negative edge, it must be that w[i] 6≈ w[j] which implies
u and v have different colors. Hence this is a valid coloring and χ(Cy) ≤ µ�(y). J

It is well known that if a graph G has e edges, then χ(G)(χ(G)−1)
2 ≤ e. We can use this

fact to bound µ�(y).

I Corollary 5.4. Let y be the prefix array for some partial word such that |y| = n. Then
µ�(y) ≤

⌈√
2n
⌉
.

We can show that this bound is tight within a constant multiple using Sidon sets. In
number theory, a set S = {s0, s1, . . . , sm−1} of natural numbers is a finite Sidon set, named
after the Hungarian mathematician Simon Sidon, if the pairwise sums si + sj , i ≤ j, are all
different. It is easy to show that Sidon sets have the property that the pairwise differences
|si − sj |, i < j, are also all different.

I Proposition 5.5. There exists a prefix array, y, of size n such that µ�(y) = (1− o(1))
√
n.

Proof. Erdős and Turán [7, 9] showed that there exists a Sidon set with (1 − o(1))
√
n

elements such that each element is less than n. Let S = {s0, s1, . . . , sm−1} be such a set,
where m = (1− o(1))

√
n. Define y = y[0..n) by

y[i] =
{
sj if i = sk − sj , for some sj , sk ∈ S, sj < sk,

n− i otherwise.

We show that P−y contains an m-clique. Consider sr, st ∈ S, where sr < st. This implies
y[st−sr] = sr, and since st−sr+sr = st < n, it follows that {y[st−sr], st−sr+y[st−sr]} =
{sr, st} ∈ E−, where {sr, st} indicates an edge between the vertices indexed by sr and st.
Moreover, this holds for any pair of elements in S, so the vertices indexed by S form an
m-clique in P−y . This implies µ�(y) ≥ m.

Now construct a partial word w on the alphabet A = {a0, a1, . . . , am−1} by w[i] = aj
if i = sj ∈ S, while w[i] = � otherwise. We claim that w satisfies y. Since i + y[i] = n

whenever y[i] /∈ S, the only negative edges of Py are of the form {sr, st} where sr, st ∈ S.
Note that w[sr] = ar 6≈ at = w[st], so w satisfies all of these negative edges. Moreover, since
S is an m-clique in P−y , any positive edge must be incident to some vertex i where i /∈ S.
Then w[i] = �, which matches anything, so this positive edge must be satisfied. Therefore w
satisfies y on m letters, implying µ�(y) ≤ m. J

Referring to the proof of Proposition 5.5, the Sidon set {0, 1, 4, 6} determines the prefix
array y = 7041010. Note that P−y contains the 4-clique {0, 1, 4, 6}.

Finally, two partial words w and w′ of length n are p-equivalent if for all i and j such that
0 ≤ i ≤ j < n we have w[i] ≈ w[j] if and only if w′[i] ≈ w′[j]. In other words, w′ is just a
relabeling of w. If two partial words are not p-equivalent, we say they are p-distinct. We use
this notion to bound pref�(n), the number of prefix arrays of size n valid for partial words.

I Proposition 5.6. For sufficiently large n,

pref�(n) ≤
⌈√

2n
⌉ { n+1
d√2ne+1

}
,

where
{ n+1
d√2ne+1

}
denotes a Stirling number of the second kind.
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Proof. By Corollary 5.4, any prefix array valid for partial words can be satisfied by a partial
word with at most

⌈√
2n
⌉
letters. Partial words which are p-equivalent have the same prefix

array, so different prefix arrays are necessarily p-distinct. We may bound the number of
prefix arrays valid for partial words by the number of p-distinct partial words on at most⌈√

2n
⌉
letters. Using ideas from [14], the number of p-distinct partial words of length n

with h holes and µ letters is
(
n
h

){
n−h
µ

}
. Summing over all possible numbers of holes we have∑n−µ

h=0
(
n
h

){
n−h
µ

}
=
∑n
j=µ

(
n
j

){
j
µ

}
=
{
n+1
µ+1
}
.

Consider p-distinct partial words using less than
⌈√

2n
⌉
letters. The following facts about

Stirling numbers are useful. First, for sufficiently large µ and n we have
{
n
µ

}
< µn

µ! . Second,
for fixed n,

{
n
µ

}
is a unimodal sequence with mode asympototically approaching n

logn . Thus

for sufficiently large n, we have
{ n+1
d√2ne+1

}
≥
{
n+1
j

}
for all j <

⌈√
2n
⌉
. Summing over each

possible number of letters and using the unimodality of Stirling numbers,

pref�(n) ≤
∑d√2ne
µ=1

{
n+1
µ+1
}
≤
⌈√

2n
⌉ { n+1
d√2ne+1

}
.

J

6 Conclusion and Future Work

In Section 3, we demonstrated two methods for constructing an indeterminate string which
satisfies a given prefix array using the smallest alphabet possible. Moreover, we showed that
the minimum alphabet size for an indeterminate string satisfying a prefix array y of size n is
at most n+

√
n. Indeed, we showed that the minimum alphabet size is at most r +

√
r + 1,

where r is the number of negative edges in Py. One suggestion for future work is to improve
this bound or show it is tight. Since there are many results bounding chromatic numbers, we
believe the method involving Qy may be useful in lowering this bound. Examining many
prefix arrays has led us to the following conjecture.

I Conjecture 6.1. Let y be a feasible prefix array of size n. Then µ(y) < n.

Another suggestion for future work, as mentioned in [4], is to develop an efficient algorithm
to compute a string on an alphabet of minimum size for a given prefix array.

In section 5, we restricted ourselves to considering prefix arrays for partial words. We gave
a characterization of prefix arrays y valid for partial words in terms of the prefix graph Py.
Moreover, we gave a method to construct a partial word on the smallest possible alphabet for
a given prefix array. We showed that the minimum alphabet size for a partial word satisfying
a given prefix array of size n is at most

⌈√
2n
⌉
, and we showed that this bound is tight (up

to a constant multiple) using Sidon sets. We also bounded pref�(n), the number of prefix
arrays of size n valid for partial words, for large enough n, in terms of Stirling numbers of
the second kind. Based on experimental data, it seems that our bound is not tight, and we
believe that there is actually an exponential upper bound for pref�(n).

I Conjecture 6.2. For all n, pref�(n) ≤ 4n−1.

One final suggestion for future work is to develop an algorithm which enumerates all
prefix arrays of a given size valid for partial words. In the case of regular strings, all prefix
arrays of size n can be enumerated in constant time with respect to the output size [14].

In addition, we established a World Wide Web server interface at

http://www.uncg.edu/cmp/research/arrays
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for automated use of a program that produces an indeterminate string with the minimum
number of letters for a given prefix array.
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(
n
h

){
n−h
µ

}
, where

{
n
µ

}
denotes a Stirling number of

the second kind.
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Abstract
We consider the online bin packing problem under the advice complexity model where the “online
constraint” is relaxed and an algorithm receives partial information about the future requests.
We provide tight upper and lower bounds for the amount of advice an algorithm needs to achieve
an optimal packing. We also introduce an algorithm that, when provided with logn + o(logn)
bits of advice, achieves a competitive ratio of 3/2 for the general problem. This algorithm is
simple and is expected to find real-world applications. We introduce another algorithm that
receives 2n+ o(n) bits of advice and achieves a competitive ratio of 4/3 + ε. Finally, we provide
a lower bound argument that implies that advice of linear size is required for an algorithm to
achieve a competitive ratio better than 9/8.
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1 Introduction

In the classical one-dimensional bin packing problem the goal is to pack a given sequence of
items into a minimum number of bins with fixed and equal capacities. For convenience, it is
assumed that items sizes are in the range (0, 1] and the capacities of bins are 1. In the online
version of the problem, the items are revealed one by one, and an algorithm must pack each
item without any knowledge about future items. The decisions of an online algorithm are
irrevocable, i.e., it is not possible to move an item from one bin to another after it is packed
in a bin.

The online bin packing problem has many applications in practice, from loading trucks
subject to weight limitations to creating file backups in removable media [10]. Heuristics that
have been proposed for the problem include Next-Fit (Nf), First-Fit (Ff), Best-Fit (Bf),
and the Harmonic-based class of algorithms. Nf maintains a single open bin and places an
item in that bin; in the case the item does not fit, it closes the bin and opens a new one.
Ff keeps a list of bins in the order they are opened, packs an item in the first bin that has
enough space, and opens a new bin if necessary. Bf performs similarly to Ff, except that the
bins are ordered in increasing order of their remaining capacity. Harmonic-based algorithms
are based on the idea of packing items of similar sizes together in a bin. For HarmonicK , an
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item has type i (1 ≤ i ≤ K − 1) if it is in the range ( 1
i+1 ,

1
i ], and type K if it is in the range

(0, 1
K ]. The algorithm applies the Nf strategy for items of each type separately.
As for other online problems, the standard method for comparing bin packing algorithms

is competitive analysis. Under competitive analysis, the performance of an algorithm A
is compared to that of Opt, which is the optimal offline algorithm. More precisely, the
competitive ratio of an algorithm A is the asymptotically maximum ratio of the cost of A
to that of Opt for serving the same sequence σ. Ff and Bf have the same competitive
ratio of 1.7, while the best Harmonic-based algorithm has a competitive ratio of at most
1.58889 [22]. It is also known that no online algorithm can have a competitive ratio better
than 1.54037 [3].

The total lack of information about the future is unrealistic in many real-world scen-
arios [13]. A natural approach for addressing this issue is to relax the problem by providing
extra information about the input sequence. For the online bin packing problem, such
relaxations have been studied in the contexts of lookahead, in which the online algorithm can
look at the items arriving in the near future [16], and closed bin packing, in which the length
of the request sequence is known to the online algorithm [1]. In both cases, the average
performance of the online algorithm improves, compared to the online algorithms with no
information about the future.

The advice complexity model for online algorithms is a more general framework under
which the “no knowledge assumption” behind online algorithms is relaxed, and the algorithm
receives some bits of advice about the future requests. The advice can be any information
about the input sequence and is generated by an offline oracle which has unbounded compu-
tational power. Provided with the appropriate advice, the online algorithms are expected to
achieve improved competitive ratios. The advice model has received significant attention
since its introduction [8, 17, 13, 7, 18, 20, 9, 4, 11, 15, 19, 6, 5, 21].

In this paper, we study the advice complexity of the online bin packing problem. Our
interest in studying the problem under this setting is mostly theoretical. Nevertheless, in
many practical scenarios, it can be justified to allow a fast offline oracle to take a “quick
look” at the input sequence and send some advice to the online algorithm. For example, it
may be possible to take a quick look and count the number of items which are larger than
1/2 and smaller than 2/3 of the bin capacity. We show that this form of advice can be used
to achieve an algorithm which outperforms all online algorithms.

1.1 Model
In the last few years, slightly different models of advice complexity have been proposed
for online problems. All these models assume that there is an offline oracle with infinite
computational power, which provides the online algorithm with some bits of advice. How
these bits of advice are given to the algorithm is the source of difference between the models.
In the first model, presented in [12], an online algorithm poses a series of questions which are
answered by the offline oracle in blocks of answers. The total size of the answers, measured in
the number of bits, defines the advice complexity. The problem with this model is that a lot
of information can be encoded in the individual length of each block. To address this issue,
another model is proposed in [13] which assumes that online algorithms receive a fixed number
of bits of advice per request. We call this model the advice-with-request model. This model
is studied for problems, such as metrical task systems and k-server, and the results tend to
use at least a constant number of bits of advice per request [13, 20]. Nevertheless, there are
many online problems for which a sublinear and even a constant number of bits of advice in
total is sufficient to achieve good competitive ratios. However, under the advice-with-request
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model, the possibility of sending a sublinear number of advice bits to the algorithm is not
well defined. In [8, 7] another model of advice complexity is presented which assumes that
the online algorithm has access to an advice tape, written by the offline oracle. At any time
step, the algorithm may refer to the tape and read any number of advice bits. The advice
complexity is the number of bits on the tape accessed by the algorithm. We refer to this model
as advice-on-tape model. Since its introduction, the advice-on-tape model has been used to
analyze the advice complexity of many online problems including paging [8, 17, 18], disjoint
path allocation [8], job shop scheduling [8, 18], k-server [7, 20], knapsack [9], various coloring
problems [4, 15, 5, 21], set cover [19, 6], maximum clique [6], and graph exploration [11].

Under the advice-on-tape model, we require a mechanism to infer how many bits of advice
the algorithm should read at each time step. This could be implicitly derived during the
execution of the algorithm or explicitly encoded in the advice string itself. For example,
we may use a self-delimited encoding as used in [7], in which the value of a non-negative
integer X is encoded by writing the value of dlog(dlog(X + 1)e+ 1)e in unary (a string of
1’s followed by a zero), the value of dlog(X + 1)e in binary 1, and the value of X in binary.
These codes respectively require dlog(dlog(X + 1)e+ 1)e+ 1, dlog(dlog(X + 1)e+ 1)e, and
dlog(X + 1)e bits. Thus, the self-delimited encoding of X requires

e(X) = dlog(X + 1)e+ 2dlog(dlog(X + 1)e+ 1)e+ 1

bits. The existence of self-delimited encodings at the beginning of the tape usually adds a
lower-order term to the number of advice bits required by an algorithm.

Regarding notation, we use A(σ) to denote the costs of A for packing a request sequence
σ. When σ follows from the context, we simply use A to denote this cost. We use similar
notation for all algorithms, including Opt.

We consider the bin packing problem under the advice-on-tape model, which is formally
defined as follows, based on the definition of the advice model in [7]:

I Definition 1. In the online bin packing problem with advice, the input is a sequence of
items σ = 〈x1, . . . , xn〉, revealed to the algorithm in an online manner (0 < xi ≤ 1). The
goal is to pack these items in the minimum number of bins of unit size. At time step t, an
online algorithm should pack item xt into a bin. The decision of the algorithm to select the
target bin is a function of Φ, x1, . . . , xt−1, where Φ is the content of the advice tape. An
algorithm A is c-competitive with advice complexity s(n) if there exists a constant c0 such
that, for all n and for all input sequences σ of length at most n, there exists some advice Φ
such that A(σ) ≤ c Opt(σ) + c0, and at most the first s(n) bits of Φ have been accessed by
the algorithm. If c = 1 and c0 = 0, then A is optimal.

1.2 Contribution
We answer different questions about the advice complexity of the online bin packing problem.
First, we study how many bits of advice are required to achieve an optimal solution. We
consider two different settings of the problem. When there is no restriction on the number of
distinct items or their sizes, we present the easy result that ndlog Opt(σ)e bits of advice are
sufficient to achieve an optimal solution, where Opt(σ) is the number of bins in an optimal
packing. We also prove that at least (n− 2 Opt(σ)) log Opt(σ) bits of advice are required
to achieve an optimal solution.

1 In this paper we use log n to denote log2(n).
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When there are m distinct items in the sequence, we prove that at least (m− 3) logn−
2m logm bits of advice are required to achieve an optimal solution. If m is a constant, there
is a linear time online algorithm that receives m logn+ o(logn) bits of advice and achieves
an optimal solution. We also show that, even if m is not a constant, there is a polynomial
time online algorithm that receives mdlog(n+ 1)e+ o(logn) bits of advice and achieves a
packing with (1 + ε) Opt(σ) + 1 bins.

We also study a relevant question that asks how many bits of advice are required to
perform strictly better than all online algorithms. We bound this by providing an algorithm
which receives logn+ o(logn) bits of advice and achieves a competitive ratio of 3/2. Recall
that any online bin packing algorithm has a competitive ratio of at least 1.54037 [3]. Hence,
our algorithm outperforms all online algorithms.

Moreover, we introduce an algorithm that receives 2n+ o(n) bits of advice and achieves a
competitive ratio of 4/3 + ε, for any fixed value of ε > 0. We also prove a lower bound that
implies that a linear number of bits of advice are required to achieve a competitive ratio of
9/8− δ for any fixed value of δ > 0.

Due to space restrictions, many proofs have been removed. They will appear in the long
version of the paper.

2 Optimal Algorithms with Advice

In this section we study the amount of advice required to achieve an optimal solution. We
first investigate the theoretical setting in which there is no restriction on the number of
distinct items or on their sizes. We observe that there is a simple algorithm that receives
ndlog Opt(σ)e bits of advice and achieves an optimal solution. Such an algorithm basically
reads dlog Opt(σ)e bits for each item, encoding the index of the bin that includes the item
in an optimal packing. We show that the upper bound given by this algorithm is tight up to
lower order terms, when n− 2 Opt(σ) ∈ Θ(n).

I Theorem 2. To achieve an optimal packing for a sequence of size n and optimal cost
Opt(σ), it is sufficient to receive ndlog Opt(σ)e bits of advice. Moreover, any deterministic
online algorithm requires at least (n − 2 Opt(σ)) log Opt(σ) bits of advice to achieve an
optimal packing.

Next, we consider a more realistic scenario where there are m ∈ o(n) distinct items and
the values of these items are known to the algorithm. Assume that the advice tape specifies
the number of items of each size. If we are not concerned about the running time of the online
algorithm, there is enough information to obtain an optimal solution. If we are concerned,
we can use known results for solving the offline problem [2, 14, 23] to obtain the following:

I Theorem 3. Consider the online bin packing problem in which there are m distinct
items. If m is a constant, there is a (linear time) optimal online algorithm that receives
m logn+ o(logn) bits of advice. If m is not a constant, there is a (polynomial time) online
algorithm that reads mdlog(n+ 1)e+ o(logn) bits of advice and achieves an almost optimal
packing with at most (1 + ε) Opt(σ) + 1 bins, for any small but constant value of ε.

We show that the above upper bound is asymptotically tight.

I Theorem 4. At least (m − 3) logn − 2m logm bits of advice are required to achieve an
optimal solution for the online bin packing problem on sequences of length n with m distinct
items, each of size at least 1

2m .
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3 An Algorithm with Sublinear Advice

In what follows we introduce an algorithm that receives logn+ o(logn) bits of advice and
achieves a competitive ratio of 3

2 , for any instance of the online bin packing problem. An
offline oracle can compute and write the advice on the tape in linear time, and the online
algorithm runs as fast as First-Fit. Thus, the algorithm might be applied in practical
scenarios in which it is allowed to have a “quick look” at the input sequence.

We call items tiny, small, medium, and large if their sizes lie in the intervals (0, 1/3],
(1/3, 1/2], (1/2, 2/3], and (2/3, 1], respectively. The advice that the algorithm receives is the
number of medium items, which we denote by α.

The algorithm reads the advice tape, obtains α, opens α bins, called critical bins, and
reserves 2/3 of the space in each of them. This reserved space will be used to pack a medium
item in each of the critical bins, and these bins have a virtual level of size 2/3 at the beginning.
All other bins have virtual level zero when they are opened. The algorithm serves an item x

in the following manner:
If x is a large item, open a new bin for it. Set the virtual level to its size.
If x is a medium item, put it in the reserved space of a critical bin B. Update the virtual
level to the actual level. (B will not have any reserved space now.)
If x is small or tiny, use the First Fit (Ff) strategy to put it into any of the open bins,
based on virtual levels (open a new bin if required). Add the size of the item to the
virtual level.

Note that the critical bins appear first in the ordering maintained by the algorithm as
they are opened before other bins.

I Theorem 5. There is an online algorithm which receives logn + o(logn) bits of advice
and has cost 3/2 Opt(σ) + 3 for serving any sequence σ of size n.

Proof. We prove that the algorithm described above has the desired property. The value
of α is encoded in X = dlog(n + 1)e bits of advice. In order to read this properly from
the tape, the algorithm needs to know the value of X. This can be done by adding the
self-delimited encoding of X in e(X) = dlogXe+ 2dlog log(X)e+ 2 bits at the beginning of
the tape. Consequently the number of advice bits used by the algorithm is X +O (logX),
which is logn+ o(logn) as stated by the theorem.

Consider the final packing of the algorithm for serving a sequence σ. There are two
cases. In the first case, there is a critical bin B so that no other item, except a medium
item, is packed in it. Since all tiny items are smaller than 1/3 and can fit in B, all the
non-critical bins that are opened after B include small and large items only. More precisely,
they include either a single large item or two small items (except the last one which might
have a single small item). Let L, M , and S denote the number of large, medium, and small
items. The cost of the algorithm is at most L+M + S/2 + 1. Now, if S ≤M , this would be
at most L+ 3/2M + 1. Since L+M is a lower bound on the cost of Opt, the cost of the
algorithm is at most 3/2 Opt(σ) + 1 and we are done. If S > M , Opt should open L+M

bins for large and medium items, and in the best case, it packs M small items together
with medium ones. For the other S −M bins, Opt has to open at least (S −M)/2 bins.
Hence the cost of Opt is at least L + M + (S −M)/2 = L + M/2 + S/2, and we have
3/2 Opt(σ) ≥ 3L/2 + 3M/4 + 3S/4 > L+M + S/2. Thus, the cost of the algorithm is at
most 3/2 Opt(σ) + 1.

In the second case, we assume that all critical bins include another item in addition to
the medium item. We claim that at the end of serving a sequence all bins, except possibly
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two, have level at least 2/3. First, we verify this for non-critical bins (bins without medium
items). If a non-critical bin is opened by a large item, it clearly has level higher than 2/3.
All other non-critical bins only include items of size at most 1/2. Hence, these bins, except
possibly the last one, include at least two items. Among the non-critical bins that include
two items, consider two bins bi and bj (i < j) that have levels smaller than 2/3. Since bj

contains at least two items, at least one of them has size smaller than 1/3. This item could
fit in bi by the Ff property. We conclude that all non-critical bins, except possibly two,
have level at least 2/3. Now, suppose two critical bins bi and bj have levels smaller than 2/3.
Consider the first non-medium item x which is packed in bj (in the second case, such an item
exists). Since a medium item is packed in the bin, x should be either tiny or small. If x is
small, then the level of bj is at least 1/2 + 1/3, which contradicts the level of bj being smaller
than 2/3. Similarly, x cannot be a tiny item of size larger than 1/6 (since 1/2 + 1/6 ≥ 2/3).
Hence, x is a tiny item of size at most 1/6. This implies that at the time the online algorithm
packs x, bin bi has a virtual level of at least 5/6. The virtual level is at most 1/6 larger than
the actual level (the final level). Hence, the actual level of bi is at least 5/6 − 1/6 = 2/3.
We conclude that at most one critical bin has level smaller than 2/3. To summarize, at
most three bins have level smaller than 2/3. Hence, the cost of the algorithm is at most
3/2 Opt(σ) + 3. J

4 An Algorithm with Linear Advice

In this section, we present an algorithm that receives 2n+ o(n) bits of advice and achieves a
competitive ratio of 4/3 + ε for any sequence of size n, and arbitrarily small (but constant)
values of ε. Consider an algorithm that receives an approximate size for each sufficiently
large item x encoded using k bits. The approximate size of x would be larger than its actual
size by at most an additive term of 1/2k. The algorithm can optimally pack items by their
approximate sizes and achieve an approximate packing which includes a reserved space of size
x+ ε (ε ≤ 1/2k) for each item. Precisely, for each sufficiently large item x, the approximate
packing includes a reserved space of size x+ ε (ε ≤ 1/2k) for x. This enables the algorithm
to place x in the reserved space for it in the approximate packing. Smaller items are treated
differently and the algorithm does not reserve any space for them. In the reminder of this
section, we elaborate this idea to achieve a 4/3-competitive algorithm.

Notice that the cost of an approximate packing can be as large as 3
2 times the cost of

Opt. To see that, consider a sequence which is a permutation of 〈 1
2 + ε1,

1
2 − ε1,

1
2 + ε2,

1
2 −

ε2, . . . ,
1
2 + εn/2,

1
2 − εn/2〉, where εi < 1/2n(1 ≤ i ≤ n/2). Since Opt packs all bins tightly,

an increase in the sizes of items by a constant (small) ε results in opening a new bin for each
two bins Opt uses. Hence the cost of the optimal approximate packing can be as bad as 3

2
Opt. This example suggests that using approximate packings is not good for the bins in
which a small number of large items are tightly packed. To address this issue we divide the
bins of Opt into two groups:

I Definition 6. Consider an optimal packing of a sequence σ. Given a small parameter
ε′ < 1/60, define good bins to be those where the total size of the items smaller than 1/4 in
the bin is at least 5ε′. Define all other bins to be bad bins.

A part of the advice received for each item x indicates if x is packed by Opt in a good bin
or in a bad bin. This enables us to treat items packed in these two groups separately.

I Lemma 7. Consider sequences for which all bins in the optimal packing are good (as
defined above). There is an online algorithm that receives o(n) bits of advice and achieves a
competitive ratio of 4/3.
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Proof. Call an item small if it is smaller than or equal to 1/6 and large otherwise. The advice
bits define the approximate sizes of all large items with a precision of ε′. The amount of
advice will be roughly 21/ε′ logn which is o(n) for constant values of ε′. The online algorithm
A can build the optimal approximate packing of large items. In such a packing, there is a
reserved space of size at most x+ ε′ for any large item of size x. The algorithm considers
this packing as a partial packing and initializes the level of each bin to be the total sizes of
approximated items in that bin. For packing an item x, if x is large, A packs it in the space
reserved for it in the approximate packing. It also updates the level of the bin to reflect the
actual size of x. If x is small, A simply applies the First-Fit strategy to pack x in a bin of the
partial packing (and opens a new bin for it if necessary). We prove that A is 4/3-competitive.
In the final packing by A, call a bin “red” if all items packed in it are small items and call
it “blue” otherwise (the blue bins constitute the approximated packing at the beginning).
There are two cases to consider.

In the first case, there is no red bin in the final packing of A, i.e., all small items fit in
the remaining space of the bins in the approximate packing of large items. Let σ′ be a copy
of the input sequence in which the sizes of large items are approximated, i.e., increased by at
most ε′; also let X be the number of bins for the optimal packing of σ′. Since there is no
red bin in the final packing of A, the cost of A is equal to X. Consider the optimal packing
of the actual input sequence σ. Since all bins are good, one can transfer a subset of items
to provide an available space of size at least 5ε′ in each bin. After such a transfer, we can
increase the sizes of large items to their approximate sizes. Since there are at most 5 large
items in each bin and also available space of size at least 5ε′, the packing constructed this
way is a valid packing for the sequence σ′. Since the size of the transferred items for each
bin is at most 1/4, the transferred items from each group of four bins can fit in one new bin.
Consequently the number of bins in the new packing is at most 5/4 Opt(σ). We know that
the final packing by A is the optimal packing for σ′ (with cost X), and in particular not worse
than the packing constructed above. Hence, the cost of A is not more than 5/4 Opt(σ).

In the second case, there is at least one red bin in the final packing of A. We claim that
all bins in the final packing of A, except possibly the last, have levels larger than 3/4. The
claim obviously holds for the red bins since the levels of all these bins (excluding the last
one) are larger than 5/6. Moreover, since there is a bin which is opened by a small item,
all blue bins have levels larger than 5/6, i.e., the total size of packed items and reserved
space for the large items is larger than 5/6. Since there are at most 5 large items in each
bin, the actual level of each bin in the final packing of A is at least 5/6− 5ε′, which is not
smaller than 3/4 for ε′ ≤ 1/60. So, all bins, except possibly one, have levels larger than 3/4.
Consequently, the algorithm is 4/3-competitive. J

It remains to address how to deal with bad bins. The next three lemmas do this.

I Lemma 8. Consider sequences for which all bins in the optimal packing include precisely
two items. There is an algorithm that receives 1 bit of advice per request and achieves an
optimal packing.

I Lemma 9. Consider a sequence σ for which all items have sizes larger than 1/4 and for
which each bin in Opt’s packing includes precisely three items. The cost of the Harmonic
algorithm is at most 4/3 Opt(σ) + 3 for serving such a sequence.

I Lemma 10. Consider a sequence σ for which all bins in the optimal packing are bad bins
(as defined earlier). There is an algorithm that receives two bits of advice for each request,
and opens at most (4/3 + 5ε′

1−5ε′ ) Opt(σ) + 3 bins.
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Proof. By the definition of bad bins, for any bin in the optimal packing, all items are either
smaller than 5ε′ or larger than 1/4. We call the former group of items tiny items and pack
them separately using the Ff strategy. We refer to other items as normal items. Consider an
offline packing P which is the same as Opt’s packing, except that all tiny items are removed
from their bins and packed separately in new bins using the Ff strategy. This implies that
the cost of P is larger than Opt(σ) by a multiplicative factor of at most 1 + 5ε′

1−5ε′ . Let Q be
the optimal packing for normal items. Since all normal items are larger than 1/4, each bin
of Q contains at most three items. We say a bin of Q has type i (i ∈ {1, 2, 3}), if it contains
i normal items. Similarly, we say an item x has type i if it is packed in a type i bin. All
items in type 3 bins have sizes smaller than 1/2 (otherwise one will have size at most 1/4
which contradicts the assumption). Moreover, the sizes of the items in all type 1 bins (except
possibly the last one) are larger than 1/2 (otherwise a better packing is achieved by pairing
two of them). With two bits of advice, we can detect the type of an item as follows: Let b
denote the two bits of advice with item x. If b is “01” and x > 1/2, then x has type 1; if b is
“01” and x ≤ 1/2, then x has type 3; and if b is “10” or b is “11”, then x has type 2. Note
that the code “00” is not used at this point (this is used later on), and the use of “10” and
“11” is still to be detailed.

LetXi denote the number of bins of type i (1 ≤ i ≤ 3). Hence, the cost of Q isX1+X2+X3,
and consequently the cost of P is at least X1 +X2 +X3 +X ′, where X ′ is the number of bins
filled by tiny items. Consider an algorithm A that performs as follows. If an item x has type
1, A simply opens a new bin for x. If x has type 2, A applies the strategy of Lemma 8 to
place it in one of the bins maintained for items of type 2. Recall that the advice in this case is
either “10” or “11”, so the second bit provides the advice required by Lemma 8. If x has type
3, A applies the Harmonic strategy to pack the item in a set of bins maintained for type 3
items. By Lemma 9, the cost of A for these items is at most 4/3X3 +3. Finally, A uses the Ff
strategy to pack tiny items in separate bins. Consequently, the cost of the algorithm is at most
X1 +X2 + 4/3X3 +X ′+ 3 ≤ (1 + 5ε′

1−5ε′ ) Opt(σ) +X3/3 + 3 ≤ (4/3 + 5ε′

1−5ε′ ) Opt(σ) + 3. J

Provided with the above results, we arrive at the following result:

I Theorem 11. There is an online algorithm which receives two bits of advice per request,
plus an additive lower order term, and achieves a competitive ratio of 4/3+ε, for any positive
value of ε.

Proof. Define ε′ to be 11ε
60 . For ε < 1/11, we have ε′ < 1/60. Moreover, we have 5ε′

1−5ε′ ≤
5ε′

1−1/12 = 60ε′

11 = ε. In an optimal packing, divide bins into good and bad bins using
Definition 6. Also, let Gd and Bd respectively denote the number of good and bad bins.
Use advice bits to distinguish items which are packed in good and bad bins, and pack
them in separate lists of bins. More precisely, let the two bits of advice for an item x

be “00” if it is packed by Opt in a good bin, and apply Lemma 7 to pack these items in
at most 4/3Gd bins. Similarly, apply Lemma 10 to pack items from bad bins in at most
(4/3 + 5ε′

1−5ε′ )Bd+ 3 ≤ (4/3 + ε)Bd+ 3 bins, using bits of advice of the form “01”, “10”, or
“11”, as discussed in the proof of Lemma 10. Consequently, the cost of the algorithm will be
at most 4/3Gd+ (4/3 + ε)Bd+ 3 ≤ (4/3 + ε) Opt(σ) + 3. J

5 A Lower Bound for Linear Advice

The GMP problem [13] and the String Guessing Problem [6] both contain a core special case
of guessing a binary sequence. We use their results to show that an online algorithm needs a
linear number of bits of advice to achieve a competitive ratio better than 9/8 for bin packing.
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I Definition 12 ([13, 6]). The Binary String Guessing Problem with known history (2-SGKH)
is the following online problem. The input I = (n, σ = 〈x1, x2, . . . , xn〉) consists of n items
that are either “0” or “1” and that are revealed one by one. For each item xt, the online
algorithm A must guess if it is a “0” or a “1”. After the algorithm has made a guess, the
value of xt is revealed to the algorithm.

I Lemma 13 ([6]). On any input of length n, any deterministic algorithm for 2-SGKH that
is guaranteed to guess correctly on more than αn bits, for 1/2 ≤ α < 1, needs to read at least
(1 + (1− α) log(1− α) + α logα)n bits of advice.

Since the number of bits needed to express the number of “0”s in the input is at most
dlog(n+ 1)e ≤ logn+ 1, and this number can be given as advice by an oracle, if it is not
given to the algorithm otherwise, we easily obtain the following lemma. Recall that the
definition of e, the length of the encoding function, is given in Section 1.1.

I Lemma 14. Consider instances of size n of the 2-SGKH problem in which the number
of “0”s is given to the algorithm as part of the input. For these instances, any deterministic
algorithm that is guaranteed to guess correctly on more than αn bits, for 1/2 ≤ α < 1, needs
to read at least (1 + (1− α) log(1− α) + α logα)n− e(n) bits of advice.

In order to relate the Binary String Guessing Problem to the online bin packing problem,
we introduce another problem called the Binary Separation Problem.

I Definition 15. The Binary Separation Problem is the following online problem. The input
I = (n1, σ = 〈y1, y2, . . . , yn〉) consists of n = n1 + n2 positive values which are revealed one
by one. There is a fixed partitioning of the set of items into a subset of n1 large items and
a subset of n2 small items, so that all large items are larger than all small items. Upon
receiving an item yi, an online algorithm for the problem must guess if y belongs to the set
of small or large items. After the algorithm has made a guess, it is revealed to the algorithm
whether yi actually belongs to class of small or large items.

We provide reductions from the modified Binary String Guessing Problem to the Binary
Separation Problem, and from the Binary Separation Problem to the online bin packing
problem. In order to reduce a problem P1 to another problem P2, given an instance of P1
defined by a sequence σ1 and a set of parameters η1 (such as the length of σ1 or the number
of “0”s in it), we create an instance of P2 which is defined by a sequence σ2 and also a set of
parameters η2. In our reductions, we assume η2 is derived from η1, and since σ1 is revealed
in an online manner, σ2 is created in an online manner by looking only at η1 and the revealed
items of σ1.

I Lemma 16. Assume that there is an online algorithm that solves the Binary Separation
Problem on sequences of length n with b(n) bits of advice, and makes at most r(n) mistakes.
Then there is also an algorithm that solves the Binary String Guessing Problem on sequences
of length n, assuming the number of “0”s is given as a part of input, so that the algorithm
receives b(n) bits of advice and makes at most r(n) errors.

Proof. We assume that we have an algorithm Bsa that solves the Binary Separation Problem
under the conditions of the lemma statement. Using that algorithm, we define the number
n1 of large items to be the number of “0”s in the instance of the Binary String Guessing
Problem. Then, we implement our algorithm Bsga for the Binary String Guessing Problem
as outlined in Algorithm 1, which defines the reduction. This Bsga implementation, defined
in Algorithm 1, functions as an adversary for Bsa, e.g., in Line 4, Bsga gives Bsa its next
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Algorithm 1 Implementing Binary String Guessing via Binary Separation.
The Binary Guessing algorithm knows the number of “0”s (n1) and passes it as a
parameter (the number of large items) to the Binary Separation algorithm

1: small = 0; large = 1
2: repeat
3: mid = (large − small) / 2
4: class_guess = SeparationAlgorithm.ClassifyThis(mid)
5: if class_guess = “large” then
6: bit_guess = 0
7: else
8: bit_guess = 1
9: actual_bit = Guess(bit_guess) {The actual value is received after guessing (2-SGKH).}

10: if actual_bit = 0 then
11: large = mid {We let “large” be the correct decision.}
12: else
13: small = mid {We let “small” be the correct decision.}
14: until end of sequence

request. Notice that we ensure that the Bsga makes a correct guess if and only if Bsa makes
a correct guess. The advice tape is filled with bits of advice for this combined algorithm.
The Bsga uses the Bsa as a sub-routine, but all the questions are effectively coming from
the Bsa.

The set-up, reminiscent of binary search, is carried out as specified in the algorithm with
the purpose of ensuring that when the Bsa is informed of the actual class of the item it
considered, no result can contradict information already obtained. Specifically, the next item
for the Bsa to consider is always in between the largest item which has previously been
deemed “small” and the smallest item which has previously been deemed “large”. The fact
that we give the middle item from that interval is unimportant; any value chosen from the
open interval would work. J

Now, we prove that if we can solve a special case of the bin packing problem, we can also
solve the Binary Separation Problem.

I Lemma 17. Consider the bin packing problem on sequences of length 2n for which Opt
opens n bins. Assume that there is an online algorithm A that solves the problem on these
instances with b(n) bits of advice and opens at most n+ r(n)/4 bins. Then there is also an
algorithm Bsa that solves the Binary Separation Problem on sequences of length n with b(n)
bits of advice and makes at most r(n) errors.

Proof. In the reduction, we encode requests for the Bsa as items for bin packing. Assume
we are given an instance I = (n1, σ = 〈y1, y2, . . . , yn〉) of the Binary Separation problem, in
which n1 is the number of large items (n1 + n2 = n), and the values of yts are revealed in
an online manner (1 ≤ t ≤ n). We create an instance of the bin packing problem which
has length 2n. Algorithm 2 shows the details of the reduction. The bin packing sequence
starts with n1 items of size 1

2 + εmin (in Algorithm 2, the variable “NumberOfLargeItems” is
n1 from the Binary Separation Problem). Any algorithm needs to open a bin for each of
these n1 items. We create the next n items in an online manner, so that we can use the
result of their packing to guess the requests for the Binary Separation Problem. Let τ = yt
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(1 ≤ t ≤ n) be a requested item of the Binary Separation Problem; we ask the bin packing
algorithm to pack an item whose size is an increasing function of τ , and slightly less than 1

2 .
Depending on the decision of the bin packing algorithm for opening a new bin or placing
the item in one of the existing bins, we decide the type of τ as being consecutively small or
large. The last n2 items of the bin packing instance are defined as complements of the items
in the bin packing instance associated with small items in the binary separation instance
(the complement of item x is 1− x). We do not need to give the last items complementing
the small items in order to implement the algorithm, but we need them for the proof of the
quality of the correspondence that we are proving.

Call an item in the bin packing sequence “large” if it is associated with large items in the
Binary Separation Problem, and “small” otherwise. For the bin packing sequence produced
by the reduction, an optimal algorithm pairs each of the large items with one of the first
n1 items (those with size 1

2 + εmin), placing them in the first n1 bins. Opt pairs the small
items with their complements, starting one of the next n2 bins with each of these small
items. Hence, the cost of an optimal algorithm is n1 + n2 = n. The values εmin and εmax in
Algorithm 2 must be small enough so that no more than two of any of the items given in the
algorithm can fit together in a bin. No other restriction is necessary.

We claim that each extra bin used by the bin packing algorithm, but not by Opt, results
in at most four mistakes made by the derived algorithm on the given instance of the Binary
Separation Problem. Consider an extra bin in the final packing of A. This bin is opened
by a large item which is incorrectly guessed as being small (bins which are opened by small
items also appear in Opt’s packing). Note that large items do not fit in the same bins
as complements of small items. The extra bin has enough space for another large item.
Moreover, there are at most two small items which are incorrectly guessed as being large
and placed in the space dedicated to the large items of the extra bin. Hence, there is an
overhead of at least one for four mistakes. To summarize, A has to decide if a given item is
small or large and performs accordingly, and it pays a cost of at least 1/4 for each incorrect
decision. If A opens at most n+ r(n)/4 bins, the algorithm derived from A for the Binary
Separation Problem makes at most r(n) mistakes. J

I Theorem 18. Consider the online bin packing problem on sequences of length n. To
achieve a competitive ratio of c (1 < c < 9/8), an online algorithm needs to receive at least
(n(1+(4c−4) log(4c−4)+(5−4c) log(5−4c))−(dlog(n+1)e+2dlog(dlog(n+1)e+1)e+1))/2
bits of advice.

Proof. Consider a bin packing algorithm A that receives b(n) bits of advice and achieves a
competitive ratio of c. This algorithm opens at most (c− 1) Opt(σ) bins more than Opt, so
when Opt(σ) = n/2, it opens at most (c− 1)n/2 more bins. By Lemma 17, the existence of
such an algorithm implies that there is an algorithm A that solves the Binary Separation
Problem on sequences of length n/2 with b bits of advice and makes at most 2(c − 1)n
errors. By Lemma 16, this implies that there is an algorithm B that solves the Binary
String Guessing Problem on sequences of length n/2 with b bits of advice and makes at most
2(c−1)n mistakes, i.e., it correctly guesses the other n/2−2(c−1)n = (5−4c)n/2 items. Let
α = 5− 4c, and note that α is in the range [1/2, 1) when c is in the range (1, 9/8]. Lemma 14
implies that in order to correctly guess more than αn/2 of the items in the binary sequence,
we must have b(n) larger than or equal to ((1 + (1 − α) log(1 − α) + α logα)n − e(n))/2.
Replacing α with 5− 4c completes the proof. J

Thus, to obtain a competitive ratio strictly better than 9/8, a linear number of bits of
advice is required. For example, to achieve a competitive ratio of 17/16, at least 0.188n bits
of advice are required asymptotically.
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Algorithm 2 Implementing Binary Separation via Special Case Bin Packing.
1: Choose εmin and εmax so that 0 < εmin < εmax <

1
6

2: Choose a decreasing function f : R→ (εmin..εmax)
3: for i = 1 to NumberOfLargeItems do
4: BinPacking.Treat( 1

2 + εmin) {The decision can only be to open a bin.}
5: repeat
6: Let τ be the next request
7: decision = BinPacking.Treat( 1

2 − f(τ))
8: if decision = “packed with an 1

2 + εmin item” then
9: class_guess = “large”
10: else
11: class_guess = “small”

actual_class = Guess(class_guess)
12: if actual_class = “small” then
13: SmallItems.append( 1

2 − f(τ)) {Collecting small items for later.}
14: until end of request sequence
15: for i = 1 to len(SmallItems) do
16: BinPacking.Treat(1 − SmallItems[i]) {The decision is not used.}

I Corollary 19. Consider the bin packing problem for packing sequences of length n. To
achieve a competitive ratio of 9/8− δ, in which δ is a small, but fixed positive number, an
online algorithm needs to receive Ω(n) bits of advice.

6 Concluding Remarks

We conjecture that a sublinear number of bits of advice is enough to achieve competitive
ratios smaller than 4/3. Note that our results imply that we cannot hope for ratios smaller
than 9/8 with sublinear advice.
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Abstract
We study a natural process for allocating m balls into n bins that are organized as the vertices of
an undirected graph G. Balls arrive one at a time. When a ball arrives, it first chooses a vertex
u in G uniformly at random. Then the ball performs a local search in G starting from u until
it reaches a vertex with local minimum load, where the ball is finally placed on. Then the next
ball arrives and this procedure is repeated. For the case m = n, we give an upper bound for the
maximum load on graphs with bounded degrees. We also propose the study of the cover time of
this process, which is defined as the smallest m so that every bin has at least one ball allocated
to it. We establish an upper bound for the cover time on graphs with bounded degrees. Our
bounds for the maximum load and the cover time are tight when the graph is vertex transitive
or sufficiently homogeneous. We also give upper bounds for the maximum load when m > n.
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1 Introduction

A very simple procedure for allocating m balls into n bins is to place each ball into a bin
chosen independently and uniformly at random. We refer to this process as 1-choice process.
It is well known that, when m = n, the maximum load for the 1-choice process (i.e., the
maximum number of balls allocated to any single bin) is Θ

(
logn

log logn

)
[10]. Alternatively, in

the d-choice process, balls arrive sequentially one after the other, and when a ball arrives,
it chooses d bins independently and uniformly at random, and places itself in the bin that
currently has the smallest load among the d bins (ties are broken uniformly at random). It
was shown by Azar et al. [2] and Karp et al. [7] that the maximum load for the d-choice
process with m = n and d > 2 is Θ

(
log logn

log d

)
. The constants omitted in the Θ are known

and, as shown by Vöcking [11], they can be reduced with a slight modification of the d-choice
process. Berenbrink et al. [3] extended these results to the case m� n.

In some applications, it is important to allow each ball to choose bins in a correlated
way. For example, such correlations occur naturally in distributed systems, where the bins

∗ Karl Bringmann is a recipient of the Google Europe Fellowship in Randomized Algorithms, and this
research is supported in part by this Google Fellowship. The research of Alexandre Stauffer is supported
in part by a Marie Curie Career Integration Grant PCIG13-GA-2013-618588 DSRELIS. The research of
He Sun has partially been funded by the Cluster of Excellence “Multimodal Computing and Interaction”
within the Excellence Initiative of the German Federal Government.

© Karl Bringmann, Thomas Sauerwald, Alexandre Stauffer, and He Sun;
licensed under Creative Commons License CC-BY

31st Symposium on Theoretical Aspects of Computer Science (STACS’14).
Editors: Ernst W. Mayr and Natacha Portier; pp. 187–198

Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

http://dx.doi.org/10.4230/LIPIcs.STACS.2014.187
http://creativecommons.org/licenses/by/3.0/
http://www.dagstuhl.de/lipics/
http://www.dagstuhl.de


188 Balls into bins via local search: cover time and maximum load

1 2 3 4 5 6
(a)

1 2 3 4 5 6
(b)

ball i

1 2 3 4 5 6
(c)

ball i+ 1

1 2 3 4 5 6
(d)

ball i+ 2

Figure 1 Illustration of the local search allocation. Black circles represent the vertices 1–6
arranged as a path, and yellow circles represent the balls of the process (the most recently allocated
ball is marked red). Figure (a) shows the configuration after placing i − 1 balls. In Figure (b), ball i

born at vertex 4 has two choices in the first step of the local search (vertices 3 or 5) and is finally
allocated to vertex 2. Figures (c) and (d) show the placement of balls i + 1 and i + 2.

represent processors that are interconnected as a graph and the balls represent tasks that
need to be assigned to processors. From a practical point of view, letting each task choose d
independent random bins may be undesirable, since the cost of accessing two bins which are
far away in the graph may be higher than accessing two bins which are nearby. Furthermore,
in some contexts, tasks are actually created by the processors, which are then able to forward
tasks to other processors to achieve a more balanced load distribution. In such settings,
allocating balls close to the processor that created them is certainly very desirable as it
reduces the costs of probing the load of a processor and allocating the task.

With this motivation in mind, Bogdan et al. [4] introduced a natural allocation process
called local search allocation. Consider that the bins are organized as the vertices of a graph
G = (V,E) with n = |V |. At each time step a ball is “born” at a vertex chosen independently
and uniformly at random from V , which we call the birthplace of the ball. Then, starting
from its birthplace, the ball performs a local search in G, where the ball repeatedly moves to
the adjacent vertex with the smallest load, provided that this load is strictly smaller than the
load of its current vertex. We assume that ties are broken independently and uniformly at
random. The local search ends when the ball visits the first vertex that is a local minimum,
which is a vertex for which no neighbor has a smaller load. After that, the next ball is born
and the procedure above is repeated. See Figure 1 for an illustration.

The main result in [4] establishes that when G is an expander graph with bounded
maximum degree, the maximum load after n balls have been allocated is Θ(log logn). Hence,
local search allocation on bounded-degree expanders achieves the same maximum load (up
to constants) as in the d-choice process, but has the extra benefit of requiring only local
information during the allocation. In [4], it was also established that the maximum load is

Θ
((

logn
log logn

) 1
d+1
)

on d-dimensional grids, and Θ(1) on regular graphs of degrees Ω(logn).

1.1 Results

In this paper, we derive new upper and lower bounds for the maximum load and propose
the study of another natural quantity, which we refer to as the cover time. In order to state
our results, we need to introduce the following two quantities that are related to the local
neighborhood growth of G:

R1 = R1(G) = min{r ∈ N : r|Bru| log r > logn for all u ∈ V }



K. Bringmann, T. Sauerwald, A. Stauffer, and H. Sun 189

and
R2 = R2(G) = min{r ∈ N : r|Bru| > logn for all u ∈ V },

where Bru denotes the set of vertices within distance r from vertex u. Note that R1 6 R2
for all G. For the sake of clarity, we state our results here for vertex-transitive graphs only.
In later sections we state our results in full generality, which will require a more refined
definition of R1 and R2. We also highlight that for all the results below (and throughout this
paper) we assume that ties are broken independently and uniformly at random; the impact
of tie-breaking procedures in local search allocation was investigated in [4, Theorem 1.5].

Maximum load
We derive an upper bound for the maximum load after n balls have been allocated. Our
bound holds for all bounded-degree graphs, and is tight for vertex-transitive graphs (and,
more generally, for graphs where the neighborhood growth is sufficiently homogeneous across
different vertices).

I Theorem 1.1 (Maximum load when m = n). Let G be any vertex-transitive graph with
bounded degrees. Then, with probability at least 1 − n−1, the maximum load after n balls
have been allocated is Θ(R1).

Theorem 1.1 is a special case of Theorem 3.1, which gives a more precise version of the result
above and generalizes it to non-transitive graphs; in particular, we obtain that for any graph
with bounded degrees the maximum load is O(R1) with high probability. We state and prove
Theorem 3.1 in Section 3.

Note that for bounded-degree expanders we have R1 = Θ(log logn), and for d-dimensional

grids we have R1 = Θ
((

logn
log logn

) 1
d+1
)
. Hence the results for bounded-degree graphs in [4]

are special cases of Theorems 1.1 and 3.1. Furthermore, the proof of Theorems 1.1 and 3.1
uses different techniques (it follows by a subtle coupling with the 1-choice process) and is
substantially shorter than the proofs in [4].

Our second result establishes an upper bound for the maximum load when m > n. We
point out that all other results known so far were limited to the case m = n. We establish
that, when m = Ω(R2n), the maximum load is of order Θ(m/n) (i.e., the same order as the
average load). We note that the difference between the maximum load and the average load
for the local search allocation is always bounded above by the diameter of the graph. This is
in some sense similar to the d-choice process, where the difference between the maximum
load and the average load does not depend on m [3].

I Theorem 1.2 (Maximum load when m > n). Let G be any graph with bounded degrees.
Then for any m > n, with probability at least 1− n−1, the maximum load after m balls have
been allocated is O(mn +R2).

Cover time
We propose to study the following natural quantity related to any process based on allocating
balls into bins. Define the cover time as the first time at which all bins have at least one ball
allocated to them. This is in analogy with cover time of random walks on graphs, which is
the first time at which the random walk has visited all vertices of the graph. Note that for
the 1-choice process, the cover time corresponds to the time of a coupon collector problem,
which is known to be n logn+Θ(n) [9, Section 2.4.1]. For the d-choice process with d = Θ(1),
we obtain that the cover time is also of order n logn.
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We show that for the local search allocation the cover time can be much smaller than
n logn: Our next theorem establishes that the cover time for vertex-transitive bounded-
degree graphs is Θ(R2n) with high probability. Since R2 = O(

√
logn) for all connected

graphs, it follows that the cover time for any connected, bounded-degree graph is at most
O(n
√

logn), which is significantly smaller than the cover time of the d-choice process for
any d = Θ(1). In particular, we have R2 = Θ(log logn) for bounded-degree expanders, and
R2 = Θ

(
(logn)

1
d+1

)
for d-dimensional grids.

I Theorem 1.3 (Cover time for bounded-degree graphs). Let G be any vertex-transitive graph
with bounded degrees. Then, with probability at least 1− n−1, the cover time of local search
allocation on G is Θ(R2n).

The theorem above is a special case of Theorem 4.2, which we state and prove in Section 4.
Our final result provides a general upper bound on the cover time for dense graphs.

Theorem 1.4 below is a special case of Theorem 4.3, which gives an upper bound on the
cover time for all regular graphs. We state and prove Theorem 4.3 in Section 4.

I Theorem 1.4 (Cover time for dense graphs). Let G be any d-regular graph with d =
Ω(logn log logn). Then, with probability at least 1− n−1, the cover time is Θ(n).

Due to space limitations, we skip some proofs. The full version can be found in [5].

2 Key technical argument

Aside from Theorem 1.4, we assume throughout this paper that G has bounded degrees; i.e.,
the maximum degree ∆ is bounded above by a constant independent of n. We also assume
that, in the local search allocation, ties are broken independently and uniformly at random.

For each m > 0 and vertex v ∈ V , let X(m)
v denote the load of v (i.e., the number of balls

allocated to v) after m balls have been allocated. Initially we have X(0)
v = 0 for all v ∈ V

and, for any m > 0, we have
∑
v∈V X

(m)
v = m. Denote by X(m)

max the maximum load after m
balls have been allocated; i.e., X(m)

max = maxv∈V X(m)
v . Also, denote by Tcov = Tcov(G) the

cover time of G, which we define as the first time at which all vertices have load at least 1.
More formally, Tcov = min{m > 0: X(m)

v > 1 for all v ∈ V }.
Let Ui ∈ V denote the birthplace of ball i and, for each m > 0 and v ∈ V , let X(m)

v

denote the load of v after m balls have been allocated according to the 1-choice process. Let
X

(m)
max denote the maximum load for the 1-choice process. More formally,

X
(m)
v =

m∑
i=1

1 (Ui = v) and X
(m)
max = max

v∈V
X

(m)
v (2.1)

We now prove a key technical result (Lemma 2.2 below) that will play a central role in
our proofs later. Let µ : V → Z be any integer function on the vertices of G that satisfies the
following property:

for any two neighbors u, v ∈ V , we have |µ(u)− µ(v)| 6 1. (2.2)

We see µ as an initial attribution of weights to the vertices of G. Then, for any m > 1, after
m balls are allocated, we define the weight of vertex v by

W (m)
v = X(m)

v + µ(v). (2.3)
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Note that for any m > 1 and v ∈ V , we have that Wv can increase by at most one after each
step; i.e., W (m)

v ∈ {W (m−1)
v ,W

(m−1)
v + 1}. The lemma below establishes that a ball cannot

be allocated to a vertex with larger weight than the vertex where the ball is born.

I Lemma 2.1. Let m > 1 and denote by v the vertex where ball m is born (i.e., v = Um).
Let v′ be the vertex where ball m is allocated. Then, W (m−1)

v′ 6W
(m−1)
v .

Proof. Assume that v 6= v′, thus the local search of ball m visits at least two vertices. Let w
be the second vertex visited during the local search. Since v and w are neighbors in G, we
have

W (m−1)
w = X(m−1)

w + µ(w) = X(m−1)
v − 1 + µ(w) 6 X(m−1)

v + µ(v) = W (m−1)
v .

Proceeding inductively for each step of the local search, we obtain W (m−1)
v′ 6W

(m−1)
v . J

For vectors A = (a1, a2, . . . , an) and A′ = (a′1, a′2, . . . , a′n) such that
∑n
i=1 ai =

∑n
i=1 a

′
i,

we say that A majorizes A′ if, for each κ = 1, 2, . . . , n, the sum of the κ largest entries of A
is at least the sum of the κ largest entries of A′. More formally, if j1, j2, . . . , jn are distinct
numbers such that aj1 > aj2 > · · · > ajn and j′1, j′2, . . . , j′n are distinct numbers such that
a′j′1

> a′j′2
> · · · > a′j′n , then A majorizes A′ if

κ∑
i=1

aji >
κ∑
i=1

a′j′
i

for all κ = 1, 2, . . . , n. (2.4)

Let W (m)
v be the weight of vertex v after m balls are allocated according to the 1-choice

process; i.e., W (m)
v = X

(m)
v + µ(v) for all v ∈ V . The lemma below establishes that W (m)

majorizes W (m) for any m.

I Lemma 2.2. For any fixed m > 0, we can coupleW (m) andW (m) so that, with probability 1,
W

(m) majorizes W (m).

For the proof of this lemma, we need the following result from [2].

I Lemma 2.3 ([2, Lemma 3.4]). Let v = (v1, v2, . . . , vn), u = (u1, u2, . . . , un) be two vectors
such that v1 > v2 > · · · > vn and u1 > u2 > · · · > un. If v majorizes u, then also v + ei
majorizes u+ ei, where ei is the ith unit vector.

Proof of Lemma 2.2. The proof is by induction on m. Clearly, for m = 0, we have W (0)
v =

W
(0)
v = µ(v) for all v ∈ V . Now, assume that we can couple W (m−1) with W (m−1) so that

W
(m−1) majorizes W (m−1). Let i1, i2, . . . , in be distinct elements of V so that

W
(m−1)
i1

>W
(m−1)
i2

> · · · >W
(m−1)
in

.

Similarly, let j1, j2, . . . , jn be distinct elements of V so that

W
(m−1)
j1 >W

(m−1)
j2 > · · · >W

(m−1)
jn .

Let ` be a uniformly random integer from 1 to n. Then, for the process (W (m)
v )v∈V , let the

birthplace of ball m be vertex i` and for the process (W (m)
v )v∈V , let the birthplace of ball m

be j`. For the process (W (m)
v )v∈V , ball m may not necessarily be allocated at vertex i`, so

let us define ι as the integer so that iι is the vertex to which ball m is allocated.
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In order to prove that W (m) majorizes W (m), let us define by W̃ (m) the vector which is
obtained from W (m−1) by allocating ball m to vertex i` (the birthplace of ball m). Applying
Lemma 2.3 gives that W (m) majorizes W̃ (m), since by the induction hypothesis W (m−1)

majorizes W (m−1). Next observe that

W (m) = W̃ (m) − ei` + eiι ,

so we obtain the vector W (m) from W̃ (m) by removing one ball from vertex i` and adding
one ball to vertex iι. By Lemma 2.1, we have W (m−1)

iι
6 W

(m−1)
i`

. This implies W̃ (m)
i`

=
W

(m−1)
i`

+ 1 > W
(m−1)
iι

+ 1 and in turn that W̃ (m) majorizes W (m). Combining this with
the insight that W (m) majorizes W̃ (m) implies that W (m) majorizes W (m). This completes
the induction and the proof. J

Now we illustrate the usefulness of the above result by relating the probability of a vertex
to have a certain load to the probability that balls are born in a neighborhood around a
vertex. For any two vertices u, v ∈ V , we denote by dG(u, v) their distance on G.

I Lemma 2.4. For any v ∈ V , and any `,m > 1, we have

Pr
[
X(m)
v > `

]
> Pr

[⋂
w∈B`−1

v

{
X

(m)
w > `− dG(v, w)

}]
and

Pr
[
X(m)
v > `

]
6 Pr

[⋃
w∈V

{
X

(m)
w > `+ dG(v, w)

}]
.

Proof. For the first inequality, set µ(w) = dG(v, w) for all w ∈ V . Let A(m) be the
event that all vertices have weight at least ` after m balls are allocated, and let A(m) be
the same event for the 1-choice process. In symbols A(m) = {minu∈V W (m)

u > `} and
A(m) = {minu∈V W

(m)
u > `}. By Lemma 2.2, we have that Pr

[
A(m) ] > Pr

[
A(m) ].

Clearly, we have that A(m) implies {X(m)
v > `}, but the two events are in fact equal since,

by the smoothness of the load vector ([4, Lemma 2.2]), {X(m)
v > `} implies A(m). The proof

is then complete since A(m) =
⋂
w∈B`v

{
X

(m)
w > `− dG(v, w)

}
.

For the second inequality, set µ(w) = −dG(v, w) for all w ∈ V . Then define B(m)

to be the event that there exists at least one vertex with weight at least ` after m balls
are allocated, and let B(m) be the corresponding event for the 1-choice process. Thus,
B(m) = {maxu∈V W (m)

u > `} and B(m) = {maxu∈V W
(m)
u > `}. Similarly as for the event

A(m), we have that the events {X(m)
v > `} and B(m) are identical. Applying Lemma 2.2 we

obtain that Pr
[
B(m) ] 6 Pr

[
B(m) ] = Pr

[⋃
w∈V

{
X

(m)
w > `+ dG(v, w)

}]
. J

I Remark. The lemma above states that one can couple {X(m)
v }v∈V and {X(m)

v }v∈V so that
if X(m)

w > ` − dG(v, w) for all w ∈ B`−1
v , then X(m)

v > `. However, this is not necessarily
achieved with the “trivial” coupling where each ball is born at the same vertex for both
processes {X(m)

v }v∈V and {X(m)
v }v∈V . In other words, knowing that the number of balls

born at vertex w is at least `− dG(v, w) for all w ∈ B`v does not imply that X(m)
v > `.

Now we extend the proof of Lemma 2.4 to derive an upper bound on the load of a subset
of vertices. The proof of this proposition can be found in the full version [5].
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I Proposition 2.5. Let S ⊂ V be fixed and ∆ be the maximum degree inG. Then, for allm > n

and ` > 300∆m
n we have Pr

[∑
v∈S X

(m)
v > `|S|

]
6 4 exp

(
− |S|`14 log

(
`n
m

))
+ exp

(
−m4

)
.

Moreover, for any given u ∈ V , it holds that Pr
[
X

(m)
u > 2`

]
6 4 exp

(
− |B

`
u|`

14 log
(
`n
m

))
+

exp
(
−m4

)
.

In many of our proofs we analyze a continuous-time variant where the number of balls
is not fixed, but is given by a Poisson random variable with mean m. Equivalently, in this
variant balls are born at each vertex according to a Poisson process of rate 1/n. We refer
to this as the Poissonized version. We will use the Poissonized versions of both the local
search allocation and the 1-choice process in our proofs. Since the probability that a mean-m
Poisson random variable takes the value m is of order Θ(m−1/2) we obtain the following
relation.

I Lemma 2.6. Let A be an event that holds for the Poissonized version of the local search
allocation (respectively, 1-choice process) with probability 1− ε for some ε ∈ (0, 1). Then,
the probability that A holds for the non-Poissonized version of the local search allocation
(respectively, 1-choice process) is at least 1−O(ε

√
m).

3 Maximum Load

We start stating a stronger version of Theorem 1.1 which also holds for non-transitive graphs.
For γ ∈ (0, 1/2], let

R
(γ)
1 = R

(γ)
1 (G) = max

{
r ∈ N : there exists S ⊆ V with |S| > n

1
2 +γ

such that r|Bru| log r < logn for all u ∈ S
}
.

Note that R(γ)
1 is non-increasing with γ. Also, when G is vertex transitive, we have R1 =

R
(γ)
1 + 1 for all γ ∈ (0, 1/2], because in this case, for any given r, the size of Bru is the same

for all u ∈ V . The theorem below establishes that, for any bounded-degree graph, if there
exists a γ ∈ (0, 1/2] for which R(γ)

1 = Θ(R1), then the maximum load when m = n is Θ(R1).
In the following, ω(1) stands for a term that goes to ∞ as n→∞.

I Theorem 3.1 (General version of Theorem 1.1). Let G be any graph with bounded degrees.
For any γ ∈ (0, 1/2] and α > 1, we have

Pr
[
X(n)

max <
γR

(γ)
1

4

]
6 n−ω(1) and Pr

[
X(n)

max > 56αR1

]
6 5n−α.

Proof. We start establishing a lower bound for X(n)
max. Let A be a Poisson random variable

with mean 1. We first consider the Poissonized versions of the local search allocation and
the 1-choice process (recall the definition of these variants from the paragraph preceding
Lemma 2.6). For any v ∈ V and any ` > 0, Lemma 2.4 gives that

Pr
[
X(n)
v > `

]
>

`−1∏
r=0

(Pr [A > `− r ])|N
r
v | >

`−1∏
r=0

(
e−1(`− r)−`+r

)|Nrv | ,
where Nr

v is the set of vertices at distance r from v so that B`v =
⋃`
r=0N

r
v . Hence,

Pr
[
X(n)
v > `

]
> exp

(
−|B`v| − `|B`v| log(`)

)
> exp

(
−2`|B`v| log(`)

)
,
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where the last step follows for all ` > 2. Given γ > 0, set ` = γR
(γ)
1

4 . Since |Brv | log r is
increasing with r, there exists a set S with |S| = dn 1

2 +γe such that

Pr
[
X(n)
v >

γR
(γ)
1

4

]
> exp

−γR(γ)
1 |B

R
(γ)
1

v | log(R(γ)
1 )

2

 > n−γ/2 for all v ∈ S. (3.1)

Let Y = Y (γ) be the random variable defined as the number of vertices v satisfying X(n)
v >

γR
(γ)
1

4 . Let K be the total number of balls allocated in the Poissonized version of the local
search allocation. Note that E [K ] = n and by standard tail bounds, Pr [K > 2en ] 6 21−2ne.
Regard Y as a function of the K independently chosen birthplaces U1, U2, . . . , UK . Then,
for any given K, Y is 1-Lipschitz by [4, Lemma 2.5], and (3.1) implies that

E [Y | K 6 2en ] > n
1
2 +γ ·

(
n−γ/2 −Pr [K > 2en ]

Pr [K 6 2en ]

)
>
n

1
2 + γ

2

2 .

With this, we apply the method of bounded differences [8, Lemma 1.2] to obtain

Pr
[
X(n)

max <
γR

(γ)
1

4

]

6 Pr
[
|Y −E [Y | K 6 2en ] | > 1

2E [Y | K 6 2en ] | K 6 2en
]

+ Pr [K > 2en ]

6 n−ω(1) + 21−2ne = n−ω(1).

This result can then be translated to the non-Poissonized model via Lemma 2.6.
Now we establish the upper bound, where we consider the non-Poissonized process. For

any fixed u ∈ V , we have from the second part of Proposition 2.5 (with m = n) that

Pr
[
X(n)
u > 56αR1

]
6 4 exp

(
−28αR1|B28αR1

u |
14 log(28αR1)

)
+ exp

(
−n4

)
6 4 exp

(
−2αR1|BR1

u | logR1
)

+ exp
(
−n4

)
6 5n−2α.

Taking the union bound over u we obtain that Pr
[
X

(n)
max > 56αR1

]
6 5n−2α+1 6 5n−α. J

Proof of Theorem 1.2. Applying Proposition 2.5 with ` =
(
m
n +R2

)
c for any constant

c > 300∆, we obtain

Pr
[∑

u∈BR2
u

X(m)
u >

(m
n

+R2

)
c · |BR2

u |
]

6 4 exp
(
−
(m
n

+R2

) c|BR2
u |

14 log c
)

+ exp
(
−m4

)
6 4 exp

(
−cR2|BR2

u |
14 log c

)
+ exp

(
−m4

)
,

where BR2
u denotes the set of vertices within distance R2 from u. By setting c > 0 sufficiently

large, the right-hand side above can be made smaller than n−2. If u has load k, then the
number of balls allocated to vertices in BR2

u is at least
R2∑
i=0

(k − i)|N i
u| > (k −R2)|BR2

u |.

Therefore, on the event
∑
u∈BR2

u
X

(m)
u 6

(
m
n +R2

)
c|BR2

u |, we have X(m)
u 6 c

(
m
n +R2

)
+

R2 6 2c
(
m
n +R2

)
. Taking a union bound over all u ∈ V completes the proof. J
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4 Cover time

The proposition below gives an upper bound for the cover time.

I Proposition 4.1. Let G be a graph with bounded degrees. Then for any α > 1 there exists
a C = C(α) > 0 such that for all m > CR2n we have Pr

[
X

(m)
min <

m
224n log ∆

]
6 n−α, where

X
(m)
min = minv∈V X(m)

v .

Proof. Fix an arbitrary vertex u ∈ V . We will use the concept of weights defined in Section 2.
Define µ(v) = dG(u, v) and W (m)

v = X
(m)
v + µ(v). Similarly, for the 1-choice process, define

W
(m)
v = X

(m)
v + µ(v). Let Y := minv∈V W

(m)
v be the minimum weight of all vertices in V in

the 1-choice process. Let ` = m
28n log ∆ and recall that Bru is the set of vertices within distance

r from u. We have

Pr [Y < ` ] = Pr
[⋃

v∈B`−1
u

{
W

(m)
v < `

}]
6 |B`u|Pr

[
X

(m)
u < `

]
6 |B`u|Pr

[ ∣∣∣X(m)
u −E

[
X

(m)
u

] ∣∣∣ > m

n

(
1− 1

28 log ∆

)]
.

Using a variant of Hoeffding’s inequality, we obtain

Pr [Y < ` ] 6 |B`u| exp

− m2

n2

(
1− 1

28 log ∆

)2

7m
3n


6 |B`u| exp

(
− 3m

28n

)
6 exp

(
m

28n −
3m
28n

)
6

1
2 ,

where the last inequality holds since m/n > CR2 = ω(1) for bounded degree graphs. Now
define Z as the sum of the |BR2

u | smallest values of
{
W

(m)
v : v ∈ V

}
and Z as the sum

of the |BR2
u | smallest values of

{
W

(m)
v : v ∈ V

}
. By Lemma 2.2, we can couple W (m)

and W
(m) so that, with probability 1, Z > Z. Further, E

[
Z
]
> `|BR2

u |
2 . We now apply

Azuma’s inequality [6, Theorem 6.1] in order to show that Z is likely to be at least `|B
R2
u |
4 . Let

A1, A2, . . . , Am be the martingale adapted to the filtration Fi generated by U1, U2, . . . , Ui; i.e.,
Ai = E

[
Z | Fi

]
. Since changing the birthplace of ball i (and keeping all other birthplaces the

same) can change Z by at most one [4, Lemma 2.5], we have that E [Ai −Ai−1 | Fi−1 ] 6 1.
Now fix i. Let ζu be the value of Ai when Ui = u and let ζ = 1

n

∑
u∈V ζu. Then we have

EUi

[
(Ai −Ai−1)2

∣∣∣∣⋂i−1

j=1
{Uj = uj}

]
= 1
n

∑
u∈V

(ζu − ζ)2,

where the expectation above is taken with respect to Ui. Since |ζu− ζu′ | 6 1 for all u, u′ ∈ V ,
we can write

1
n

∑
u∈V

(ζu − ζ)2 6
1
n

∑
u∈V
|ζu − ζ| =

1
n

∑
u∈V

∣∣∣∣ ∑
u′∈V

1
n

(ζu − ζu′)
∣∣∣∣ 6 1

n2

∑
u∈V

∑
u′∈V

|ζu − ζu′ | .

Note that, for any realization of U1, U2, . . . , Ui−1, Ui+1, . . . , Um, ζu and ζu′ only differ if
exactly one of u or u′ is among the |BR2

u | smallest loads. Hence,
∑
u∈V

∑
u′∈V |ζu − ζu′ | 6

2|BR2
u |n. Consequently, EUi

[
(Ai −Ai−1)2

∣∣∣⋂i−1
j=1{Uj = uj}

]
6 2|BR2

u |
n . Now, Azuma’s
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inequality [6, Theorem 6.1] gives

Pr
[
Z <

`|BR2
u |

4

]
6 Pr

[
|Z −E

[
Z
]
| > 1

2E
[
Z
] ]

6 exp

− ( 1
2E
[
Z
])2

4 · |B
R2
u |
n ·m+ 1

6E
[
Z
]
 .

Clearly, E
[
Z
]
6 m|BR2

u |
n , which gives that

Pr
[
Z <

`|BR2
u |

4

]
6 exp

− E
[
Z
]2

16 · |B
R2
u |
n ·m+ 2m|BR2

u |
3n

 6 exp
(
−`

2|BR2
u |/4

17m/n

)
.

Using the value of ` and m, we have

Pr
[
Z <

`|BR2
u |

4

]
6 exp

(
−

m
n |B

R2
u |

68(28 log ∆)2

)
6 exp

(
− CR2|BR2

u |
68(28 log ∆)2

)
6 n

− C
68(28 log ∆)2 .

Due to our coupling which gives Z > Z we conclude that with probability at least 1 −
n
− C

68(28 log ∆)2 there exists a vertex v ∈ BR2
u with W (m)

v > `
4 and thus X(m)

v > `
4 −R2. Then,

by smoothness of the load vector [4, Lemma 2.2], we have that with probability at least
1− n−

C
68(28 log ∆)2 , every vertex in BR2

u has load at least `
4 − 3R2 > m

224n log ∆ , where the last
step follows for all C > 672 log ∆. The result follows by taking the union bound over all
u ∈ V , which yields that, with probability at least 1− n−

C
68(28 log ∆)2

+1, all vertices have load
at least m

224n log ∆ . The proof is completed by setting C large enough with respect to α so
that C

68(28 log ∆)2 − 1 > α. J

We prove a stronger version of Theorem 1.3, which holds also for non-transitive graphs.
For γ ∈ (0, 1/2], let

R
(γ)
2 = R

(γ)
2 (G) = max

{
r ∈ N : there exists S ⊆ V with |S| > n

1
2 +γ

such that r|Bru| < logn for all u ∈ S
}
.

Note that R(γ)
2 is non-increasing with γ. Also, when G is vertex transitive, we have R2 =

R
(γ)
2 + 1 for all γ > 0, because in this case, for any given r, the size of Bru is the same for all

u ∈ V . The theorem below establishes that, for any bounded-degree graph, if there exists a
γ ∈ (0, 1/2] for which R(γ)

2 = Θ(R2), then the cover time is Θ(R2).

I Theorem 4.2 (General version of Theorem 1.3). Let G be any graph with bounded degrees.
For any γ ∈ (0, 1/2] and α > 1, there exists C = C(α,∆) such that

Pr
[
Tcov <

γR
(γ)
2 n

8∆

]
6 n−ω(1) and Pr [Tcov > CR2n ] 6 n−α.

Proof. The second inequality is established by Proposition 4.1. For the first inequality, let
S be a set of n 1

2 +γ vertices u for which R(γ)
2 ·BR

(γ)
2

u < logn. Let m = γR
(γ)
2 n

8∆ . We consider
the Poissonized version of the local search allocation and the 1-choice process. We abuse
notation slightly and let X(m)

v and X(m)
v denote the load of v for the Poissonized version of

the local search allocation and 1-choice process, respectively, when the expected number of
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balls allocated in total is m. For any u ∈ S, we will bound the probability that X(m)
u = 0.

By the second part of Lemma 2.4, we have that

Pr
[
X(m)
u = 0

]
> Pr

[⋂
w∈V

{
X

(m)
w 6 dG(u,w)

}]
.

Recall that Nr
u is the set of vertices at distance r from u and B`u =

⋃`
r=0N

r
u. By independence

of the Poissonized model, we can write

Pr
[
X(m)
u = 0

]
> Pr

[⋂
w∈B

R
(γ)
2

u

{
X

(m)
w = 0

}]
Pr
[⋂

i>R
(γ)
2

⋂
w∈Niu

{
X

(m)
w 6 i

}]

> exp

−m|BR(γ)
2

u |
n

(1−
∑

i>R
(γ)
2

∑
w∈Niu

Pr
[
X

(m)
w > i

])

> exp

−m|BR(γ)
2

u |
n

(1− 2
∑

i>R
(γ)
2

∑
w∈Niu

(me
ni

)i)
,

where the last inequality follows by a Chernoff bound [1, Theorem A.1.15]. Using the simple
bound |N i

u| 6 ∆i and the fact that me∆
ni 6 1

2 for all i > R
(γ)
2 (as ∆/R(γ)

2 = o(1) since
∆ = O(1)), we have

Pr
[
X(m)
u = 0

]
> exp

−m|BR(γ)
2

u |
n

1− 4
(
me∆
nR

(γ)
2

)R(γ)
2
 > n−γ/8 · 1

2 .

Now let Y be the random variable defined as the number of vertices v satisfying X(m)
v = 0.

Let K be the random variable for the total number of balls allocated and regard Y as a
function of the K independently chosen birthplaces U1, U2, . . . , UK . Then, Y is 1-Lipschitz
by [4, Lemma 2.5] for any given K. The calculations above give that

E [Y | K 6 2em ] > E [Y ] > n
1
2 + 7γ

8

2 .

Note thatm = O(n logn) for anyG. With this, we apply the method of bounded differences [8,
Lemma 1.2] and a standard tail bound to obtain

Pr
[
X

(n)
min = 0

]
6 Pr

[
|Y −E [Y | K 6 2em ] | > 1

2E [Y | K 6 2em ]
∣∣∣∣K 6 2em

]
+ Pr [K > 2em ]

6 2 exp
(
−n

1+14γ/8

8(2em)

)
+ 21−2me = n−ω(1).

This result can then be translated to the non-Poissonized process using Lemma 2.6 and the
fact that m = γR

(γ)
2 n

4 = O(n logn). J

We now state a stronger version of Theorem 1.4. The proof is in the full version [5].

I Theorem 4.3 (General version of Theorem 1.4). Let G be any d-regular graph. Then, for
any α > 1 there exists C = C(α) > 0 such that

Pr
[
Tcov > C ·

(
n
(

1 + logn · log d
d

))]
6 n−α.
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5 Remarks and open questions

Blanket time
In analogy with the cover time for random walks, for each δ > 1, we can define the blanket
time as the first time at which the load of each vertex is in the interval ( 1

δ ·
m
n , δ ·

m
n ). It

follows from Theorem 1.2 and Proposition 4.1 that, for bounded-degree vertex-transitive
graphs, the blanket time is Θ(nR2) for all large enough δ.

Extreme graphs

Note that for any connected graph G, we have R1(G) 6
√

logn
log logn and R2(G) 6

√
logn.

Thus, the cycle is the graph with the largest possible maximum load (when m = n) and
largest possible cover time among all bounded-degree graphs up to constant factors. Also,
for any graph G with bounded degrees, we have R1(G) and R2(G) are of order Ω(log logn).
Thus, bounded-degree expanders are the graphs with the smallest maximum load (when
m = n) and smallest cover time among all bounded-degree graphs up to constant factors.

Open questions
1. For any vertex-transitive graph (not necessarily of bounded degrees), does it hold that

X
(n)
max = Θ(R1) and Tcov = Θ(R2n) with high probability?

2. For any vertex-transitive graph (not necessarily of bounded degrees) and any m = ω(nR2),
does it hold that X(m)

max = m
n + Θ(R2) with high probability?

3. For any vertex-transitive graph, is the blanket time of order nR2 for all δ > 1? Also, is
the blanket time of the same order as the cover time for all vertex-transitive graphs?

4. Let G = (V,E) and G′ = (V,E′) be two graphs such that E ⊂ E′. Is the maximum load
on G stochastically dominated by the maximum load on G′ for any m?
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Abstract
Classical analysis of two-player quantitative games involves an adversary (modeling the environ-
ment of the system) which is purely antagonistic and asks for strict guarantees while Markov
decision processes model systems facing a purely randomized environment: the aim is then to op-
timize the expected payoff, with no guarantee on individual outcomes. We introduce the beyond
worst-case synthesis problem, which is to construct strategies that guarantee some quantitative
requirement in the worst-case while providing an higher expected value against a particular
stochastic model of the environment given as input. We consider both the mean-payoff value
problem and the shortest path problem. In both cases, we show how to decide the existence
of finite-memory strategies satisfying the problem and how to synthesize one if one exists. We
establish algorithms and we study complexity bounds and memory requirements.
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1 Introduction

Two-player zero-sum quantitative games [14, 28, 3] and Markov decision processes (MDPs) [24,
5] are two popular formalisms for modeling decision making in adversarial and uncertain
environments respectively. In the former, two players compete with opposite goals (zero-sum),
and we want strategies for player 1 (the system) that ensure a given minimal performance
against all possible strategies of player 2 (its environment). In the latter, the system
plays against a stochastic model of its environment, and we want strategies that ensure a
good expected overall performance. Those two models are well studied and simple optimal
memoryless strategies exist for classical objectives such as mean-payoff [22, 14, 15] or shortest
path [1, 12]. But both models have clear weaknesses: strategies that are good for the
worst-case may exhibit suboptimal behaviors in probable situations while strategies that are
good for the expectation may be terrible in some unlikely but possible situations.

In practice, we want strategies that both ensure (a) some worst-case threshold no matter
how the adversary behaves (i.e., against any arbitrary strategy) and (b) a good expectation

? Work partially supported by European project CASSTING (FP7-ICT-601148). Filiot and Randour are
respectively F.R.S.-FNRS research associate and research fellow. Raskin is supported by ERC Starting
Grant inVEST (279499).

© Véronique Bruyère, Emmanuel Filiot, Mickael Randour, and
Jean-François Raskin;
licensed under Creative Commons License CC-BY

31st Symposium on Theoretical Aspects of Computer Science (STACS’14).
Editors: Ernst W. Mayr and Natacha Portier; pp. 199–213

Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

http://dx.doi.org/10.4230/LIPIcs.STACS.2014.199
http://creativecommons.org/licenses/by/3.0/
http://www.dagstuhl.de/lipics/
http://www.dagstuhl.de


200 Beyond Worst-Case Synthesis in Quantitative Games

against the expected behavior of the adversary (given as a stochastic model). We study how
to construct such finite-memory strategies. We consider finite memory for player 1 as it can
be implemented in practice (as opposed to infinite memory). Player 2 is not restricted in his
choice of strategies, but we show that simple strategies suffice. Our problem, the beyond
worst-case synthesis problem, makes sense for any quantitative measure. We focus on
two classical ones: the mean-payoff, and the shortest path.

home

station traffic

waiting
room work

1
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9
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2
10

7
10

1
10
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2

car
1

back home
1

bicycle
45

delay
1

wait
4
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medium
30

heavy
70

departs
35

Figure 1 Player 1 wants to minimize its
expected time to reach “work”, but while en-
suring it is less than an hour in all cases.

Example. Consider the weighted game in
Fig. 1 to illustrate the shortest path context.
Circle states belong to player 1, square states to
player 2, integer labels are durations in minutes,
and fractions are probabilities that model the
expected behavior of player 2. Player 1 wants a
strategy to go from “home” to “work” such that
“work” is guaranteed to be reached within 60
minutes (to avoid missing an important meet-
ing), and player 1 would also like to minimize
the expected time to reach “work”. The strat-
egy that minimizes the expectation is to take
the car (expectation is 33 minutes) but it is
excluded as there is a possibility to arrive after
60 minutes (in case of heavy traffic). Bicycle is
safe but the expectation of this solution is 45
minutes. We can do better with the following
strategy: try to take the train, if the train is delayed three time consecutively, then go back
home and take the bicycle. This strategy is safe as it always reaches “work” within 59 minutes
and its expectation is ≈ 37, 56 minutes (so better than taking directly the bicycle). Our
algorithms are able to decide the existence of (and synthesize) such finite-memory strategies.

Contributions. For the mean-payoff, we provide an NP ∩ coNP algorithm (Thm. 7), which
would be in P if mean-payoff games were proved to be in P, a long-standing open problem [3, 7].
For the shortest path, we give a pseudo-polynomial time algorithm (Thm. 9), and show that
the problem is NP-hard (Thm. 11). For both, synthesized strategies may require up to pseudo-
polynomial memory (Thm. 8 and Thm. 10), but accept natural, elegant representations,
based on states of the game and simple integer counters. An extended version of this work,
including full proofs, can be found in [4].

Related work. Our problems generalize the corresponding problems for two-player zero-sum
games and MDPs. In mean-payoff games, optimal memoryless worst-case strategies exist and
the best known algorithm is in NP ∩ coNP [14, 28, 3]. For shortest path games, where we
consider game graphs with strictly positive weights and try to minimize the cost to target, it
can be shown that memoryless strategies also suffice, and the problem is in P. In MDPs,
optimal expectation strategies are studied in [24, 15] for both measures: memoryless strategies
suffice and they can be computed in P. Our strategies are strongly risk averse: they avoid at
all cost outcomes below a given threshold (no matter their probability), and inside the set of
those safe strategies, we maximize expectation. To the best of our knowledge, we are the first
to consider such strategies. Other notions of risk have been studied for MDPs: e.g., in [27],
the authors want to find policies minimizing the probability (risk) that the total discounted
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rewards do not exceed a specified value; in [16], the authors want to achieve a specified value
of the long-run limiting average reward at a given probability level (percentile). While those
strategies limit risk, they only ensure low probability for bad behaviors but not their absence,
furthermore, they do not ensure good expectation either. Another body of related work is
the study of strategies in MDPs that achieve a trade-off between the expectation and the
variance over the outcomes (e.g., [2] for the mean-payoff, [23] for the cumulative reward),
giving a statistical measure of the stability of the performance. In our setting, we strengthen
this requirement by asking for strict guarantees on individual outcomes, while maintaining
an appropriate expected payoff.

Future work. Study of other value functions, extension to more general settings (decidable
classes of imperfect information games [13], multi-dimension [6, 9], etc), and application to
practical cases.

Acknowledgments. We thank G. Latouche and G. Louchard for fruitful discussions about
Chernoff bounds in Markov models, and an anonymous reviewer for pointing out interesting
related works.

2 Beyond Worst-Case Synthesis

Weighted directed graphs. A weighted directed graph is a tuple G = (S,E,w) where (i)
S is the set of vertices, called states; (ii) E ⊆ S × S is the set of directed edges; and (iii)
w : E → Z is the weight function. Given s ∈ S, let Succ(s) = {s′ ∈ S | (s, s′) ∈ E} be its set
of successors. We assume that for all s ∈ S, Succ(s) 6= ∅ (no deadlock). We denote by W
the largest absolute weight.

A play in G from an initial state sinit ∈ S is an infinite sequence of states π = s0s1s2 . . .

such that s0 = sinit and (si, si+1) ∈ E for all i ≥ 0. The prefix up to the n-th state of π
is the finite sequence π(n) = s0s1 . . . sn. We denote its last state by Last(π(n)) = sn. The
set of plays of G is denoted by Plays(G) and the corresponding set of prefixes is denoted
by Prefs(G). Given a play π ∈ Plays(G), we denote by Inf(π) ⊆ S the set of states that are
visited infinitely often along the play.

Given a function f : Plays(G) → R ∪ {−∞, ∞}, the value of a play π is f(π). The
mean-payoff of a prefix ρ = s0s1 . . . sn is MP(ρ) = 1

n

∑i=n−1
i=0 w((si, si+1)). For plays,

MP(π) = lim infn→∞MP(π(n)). Given a graph with strictly positive weights (w : E → N0)
and a target set T ⊆ S, the truncated sum up to T is TST : Plays(G)→ N ∪ {∞}, TST (π =
s0s1s2 . . . ) =

∑n−1
i=0 w((si, si+1)), with n the first index such that sn ∈ T , and TST (π) =∞

if π never reaches any state in T .

Probability distributions. Given a finite set A, a (rational) probability distribution on A
is a function p : A→ [0, 1] ∩Q such that

∑
a∈A p(a) = 1. We denote the set of probability

distributions on A by D(A). The support of the probability distribution p on A is Supp(p) =
{a ∈ A | p(a) > 0}.

Two-player games. We consider two-player turn-based games and denote the two players
by P1 and P2. A finite two-player game is a tuple G = (G, S1, S2) composed of (i) a finite
weighted graph G = (S,E,w); and (ii) a partition of its states S into S1 and S2 that resp.
denote the sets of states belonging to P1 and P2. A prefix π(n) of a play π belongs to Pi,
i ∈ {1, 2}, if Last(π(n)) ∈ Si. The set of prefixes that belong to Pi is denoted by Prefsi(G).
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202 Beyond Worst-Case Synthesis in Quantitative Games

We sometimes denote by |G| the size of a game, defined as a polynomial function of |S|, |E|
and V = dlog2W e.

Strategies. A strategy for Pi, i ∈ {1, 2}, is a function λi : Prefsi(G) → D(S) such that
for all ρ ∈ Prefsi(G), we have Supp(λi(ρ)) ⊆ Succ(Last(ρ)). A strategy is pure if its
support is a singleton for all prefixes. A strategy λi for Pi has finite memory if it can be
encoded by a stochastic finite state machine with outputs, called stochastic Moore machine,
M(λi) = (Mem,m0, αu, αn), where (i) Mem is a finite set of memory elements, (ii) m0 ∈ Mem
is the initial memory element, (iii) αu : Mem × S → Mem is the update function, and (iv)
αn : Mem× Si → D(S) is the next-action function. If the game is in s ∈ Si and m ∈ Mem is
the current memory, then the strategy chooses s′, the next state of the game, according to
the distribution αn(m, s). When the game leaves a state s ∈ S, the memory is updated to
αu(m, s). Pure strategies have deterministic next-action functions. A strategy is memoryless
if |Mem| = 1, i.e., it only depends on the current state of the game.

We resp. denote by Λi(G) and ΛFi (G) the sets of general (i.e., possibly randomized and
infinite-memory) and finite-memory strategies for player Pi on the game G. We do not write
G in this notation when the context is clear. A play π is said to be consistent with a strategy
λi ∈ Λi if for all n ≥ 0 such that Last(π(n)) ∈ Si, we have Last(π(n+ 1)) ∈ Supp(λi(π(n)).

Markov decisions processes. A finite Markov decision process (MDP) is a tuple P = (G, S1,

S∆,∆) where (i) G = (S,E,w) is a finite weighted graph, (ii) S1 and S∆ define a partition
of the set of states S into states of P1 and stochastic states, and (iii) ∆: S∆ → D(S) is the
transition function that, given a stochastic state s ∈ S∆, defines the probability distribution
∆(s) over the possible successors of s, such that for all states s ∈ S∆, Supp(∆(s)) ⊆ Succ(s).
In contrast to some other classical definitions of MDPs in the literature, we explicitly
allow that, for some states s ∈ S∆, Supp(∆(s)) ( Succ(s): some edges of the graph G
are assigned probability zero by the transition function. We define the subset of edges
E∆ = {(s1, s2) ∈ E | s1 ∈ S∆ Rightarrows2 ∈ Supp(∆(s1))}, representing all edges that
either start in a state of P1, or are chosen with non-zero probability by the transition function
∆. The notions of prefixes belonging to P1 and of strategies for P1 are naturally extended to
MDPs.

End-components. We define end-components (ECs) of an MDP as subgraphs in which P1
can ensure to stay despite stochastic states [11]. Let P = (G, S1, S∆,∆) be an MDP, with
G = (S,E,w) its underlying graph. An EC in P is a set U ⊆ S such that (i) the subgraph
(U,E∆∩ (U ×U)) is strongly connected, with E∆ defined as before, i.e., stochastic edges with
probability zero are treated as non-existent; and (ii) for all s ∈ U ∩S∆, Supp(∆(s)) ⊆ U , i.e.,
in stochastic states, all outgoing edges either stay in U or belong to E \ E∆ (the probability
of leaving U from a state s ∈ S∆ is zero).

Markov chains. A finite Markov chain (MC) is a tuple M = (G, δ) where (i) G = (S,E,w)
is a finite weighted graph; and (ii) δ : S → D(S) is the transition function that, given s ∈ S,
defines the distribution δ(s), such that for all s ∈ S, Supp(δ(s)) ⊆ Succ(s). In an MC,
an event is a measurable set of plays A ⊆ Plays(G). Every event has a uniquely defined
probability [26] (Carathéodory’s extension theorem induces a unique probability measure
on the Borel σ-algebra over Plays(G)). We denote by PMsinit

(A) the probability that a play
belongs to A when the MC M starts in sinit ∈ S and is executed for an infinite number of
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steps. Given a measurable function f : Plays(G)→ R∪{−∞, ∞}, we denote by expectMsinit
(f)

the expected value or expectation of f over a play starting in sinit.

Outcomes. Let M = (G, δ) be a Markov chain, with G = (S,E,w) its underlying graph.
Given an initial state sinit ∈ S, we define the set of its possible outcomes as

OutsM (sinit) = {π = s0s1s2 . . . ∈ Plays(G) | s0 = sinit ∧ ∀n ∈ N, sn+1 ∈ Supp(δ(sn))} .

Let G = (G, S1, S2) be a two-player game, with G = (S,E,w) its graph. Given two
strategies, λ1 ∈ Λ1 and λ2 ∈ Λ2, and an initial state sinit ∈ S, we extend the notion of
outcomes as follows:

OutsG(sinit, λ1, λ2) = {π = s0s1s2 . . . ∈ Plays(G) | s0 = sinit ∧ π is consistent with λ1 and λ2} .

When fixing the strategies, we obtain an MC denoted by G[λ1, λ2]. This MC is finite if both
λ1 and λ2 are finite-memory strategies. The outcomes of G and G[λ1, λ2] are not sensu
stricto of the same nature as the graph of the MC is obtained through the product of the
memory elements of the strategies given as Moore machines and the states of the game. Still,
there exists a bijection between outcomes of the MC and their traces in the initial game,
thanks to the projection operator on S. For the sake of readability, we equivalently refer to
outcomes and their traces.

Let P = (G, S1, S∆,∆) be an MDP, with G = (S,E,w) its graph. Again, we can fix
the strategy λ1 of P1 and obtain the MC P [λ1]. Its set of outcomes starting in sinit ∈ S is
denoted OutsP (sinit, λ1). Finally, back to the two-player game G, if we fix the strategy λi of
only one player Pi, i ∈ {1, 2}, we obtain not an MC, but an MDP for the remaining player
P3−i. This MDP is denoted by G[λi].

Subgraphs and subgames. Given a graph G = (S,E,w) and a subset A ⊆ S, we define the
induced subgraph G � A = (A,E ∩ (A×A), w) naturally. Subgames are defined similarly by
considering their induced subgraphs: they are only properly defined if the induced subgraphs
contain no deadlock.

Worst-case synthesis. Given a game G = (G, S1, S2), with G = (S,E,w), an initial state
sinit ∈ S, a function f : Plays(G) → R ∪ {−∞, ∞}, and a threshold µ ∈ Q, the worst-case
threshold problem asks to decide if P1 has a strategy λ1 ∈ Λ1 such that ∀λ2 ∈ Λ2, ∀π ∈
OutsG(sinit, λ1, λ2), f(π) ≥ µ. For the mean-payoff, pure memoryless optimal1 strategies
exist for both players [22, 14]. Hence, deciding the winner is in NP ∩ coNP, and it was
furthermore shown to be in UP ∩ coUP [28, 21, 18]. Whether the problem is in P is a
long-standing open problem [3, 7]. For the shortest path (truncated sum value function), it
can be shown that the decision problem takes polynomial time, as a winning strategy of P1
should avoid all cycles (because they yield strictly positive costs), hence usage of attractors
and comparison of the worst possible sum of costs with the threshold suffices.

1 A strategy for Pi, i ∈ {1, 2}, is said to be optimal if it ensures a threshold higher or equal to the
threshold ensured by any other strategy of the same player. The threshold ensured by an optimal
strategy is called the optimal value.
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Expected value synthesis. Given an MDP P = (G, S1, S∆,∆), with G = (S,E,w), an
initial state sinit ∈ S, a measurable function f : Plays(G)→ R ∪ {−∞, ∞}, and a threshold
ν ∈ Q, the expected value threshold problem asks to decide if P1 has a strategy λ1 ∈ Λ1 such
that EP [λ1]

sinit (f) ≥ ν. Optimal expected mean-payoff in MDPs can be achieved by memoryless
strategies, and the corresponding decision problem can be solved in polynomial time through
linear programming [15]. The truncated sum value function has been studied in the literature
under the name of shortest path problem: again, memoryless strategies suffice to be optimal
and the problem is solvable in polynomial time [1, 12].

Beyond worst-case synthesis. We study the synthesis of finite-memory strategies that
ensure, simultaneously, a value greater than a threshold µ in the worst-case (i.e., against
any strategy of the adversary), and an expected value greater than a threshold ν against a
given finite-memory stochastic model of the adversary (e.g., representing commonly observed
behavior of the environment).

I Definition 1. Given a game G = (G, S1, S2), with G = (S,E,w), an initial state sinit ∈ S,
a finite-memory stochastic model λstoch

2 ∈ ΛF2 of the adversary, represented by a stochastic
Moore machine, a measurable value function f : Plays(G)→ R∪{−∞, ∞}, and two thresholds
µ, ν ∈ Q, the beyond worst-case (BWC) problem asks to decide if P1 has a finite-memory
strategy λ1 ∈ ΛF1 such that{

∀λ2 ∈ Λ2, ∀π ∈ OutsG(sinit, λ1, λ2), f(π) > µ (1)

EG[λ1,λ
stoch
2 ]

sinit (f) > ν (2)

and the BWC synthesis problem asks to synthesize such a strategy if one exists.

We take the convention to ask for values strictly greater than the thresholds to ease the
formulation of our results in the following. Indeed, for some thresholds, it is possible to
synthesize strategies that ensure ε-close values, for any ε > 0, while it is not feasible to
achieve the exact threshold. Notice that we can assume ν > µ, otherwise the problem reduces
to the classical worst-case analysis.

3 Mean-Payoff Value Function

We present algorithm BWC_MP (Alg. 1) for the BWC synthesis problem and we highlight
its cornerstones. Results on memory requirements follow. A sample game is presented in
Fig. 2.

Inputs and outputs. The algorithm takes as input: a game Gi, a finite-memory stochastic
model of the adversary λi2, a worst-case threshold µi, an expected value threshold νi, and an
initial state siinit. Its output is Yes if and only if there exists a finite-memory strategy of P1
satisfying the BWC problem. We present how to synthesize such a satisfying strategy in the
following.

Preprocessing. The first part of the algorithm (lines 1-7) is the preprocessing of the game Gi
and the stochatic model λi2 given as inputs in order to apply the second part of the algorithm
(lines 8–11) on a modified game G and stochastic model λstoch

2 , simpler to manipulate. We
ensure that the answer to the BWC problem on the modified game is Yes if and only if it is
also Yes on the input game, and that winning strategies of P1 in G can be transferred to
winning strategies in Gi.
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Algorithm 1 BWC_MP(Gi, λi
2, µ

i, νi, si
init)

Require: Gi =
(
Gi, Si

1, S
i
2
)
a game, Gi =

(
Si, Ei, wi

)
its underlying graph, λi

2 ∈ ΛF
2 (Gi) a finite-

memory stochastic model of the adversary, M(λi
2) = (Mem,m0, αu, αn) its Moore machine,

µi = a
b
, νi ∈ Q, µi < νi, resp. the worst-case and the expected value thresholds, and si

init ∈ Si

the initial state
Ensure: The answer is Yes if and only if P1 has a finite-memory strategy λ1 ∈ ΛF

1 (Gi) satisfying
the BWC problem from si

init, for the thresholds pair (µi, νi) and the mean-payoff value function
{Preprocessing}

1: if µi 6= 0 then define ∀ e ∈ Ei, wi
new(e) := b ·wi(e)−a, and consider thresholds (0, ν := b ·νi−a)

2: Compute SWC :=
{
s ∈ Si | ∃λ1 ∈ Λ1(Gi), ∀λ2 ∈ Λ2(Gi), ∀π ∈ OutsGi (s, λ1, λ2), MP(π) > 0

}
3: if si

init 6∈ SWC then return No else
4: Let Gw := Gi � SWC be the subgame induced by worst-case winning states
5: Build G := Gw ⊗M(λi

2) = (G, S1, S2), G = (S,E,w), S ⊆ (SWC ×Mem), the game obtained
by product with the Moore machine, and sinit := (si

init,m0) the corresponding initial state
6: Let λstoch

2 ∈ ΛM
2 (G) be the memoryless transcription of λi

2 on G
7: Let P := G[λstoch

2 ] = (G, S1, S∆ = S2,∆ = λstoch
2 ) be the MDP obtained from G and λstoch

2

{Main algorithm}
8: Compute Uw the set of maximal winning end-components of P
9: Build P ′ = (G′, S1, S∆,∆), where G′ = (S,E,w′) and w′ is defined s.t. ∀ e = (s1, s2) ∈ E,

w′(e) := w(e) if ∃ U ∈ Uw s.t. {s1, s2} ⊆ U , or w′(e) := 0 otherwise
10: Compute the maximal expected value ν∗ from sinit in P ′
11: if ν∗ > ν then return Yes else return No

First, we modify the weights of Gi in order to consider the equivalent BWC problem
with thresholds (0, ν). This classical trick is used to get rid of explicitely considering the
worst-case threshold in the following, as it is equal to zero. Second, observe that any strategy
that is winning for the BWC problem must also be winning for the classical worst-case
problem. Such a strategy cannot allow visits of any state from which P1 cannot ensure
winning against an antagonistic adversary: entering such a state would be losing no matter
the prefix. Indeed, mean-payoff is prefix-independent: for all ρ ∈ Prefs(G), π ∈ Plays(G) we
have that MP(ρ · π) = MP(π). Hence, we reduce our study to Gw, the subgame induced
by worst-case winning states in Gi (lines 2 and 4). Obviously, if from the initial state siinit,
P1 cannot win the worst-case problem, then the answer to the BWC problem is No (lines
3). Third, we build the game G which states are defined by the product of the states of
Gw and the memory elements of M(λi2) (line 5). Intuitively, we expand the initial game by
integrating the memory of the stochastic model of P2 in the graph. This does not modify
the power of the adversary. Fourth, the finite-memory stochastic model λi2 on Gi clearly
translates to a memoryless stochastic model λstoch

2 on G (line 6). This helps us obtain elegant
proofs for the second part of the algorithm.

Analysis of end-components. The second part of the algorithm (lines 8-11) operates on a
game G such that from all states, P1 has a strategy to achieve a strictly positive mean-payoff
(recall µ = 0). We consider the MDP P = G[λstoch

2 ] and notice that the underlying graphs of
G and P are the same thanks to λstoch

2 being memoryless. The next steps rely on the analysis
of end-components in the MDP, i.e., strongly connected subgraphs in which P1 can ensure to
stay when playing against the stochastic adversary. The motivation to this analysis arises
from the following well-known result.
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Figure 2 End component U2 is losing. The set of maximal winning ECs is Uw = {U1, U3}. The
set of winning ECs is W = Uw ∪ {{s5, s6}, {s6, s7}}.

I Lemma 2 ([10, 11]). Let P = (G, S1, S∆,∆) be an MDP, G = (S,E,w) its underlying
graph, E ⊆ 2S the set of its ECs, sinit ∈ S the initial state, and λ1 ∈ Λ1(P ) an arbitrary
strategy of P1. Then,

PP [λ1]
sinit

(
{π ∈ OutsP [λ1](sinit) | Inf(π) ∈ E}

)
= 1.

Recall that the mean-payoff is prefix-independent, therefore the value of any outcome only
depends on the states that are seen infinitely often. Hence, the expected mean-payoff in
P [λ1] depends uniquely on the value obtained in the ECs. Inside an EC, we can compute
the maximal expected value that can be achieved by P1, and this value is the same in all
states of the EC [15].

To satisfy the expected value requirement (eq. (2)), an acceptable strategy has to favor
reaching ECs with a sufficient expectation, but under the constraint that it also ensures the
worst-case requirement (eq. (1)): some ECs with high expected values may still need to be
avoided because they do not permit to guarantee this constraint. This is the cornerstone of
the classification of ECs that follows.

Classification of end-components. Let E ⊆ 2S be the set of all ECs in P . By definition,
only edges in E∆, as defined in Sect. 2, are involved to determine which sets of states form
an EC in P . For any EC U ∈ E , there may exist edges from E \E∆ starting in U , such that
P2 can force leaving U when using an arbitrary strategy. Still these edges will never be used
by the stochastic model λstoch

2 . This remark is important to the definition of strategies of P1
that guarantee the worst-case requirement, as P1 needs to be able to react to the hypothetic
use of such an edge. It is also the case inside an EC.

Now, we want to consider the ECs in which P1 can ensure that the worst-case requirement
will be fulfilled (without having to leave the EC): we call them winning. The others need to
be eventually avoided, hence have zero impact on the expectation of a finite-memory strategy
satisfying the BWC problem. So we call the latter losing. Formally, let U ∈ E be an EC. It
is winning if, in the subgame G � U , from all states, P1 has a strategy to ensure a strictly
positive mean-payoff against any strategy of P2 that only chooses edges which are assigned
non-zero probability by λstoch

2 , or equivalently, edges in E∆. We denote W ⊆ E the set of such
ECs. Non-winning ECs are losing: in those, whatever the strategy of P1 played against the
stochastic model λstoch

2 (or any strategy with the same support), there exists at least one
outcome for which the mean-payoff is not strictly positive (even if its probability is zero, its
mere existence is not acceptable for the worst-case requirement).

Maximal winning end-components. Based on these definitions, observe that line 8 of
algorithm BWC_MP does not actually compute the set W containing all winning ECs, but
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the set Uw ⊆ W, defined as Uw = {U ∈ W | ∀U ′ ∈ W, U ⊆ U ′ ⇒ U = U ′}, i.e., the set of
maximal winning ECs.

The intuition on why we can restrict to this subset is as follows. If an EC U1 ∈ W
is included in another EC U2 ∈ W, then the maximal expected value achievable in U2 is
at least equal to the one achievable in U1. Indeed, P1 can reach U1 with probability one
(by virtue of U2 being an EC and U1 ⊆ U2) and stay in it with probability one (by virtue
of U1 being an EC): the expectation is equal to what can be obtained in U1 thanks to
the prefix-independence. Hence it is sufficient to consider maximal winning ECs in our
computations.

As for why we do it, the complexity gain is critical. The number of winning ECs can
be exponential in the size of the input, as |W| ≤ |E | ≤ 2|S|. Yet, the number of maximal
ones is bounded by |Uw| ≤ |S| as they are disjoint by definition: for any two winning ECs
with a non-empty intersection, their union is also an EC, and is still winning because P1 can
essentially stick to the EC of his choice.

I Lemma 3. The set Uw of maximal winning ECs can be computed in NP ∩ coNP.

Roughly sketched, our recursive subalgorithm computes the maximal EC decomposition of
an MDP (in polynomial time [8]), then checks for each EC U in the decomposition (their
number is polynomial) if U is winning or not, which requires a call to an NP ∩ coNP oracle
solving the worst-case threshold problem on the corresponding subgame. If U is losing, it
may still be the case that a sub-EC U ′ ( U is winning. We recurse on the MDP reduced
to U , where states from which P2 can win in U have been removed: the stack of calls is at
most polynomial.

Ensure reaching winning end-components. We now refine Lemma 2 for finite-memory
strategies that satisfy the BWC problem.

I Lemma 4. Let G = (G, S1, S2) be a two-player game, λstoch
2 ∈ ΛM2 a memoryless stochastic

model of P2, P = G[λstoch
2 ] the resulting MDP and sinit ∈ S the initial state. Let λf1 ∈ ΛF1 be

a finite-memory strategy of P1 that satisfies the BWC problem for thresholds (0, ν) ∈ Q2.
Then, we have that

PP [λf
1 ]

sinit

({
π ∈ OutsP [λf

1 ](sinit) | Inf(π) ∈W
})

= 1.

Equivalently, the probability that Inf(π) = U for some U ∈ E \W is zero. The equality is
crucial. It may be the case, with non-zero probability, that Inf(π) = U ′ ( U for some U ′ ∈W
and U ∈ E \W (hence the recursive algorithm to compute Uw). It is clear that P1 should
not visit all the states of a losing EC forever, as then he would not be able to guarantee the
worst-case threshold.

Our goal is to build an MDP P ′, sharing the same graph and ECs as P , such that an
optimal strategy for the expectation problem on P ′ will naturally avoid losing ECs and
prescribe which winning ECs are the most interesting to reach for a BWC strategy on the
initial game G and MDP P . The expected value obtained in P by any BWC satisfying
strategy of P1 only depends on the weights of edges involved in winning ECs, or equivalently,
in maximal winning ECs (as the set of outcomes that are not trapped in them has measure
zero). We build P ′ by modifying the weights of P (line 9): we keep them unchanged in edges
that belong to some U ∈ Uw, and we put them to zero everywhere else, which is lower than
the expectation granted by winning ECs (strictly positive by definition).
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Reach the highest valued winning end-components. We compute the maximal expected
value ν∗ that can be achieved by P1 in the MDP P ′, from the initial state (line 10). It
takes polynomial time and memoryless strategies suffice to achieve the maximal value [15].
Basically, we build a strategy that favors reaching ECs with high associated expectations
in P ′. We argue that the ECs reached with probability one by this strategy are necessarily
winning ECs. Clearly, if a winning EC is reachable instead of a losing one, it will be favored
because of the weights definition in P ′ (expectation is strictly higher in winning ECs). It
remains to check if winning ECs are reachable with probability one from any state in S. They
are, due to the preprocessing. Indeed, all states are winning for the worst-case requirement.
Clearly, from any state in A = S \

⋃
U∈ ecsSet U , P1 cannot ensure to stay in A (otherwise it

would form an EC) and must be able to win the worst-case from reached ECs. Now for any
state in B =

⋃
U∈E U \

⋃
U∈Uw

U , i.e., states in losing ECs and not in any sub-EC winning,
P1 cannot win the worst-case by staying in B, by definition of losing EC. Since P1 can ensure
the worst-case by hypothesis, he must be able to reach C =

⋃
U∈Uw

U from any state in B,
as claimed.

Inside winning end-components. Based on that, winning ECs are reached with probability
one. Consider what we can say about such ECs assuming that E∆ = E, i.e., if all possible
edges are mapped to non-zero probabilities. We establish a finite-memory combined strategy
of P1 that ensures (i) worst-case satisfaction while yielding (ii) an expected value ε-close to
the maximal expectation inside the component. For two well-chosen parameters K,L ∈ N,
it is informally defined as follows: in phase (a), play a memoryless expected value optimal
strategy for K steps and memorize Sum ∈ Z, the sum of weights along these steps; in phase
(b), if Sum > 0, go to (a), otherwise play a memoryless worst-case optimal strategy for L
steps, then go to (a). In phases (a), P1 tries to increase its expectation and approach its
optimal one, while in phase (b), he compensates, if needed, losses that occured in phase (a).
The two memoryless strategies exist on the subgame induced by the EC: by definition of
ECs, based on E∆, the stochastic model of P2 will never be able to force leaving the EC
against the combined strategy. A key result of our paper is the existence of values for K
and L such that (i) and (ii) are verified, as stated in the next theorem.

I Theorem 5. Inside a WEC with ν∗ ∈ Q the maximal expectation achievable by P1, for
all ε > 0, there exists a finite-memory strategy of P1 that satisfies the BWC problem for
thresholds (0, ν∗ − ε).

We see plays as sequences of periods, each starting with phase (a). First, for any K, we can
define L(K) such that any period composed of phases (a) + (b) ensures a mean-payoff at
least 1/(K + L) > 0. Periods containing only phase (a) trivially induce a mean-payoff at
least 1/K. Both rely on the weights being integers. As the length of any period is bounded,
the inequality remains strict for the mean-payoff of any play, granting (i). Now, consider
parameter K. Clearly, when K →∞, the expectation over a phase (a) tends to the optimal
one. Nevertheless, phases (b) also contribute to the overall expectation of the combined
strategy, and (in general) lower it so that it is strictly less than the optimal for any K,L ∈ N.
Hence to prove (ii), we not only need that the probability of playing phase (b) decreases
when K increases, but also that it decreases faster than the increase of L, needed to ensure
(i), so that overall, the contribution of phases (b) tends to zero when K →∞. This is indeed
the case and can be proved using results bounding the probability of observing a mean-payoff
significantly (more than some ε) different than the optimal expectation along a phase (a) of
length K ∈ N: this probability decreases exponentially when K increases [25, 19] (related to
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the notions of Chernoff bounds and Hoeffding’s inequality in MCs), while L only needs to be
polynomial in K.

Now, consider what happens if E∆ ( E. If P2 uses an arbitrary strategy, he can take
edges of probability zero, i.e., in E \ E∆, either staying in the EC, or leaving it. In both
cases, this must be taken into account in order to satisfy eq. (1) as it may involve dangerous
weights (recall that zero-probability edges are not considered when an EC is classified as
winning or not). Fortunately, if this were to occur, P1 could switch to a worst-case winning
memoryless strategy, which exists in all states thanks to the preprocessing (line 4). This has
no impact on the expectation as it occurs with probability zero against λstoch

2 . The strategy
to follow in winning ECs adds this reaction procedure to the combined strategy: we call it
the witness-and-secure strategy.

Global strategy synthesis. In summary, losing ECs should be avoided and will be by a
strategy that optimizes the expectation on the MDP P ′; in winning ECs, P1 can obtain the
expectation of the EC (at some arbitrarily small ε close) and ensure the worst-case threshold.
We finally compare the value ν∗ with the threshold ν (line 11): (i) if ν∗ > ν, there exists
a finite-memory strategy satisfying the BWC problem, and (ii) if not, there does not exist
such a strategy.

I Lemma 6. Algorithm BWC_MP is correct and complete.

To prove (i), we establish a finite-memory strategy in G, called global strategy, of P1 that
ensures a strictly positive mean-payoff against any antagonistic adversary, and ensures an
expected mean-payoff ε-close to ν∗ (hence, strictly greater than ν) against the stochastic
adversary modeled by λstoch

2 (i.e., in P ). The intuition is as follows. We play the memoryless
optimal strategy of the MDP P ′ for a sufficiently long time, defined by a parameter N ∈ N,
in order to be with probability close to one in a winning EC (the convergence is exponential
by results on absorption times in MCs [20]). Then, if inside a winning EC, we switch to the
witness-and-secure strategy which ensures both thresholds. If not yet in a winning EC, we
switch to a worst-case winning strategy in G, existing by hypothesis. Thus the mean-payoff
of plays that do not reach winning ECs is strictly positive. Since in winning ECs we are
ε-close to the maximal expected value of the EC, we conclude that it is possible to play the
optimal expectation strategy of MDP P ′ for sufficiently long to obtain an overall expected
value which is arbitrarily close to ν∗, and still guarantee the worst-case threshold in all
outcomes. To prove (ii), it suffices to understand that only ECs have an impact on the
expectation, and that losing ECs cannot be used forever without endangering the worst-case
requirement. Given a winning strategy on G, we can build a corresponding winning strategy
on Gi by reintegrating the memory elements of the Moore machine in the memory of the
strategy of P1.

Complexity bounds. The input size depends on the sizes of the game and the Moore machine
for the stochastic model, and the encodings of weights and thresholds. All computations
require (deterministic) polynomial time except for external calls solving the worst-case
threshold problem, which is in NP ∩ coNP [28, 21] and not known to be in P. Hence, the
overall complexity is in NP ∩ coNP and may collapse to P if the worst-case problem were
to be proved in P: the BWC framework for mean-payoff surprisingly provides additional
modeling power without negative impact on the complexity class. We establish that the
BWC problem is at least as difficult as the worst-case problem thanks to a polynomial time
reduction from the latter to the former. Thus, membership to NP ∩ coNP can be seen as
optimal regarding our current knowledge of the worst-case problem.
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I Theorem 7. The beyond worst-case problem for the mean-payoff value function is in
NP ∩ coNP and at least as hard as mean-payoff games.

Memory requirements. The global strategy suffices if satisfaction of the BWC problem is
possible. All the involved strategies (global, witness-and-secure, combined) are alternations
between pure memoryless strategies, based on parameters N , K and L ∈ N, which only
need to be polynomial in the size of the game and the stochastic model, and in the values,
granting the upper bound of Thm. 8. This bound is tight as polynomial memory in the
value of weights is needed in general. Consider a family of games, (G(X))X∈N0 , based on the
subgame G � U3 in Fig. 2, but with weights −X and X + 5 instead of −1 and 9 respectively.
When choosing µ = 0 and ν ∈ ]1, 5/4[, the BWC problem is satisfiable and it cannot be
achieved by the memoryless strategy that always chooses edge (s6, s5). It is thus mandatory
to choose (s6, s7) infinitely often in order to win. Moreover, after some point, everytime this
edge is chosen, a satisfying strategy must eventually counteract the potential negative weight
−X by taking edge (s1, s2) for bX/2c+ 1 times. Hence polynomial memory in W is needed.

I Theorem 8. Memory of pseudo-polynomial size may be necessary and is always sufficient
to satisfy the BWC problem for the mean-payoff: polynomial in the size of the game and the
stochastic model, and polynomial in the weight and threshold values.

4 Truncated Sum Value Function - Shortest Path Problem

Let us consider a game graph such that w : E → N0 assigns strictly positive integer weights
to all edges, and a target set T ⊆ S that P1 wants to reach with a path of bounded value.
In other words, we study the BWC problem for the shortest path [1, 12]. More precisely,
given an initial state sinit ∈ S, the goal of P1 is to ensure to reach T with a path of truncated
sum strictly lower than µ ∈ N against all possible behaviors of P2 while guaranteeing, at
the same time, an expected cost to target strictly lower than ν ∈ Q against the stochastic
model of the adversary specified by the stochastic Moore machine M(λstoch

2 ). Regarding Def.
1, the inequalities are reversed. Hence we assume ν < µ.

A pseudo-polynomial time algorithm. First, we construct, from the original game G and
the worst-case threshold µ, a new game Gµ such that there is a bijection between the
strategies of P1 in Gµ and the strategies of P1 in the original game G that are winning for
the worst-case requirement: we unfold the original graph G, tracking the current value of
the truncated sum up to the worst-case threshold µ, and integrating this value in the states
of an expanded graph G′. In the corresponding game G′, we compute the set of states R
from which P1 can reach the target set with cost lower than µ and we define the subgame
Gµ = G′ � R such that any path in the graph of Gµ satisfies the worst-case requirement.
Second, from Gµ and the stochastic Moore machine M(λstoch

2 ), we construct an MDP in
which we search for a playerOne strategy that ensures reachability of T with an expected
cost strictly lower than ν. If it exists, it is guaranteed that it will also satisfy the worst-case
requirement against any strategy of P2 thanks to the bijection evoked earlier.

I Theorem 9. The beyond worst-case problem for the shortest path can be solved in pseudo-
polynomial time: polynomial in the size of the underlying game graph, the Moore machine
for the stochastic model of the adversary and the encoding of the expected value threshold,
and polynomial in the value of the worst-case threshold.
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Memory requirements. The construction of Thm. 9 yields an upper bound that is polyno-
mial in the size of the game and the stochastic model, and in the value of the worst-case
threshold. Indeed, the synthesized strategy is memoryless in the MDP P that is obtained by
taking the product of the expanded game Gµ, such that |Gµ| ≤ |G| · (µ+ 1), with the Moore
machine M(λstoch

2 ).
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2

1
2

1

1
⌊
µ

2

⌋

1

1

Figure 3 Family of games requir-
ing linear memory in µ.

We exhibit a family of games (Fig. 3) for which
winning requires memory linear in µ, proving that the
pseudo-polynomial bound is tight. Let µ ∈ {13 + k · 4 |
k ∈ N}. From s1, P1 can ensure reaching the target set
T = {s3} at a guaranteed cost of

⌊
µ
2
⌋
. Yet, in order to

minimize the expected cost of reaching T , P1 should try to
reach it via state s2, as the cost will be diminished. Hence,
P1 should play edge (s1, s2) repeatedly, up to the point
where playing (s1, s3) becomes mandatory to preserve the
worst-case requirement (i.e., when the running sum of
weights becomes equal to

⌊
µ
2
⌋
as the total cost for the

worst outcome will be 2 ·
⌊
µ
2
⌋
< µ). To implement this

strategy, P1 has to play (s1, s2) exactly
⌊
µ
4
⌋
times and

then switch to (s1, s3). This requires memory linear in
the value µ. The expected value threshold ν can be chosen sufficiently low so that P1 is
compelled to use this optimal strategy to satisfy the BWC problem.

I Theorem 10. Memory of pseudo-polynomial size may be necessary and is always sufficient
to satisfy the BWC problem for the shortest path: polynomial in the size of the game and the
stochastic model, and polynomial in the worst-case threshold value.

NP-hardness of the decision problem. We establish that it is very unlikely that a truly-
polynomial (i.e., also polynomial in the size of the encoding of the worst-case threshold) time
algorithm exists, as the decision problem is NP-hard. Actually, it is likely that the problem
is not in NP at all, since we prove a reduction from the Kth largest subset problem which is
known to be NP-hard and commonly thought to be outside NP as natural certificates for
the problem are larger than polynomial [17].

The Kth largest subset problem is as follows. Given a finite set A, a size function
h : A → N0 assigning strictly positive integer values to elements of A, and two naturals
K,L ∈ N, decide if there exist K distinct subsets Ci ⊆ A, 1 ≤ i ≤ K, such that h(Ci) =∑
a∈Ci

h(a) ≤ L for all K subsets. The reduction is as follows. We build a game composed of
two gadgets. The random subset selection gadget stochastically generates paths representing
subsets of A, with the property that all subsets are equiprobable. The choice gadget follows.
In it, P1 decides either to go to a state se, which leads to lower expectations but may be
dangerous for the worst-case requirement, or to go to a state swc, always safe with regard to
the worst-case but inducing an higher expected cost. The crux of the proof is to define values
of the thresholds and the weights such that an optimal (i.e., minimizing the expectation
while guaranteeing a given worst-case threshold) strategy for P1 consists in choosing se only
when the generated subset C ⊆ A satisfies h(C) ≤ L, as asked by the Kth largest subset
problem; and such that this strategy satisfies the BWC problem if and only if there exist K
distinct subsets that verify this bound, i.e., if and only if the answer to the Kth largest subset
problem is Yes.

I Theorem 11. The beyond worst-case problem for the shortest path is NP-hard.
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Abstract
Graph modification problems are typically asked as follows: is there a set of k operations that
transforms a given graph to have a certain property. The most commonly considered operations
include vertex deletion, edge deletion, and edge addition; for the same property, one can define
significantly different versions by allowing different operations. We study a very general graph
modification problem which allows all three types of operations: given a graph G and integers
k1, k2, and k3, the chordal editing problem asks if G can be transformed into a chordal
graph by at most k1 vertex deletions, k2 edge deletions, and k3 edge additions. Clearly, this
problem generalizes both chordal vertex/edge deletion and chordal completion (also
known as minimum fill-in). Our main result is an algorithm for chordal editing in time
2O(k log k) · nO(1), where k := k1 + k2 + k3; therefore, the problem is fixed-parameter tractable
parameterized by the total number of allowed operations. Our algorithm is both more efficient
and conceptually simpler than the previously known algorithm for the special case chordal
deletion.
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1 Introduction

A graph is chordal if it contains no hole, that is, an induced cycle of at least four vertices.
After more than half century of intensive investigation, the properties and the recognition of
chordal graphs are well understood. Their natural structure earns them wide applications,
some of which might not seem to be related to graphs at first sight. During the study
of Gaussian elimination on sparse positive definite matrices, Rose [15, 16] formulated the
chordal completion problem, which asks for the existence of a set of at most k edges
whose insertion makes a graph chordal, and showed that it is equivalent to minimum fill-in.
Balas and Yu [1] proposed a heuristics algorithm for the maximum clique problem by first
finding a maximum (spanning) chordal subgraph. This is equivalent to the chordal edge
deletion problem, which asks for the existence of a set of at most k edges whose deletion
makes a graph chordal. Dearing et al. [5] observed that a maximum chordal subgraph can also
be used to find maximum independent set and sparse matrix completion. This observation
turns out to be archetypal: many NP-hard problems (coloring, maximum clique, etc.) are
known to be solvable in polynomial time when restricted to chordal graphs, and hence admit
a similar heuristics algorithm. Cai [3] considered the parameterized complexity of coloring
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problems on graphs close to certain graph classes. In particular, he asked as an open question
on the graphs that can be made chordal by the deletion of k vertices or edges, of which
the edge version was resolved by Marx [11] affirmatively. It should be noted that such a
coloring algorithm needs first the set of k vertices or edges. For chordal graphs, to find
them is equivalent to solving the chordal vertex/edge deletion problem. Though with
slightly different purpose, the inspiration behind [1, 5] and [3] are exactly the same.

All the three problems, unfortunately but understandably, are NP-hard [18, 13, 10].
Therefore, early work of Cai [2] and Kaplan et al. [8] focused on their parameterized
complexity. They proved that that the chordal completion problem can be solved in
time 4k · nO(1), implying that it is fixed-parameter tractable (FPT). Marx [12] showed that
the complementary deletion problems, both edge and vertex versions, are also FPT. Recently,
Fomin and Villanger [7] gave an algorithm for chordal completion with running time
kO(
√

k) · nO(1), that is, with subexponential dependence on k.
The three operations can be combined, and then the question becomes: can a graph be

made chordal by deleting at most k1 vertices and k2 edges and adding at most k3 edges.
This leads us to the chordal editing problem, which generalizes all three aforementioned
problems in a natural way. Note that chordal graphs are hereditary, hence it does not make
sense to add new vertices. The budgets for different operations are not transferable, as
otherwise it degenerates to chordal vertex deletion. Our main result establishes the
fixed-parameter tractability of chordal editing parameterized by k := k1 + k2 + k3.

I Theorem 1.1 (Main result). There is a 2O(k log k) · nO(1) time algorithm for deciding,
given an n-vertex graph G, whether there are a set V− of at most k1 vertices, a set E− of at
most k2 edges, and a set E+ of at most k3 non-edges, such that the deletion of V− and E−
and the addition of E+ make G a chordal graph.

As a corollary, we get a new FPT algorithm for the special case chordal deletion; our
algorithm is far simpler and faster than the algorithm of [12].

Related work. Observing that a large hole cannot be fixed by the insertion of a small
number of edges, it is easy to devise a bounded search tree algorithm for the chordal
completion problem [8, 2]. No such simple argument works for the deletion versions: the
removal of a single vertex/edge suffices to break a hole of an arbitrary length. The way
Marx [12] showed that this problem is FPT is to (1) prove that if the graph contains a large
clique, then we can identify an irrelevant vertex whose deletion does not change the problem;
and (2) observe that if the graph has no large cliques, then it has bounded treewidth, so
the problem can be solved by standard techniques, such as the application of Courcelle’s
Theorem. In contrast, our algorithm uses simple reductions and structural properties, which
reveal a better understanding of the chordal vertex deletion problem, and easily extend
to the more general chordal editing problem.

We remark that there were formulations that consider both edge operations, e.g., the
cluster editing problem [4], as well as the many problems studied by Natanzon et al. [13].
Their objective is to minimize the total number of edge operations, i.e., k2 + k3 in our
notation, which is slightly different from them. As a matter of fact, our problem formulation
is more general: if we can solve the version where the edge additions and edge deletions are
bounded separately, then we can try every combination of k2 and k3 where k2 + k3 satisfies
the given bound.

Our techniques. As a standard opening step, we use the iterative compression method
introduced by Reed et al. [14] and concentrate on the compression problem, where we are
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equipped with a hole cover M . The subgraph G−M is chordal and hence admits a clique
tree decomposition. First, we break every short hole by simple branching. The main technical
idea appears in the way we break long holes. We use the clique decomposition to show that
the shortest hole H can be decomposed into a bounded number of segments, where the
internal vertices of each segment, as well as the part of the graph “close” to them behave in
a well-structured and simple way with respect to their interaction with M . To break H, we
have to break some of the segments, and the properties of the segments allow us to show
that we need to consider only a bounded number of canonical separators breaking these
segements. Therefore, we can branch on chosing one of these canonical separators and break
the hole using it, resulting in an FPT algorithm.

Notation. All graphs discussed in this paper shall always be undirected and simple. The
length |H| of a hole H is defined to be the number of edges in it; note that |H| = |V (H)|. If
a pair of vertices is adjacent, we say u ∼ v. By v ∼ X we mean v is adjacent to at least one
vertex of the set X. Two vertex sets X and Y are completely connected if x ∼ y for each
pair of x ∈ X and y ∈ Y . A vertex is simplicial if N(v) induce a clique. The notation NU (v)
stands for the neighbors of v in the set U , i.e., NU (v) = N(v) ∩ U , regardless of whether
v ∈ U or not. We use NH(v) as a shorthand for NV (H)(v).

A set S of vertices separates x and y, and is called an (x, y)-separator if there is no (x,
y)-path in the subgraph G− S; it is minimal if no proper subset of S separates x and y. A
graph is chordal if and only if every minimal separator in it induces a clique [6].

Let T be a tree whose nodes, called bags, correspond to the maximal cliques of a graph
G. With the customary abuse of notation, the same symbol K is used for a bag in T and
its corresponding maximal clique of G. Let T (x) denote the subgraph of T induced by all
bags containing x. The tree T is a clique tree of G if for any vertex x ∈ V (G), the subgraph
T (x) is connected. It is known that the intersection of any pair of adjacent bags Ki and
Kj of T makes a minimal separator; in particular, it is a separator for any pair of vertices
x ∈ Ki \Kj and y ∈ Kj \Ki. A vertex is simplicial if and only if it belongs to exactly one
maximal clique; thus, any non-simplicial vertex appears in some minimal separator(s) [9].

2 Outline of the algorithm

A subset V− ⊆ V (G) is called a hole cover of G if its deletion makes G chordal. We say
that (V−, E−, E+), where V− ⊆ V (G) and E− ⊆ E(G) and E+ ⊆ V (G)2 \E(G), is a chordal
editing set of G if the deletion of V− and E− and the addition of E+, applied successively,
make G chordal. Its size is defined to be the 3-tuple (|V−|, |E−|, |E+|), and we say that it is
smaller than (k1, k2, k3) if all of |V−| ≤ k1 and |E−| ≤ k2 and |E+| ≤ k3 hold true and at
least one inequality is strict. Note that since chordal graphs are hereditary, it does not make
sense to add new vertices. The main problem studied in the paper is formally defined as
follows.

chordal editing (G, (k1, k2, k3))
Input: A graph G and three nonnegative integers k1, k2, and k3.
Task: Either construct a chordal editing set (V−, E−, E+) of G that has size at most

(k1, k2, k3), or report that no such a set exists.

One might be tempted to define the editing problem by imposing a combined quota on
the total number of operations, i.e., a single parameter k = k1 + k2 + k3, instead of three
separate parameters. However, this formulation is computationally equivalent to chordal
deletion in a trivial sense, as vertex deletions are clearly preferable to both edge operations.
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0. return if G is chordal or one of k1, k2, and k3 becomes negative;
1. find a shortest hole H;
2. if H is shorter than k + 4 then guess a way to fix it; goto 0.
3. else decompose H into O(k3) segments;

guess a segment and break it;
4. goto 0.

Figure 1 Outline of our algorithm for chordal editing compression.

We use the technique of iterative compression: we define and solve a compression version
of the problem first and argue that this implies the fixed-parameter tractability of the
original problem. In the compression problem a hole cover M of bounded size is given in the
input, making the problem somewhat easier: as G−M is chordal, we have useful structural
information about the graph. Note that the definition below has a slightly technical (but
standard) additional condition, i.e., we are not allowed to delete a vertex in M .

chordal editing compression (G, M, (k1, k2, k3))
Input: A graph G, three nonnegative integers k1, k2, and k3, and a hole cover M of

G whose size is at most k1 + k2 + k3 + 1.
Task: Either construct a chordal editing set (V−, E−, E+) of G such that its size is

at most (k1, k2, k3) and V− is disjoint from M , or report that no such a set
exists.

The set M is called the modulator of this instance. We use k := k1 + k2 + k3 to denote
the total numbers of operations.

We sketch how the technique of iterative compression can be applied to use an algorithm
for chordal editing compression to solve chordal editing.

Let v1, v2, . . . , vn be an arbitrary ordering of V (G), and let Gi be the graph induced by
{v1, . . . , vi}. We try to find a chordal editing set of size (k1, k2, k3) for each Gi. Assume
that we have obtained a solution (V i

−, Ei
−, Ei

+) for Gi, then we can make a hole cover
Xi of Gi by taking V i

−, and an arbitrary endvertex from each edge in Ei
− ∪ Ei

+. Clearly,
Xi ∪ {vi+1} is a hole cover of Gi+1. By guessing the (possibly empty) set Xi

− of vertices of
a hypothetical solution that is in Xi ∪ {vi+1} and deleting them from Gi+1, we make an
instance of chordal editing compression where the graph is Gi+1−Xi

−, the modulator is
M i+1 := Xi∪{vi+1}\Xi

−, and the parameters are (k1−|Xi
−|, k2, k3). Then the compression

algorithm for chordal editing compression can be used to find a chordal editing set
disjoint from M i+1 for Gi+1 −Xi

−. If the answer is “NO,” then we can conclude that the
original instance is also “NO.” Otherwise the obtained solution, together with Xi

−, gives
the solution (V i+1

− , Ei+1
− , Ei+1

+ ) for Gi+1. We proceed to Gi+2, until we reach Gn which is
G. Hence the original problem is solved with at most n calls of the algorithm for chordal
editing compression.

The main part of this paper will be focused on an algorithm for chordal editing
compression. Its outline is described in Figure 1. We will endeavor to prove

I Theorem 2.1. chordal editing compression is solvable in time 2O(k log k) · nO(1).

Steps 1 and 2 are straightforward: we can find a shortest hole H in polynomial time,
and if |H| ≤ k + 3, then there are only O(k2) ways to fix it. To fix a hole of length
|H| ≥ k + 4 > k3 + 3, we need to delete at least one vertex or edge from it. As we shall see in
Section 3, such a hole can be divided into a bounded number of “segments” and the deletions
have to “break” at least one of the segments (i.e., delete one vertex or edge from it). In our
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case, breaking a segment means a strange mixed form of separation: we have to separate two
vertices by removing both edges and vertices. We study this notion of mixed separation on
chordal graphs in Section 4. Finally, we show in Section 5 that there is a bounded number of
canonical ways of breaking a segment and we may branch on choosing one segment and one
of the canonical ways of breaking it. This completes the proofs of Theorem 2.1 and 1.1.

3 Segments

We shall define a hierarchy of vertex sets V0, V1, and V2. Each set is a subset of the preceding
one, and all of them induce chordal subgraphs. Let A denote the set of common neighbors
of the shortest hole H found in step 1, and define AM = A ∩M and A0 = A \M . We can
assume that A induces a clique: if two vertices x, y ∈ A are nonadjacent, then together with
the two nonadjacent vertices v1 and v3 of H, they form a 4-hole (xv1yv3x). The following
observation follows from the fact that H is the shortest hole of G.

I Proposition 3.1. A vertex not in A is adjacent to at most three vertices of H and these
vertices have to be consecutive in H.

The first set is defined by V0 = V (G) \ (M ∪A). Note that {M , V0, A0} partitions V (G),
and H is disjoint from A0. Since |H| ≥ k + 4 > |M |, the hole H intersects both M and
V0. Every component of H −M is an induced path of G0, and there are at most |M | such
paths. Observing |M | = O(k), to decompose H into O(k3) segments as claimed, it suffices to
divide each of these paths into O(k2) parts. Let P denote such a path (v1v2 . . . vp). To avoid
triviality, we may assume p > 3; as a result and by Proposition 3.1, the distance between v1
and vp in G0 is at least 3. A further consequence is v1 6∼ vp.

Let G0 denote the chordal subgraph G[V0], and let T be a fixed clique tree for G0. We
take the unique path of bags P =(K1, . . . , Kq) that connects the disjoint subtrees T (v1)
and T (vp) in T , where K1 ∈ T (v1) and Kq ∈ T (vp). The condition p > 3 implies that q > 2.
The removal of K1 and Kq will separate T into a set of subtrees, one of which contains all
K` with 1 < ` < q; let T1 denote this nonempty subtree. The second set, V1, is defined to be
the union of all bags in T1 and {v1, vp}. By definition and observing that V1 fully contains
P , it induces a connected subgraph.

We then focus on bags in P and their union. (One may have judiciously observed that
vertices in bags of P induce an interval graph.) From the definition of clique tree, we can
infer that v1 and vp appear only in K1 and Kq respectively, while every internal vertex of
P appears in more than one bags of P. For every i with 1 ≤ i ≤ p, we denote by first(i)
(resp., last(i)) the smallest (resp., largest) index ` such that 1 ≤ ` ≤ q and vi ∈ K`, e.g.,
first(1) = last(1) = first(2) = 1 and last(p− 1) = first(p) = last(p) = q. As P is
an induced path, for each i with 1 < i < p, we have

first(i) ≤ last(i− 1) < first(i + 1) ≤ last(i). (1)

For 1 ≤ ` < q, we define S` := K`∩K`+1. For any pair of nonadjacent vertices vi, vj in P , (i.e.,
1 ≤ i < i+1 < j ≤ p,) all minimal (vi, vj)-separators are then {S` | last(i) ≤ ` < first(j)}.

The third set, V2, is defined to be the union of vertices in all induced (v1, vp)-paths in
G0. Since a vertex x is an internal vertex of an induced (v1, vp)-path of G0 if and only if it
is in some minimal (v1, vp)-separator of G0, we have (noting q > 2)

I Proposition 3.2. A vertex is in V2 \ {v1, vp} if and only if it appears in more than one
bags of P. Moreover, V2 \ {v1, vp} ⊆

⋃
1<`<q K`.
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The definition of V0 and G0 depend upon the hole H, while the definition of V1 and V2
depend upon both the hole H and the path P . In this paper, we are always concerned with
a particular path of a particular hole, which will be specified before the usage of V1 and V2.

The set V0 \ V1 is easily understood, and we now consider V1 \ V2. Given a pair of
nonadjacent vertices x, y ∈ V2, we say that x lies to the left (resp., right) of y if the bags of P
containing x have smaller (resp., greater) indices than those containing y. If an induced path
of G[V2] consists of three or more vertices, then its endvertices are nonadjacent and have a
left-right relation. This relation can be extended to all pairs of consecutive (and adjacent)
vertices x, y in this path, the one with smaller distance to the left endvertex of the path is
said to the left of the other. It is easy to verify that these two definitions are compatible.

I Lemma 3.3. For any component C of the subgraph induced by V1 \ V2, the set NV0(C)
induces a clique and there exists ` such that 1 < ` < q and NV0(C) ⊆ K`.

Proof. Consider a vertex x ∈ C, which is different from v1 and vp. Since x ∈ V1, it appears
in some bag of T1. Recall that the only bag of T1 that is adjacent to K1 is K2. Thus if x ∈ K1,
then it has to be in K2 as well, which is impossible as x 6∈ V2 (Proposition 3.2). Therefore,
x 6∈ K1; for the same reason, x 6∈ Kq. As a result, NV0(x) ⊆ V1, and then NV0(C) ⊆ V2.

It now suffices to show that NV0(C) induces a clique. Suppose that, for contradic-
tion, there is a pair of nonadjacent vertices x, y ∈ NV0(C). We can find an induced (v1,
vp)-path P ′ through x and y; without loss of generality, let x lie to the left of y, i.e.,
P ′ =(v1 · · ·x · · · y · · · vp). Let x′ and y′ be the first and last vertices in P ′ that are adjacent
to C, and (x′P ′′y′) be an induced path with all internal vertices from C. Note that x′ either
is x or lies to the left of x in P ′ and y′ either is y or lies to the right of y, which imply x′ 6∼ y′.
Thus (v1 · · ·x′P ′′y′ · · · vp) is an induced (v1, vp)-path through C, which is impossible. This
completes the proof. J

Such a component C is called a branch of P , and we say that it is near to vi ∈ P if
there is an ` with first(i) ≤ ` ≤ last(i) satisfying the condition of Lemma 3.3. Since a
component C is near to vi ∈ P if and only if NV0(C) ⊆ N [vi], and applying Proposition 3.1
on any vertex in NV0(C), we conclude that a branch is near to at most three vertices of P . If
a hole passes through C, then C has to be adjacent to M : by Lemma 3.3, NV0(C) is a clique,
thus a hole cannot enter and leave C both via NV0(C). The converse is not necessarily true:
some branch that is adjacent to M might still be disjoint from all holes, e.g., if N(C) is a
clique. This observation inspires us to generalize the definition of simplicial vertices to sets
of vertices.

I Definition 3.4. A set X of vertices is called simplicial in a graph G if N [X] induces a
chordal subgraph of G and N(X) induces a clique of G.

It is easy to verify that a simplicial set of vertices is disjoint from all holes. This suggests
that simplicial sets are irrelevant to chordal editing problem and we may never want to
add/delete edges incident to a vertex in a simplicial set. However, this is not true in general,
and we may need to add/delete such edges if N(X) was modified. As characterized by the
following lemma, this is the only reason for touching X in the solution: set X will only
concern us after N(X) has been changed. We say that a chordal editing set (V−, E−, E+)
edits a set X ⊂ V (G) of vertices if either V− contains a vertex of X or E− ∪E+ contains an
edge with at least one endpoint in X. We use a classic result of Dirac [6] stating that the
graph obtained by identifying two cliques of the same size from two chordal graphs is also
chordal.
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I Lemma 3.5. A minimal chordal editing set edits a simplicial set U only if it removes at
least one edge induced by N(U).

Proof. Let (V−, E−, E+) be a minimal editing set of G such that E− does not contain any
edge induced by N(U). We restrict the editing set to the subgraph G−U , i.e., we consider the
set (V− \U, E− \ (U ×V (G)), E+ \ (U ×V (G))), and let G′ be the graph obtained by applying
it to G. Clearly G′ −U = G−U is chordal, where N(U) \ V− induces a clique. Also chordal
is the subgraph of G′ induced by N [U ] \ V−. Both of them contain the clique N(U) \ V−.
Since G′ can be obtained from them by identifying N(U)\V−, it is also chordal. Then by the
minimality of (V−, E−, E+), it must be the same as (V−\U, E−\(U×V (G)), E+\(U×V (G))),
and this proves this lemma. J

Now we are ready to define segments of P , which are delimited by some special vertices
called junctions. By definition, a branch is simplicial in G0, but unnecessarily in G. We say
that a vertex w 6∈ K is adjacent to a bag K if w is adjacent to at least one vertex in K.

I Definition 3.6 (Segment). A vertex v ∈ P is called a junction (of P ) if (1) some bag K

that contains v is adjacent to M \AM ; (2) some branch near to v is adjacent to M \AM ;
(3) some branch near to v is not simplicial in G; or (4) NV2(v) is not completely connected
to A. A sub-path (vs · · · vt) of P is called a segment, denoted by [vs, vt], if vs and vt are the
only junctions in it.

We point out that the four types are not exclusive, and one junction might be in more
than one types. For a junction v of type (1) or (2), we say that the vertex in M \AM used
in its definition witnesses it.

I Remark. Informally speaking, for a junction v of type (1) or (2), there is a connection from
v to M \AM that is local to v in some sense; for a junction v of type (3) or (4), there is a
hole near to v, and its disposal might interfere with that of H. If another hole H ′ intersects
a segment [vs, vt], then H ′ has to go through the whole segment, or more specifically, it
necessarily enters and exits the segment via N [vs] and N [vt], respectively.

The definition of junction and segment extends to all paths of H−M . In polynomial time,
we can construct V0 for H and V1, V2 for each path P of H −M , from which all junctions
of H can be identified. For each path of H −M , the endvertices are adjacent to M \AM ,
hence junctions. As a result, every vertex in V (H) \M is contained in some segment, and in
each path of H −M , the number of segments is the number of junctions minus one.

We are now ready for the main result of this section that gives a cubic bound on the
number of segments of H. It should be noted the constants—both the exponent and the
coefficient—in the following statement are not tight, and the current values simplify the
argument significantly. Recall that a vertex not in A sees at most three vertices in H, and
they have to be consecutive.

I Theorem 3.7. If H contains more than |M | · (12k2 + 92k + 82) segments, then we can
either find a vertex that has to be in V−, or return “NO.”

Proof. We show that H contains at most |M | · (12k2 + 92k + 82) junctions. Recall that there
are at most |M | paths in H −M . To obtain a contradiction, we suppose that some path P of
H −M contains 12k2 + 92k + 82 junctions. Let us first attend to junctions of type (1) in P .

I Claim 1. Each w ∈M \AM witness at most 15 junctions of type (1).
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Proof. Suppose, for contradiction, that 15 vertices in H appears in some bag adjacent to
w; let X be this set of vertices. Assume first that X is consecutive. At most 3 of them
are adjacent to w, and they are consecutive in H. Thus, we can always pick 6 consecutive
vertices from X that are disjoint from NH(w); let them be {vi, . . . , vi+5}. By definition,
there are two vertices u1, u2 ∈ V0 ∩ N(w) such that u1 ∼ vi and u2 ∼ vi+5. It is easy to
verify that u2 6∼ vi+2 and u1 6∼ vi+3 and u1 6∼ u2. Therefore, we can find an induced (u1,
u2)-path with all interval vertices from {vi, . . . , vi+5}. The length of this path is at least 3,
and hence it makes a hole with w of length at most 9. Assume now that X is not consecutive
in P , then we can pick a pair of nonadjacent vertices vi, vj from X such that the v` 6∈ X

for every i < ` < j. There are two vertices u1, u2 ∈ V0 ∩ N(w) such that u1 ∼ vi and
u2 ∼ vj . It is easy to verify that (wu1vi · · · vju2w) is a hole. By assumption that |X| ≥ 15,
we have j − i ≤ |H| − 13. In either case, we end with a hole strictly shorter than H. The
contradictions prove this claim. y

I Claim 2. If some vertex w ∈M \AM witnesses 5k + 80 junctions of the first two types in
P , then we can return “NO.”

Proof. Let X be this set of junctions, we order them according to their indices in P and
group each consecutive five from the beginning. We omit groups that contain junctions of
type (1) witnessed by w, and in each remaining group, we pair the second and last vertices
in it. According to Claim 1, we end with at least k + 1 pairs, which we denote by (v`1 , vr1),
· · · , (v`k+1 , vrk+1), · · · .

For each pair (v`j
, vrj

), where 1 ≤ j ≤ k + 1, we construct a hole Hj as follows. By
definition, there is a branch C`j

(resp., Crj
) whose neighborhood in H is a proper subset of

{v`j−1, v`j
, v`j+1} (resp., {vrj−1, vrj

, vrj+1}). By the selection of the pair v`j
and vrj

(two
vertices of X have been skipped in between), they are nonadjacent, and rj−`j > 2. Therefore,
C`j

and Crj
are distinct and necessarily nonadjacent. Since C`j

induces a connected subgraph
and is adjacent to both w and {v`j−1, v`j , v`j+1}, we can find an induced (w, v`j+1)-path
P`j

with all internal vertices from C`j
∪ {v`j−1, v`j

}. Likewise, we can obtain an induced
(w, vrj−1)-path Prj with all internal vertices from Crj−1 ∪ {vrj , vrj+1}. These two paths P`j

and Prj
, together with (v`j+1 . . . vrj−1), make the hole Hj : we have `j + 1 < rj − 1; for each

`j + 1 ≤ s ≤ rj − 1, vs 6∼ w; and for each `j + 1 < s < rj − 1, vs 6∼ C`j
, Crj

. This hole goes
through w. This way we can construct k + 1 holes, and it can be easily verified that they
intersect only in w. Since we are not allowed to delete w, we cannot fix all these holes by at
most k operations. Thus we can return “NO.” y

If Claim 2 applies, then we are already done; otherwise, there are at most |M | · (5k + 80)
junctions of the first two types. We proceed by considering the set B of junctions that are
only of type (3) or (4) but not of the first two types. Its number is at least

(12k2 + 92k + 82)− (5k + 80) · |M | ≥ 7k2 + 7k + 1.

We order B according to their indices in P , and let bi denote the index of the ith vertex of
B in P . For each 0 ≤ i ≤ k(k + 1), we use the (7i + 3)th vertex of B to construct a hole Hi.
Then we argue that this collection of holes either allows us to identify a vertex that has to
be in the solution, or conclude infeasibility.

The first case is when there is a pair of nonadjacent vertices x ∈ NV2(vb7i+3) and
y ∈ A. In this case we can assume that x is adjacent to neither vb7i+1 nor vb7i+5 ; otherwise
(xvb7i+1yvb7i+3x) or (xvb7i+3yvb7i+5x) is a 4-hole, which contradicts the fact that H is the
shortest. In other words, x only appears in some bag between Klast(b7i+1) and Kfirst(b7i+5);
on the other hand, by definition of V2, it appears in at least two of these bags. There is thus
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an induced (vb7i+1 , vb7i+5)-path Pi via x in G[V2]. Starting from x, we traverse Pi to the left
until the first vertex x1 that is adjacent to y; the existence of such a vertex is ensured by the
fact that y ∼ vb7i+1 . Similarly, we find the first neighbor x2 of y in Pi to the right of x. Then
the sub-path of Pi between x1 and x2, together with y, gives the hole Hi. By construction,
no vertex of Hi − y is adjacent to vb7i

or vb7i+6 .
In the other case, some branch Ci near to vb7i+3 is not simplicial in G. By definition,

either the subgraph induced by N(Ci) is not a clique, or the subgraph induced by N [Ci] is not
chordal. Since vb7i+3 does not satisfy the conditions of type (1) and (2), N(Ci) ∩M ⊆ AM ,
i.e., N(Ci) \ V0 ⊆ A. On the other hand, according to Lemma 3.3, N(Ci) ∩ V0 induces a
clique. Therefore, there must be a pair of nonadjacent vertices x ∈ N(Ci) ∩ V0 and y ∈ AM .
As Ci is near to vb7i+3 , it must hold that x ∈ N(vb7i+3); this has already been discussed
in the previous case. Suppose now that N(Ci) induces a clique and there is a hole Hi in
N [Ci]. We have seen that N [Ci] ∩M = AM , thus this hole Hi intersects AM ; let w be a
vertex in V (Hi) ∩AM . If Hi is disjoint from A0, then no vertex in Hi \M can be adjacent
to vb7i or vb7i+5 . Otherwise, it contains some vertex u ∈ A0; noting that A induces a clique,
Hi ∩ A = {u, w}. Moreover, N(Ci) ∩ V2 is in the neighborhood of vb7i+3 and therefore
N(Ci) ∩ V2 and N(Cj) ∩ V2 are disjoint for i 6= j: the existence of a vertex x ∈ V2 adjacent
to both Ci and Cj would contradict Proposition 3.1 (noting that the distance of vb7i+3 and
vb7j+3 is greater than 2 on the hole H).

In sum, we have a set H of at least k(k + 1) + 1 distinct holes such that (1) each hole
in H contains at most one vertex of A0, and (2) the intersection of any pair of them is in
A. Recall that each hole has length at least k + 4, hence cannot be fixed by edge additions
only. If there is a u ∈ A0 contained in at least k + 1 holes of H, then we have to put u into
V−; otherwise we have to delete distinct elements (edges or vertices) to break different holes,
which is impossible. Now assume that no such a vertex u exists, then there must be k + 1
holes that intersect only in M , which allow us to return “NO.” J

4 Mixed separators in chordal graphs

Given a pair of nonadjacent vertices x, y of a graph, we say that a pair of vertex set VS

and edge set ES is a mixed (x, y)-separator if the deletion of VS and ES leaves x and y in
two different components; its size is defined to be (|VS |, |ES |). A mixed (x, y)-separator is
inclusive-wise minimal if there exists no other mixed (x, y)-separator (V ′S , E′S) such that
V ′S ⊆ VS and E′S ⊆ ES and at least one containment is proper.
I Lemma 4.1. Let x and y be a pair of nonadjacent vertices in a chordal graph F . For any
pair of nonnegative integers (a, b), we can find a mixed (x, y)-separator of size at most (a, b)
or asserts its nonexistence in time 3a+b+1 · |V (F )|O(1).

Another interpretation of this lemma is
I Corollary 4.2. Let x and y be a pair of nonadjacent vertices in a chordal graph F . For any
nonnegative integer a ≤ k1, in time 3k1+k2+1 · |V (F )|O(1) we can find the minimum number
b such that b ≤ k2 and there is a mixed (x, y)-separator of size (a, b) or assert that there is
no mixed (x, y)-separator of size (a, k2).

5 Proof of Theorem 2.1

We are now ready to put everything together and finish the analysis of the algorithm. We say
that a chordal editing set is minimum if there exists no chordal editing set with a smaller size.
Note that a segment is contained in a unique path of H −M , which determines V1 and V2.
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Proof of Theorem 2.1. Let (V ∗−, E∗−, E∗+) be a minimum chordal editing set of G of size no
more than (k1, k2, k3). We start from a closer look at how it breaks H; by Theorem 3.7, we
may assume that H contains O(k3) segments. There are three options for breaking H. In
the first case, V ∗− contains some junction, or E∗− contains some edge of H that is in M × V0.
In this case, we can branch on including one of these vertices or edges into the solution;
there are O(k3) of them. Otherwise, we need to delete an internal vertex or edge from some
segment. Let d = 2k + 4. In the second case, there is either (1) some i with s < i ≤ s + d

such that vi ∈ V ∗− or vi−1vi ∈ E∗−; or (2) some j with t − d ≤ j < t such that vj ∈ V ∗− or
vjvj+1 ∈ E∗−. In particular, if the segment to be broken satisfies t− s ≤ 2d, then we must be
in this case. If one of the two aforementioned cases is correct, then we can identify one vertex
or edge of the solution by branching. In total, there are O(k4) branches we need to try.

Henceforth, we assume that none of these two cases holds. We still have to delete at least
one vertex or edge from H; this vertex or edge must belong to some segment [vs, vt] with
t− s > 2d. For such a segment, we consider V1 and V2 corresponding to it. For any pair of
indices i, j with s ≤ i < i + 3 ≤ j ≤ t, we use U[i,j] to denote the union of the set of bags in
the nonempty subtree of T − {Klast(i), Kfirst(j)} that contains {Klast(i)+1, . . . , Kfirst(j)−1}
as well as {vi, vj}. Let G[i,j] be the subgraph induced by U[i,j].

I Claim 3. There must be some segment [vs, vt] such that vertices vs+d and vt−d are
disconnected in G[s,t] − V ∗− − E∗−.

Proof. We prove by contradiction. For a segment [vs, vt] with t− s ≤ 2d, the path (vs · · · vt)
remains intact in G− V ∗− −E∗−. Thus it suffices to consider segments [vs, vt] with t− s > 2d.
Let s′ = s + d and t′ = t− d. For such a segment, we can find an induced (vs, vt)-path P[s,t]
in G[s,t] − V ∗− − E∗−, which is also an (unnecessarily induced) path of G. This path has to
visit every bag K` with last(s) ≤ ` ≤ first(t). In other words, in the original graph G,
the path P[s,t] intersects every N [vi] with s < i ≤ s′. Since we delete at most k2 ≤ k edges
each of which is adjacent to a single vertex in the sub-path (vs · · · vs′), and (d− k2) ≥ k + 4,
there must be a vertex vs′′ with s′′ ≥ s + k + 4 that is not incident to any edge in E∗−. This
vertex is either in or adjacent to P[s,t] in G[s,t] − V ∗− − E∗−. Likewise, we can find a vertex
vt′′ with t′′ ≤ t− k − 4 that is in or adjacent to P[s,t] in G[s,t] − V ∗− − E∗−. We now change
the path into (vs · · · vs′′P ′vt′′ · · · vt), where P ′ is an induced (vs′′ , vt′′)-path with all internal
vertices from P[s,t].

Let s′′′ with s ≤ s′′′ ≤ s′′ be the smallest index such that vs′′′ is adjacent to P ′. We
argue that s′′′ ≥ s′′ − 2. Otherwise, the neighbor x of vs′′′ in P ′ (noting that it is not in
A) is to the left of vs′′ . Any path from vs′′′ to vt in G0 has to visit N [vs′′ ]. Since no edge
incident to vs′′ is deleted, the path P ′ has a chord, which is impossible. Similarly, let t′′′ with
t′′ ≤ t′′′ ≤ t be the greatest such that vt′′′ is adjacent to P ′, and we have t′′′ ≤ t′′ + 2. We
can take an induced (vs′′′ , vt′′′)-path of G− V ∗− − E∗− with all internal vertices from P ′, and
extend it by including (vs · · · vs′′′) and (vt′′′ · · · vt) to make a chordless (vs, vt)-path P ′[s,t] in
G− V ∗− − E∗−. The length of this path is at least 2(k + 4− 2) ≥ 2k3 + 4.

Therefore, for each segment [vs, vt] of H, we have obtained an induced (vs, vt)-path P ′[s,t]
in G− V ∗− − E∗−. Concatenating all these paths, as well as edges of H in M × V (G), we get
a cycle C. To verify that C is a hole, it suffices to verify that the internal vertices of P ′[s,t] is
disjoint and nonadjacent to other parts of C. On the one hand, no internal vertex of P ′[s,t] is
adjacent to M \ AM by definition (C is disjoint from A). On the other hand, all internal
vertices of P ′[s,t] appear in the subtree that contains Klast(s+4) in T −{Klast(s+3), Kfirst(t−3)},
while no vertex in the (vt, vs)-path in C does. This verifies that C is a hole of G− V ∗− −E∗−.
Since the length of C is longer than 2k3 + 4, there must be a hole after the addition of E∗+,
which contains at most k3 edges. This contradiction proves the claim. J
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In other words, (V ∗−, E∗−) contains some inclusive-wise minimal mixed ({vs, . . . , vs′},
{vt′ , . . . , vt})-separator (V ∗S , E∗S) in G[s,t]. The resulting graph obtained by deleting (V ∗S , E∗S)

from G[s,t] is characterized by the following claim.

I Claim 4. Let (VS , ES) be an inclusive-wise minimal mixed (vs′ , vt′)-separator in G[U[s′,t′]].
For any pair of indices s′′, t′′ with s ≤ s′′ ≤ s′ < t′ ≤ t′′ ≤ t, both X \ {vs′′} and Y \ {vt′′}
are simplicial in G′ = G−VS −ES , where X and Y be the components of G[s′′,t′′]−VS −ES

containing vs′′ and vt′′ , respectively.

Proof. It is easy to verify that NG′(X \ {vs′′}) ⊆ (Klast(s′′) ∩V2)∪A. The set Klast(s′′) ∩V2
is completely connected to A; otherwise s′′ + 1 is a junction, which is impossible. Let
X ′ = NG′ [X \ {vs′′}]; a vertex in X ′ is either in V2, some branch, or A. We now verify that
X ′ induces a chordal subgraph of G′, which means that X \ {vs′′} is simplicial in G′. Since
(VS , ES) is inclusive-wise minimal, no edge in ES is induced by X or Y . As a result, for
every branch C near to some vertex vi with s < i < t, C ∩X ′ is simplicial. On the other
hand, by definition of segments, V2 ∩X ′ is completely connected to A. Therefore, G′[X ′] is
chordal. A symmetric argument applies to Y \ {vt′′}. y

We consider the subgraph obtained from G by deleting (V ∗S , E∗S), i.e., G′ = G− V ∗S −E∗S .
Note that (V ∗− \ V ∗S , E∗− \ E∗S , E∗+) is a minimum chordal editing set of G′.

I Claim 5. For any mixed ({vs, . . . , vs′}, {vt′ , . . . , vt})-separator (V ∗S , E∗S) of size at most
(|V ∗S |, |E∗S |) in G[s,t], substituting (VS , ES) for (V ∗S , E∗S) in (V ∗−, E∗−, E∗+) gives another mini-
mum editing set to G.

Proof. We first argue the existence of some vertex vs′′ with s ≤ s′′ ≤ s′ such that E− contains
no edge induced by Klast(s′′). For each s′′ with s ≤ s′′ ≤ s′, since last(s′′) ≥ first(s′′ + 1)
and every vertex in them is adjacent to at most 3 vertices of H (Proposition 3.1), bags
Klast(s′′) and Klast(s′′+2) are disjoint. In particular, an edge cannot be induced by both
Klast(s′′) and Klast(s′′+2). Suppose that E− contains an edge induced by Klast(s′′) for each
s′′ with s ≤ s′′ < s′, then we must have |E−| > (s′−s)/2 ≥ k2, which is impossible. Likewise,
we have some vertex vt′′ with t′ ≤ t′′ ≤ t such that E− contains no edge induced by Klast(t′′).
By Claim 4, it follows that every vertex of U[s′′,t′′] is in a simplicial set of G − V ∗S − E∗S .
Since (V ∗− \ V ∗S , E∗− \E∗S , E∗+) is a minimum chordal editing set to G− V ∗S −E∗S , we have by
Lemma 3.5 that (V ∗− \ V ∗S , E∗− \ E∗S , E∗+) does not edit any vertex of U[s′′,t′′].

Suppose that there is a hole C in the graph obtained by applying ((V ∗− \ V ∗S ) ∪ VS , (E∗− \
E∗S) ∪ ES , E∗+) to G. By construction, C contains a vertex of U[s′,t′] ⊆ U[s′′,t′′]. However,
by Claim 4, every vertex of U[s′′,t′′] is in some simplicial set of G − VS − ES and, as
(V ∗− \ V ∗S , E∗− \ E∗S , E∗+) does not edit U[s′′,t′′], every such vertex is in a simplical set after
applying ((V ∗− \ V ∗S ) ∪ VS , (E∗− \E∗S) ∪ES , E∗+) to G. Thus no vertex of U[s′′,t′′] is on a hole,
a contradiction. y

For any segment [vs, vt], we can use Corollary 4.2 to find all possible sizes of minimum
mixed ({vs, . . . , vs′}, {vt′ , . . . , vt})-separator. There are at most k1 of them. By Claim 5,
one of them can be used to compose a minimum chordal editing set. In each iteration, we
branch into O(k4) instances to break a hole, and in each branch decreases k by at least 1.
The runtime is thus O(k)4k · nO(1) = 2O(k log k) · nO(1). This completes the proof. J
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Abstract
We consider the problem of online dynamic power management that provides hard real-time
guarantees for multi-processor systems. In this problem, a set of jobs, each associated with an
arrival time, a deadline, and an execution time, arrives to the system in an online fashion. The
objective is to compute a non-migrative preemptive schedule of the jobs and a sequence of power
on/off operations of the processors so as to minimize the total energy consumption while ensuring
that all the deadlines of the jobs are met. We assume that we can use as many processors as
necessary. In this paper we examine the complexity of this problem and provide online strategies
that lead to practical energy-efficient solutions for real-time multi-processor systems.

First, we consider the case for which we know in advance that the set of jobs can be scheduled
feasibly on a single processor. We show that, even in this case, the competitive factor of any
online algorithm is at least 2.06. On the other hand, we give a 4-competitive online algorithm
that uses at most two processors. For jobs with unit execution times, the competitive factor of
this algorithm improves to 3.59.

Second, we relax our assumption by considering as input multiple streams of jobs, each of
which can be scheduled feasibly on a single processor. We present a trade-off between the energy-
efficiency of the schedule and the number of processors to be used. More specifically, for k given
job streams and h processors with h > k, we give a scheduling strategy such that the energy
usage is at most 4 ·

⌈
k

h−k
⌉
times that used by any schedule which schedules each of the k streams

on a separate processor. Finally, we drop the assumptions on the input set of jobs. We show
that the competitive factor of any online algorithm is at least 2.28, even for the case of unit job
execution times for which we further derive an O(1)-competitive algorithm.

1998 ACM Subject Classification F.2.2 Nonnumerical Algorithms and Problems

Keywords and phrases Energy-Efficient Scheduling, Online Dynamic Power Management

Digital Object Identifier 10.4230/LIPIcs.STACS.2014.226

1 Introduction

Reducing power consumption and improving energy efficiency have become important
design requirements in computing systems. For mobile devices, effective power management
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can considerably extend the standby period and prolong battery lifetime. For large-scale
computing clusters, appropriately powering down the idling processing units can considerably
reduce the electricity bill.

In order to increase the energy efficiency, two different mechanisms have been introduced
to reduce the energy consumption. (1) Power-down Mechanism: When a processor is idling,
it can be put into a low-power state, e.g., sleep or power-off. While the processor consumes
less power in these states, a fixed amount of energy is required to switch the system back to
work. In the literature, the problem of deciding the sequence of state transitions is referred to
as dynamic power management (DPM). (2) Dynamic Speed Scaling: The concept of dynamic
speed scaling refers to the flexibility provided by a processor to adjust its processing speed
dynamically. The rate of energy consumption is typically described by a convex function of
the processing speed. This feature is also referred to as dynamic voltage frequency scaling
(DVFS), following its practical implementation scheme.

The majority of previous work regarding energy-efficient scheduling focuses mainly on uni-
processor systems. For systems that support power-down mechanism, Baptiste [5] considered
hard real-time jobs, i.e., deadline misses of jobs are not allowed, with unit execution times
and proposed the first polynomial-time algorithm that computes an optimal strategy for
turning on and powering off a processor. In a follow-up paper, Baptiste et al. [6] further
extended the result to jobs with arbitrary execution times and reduced the time complexity.
When considering workload-conserving scheduling, i.e., the system is not allowed to enter
low-power states when the ready queue is not empty, Augustine et al. [4] considered systems
with multiple low-power states and provided online algorithms.

Dynamic speed scaling was introduced to allow computing systems to reach a balance
between high performance and low power consumption dynamically. Hence, scheduling
algorithms that assume dynamic speed scaling, e.g., Yao et al. [30], usually execute jobs as
slowly as possible while ensuring that timing constraints are met. When the energy required
to keep the processor active is not negligible, however, executing jobs too slowly may result
in more energy consumption. For most realistic power-consumption functions, there exist a
critical speed, which is the most energy-efficient for job execution [12,22].

Irani et al. [22] initiated the study of combining both mechanisms. For offline energy-
minimization, they presented a 2-approximation. For the online version, they introduced a
greedy procrastinating principle, which enables online algorithms that have certain properties
and that are designed for speed scaling without power-down mechanism to additionally
support the power-down mechanism. The idea behind this principle is to postpone job
execution as much as possible in order to bundle workload for batch execution. The usage of
job procrastination with dynamic speed scaling for periodic tasks has later been explored
extensively in a series of studies [11,12,26].

The combination of the power-down mechanism with dynamic speed scaling suggests the
philosophy of racing-to-idle: Execute jobs at higher speeds and gain longer quality sleeping
intervals. Albers and Antoniadis [1] showed that the problem of minimizing the energy
consumption for speed scaling with a sleep state is NP-hard and provided a 4

3 -approximation.
All of the aforementioned work mainly focuses on uni-processor systems. By contrast, for

multi-processor systems, relatively fewer results are known. Demaine et al. [17] considered
unit jobs and presented a polynomial-time algorithm based on dynamic programming for
power-down mechanism. Approximations for several variations were also presented. In a
follow-up paper, Demaine and Zadimoghaddam [18] presented logarithmic approximations for
general formulations of scheduling problems with submodular objective functions, including
energy consumption. Albers et al. [2] considered dynamic speed scaling with job migration
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and presented polynomial-time algorithms based on maximum flow problems.
As scheduling to meet deadline constraints is a long-standing difficult problem [14–16,20],

additional augmentation on the hardware level, e.g., speed of the processors or number of the
machines, has been considered to provide practical solutions. See, for example, [3, 8, 10,28].
In practice, machine augmentation follows the trends in multi-core systems, while speed
augmentation has been shown its limits as overclocking is difficult to achieve due to the
dramatic increase of power consumption and thermal dissipation.

Our Focus and Contribution. In this paper, we examine the problem of online dynamic
power management that provides hard real-time guarantees, i.e., each job must finish its
execution before its deadline, for multi-processor systems. We assume a system equipped
with multiple processors that are identical and that operate independently from each other,
and we can use as many processors as necessary. Job executions can be preempted but
can not be migrated, i.e., the execution of a job must be done on the same processor. The
objective is to compute a schedule of the jobs and a sequence of switch on/off operations
of the processors so as to minimize the total energy consumption. For this problem model
we give an elaborate study that leads to practical energy-efficient solutions for real-time
multi-processor systems.

First, we consider the case for which we know in advance that the set of jobs can be
scheduled feasibly on one processor. We show that the competitive factor of any online
algorithm is at least 2.06, even for this restricted case. Then we propose the idea of energy-
efficient anchors, which are defined for each of the jobs, to indicate a proper moment for
which the online scheduler should no longer postpone the execution of the jobs. We show
that this idea leads to a 4-competitive online algorithm which uses at most two processors.
For jobs with unit execution times, we show that the competitive factor improves to 3.59.

Second, we relax the conditions of our assumption by considering as input multiple
streams of jobs, each of which can be scheduled feasibly on one processor. We present a
simple strategy, as a byproduct of our first algorithm, to allow a trade-off between the number
of processors we have and the energy-efficiency of the resulting schedule. More specifically,
for k given job streams and h processors with h > k, we give a scheduling strategy such that
the energy usage is at most 4 ·

⌈
k

h−k

⌉
times that used by any schedule which schedules each

of the k streams on a separate processor.
The above algorithms lead to practical energy-efficient solutions in real-time systems

for which partitioned scheduling with recurrent real-time task model is adopted [7, 9]. The
recurrent task models, such as the sporadic real-time task model [27] or the arrival curve model
in Real-Time Calculus (RTC) [29], describe an infinite sequence of job arrivals, generated by
the tasks. Under such a model, the worst-case characteristics of job arrivals are specified.
For example, a sporadic real-time task defines the minimum inter-arrival time of any two
consecutive jobs. With the partitioned scheduling scheme, it is required that all the jobs
generated by a recurrent task be executed on a single processor. In many cases, however, the
real-time system needs to provide hard deadline guarantees and verifying the system could
be very costly, and the goal is to make the schedule more efficient by using more processors
without going through the costly verification steps. Therefore, even though the partitioned
scheduling scheme is more restricted in the sense that the jobs are partitioned in advance,
it has been widely adopted in practical real-time systems [7, 9] as it incurs no additional
overhead for ensuring the feasibility of the resulting online schedule. Our algorithms provide
an online energy-efficient solution with a reasonable trade-off for this situation.

Finally we drop the assumptions on the schedulability as well as the number of job
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streams and consider general set of jobs with unit execution times.
We show that the competitive factor of any online algorithm is at least 2.28. For the

positive side, we present a O(1)-competitive algorithm, which combines ideas from different
results and is interesting in its own right.

2 Notations and Problem Definition

In this section, we formally define the scheduling problem we consider and introduce notations
that will be used throughout this paper. Each job, say, j, is associated with three non-negative
integral parameters, namely, the arrival time aj , the execution time cj , and the deadline
dj . The arrival time of a job is the time it arrives to the system. The execution time is the
amount of CPU time it requires to finish its execution, and the deadline is the latest moment
at which the job must be completed. We assume that cj and dj are known at the moment
when j arrives to the system.

For notational brevity, we use a triple j = (aj , dj , cj) to denote the corresponding
parameters for any job j. We say a job j is a unit job if cj = 1 and we write j = (aj , dj). In
addition, a job j is said to be urgent if cj = dj − aj .

We make the following assumptions on the processors. When a processor is off, it cannot
execute any job and consumes no power. Switching on, or, alternatively, turning on, a
processor requires Ew units of energy. When a processor is on, it can execute jobs at a fixed
speed. We say that a processor is in the busy state if it is executing a job. If a processor is on
but not executing any job, then it is said to be in the standby state. The energy consumed
by a processor per unit of time, i.e., the power consumption, is ψb when it is busy and ψσ
when it is in standby, respectively. We assume that ψσ ≤ ψb. Initially all processors are off.

The break-even time, denoted by B, is defined to be Ew/ψσ. Intuitively, this corresponds
to the amount of time a processor has to stay in standby in order to have the same energy
consumption for switching on a processor. The break-even time is an important concept that
has been widely used for ski-rental-related problems [25] and dynamic power management
algorithms in the literature, e.g., [21–23].

Below we define the concept of job scheduling. LetM = {M1,M2, . . . ,Mm} be the set
of processors and J be a set of jobs.

I Definition 1 (A Schedule for a Set of Jobs). A schedule S for J on M is a set of pairs
(I1, job1), (I2, job2), . . . , (Im, jobm), where for each 1 ≤ i ≤ m,
Ii denotes the set of time intervals during which processor Mi is on, and
jobi : R+ −→ J ∪ {∅} is a function of time t that indicates the job to be executed on
processor Mi at time t. If Mi is not executing any job or is off at time t, then jobi(t) = ∅.

The schedule S is said to be feasible for J on M if for each job j ∈ J , there exists a
processor Mi ∈M such that∑

I∈Ii

∫
I∩[aj ,dj ]

δ(jobi(t), j) · dt = cj ,

where δ(x, y) is defined to be 1 if x = y and 0 otherwise. In other words, the schedule S is
feasible if for each job j, there exists a processor Mi such that the amount of time Mi is
executing j during the time interval [aj , dj ] is cj . We remark that, it is implicitly implied in
the definition that a feasible schedule is also a preemptive schedule and the jobs can only be
executed without migration.
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The number of processors the schedule S uses is defined to be |{i : 1 ≤ i ≤ m, Ii 6= ∅}|,
i.e., the number of processors that have been switched on at least once in S. The energy
consumption of the schedule S, denoted E(S), is defined as

E(S) =
∑

1≤i≤m

(
Ew · |Ii|+

∑
I∈Ii

|I| · ψσ

)
+
∑
j∈J

cj · (ψb − ψσ),

where |Ii| denotes cardinality of Ii, i.e., the number of time intervals it contains, and |I|
denotes the length of the time interval I.

I Definition 2 (DPM Job Scheduling). Given a set J of jobs and a setM = {M1,M2, . . . ,

Mm} of processors, the DPM Job Scheduling Problem is to find a feasible schedule S for J
onM such that E(S) is minimized.

In this paper, we consider the online version of the DPM job scheduling problem in
which the jobs arrive to the system dynamically in an online manner, i.e., at any time t,
the algorithm only sees the jobs whose arrival times are less than or equal to t, and the
scheduling decisions have to be made without prior knowledge on future job arrivals. To be
more precise, let J be the input job set and J (t) = {j : j ∈ J , aj ≤ t} be the subset of J
that contains the jobs whose arrival times are no greater than t. At any time t, the algorithm
sees the job set J (t) and is able to decide the assignment of the jobs to the processors as
well as the state transitions of the processors, i.e., turning on or switching off, at that time.
The objective is to compute a feasible schedule for J such that the energy consumed is
minimized.

An online algorithm Π is said to be η-competitive for the online DPM job scheduling
problem if for any job set J , we have E(Π(J )) ≤ η · E(Opt(J )) + x, where Π(J ) is the
schedule computed by algorithm Π, Opt(J ) is an optimal schedule for J , i.e., the one that
results in the minimum energy consumption, and x is a constant.

3 Preliminary Results

In this section, we present preliminary results that are related to our assumptions for the
problem models we addressed. We begin with the characterization of the job sets that
are packable on one processor. For any job set J and any 0 ≤ ` < r, let Υ(J , `, r) =
{j : j ∈ J , ` ≤ aj , dj ≤ r} be the set of jobs that arrive and have to be done within the
time interval [`, r]. Let Υ#(J , `, r) =

∑
j∈Υ(J ,`,r) cj denote the total amount of workload in

Υ(J , `, r).
Chetto et al. [13] studied the schedulability of any given set of jobs using the earliest-

deadline-first (EDF) principle, which always selects the job with the earliest deadline for
execution at any moment, and proved the following lemma.

I Lemma 3 (Chetto et al. [13]). For any set J of jobs, J can be scheduled on one processor
using the EDF principle if and only if the following condition holds:

For any time interval [`, r], Υ#(J , `, r) ≤ r − `. (1)

It is well-known that, for any job set J , if there exists a feasible schedule that uses
only one processor for J , then the EDF principle is also guaranteed to produce a feasible
schedule [19]. Hence, Condition (1) gives a necessary and sufficient condition for any set of
jobs to be able to be packable on a processor.
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However, even when the set of jobs is known in advance to be packable on a processor,
we still need multiple processors in order to achieve energy-efficiency in an online setting.
This is illustrated by the following lemma.

I Lemma 4. Let Π be an online algorithm that produces feasible schedules using only one
processor for any job set that can be packed feasibly on one processor. For any α > 0, there
exists a job set Jα that can be packed feasibly on one processor such that the competitive
factor of Π on Jα is at least α.

Hence it is essential to use additional processors in order to give an energy-efficient
scheduling scheme for the online DPM job scheduling problem. This dilemma is further
extended in §4.1 to obtain a lower bound on the competitive factor of any online algorithm.

Below we introduce notions related to the number of processors required by a set of unit
jobs. For any job set J and any 0 ≤ ` < r, let

ρ(J , `, r) = Υ#(J , `, r)
r − `

denote the density of workload of J with respect to the time interval [`, r]. Let %̂(J ) =
max0≤`<r ρ(J , `, r) denote the maximum density of J . Let P#(J ) denote the minimum
number of processors required by any feasible schedule for J . The following lemma gives an
alternative characterization of P#(J ) when J is composed merely by unit jobs.

I Lemma 5 ( [24]). For any set J of unit jobs, we have P#(J ) = d%̂(J )e.

However, for jobs with arbitrary execution times, packing the jobs using a minimum
number of processors is a long-standing difficult problem even for the offline case [14–16,20],
and for the online version only very special cases were studied [16,24].

4 Online Scheduling for Job Sets Packable on One Processor

In this section, we consider the case for which we know in advance that the input set of jobs
can be scheduled feasibly on one processor, i.e., Condition (1) from Lemma 3 holds for the
input set of jobs. First we prove a lower bound of 2.06 on the competitive factor of any online
algorithm by designing an online adversary A that observes the behavior of the scheduling
algorithm and that determines the forthcoming job sequence. In §4.2 we present an online
strategy that gives a 4-competitive schedule using at most two processors. In §4.3 we show
that this strategy leads to a 3.59-competitive schedule when the jobs have unit execution
times.

4.1 Lower Bound on the Competitive Factor
Let Π be an online scheduling algorithm for this problem. We set ψb = ψσ = ψ = 1 and
Ew = k, where k is an integer chosen to be sufficiently large. Hence the break-even time B is
also k. We define a monitor operation of the adversary A as follows.

I Definition 6. When A monitors Π during time interval [t0, t1], it checks if Π keeps at
least one processor on between time t0 and t1. If Π turns off all the processors at some point
t between t0 and t1, then A releases an urgent unit job (t+ 1, t+ 2), forcing Π to turn on at
least one processor to process it. If Π keeps at least one processor on during the monitored
period, then A does nothing.
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Let x, η, and χ, where 0 ≤ x ≤ 2
5 , be three non-negative parameters to be chosen. The

online adversary works as follows. At time 0, A releases a unit job (0,B) and observes the
behavior of Π. Let t be the moment at which Π schedules this job to execute. Since Π
produces a feasible schedule, we know that 0 ≤ t ≤ B − 1. We have the following two cases.
Case(1): If 0 ≤ t ≤

( 1
2 − x

)
B, then A monitors Π from time t to 3

2B.
Case(2): If j is not executed till

( 1
2 − x

)
B, the adversary A releases

( 1
2 + x

)
B − 1 unit jobs

with deadline B at time
( 1

2 − x
)
B + 1. As a result, the online algorithm is forced to switch

on at least two processors to execute these jobs. The adversary continues to monitor Π until
time

( 3
2 + η

)
B. If no urgent unit job has been released till time

( 3
2 + η

)
B, the adversary A

terminates. Otherwise, A monitors Π for another χB units of time until
( 3

2 + η + χ
)
B.

Let E(Π) and E(O) denote the energy consumed by algorithm Π and an offline optimal
schedule on the input sequence generated by A, respectively. By deriving a lower bound on
E(Π) and an upper bound on E(O), we obtain the following theorem.

I Theorem 7. The competitive factor of any online algorithm for the online DPM job
scheduling problem is at least 2.06, even for the case of unit jobs that are known in advance
to be packable on one processor.

4.2 4-Competitive Online Scheduling
In order to design an online algorithm that produces an energy-efficient schedule, we have to
deal with two questions. (1) To what extent should we bundle the execution of the jobs in
order to achieve energy-efficiency? (2) Provided that the job execution may be delayed, how
do we guarantee the feasibility of the resulting schedule?

For the former question, we introduce the concept of energy-efficient anchors for the
jobs to determine the appropriate timing to begin their execution. For the latter question,
the feasibility is guaranteed by suitably partitioning the job set such that the jobs that are
delayed still satisfy Condition (1) from Lemma 3. Below we describe our algorithm in more
detail. Let J be the input set of jobs, and recall that J (t) is the subset of jobs whose arrival
times are smaller than or equal to t.

For any t, t† with 0 ≤ t ≤ t†, let Q(t) be the subset of J (t) that contains the jobs that have
not yet finished their execution up to time t, and let Q(t, t†) be the subset of Q(t) containing
those jobs whose deadlines are smaller than or equal to t†. Note that, by definition, we have
Q(t, t†) ⊆ Q(t) ⊆ J (t) ⊆ J . For notational brevity, let c′j(t) denote the remaining execution
time of job j at time t, and let W (t) =

∑
j∈Q(t) c

′
j(t) and W (t, t†) =

∑
j∈Q(t,t†) c

′
j(t) denote

the total remaining execution time of the jobs in Q(t) and Q(t, t†), respectively. Furthermore,
we divide Q(t) into two subsets according to the arrival times of the jobs. For any t, t∗ with
0 ≤ t∗ ≤ t, let Qt∗

proc(t) be the subset of Q(t) containing the jobs whose arrival times are less
than t∗, and let Qt∗

forth(t) = Q(t)\Qt∗

proc(t).
Let λ, 0 ≤ λ ≤ 1, be a constant to be determined later. For each job j ∈ J , we define

a parameter hj to be max {aj , dj − λB}. The value hj is referred to as the energy-efficient
anchor for job j.

Let M1 and M2 denote the two processors which our algorithm S will manage. We say
that the system is busy, if at least one processor is executing a job. The system is said to be
off if both processors are turned off. Otherwise, the system is said to be in standby. During
the process of job scheduling, our algorithm S maintains an urgency flag, which is initialized
to be false. The description of the algorithm S is provided in Table 1.
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Table 1 A description of the online scheduling algorithm S.

At any time t, S proceeds as follows.
(A) Conditions for turning on
the processors:

(B) Handling the job schedul-
ing:

(C) Conditions for turning off
the processors:

1. If the system is off and
there exists some j ∈ Q(t)
such that hj ≤ t, then
turn on processor M1.

2. If the urgency flag is false
and there exists some t†

with t† > t such that
W (t, t†) > t† − t, then

turn on M1 if it is off,
turn on M2, set t∗ to be
t, and set the urgency
flag to be true.

1. If the urgency flag is true,
then use the EDF prin-
ciple to schedule jobs from
Qt∗

proc(t) on M1 and jobs
from Qt∗

forth(t) on M2.
2. If the urgency flag is false

and the system is not off,
then use the EDF prin-
ciple to schedule jobs from
Q(t) on the processor that
is on.

1. If the urgency flag is true
and Qt∗

proc(t) empty, then
turn off M1 and set the ur-
gency flag to be false.

2. If the urgency flag is false,
the system is standby, and
t − t1 ≥ B, where t1 is
the time processor M1 was
turned on, then turn off
all processors.

Note that, M1 and M2 can both be on only when the urgency flag is true. To prove
the claimed competitive factor, we analyze the relative positions between the time intervals
during which an optimal offline schedule keeps the system off and our online algorithm is
executing jobs. Then we charge the energy consumed by our schedule to that consumed by
the optimal offline schedule to obtain the claimed bound.

I Theorem 8. By setting λ = 1, the algorithm S computes a 4-competitive schedule that
uses at most two processors for any set of jobs satisfying Condition (1) for the online DPM
job scheduling problem.

4.3 3.59-Competitive Scheduling for Unit Jobs
When the jobs have unit execution times, we show that we can benefit even more from a
properly chosen parameter λ = 4 −

√
10. The major difference is that, when the system

is in urgency while Qt∗

forth(t) is empty, i.e, processor M2 is in standby, we use a global
earliest-deadline-first scheduling by executing two jobs on M1 and M2 instead of keeping
one processor in standby, which in turn improves resource utilization. Let S† denote the
modified algorithm. We have the following theorem.

I Theorem 9. By setting λ = 4−
√

10, the algorithm S† computes a 3.59-competitive schedule
that uses at most two processors for any set of unit jobs satisfying Condition (1) for the
online DPM job scheduling problem.

5 Online Multi-Processor Scheduling

In this section we present results derived for online dynamic power management in multi-
processor systems. In §5.1 we generalize the algorithm S presented in §4.2 for a given
set of job streams, each of which delivers a set of jobs that can be scheduled feasibly on
one processor. This allows a trade-off between the number of processors we have and the
energy-efficiency of the resulting schedule.

Then we consider online dynamic power management for general sets of unit jobs. In §5.2
we prove a lower bound of 2.28 on the competitive factor of any online algorithm. Finally in
§5.3 we present an online algorithm that gives a O(1)-competitive schedule.
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5.1 Trading the Energy-Efficiency with the Number of Processors
In §4.2 we have shown how a stream of jobs satisfying Condition (1) can be scheduled
by the algorithm S to obtain a 4-competitive schedule which uses at most two processors.
In this section, we show that, by suitably delaying and bundling the workload, we can
generalize the algorithm S for a given set of job streams, each of which delivers a job set
satisfying Condition (1), to allow a trade-off between the number of processors we have and
the energy-efficiency of the resulting schedule.

Let J1,J2, . . . ,Jk be the given set of job streams, where Ji satisfies Condition (1) for
all 1 ≤ i ≤ k. Below we present a strategy that leads to a schedule that uses at most h
processors for any h > k and whose energy usage is at most 4 ·

⌈
k

h−k

⌉
times that used by

any schedule which schedules each of the k streams on a separate processor.
First, if h ≥ 2k, then we apply the algorithm S on every pair of the streams, i.e., on

J2i and J2i+1, for all 1 ≤ i ≤ k
2 , and we get a schedule with a factor of 4. For the case

k < h < 2k, we divide J1,J2, . . . ,Jk into h− k subsets such that each subset gets at most
dk/(h− k)e streams. The h processors are allocated in the following way. Each stream of
jobs, i.e., Ji for all 1 ≤ i ≤ k, gets one processor, and each of the remaining h− k processors
are allocated to each of the h− k subsets such that no two processors are allocated to the
same subset. Therefore, the problem is reduced to the remaining case, h = k + 1.

Below we describe how the case h = k + 1 is handled. Let M0,M1, . . . ,Mk denote the
k + 1 processors to be managed, and let Qi, 1 ≤ i ≤ k, be the corresponding ready queue
for processor Mi. We use the parameter λ = 1 to set the energy-efficient anchor for each
job that arrives. Recall that c′j(t) is the remaining execution time of job j at time t. For
any t ≥ 0 and any t† with t† ≥ t, we use W0(t, t†) =

∑
j∈Q0,dj≤t† c

′
j(t) to denote the total

remaining execution time of the jobs in Q0 whose deadlines are less than or equal to t†.
The algorithm works as follows. When a job j ∈ Ji, 1 ≤ i ≤ k, arrives to the system, we

check whether or not processor Mi is on. If Mi is on, then we add j to Qi. Otherwise, we
further check whether W0(t, t†) + cj ≤ t† − t holds for all t† ≥ dj . If it does, then j is added
to Q0. Otherwise, we add j to Qi and turn on the processors Mi and M0 (if M0 is off). At
any time t, we have the following further conditions to consider.
(a) Conditions for turning on M0: If the energy-efficient anchor of some job in Q0 is met

or if ∃ t† ≥ t such that W0(t, t†) ≥ t† − t, then we turn on M0 if it is off.
(b) Job scheduling: For each 0 ≤ i ≤ k such that Mi is on, we use the EDF principle to

schedule the jobs of Qi on Mi.
(c) Conditions for turning off the processors: If Q0 becomes empty and M0 has been

turned on for at least B amount of time, then we turn off M0 immediately. For 1 ≤ i ≤ k,
if Mi is on, Qi becomes empty, and M0 is off, then we turn off Mi.

Let Smulti denote the algorithm. We have the following theorem.

I Theorem 10. Given a set of k job streams, each of which can be scheduled feasibly on
one processor, algorithm Smulti computes a schedule that uses at most h processors, for any
h > k, such that the energy usage is at most 4 ·

⌈
k

h−k

⌉
times that used in any schedule which

schedules each of the k streams on a separate processor, for the online DPM job scheduling
problem.

5.2 Lower Bound on the Competitive Factor
In this section we prove a lower bound of 2.28 on the competitive factor of any online
algorithm for the online DPM scheduling problem with unit jobs. Let Π be an online
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scheduling algorithm for this problem. More specifically, we present an online adversary A,
which observes the behavior of Π and which decides the set of forthcoming jobs such that
the competitive ratio of Π on the input sequence generated by A is at least 2.28.

We set ψb = ψσ = ψ = 1 and Ew = k, where k � 1 is an integer chosen to be sufficiently
large. Hence the break-even time, B, is also k. The adversary A works in two stages. In the
first stage, A uses the gadget designed in [24] for the machine-minimizing job scheduling
problem to force Π to use more processors than necessary. As a result, at the time when
the first stage ends, the number of processors Π uses is at least 2.09 times that required
by any optimal schedule for J ∗ in terms of number of processors. In the second stage, A
monitors the number of active processors Π keeps and makes sure that Π does not turn off
the processors too fast. Below we describe the second stage in more detail.

Stage II. Let η be a non-negative real number to be decided later. We define the real-valued
function fη(t) : [0, 1] → R to be fη(t) = η + et · (3.09− 2η), where e is the base of natural
logarithm, i.e., the Euler’s number.

The adversary A works as follows. At each time t with qα2 ≤ t < qα2 + B, the
adversary checks if the number of processors algorithm Π keeps in the state of on is at
least %̂(J ∗) · fη

(
t−qα2

B

)
. If it is, then A does nothing. Otherwise, A punishes the aggressive

behavior of Π by releasing d%̂(J ∗)e urgent jobs with deadline t+ 1 and terminates.

I Lemma 11. If the algorithm Π gets punished by A, then the competitive factor of the
resulting schedule is at least η.

Lemma 11 gives a bound when the algorithm Π turns off the processors in an aggressive
way. On the other hand, if Π does not behave aggressively, then the resulting competitive
factor will decrease as η increases. By setting η to be 2.28, we get the following theorem.

I Theorem 12. The competitive factor of any online algorithm for the online DPM job
scheduling problem is at least 2.28, even for unit jobs.

5.3 O(1)-Competitive Online Scheduling for Unit Jobs
In this section we consider the case for which the jobs have unit execution times. The lower
bound result provided in §5.2 gives a rough idea on the difficulty of this problem, which
includes the following. (a) First, how many processors should be used when we have no prior
knowledge on future job arrivals? (b) Second, how can we turn the standby processors off so
that we do not suffer much when we have to turn them on again later?

We incorporate the results of [24] as a partial solution to question (a) mentioned above and
give a O(1)-competitive online algorithm, denoted S†multi, for this problem. The algorithm
works as follows. At each moment, S†multi computes the density of the workload that has
arrived to the system “recently” and makes its scheduling decisions accordingly. If the density
is low, then S†multi adopts the strategy presented in §4.2 and §4.3 to bundle the execution of
the jobs on two processors. Otherwise, S†multi uses the approach suggested in [24] to estimate
the number of processors required by future job arrivals for multi-processor scheduling. For
question (b), we let each processor stay on for an additional amount of time before it is
turned off.

The approach we use combines ideas from different results. Although the idea is conceiv-
able, bounding the energy efficiency is tricky and requires further non-trivial observations on
the connections between online schedules and optimal schedules.
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Below we describe the algorithm S†multi in more detail. Let J denote the input set of jobs
and Q denote the ready queue which contains the set of jobs that arrive and that are not
yet scheduled. The algorithm S†multi maintains a variable t∗, initialized to be −1, to denote
the last time when Q becomes empty. Let J ∗ = J \J (t∗) be the set of jobs that arrive after
time t∗. In addition, the algorithm S†multi maintains another variable t∗h to denote the first
time for which the workload density becomes greater than or equal to 1 since time t∗, i.e., t∗h
is the smallest integer such that t∗h > t∗ and %̂(J ∗(t∗h)) ≥ 1. For notational brevity, t∗h is set
to be ∞ if there is no such moment.

At each time t, the algorithm S†multi computes the workload density %̂(J ∗(t)) and updates
the value of t∗h if necessary. Depending on the value of t∗h, the jobs that arrive are handled
differently. If t∗h > t, then the jobs that have just arrived are added to the lightly-loaded
ready queue Q`. Otherwise, they are added to the heavily-loaded ready queue Qh.

For the jobs that are added to Q`, we use the algorithm S† proposed in §4.3 to schedule
them. To help describe the algorithm, in the following we use M1 and M2 to denote the two
specific processors that are used by S†. In addition, we use #i, where i ≥ 1, to denote the
remaining processors that will be used to handle the jobs that are added to Qh.

Handling the heavily-loaded ready queue Qh. Let γ2 be a constant chosen to be 5.2. If
t∗h > t, then Qh(t) is empty and there is nothing to process. If t∗h ≤ t, then the algorithm
S†multi makes sure that at least dγ2 · %̂(J ∗(t))e processors, excluding M1 and M2, have been
turned on for job execution. Let #(t) be the number of processors that are on, excluding M1
and M2, and let χ = min {#(t), |Qh(t)|}. We remark that, as %̂(J ∗(t)) changes over time, it
is possible that #(t) > dγ2 · %̂(J ∗(t))e.

The algorithm S†multi fetches χ jobs with earliest deadlines from Qh(t) and assigns them
for execution on #1,#2, . . . ,#χ. If |Qh(t)| < #(t), then S†multi continues to fetch jobs from
Q`(t), if there exists any, using the first-fit principle, i.e., the processor with smaller index
has higher priority for job execution, such that either all of the #(t) processors are occupied
or Q`(t) becomes empty.

Turning off the processors. After the scheduling decisions on the ready queues, i.e., Q`

and Qh, are made, the algorithm S†multi checks the following conditions. For all i with
1 ≤ i ≤ #(t), if processor #i has stayed in standby for B amount of time since turned on,
then S†multi switches processor #i off immediately.

At any time t, if the ready queue Q becomes empty after the scheduling decisions on Q`

and Qh are made, then t∗ is set to t and t∗h is set to be ∞. We conclude the result with the
following theorem.

I Theorem 13. The algorithm S†multi computes a (γ1 + 52 · γ2 + 1)-competitive schedule for
the online DPM job scheduling problem with unit jobs, where γ1 = 3.59 is the competitive
factor of S† and γ2 = 5.2 is a constant.
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Abstract
Tavenas has recently proved that any nO(1)-variate and degree n polynomial in VP can be com-
puted by a depth-4 ΣΠ[O(

√
n)]ΣΠ[

√
n] circuit of size 2O(

√
n logn) [14]. So, to prove VP 6= VNP it is

sufficient to show that an explicit polynomial in VNP of degree n requires 2ω(
√
n logn) size depth-4

circuits. Soon after Tavenas’ result, for two different explicit polynomials, depth-4 circuit size
lower bounds of 2Ω(

√
n logn) have been proved (see [7] and [4]). In particular, using combinatorial

design Kayal et al. [7] construct an explicit polynomial in VNP that requires depth-4 circuits of
size 2Ω(

√
n logn) and Fournier et al. [4] show that the iterated matrix multiplication polynomial

(which is in VP) also requires 2Ω(
√
n logn) size depth-4 circuits.

In this paper, we identify a simple combinatorial property such that any polynomial f that
satisfies this property would achieve a similar depth-4 circuit size lower bound. In particular, it
does not matter whether f is in VP or in VNP. As a result, we get a simple unified lower bound
analysis for the above mentioned polynomials.

Another goal of this paper is to compare our current knowledge of the depth-4 circuit size
lower bounds and the determinantal complexity lower bounds. Currently the best known determ-
inantal complexity lower bound is Ω(n2) for Permanent of a n× n matrix (which is a n2-variate
and degree n polynomial) [3]. We prove that the determinantal complexity of the iterated matrix
multiplication polynomial is Ω(dn) where d is the number of matrices and n is the dimension of
the matrices. So for d = n, we get that the iterated matrix multiplication polynomial achieves
the current best known lower bounds in both fronts: depth-4 circuit size and determinantal com-
plexity. Our result also settles the determinantal complexity of the iterated matrix multiplication
polynomial to Θ(dn).

To the best of our knowledge, a Θ(n) bound for the determinantal complexity for the iterated
matrix multiplication polynomial was known only for any constant d > 1 [6].
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1 Introduction

One of the main challenges in algebraic complexity theory is to separate VP from VNP. This
problem is well known as Valiant’s hypothesis [15]. This is an algebraic analog of the problem
P vs NP. Recall that a multivariate polynomial family {fn(X) ∈ F[x1, x2, . . . , xn] : n ≥ 1} is
in the class VP if fn has degree of at most poly(n) and can be computed by an arithmetic
circuit of size poly(n). It is in VNP if it can be expressed as

fn(X) =
∑

Y∈{0,1}m
gn+m(X,Y)
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where m = |Y| = poly(n) and gn+m is a polynomial in VP. Permanent polynomial char-
acterizes the class VNP over the fields of all characteristics except 2 and the determinant
polynomial characterizes the class VP with respect to the quasi-polynomial projections.

I Definition 1. The determinantal complexity of a polynomial f , over n variables, is the
minimum m such that there are affine linear functions Ak,`, 1 ≤ k, ` ≤ m defined over the
same set of variables and f = det((Ak,`)1≤k,`≤m). It is denoted by dc(f).

To resolve Valiant’s hypothesis, proving dc(permn) = nω(logn) is sufficient. Von zur Gathen
[16] proved dc(permn) ≥

√
8
7n. Later Cai [2], Babai and Seress [17], and Meshulam [10]

independently improved the lower bound to
√

2n. In 2004, Mignon and Ressayre [11] came
up with a new idea of using second order derivatives and proved that dc(permn) ≥ n2

2 over
the fields of characteristic zero. Subsequently, Cai et al. [3] extended the result of Mignon
and Ressayre to all fields of characteristic 6= 2.

For any polynomial f , Valiant [15] proved that dc(f) ≤ 2(F (f) + 1) where F (f) is the
arithmetic formula complexity of f . Later, Nisan [12] proved that dc(f) = O(B(f)) where
B(f) is the arithmetic branching program complexity of f .

Another possible way to prove Valiant’s hypothesis is to prove that the permanent
polynomial can not be computed by any polynomial size arithmetic circuit. In 2008, Agrawal
and Vinay proved that any arithmetic circuit of sub-exponential size can be depth reduced
to a depth-4 circuit maintaining a nontrivial upper bound on the size [1]. Subsequently,
Koiran [8] and Tavenas [14] have come up with improved depth reductions (in terms of
parameters). In particular, Tavenas proved that any nO(1)-variate polynomial of degree n in
VP can also be computed by a ΣΠ[O(

√
n)]ΣΠ[

√
n]-circuit of top fan-in 2O(

√
n logn).

In a recent breakthrough, Gupta et al. [5] proved a 2Ω(
√
n) lower bound for the size of the

depth-4 circuits computing the determinant or the permanent polynomial using the method
of shifted partial derivatives. Subsequently, Kayal et al. [7] improved the situation by proving
a 2Ω(

√
n logn) depth-4 ΣΠ[O(

√
n)]ΣΠ[

√
n]-circuit size lower bound for an explicit polynomial in

VNP.
More precisely, in [7] the following family of polynomials constructed from the combinat-

orial design of Nisan-Wigderson [13] was considered:

NWn,ε(X) =
∑

a(z)∈F[z]

x1a(1)x2a(2) . . . xna(n) .

where a(z) runs over all univariate polynomials of degree < k = ε
√
n where 0 < ε < 1

is a suitably fixed parameter, and F is a finite field of size n. Here we consider the natural
identification of F with the set {1, 2, . . . , n}. Since the number of monomials in NWn,ε(X) is
nO(
√
n), the result from [7] gives a tight bound of 2Θ(

√
n logn) for the depth-4 circuit complexity

of NWn,ε(X). From the explicitness of the polynomial, it is clear that the polynomial family
NWn,ε(X) is in VNP for any 0 < ε < 1.

Although the combined implication of [7] and [14] looks very exciting from the perspective
of lower bounds, a recent result by Fournier et al. [4] shows that such a lower bound is
also obtained by the iterated matrix multiplication polynomial which is in VP. Similar to
the works of Gupta et al. [5] and Kayal et al. [7], Fournier et al. also used the method of
shifted partial derivatives as their main technical tool. The iterated matrix multiplication
polynomial of d generic n×n matrices X(1),X(2), . . . ,X(d) is the (1, 1)th entry of the product
of the matrices. More formally, let X(1),X(2), . . . ,X(d) be d generic n × n matrices with
disjoint set of variables and x(k)

ij be the variable in X(k) indexed by (i, j) ∈ [n]× [n]. Then
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the iterated matrix multiplication polynomial (denoted by IMMn,d) is defined as follows:

IMMn,d(X) =
∑

i1,i2,...,id−1∈[n]

x
(1)
1i1x

(2)
i1i2

. . . x
(d−1)
i(d−2)i(d−1)

x
(d)
i(d−1)1 .

Notice that IMMn,d(X) is a n2(d− 2) + 2n-variate polynomial of degree d. To see that
IMMn,d(X) ∈ VP, it is sufficient to observe that it can be computed by a polynomial-size
algebraic branching program. For the sake of completeness, we recall the definition of the
algebraic branching programs.

I Definition 2. An algebraic branching program (ABP), over the set of variables X and field
F is a layered (i.e. the edges are only between two consecutive layers) directed acyclic graph
G with two special vertices s and t. The weight of an edge is a linear form in F[X]. The
weight of a path is the product of the weights of its edges. The polynomial computed by G
is the sum of the weights of all the paths from s to t in G.

To prove IMMn,d(X) ∈ VP, one just needs to observe that for all 1 ≤ i ≤ d the matrix X(i)

can be identified with the adjacency matrix of the subgraph between the layers i and i+ 1.
Hence, the result from [4] is also tight and shows the optimality of the depth reduction of
Tavenas [14]. Recent work of Kumar and Saraf [9] shows that the depth reduction as shown
by [14] is optimal even for the homogenous formulas. This strengthens the result of [4] who
proved the optimality of depth reduction for the circuits.

One of the main motivations of our study comes from this tantalizing fact that two
seemingly different polynomials NWn,ε(X) ∈ VNP and IMMn,d(X) ∈ VP behave very similarly
as far as the 2Ω(

√
n logn)-size lower bound for depth-4 circuits are concerned. In this paper,

we seek a conceptual reason for this behaviour. We identify a simple combinatorial property
such that any polynomial that satisfies it would require 2Ω(

√
n logn)-size depth-4 arithmetic

circuits. We call it Leading Monomial Distance Property. In particular, it does not matter
whether the polynomial is easy (i.e. in VP) or hard (i.e. the polynomial is in VNP but not
known to be in VP). As a result of this abstraction we present a simple unified analysis of
the depth-4 circuit size lower bounds for NWn,ε(X) and IMMn,d(X).

To define the Leading Monomial Distance Property, we first define the notion of distance
between two monomials.

I Definition 3. Let m1,m2 be two monomials over a set of variables. Let S1 and S2 be the
(multi)-sets of variables corresponding to the monomialsm1 andm2 respectively. The distance
dist(m1,m2) between the monomials m1 and m2 is the min{|S1| − |S1 ∩S2|, |S2| − |S1 ∩S2|}
where the cardinalities are the order of the (multi)-sets.

For example, let m1 = x2
1x2x

2
3x4 and m2 = x1x

2
2x3x5x6. Then S1 = {x1, x1, x2,

x3, x3, x4}, S2 = {x1, x2, x2, x3, x5, x6}, |S1| = 6, |S2| = 6 and dist(m1,m2) = 3.
We say that a nO(1)-variate and n-degree polynomial has the Leading Monomial Distance

Property, if the leading monomials of a large subset (≈ n
√
n) of its span of the derivatives

(of order ≈
√
n) have good pair-wise distance. Leading monomials are defined by defining a

suitable order on the set of variables. We denote the leading monomial of a polynomial f(X)
by LM(f). More formally, we prove the following theorem in Section 4.

I Theorem 4. Let f(X) be a nO(1)-variate polynomial of degree n. Let there be s ≥ nδk (δ
is any constant > 0) different polynomials in 〈∂=k(f)〉 for k = ε

√
n such that any two of

their leading monomials have pair-wise distance of at least ∆ ≥ n
c for any constant c > 1,

and 0 < ε < 1
40c . Then any depth-4 ΣΠ[O(

√
n)]ΣΠ[

√
n] circuit that computes f(X) must be of

size eΩδ,c(
√
n lnn).
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In fact, from the proof it will be clear that the theorem remains valid for any constant ε
arbitrarily close to 1

4c . For technical simplicity, we prefer to the state the above theorem in
its current form.

Another motivation of this work is to find a connection between our current knowledge
of the determinantal complexity lower bounds and the depth-4 circuit size lower bounds.
The best known determinantal complexity lower bound for a nO(1)-variate and n degree
(Permanent) polynomial is Ω(n2). Here we ask the following question: can we give an
example of an explicit nO(1)-variate degree n polynomial in VNP for which the determinantal
complexity is Ω(n2) and the depth-4 complexity is 2Ω(

√
n logn) ? We settle this problem

by showing a Ω(n2) lower bound for dc(IMMn,n(X)) which is a O(n3)-variate and n-degree
polynomial. In particular, we prove the following theorem.

I Theorem 5. For any integers n and d > 1, the determinantal complexity of the iterated
matrix multiplication polynomial IMMn,d is Ω(dn).

Since IMMn,d(X) has an algebraic branching program of size O(dn) [12], from the above
theorem it follows that dc(IMMn,d(X)) = Θ(dn). This improves upon the earlier bound of
Θ(n) for the determinantal complexity of the iterated matrix multiplication polynomial for
any constant d > 1 [6]. Similar to the approach of [3] and [11], we also use the the rank of
Hessian matrix as our main technical tool.

2 Organization

In Section 3, we state a few results from [5], [7], and [14]. In Section 4, we do a unified analysis
of the depth-4 lower bound results of [7] and [4]. We prove the determinantal complexity
lower bound of IMMn,d(X) in Section 5. We state a few open problems in Section 6.

3 Preliminaries

The following beautiful lemma (from [5]) is the key to the asymptotic estimates required for
the lower bound analyses.

I Lemma 6 (Lemma 6, [5]). Let a(n), f(n), g(n) : Z≥0 → Z≥0 be the integer valued functions
such that (f + g) = o(a). Then,

ln (a+ f)!
(a− g)! = (f + g) ln a±O

(
(f + g)2

a

)
.

In this paper, whenever we apply this lemma, (f + g)2 will be o(a). So, we will not worry
about the error term (which will be asymptotically zero) generated by this estimate.

The ΣΠ[D]ΣΠ[t] circuits are depth-4 arithmetic circuits with alternating layers of addition
and multiplication gates where the fan-in of the multiplication gates in the bottom layer is
bounded by a parameter t and the fan-in of the multiplication gates in the layer adjacent to
the output gate is bounded by the parameter D. These circuits compute polynomials of the
form C =

∑s
i=1
∏Di
j=1Qij(X) where the degree of the polynomial Qij is bounded by t for all

i and j.
Building on the results of [1] and [8], Tavenas [14] proved the following theorem.

I Theorem 7 (Theorem 4, [14]). Let f be an N -variate polynomial computed by a circuit of
size s and of degree d. Then f is computed by a ΣΠ[D]ΣΠ[t] circuit C of size 2O(

√
d log(ds) logN).

Furthermore, if f is homogenous, it will also the case for C.
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Following Tavenas’ proof, one can choose D = 15
√
d and t =

√
d. As a consequence,

we infer that any nO(1)-variate polynomial of degree n in VP can be computed by a
ΣΠ[O(

√
n)]ΣΠ[

√
n] circuit of size 2O(

√
n logn).

For a monomial xi = xi11 x
i2
2 . . . xinn , let ∂if be the partial derivative of f with respect to

the monomial xi. The degree of the monomial is denoted by |i| where |i| = (i1 + i2 + · · ·+ in).
We recall the following definition of shifted partial derivatives from [5].

I Definition 8. Let f(X) ∈ F[X] be a multivariate polynomial. The span of the `-shifted
k-th order derivatives of f , denoted by 〈∂=kf〉≤`, is defined as

〈∂=kf〉≤` = F-span{xi · (∂jf) : i, j ∈ Zn≥0 with |i| ≤ ` and |j| = k} .

We denote by dim(〈∂=kf〉≤`) the dimension of the vector space 〈∂=kf〉≤`.

Let � be any admissible monomial ordering. The leading monomial of a polynomial
f(X) ∈ F[X], denoted by LM(f) is the largest monomial xi ∈ f(X) under the order �. The
next lemma follows directly from Proposition 11 and Corollary 12 of [5].

I Lemma 9. For any multivariate polynomial f(X) ∈ F[X],

dim(〈∂=kf〉≤`) ≥ #{xi · LM(g) : i, j ∈ Zn≥0 with |i| ≤ `, |j| = k, and g ∈ F-span{∂jf}} .

In [7], the following upper bound on the dimension of the shifted partial derivative space
for polynomials computed by ΣΠ[D]ΣΠ[t] circuits was shown. This bound was implicit in the
work of Gupta et al. [5].

I Lemma 10 (Lemma 4, [7]). If C =
∑s′

i=1Qi1Qi2 . . . QiD where each Qij ∈ F[XN ] is a
polynomial of degree bounded by t. Then for any k ≤ D,

dim(〈∂=k(C)〉≤`) ≤ s′
(
D

k

)(
N + `+ k(t− 1)

N

)
.

4 Unified analysis of depth-4 lower bounds

In this section, we first prove a simple combinatorial lemma which we believe is the crux
of the best known depth-4 lower bound results. In fact, the lower bounds on the size of
ΣΠ[O(

√
n)]ΣΠ[

√
n] circuits computing the polynomials NWn,ε(X) and IMMn,n(X) follow easily

from this lemma by suitable setting of the parameters.

I Lemma 11. Let m1,m2, . . . ,ms be the monomials over N variables s.t. dist(mi,mj) ≥ ∆
for all i 6= j. Let M be the set of monomials of the form mim

′ where 1 ≤ i ≤ s and m′ is a
monomial of length at most ` over the same set of N variables. Then, the cardinality of M
is at least

(
sB − s2(N+`−∆

N

))
where B =

(
N+`
N

)
.

Proof. Let Bi be the set of all monomials mim
′ where m′ is a monomial of length at most `.

It is easy to see that |Bi| =
(
N+`
N

)
. We would like to estimate | ∪i Bi|. Using the principle of

inclusion and exclusion, we get | ∪si=1 Bi| ≥
∑
i∈[s] |Bi| −

∑
i,j∈[s],i6=j |Bi ∩Bj |.

Now we estimate the upper bound for |Bi ∩Bj | such that i 6= j. Consider the monomials
Mi and Mj in Bi and Bj respectively. For Mi and Mj to match, Mi should contain at least
∆ variables from mj and similarly Mj should contain at least ∆ variables from mi. The rest
of the at most (`−∆) degree monomials should be identical in Mi and Mj . The number of
such monomials over N variables is at most

(
N+`−∆

N

)
. Thus, |Bi ∩Bj | ≤

(
N+`−∆

N

)
.
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Then the total number of monomials of the form mim
′ for all i ∈ [s] where m′ is a

monomial of length at most ` is lower bounded as follows:

|∪si=1Bi| ≥ sB − s2
(
N + `−∆

N

)
= sB

(
1− s

B

(
N + `−∆

N

))
.

J

We use the above lemma to prove the main theorem of this section (restated from
Section 1).

I Theorem 12. Let f(X) be a nO(1)-variate polynomial of degree n. Let there be at least nδk
(δ is any constant > 0) different polynomials in 〈∂=k(f)〉 for k = ε

√
n such that any two

of their leading monomials have a distance of at least ∆ ≥ n
c for any constant c > 1, and

0 < ε < 1
40c . Then any depth-4 ΣΠ[O(

√
n)]ΣΠ[

√
n] circuit that computes f(X) must be of size

eΩδ,c(
√
n lnn).

Proof. Consider a set of s = nδk polynomials f1, f2, . . . , fs ∈ 〈∂=k(f)〉 such that
dist(LM(fi), LM(fj)) ≥ n/c for all i 6= j. We denote by mi, the leading monomial LM(fi).

We now invoke Lemma 11 with the parameters s = nδk,∆ = n/c. Let N be the number
of variables in f . From Lemma 11, we know that | ∪si=1 Bi| ≥ sB

(
1− s

B

(
N+`−∆

N

))
. To get

a good lower bound for | ∪si=1 Bi|, we need to upper bound s
B

(
N+`−∆

N

)
. Let us bound it by

an inverse polynomial in n by suitably choosing `. We set s(N+`−d
N )

(N+`
N ) ≤ 1

p(n) where p(n) is a
polynomial in n.

After simplification, we get s (N+`−∆)!
(N+`)!

`!
(`−∆)! ≤

1
p(n) . Using Lemma 6 we tightly estimate

the subsequent computations. In particular, we always choose the parameter ` such that
∆2 = o(N+`). This also shows that the error term given by Lemma 6 is always asymptotically
zero and we need not worry about it.

We now apply Lemma 6 to derive s
(

`
N+`

)∆
≤ 1

p(n) or equivalently s
(

1
1+N

`

)∆
≤ 1

p(n) .

We use the inequality 1 + x > ex/2 for 0 < x < 1 to lower bound
(
1 + N

`

)∆ by eN∆
2l . Thus, it

is enough to choose ` in a way that s · p(n) ≤ eN∆
2` or equivalently ` ≤ N∆

2 ln(s·p(n)) . By fixing
p(n) = n2 and substituting for the parameters k and ∆ , we get ` ≤ N

√
n

4cδε lnn . From Lemma 9,
we get that the dimension of 〈∂=kf〉≤` ≥ (1− 1

n2 ) s
(
N+`
N

)
.

Combining this with Lemma 10, we get s′ ≥ (1− 1
n2 )s(N+l

N )
(Dk)(N+l+k(t−1)

N ) . Suppose we choose ` such

that (kt− k)2 = o(`). Then, by applying Lemma 6 we can easily show the following:

s′ ≥
s
(
1− 1

n2

)(
D
k

)
(1 + N

l )(kt−k)
≥
nδk

(
1− 1

n2

)(
D
k

)
e
N
` kt

.

Since D = O(
√
n) and k = ε

√
n, we can estimate

(
D
k

)
to be eOε(

√
n) by Shannon’s entropy

estimate for binomial coefficients. To get the required lower bound it is sufficient to choose `
such that Nkt

` < (0.1)δk lnn. Since t ≤
√
n, it is enough to choose ` > 10N

√
n

δ lnn . By comparing
the lower and upper bounds of `, we can fix ε such that ε < 1

40c . Since ε depends only on c,
we can infer that s′ = eΩδ,c(

√
n lnn). J

The above proof clearly goes through even if we set Nkt
` < µδk lnn for any 0 < µ < 1,

and choose ε < µ
4c . But for simplicity, we prefer to state Theorem 12 in its current form.

In the next section, we show that the lower bounds on the size of ΣΠ[O(
√
n)]ΣΠ[

√
n]

circuits computing NWn,ε(X) and IMMn,n(X) can be obtained by simply applying Theorem 12.
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Moreover, it shows that the lower bound arguments of IMMn,n(X) are essentially same as
the lower bound arguments of NWn,ε(X).

4.1 Lower bounds on the size of depth-4 circuits computing NWn,ε(X)
and IMMn,n(X)

Now we derive the depth-4 circuit size lower bound for NWn,ε(X) polynomial by a simple
application of Theorem 12.

I Corollary 13. For 0 < ε < 1/80, any depth-4 ΣΠ[O(
√
n)]ΣΠ[

√
n] circuit computing the

polynomial NWn,ε(X) must be of size 2Ω(
√
n logn).

Proof. Recall that NWn,ε(X) =
∑
a(z)∈F[z] x1a(1)x2a(2) . . . xna(n) where F is a finite field of

size n and a(z) is a univariate polynomial of degree ≤ k− 1 where k = ε
√
n. Notice that any

two monomials can intersect in at most k − 1 variables.
We differentiate the polynomial NWn,ε(X) with respect to the first k = ε

√
n variables of

each monomial. After differentiation, we get nk monomials of length (n − k) each. Since
they are constructed from the image of univariate polynomials of degree at most (k − 1), the
distance ∆ between any two monomials ≥ n− 2k > n/2. So to get the required lower bound
we invoke Theorem 12 with δ = 1 and c = 2. J

Next we derive the lower bound on the size of the depth-4 circuit computing IMMn,n(X).

I Corollary 14. Any depth-4 ΣΠ[O(
√
n)]ΣΠ[

√
n] circuit computing the IMMn,n(X) polynomial

must be of size 2Ω(
√
n logn).

Proof. Recall that IMMn,n(X) =
∑
i1,i2,...,in−1∈[n] x

(1)
1i1x

(2)
i1i2

. . . x
(n−1)
i(n−2)i(n−1)

x
(n)
i(n−1)1. It is a

polynomial over (n− 2)n2 + 2n variables. We fix the following lexicographic ordering on the
variables of the set of matrices {X(1),X(2), . . . ,X(n)} as follows: X(1) � X(2) � X(3) � . . . �
X(n) and in any X(i) the ordering is x(i)

11 � x
(i)
12 � . . . � x

(i)
1n � . . . � x

(i)
n1 . . . � x

(i)
nn.

Choose a prime p such that n
2 ≤ p ≤ n. Consider the set of univariate polynomials

a(z) ∈ Fp[z] of degree at most (k − 1) for k = ε
√
n where ε is a small constant to be fixed

later in the analysis.
Consider a set of 2k of the matrices X(2),X(3+ n

4k ), . . . ,X(2k+1+ (2k−1)n
4k ) such that they are

n/4k distance apart. Clearly 2k + 1 + (2k−1)n
4k < n. For each univariate polynomial a of

degree at most (k − 1), define a set Sa = {x(2)
1,a(1), x

(3+ n
4k )

2,a(2) , . . . , x
(2k+1+ (2k−1)n

4k )
2k,a(2k) }. Number of

such sets is at least
(
n
2
)k and |Sa ∩ Sb| < k for a 6= b. Now we consider a polynomial f(X)

which is a restriction of the polynomial IMMn,n(X). By restriction, we simply mean that
a few variables of IMMn,n(X) are fixed to some elements from the field and the rest of the
variables are left untouched. We define the restriction as follows:

x
(q)
ij = 0 if r + (r − 2)n

4k < q < (r + 1) + (r − 1)n
4k − 1 for 2 ≤ r ≤ 2k and i 6= j.

The rest of the variables are left untouched.
Next we differentiate the polynomial f(X) with respect to the sets of variables Sa indexed

by the polynomials a(z) ∈ F[z]. Consider the leading monomial of the derivatives with respect
to the sets Sa for all a(z) ∈ F[z]. Since |Sa ∩Sb| < k, it is straightforward to observe that the
distance between any two leading monomials is at least k · n4k = n

4 . The intuitive justification
is that whenever there is a difference in Sa and Sb, that difference can be stretched to a
distance n

4k because of the restriction that eliminates the non diagonal entries.
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Now we prove the lower bound for the polynomial f(X) by applying Theorem 12. Notice
that f(X) is a nO(1)-variate polynomial of degree n such that there are at least (n/2)k > n

1
4 (2k)

different polynomials in 〈∂=2k(f)〉 such that any two of their leading monomials have distance
∆ ≥ n/4. So we set the parameters δ = 1/4 and c = 4 in Theorem 12. A simple calculation
shows that the parameter ε can be fixed to something < 1/320.

Since f(X) is a restriction of IMMn,n(X), any lower bound for f(X) is a lower bound for
IMMn,n(X) too. Otherwise, if IMMn,n(X) has a 2o(

√
n logn) sized ΣΠ[O(

√
n)]ΣΠ[

√
n] circuit,

then we get a 2o(
√
n logn) sized ΣΠ[O(

√
n)]ΣΠ[

√
n] circuit for f(X) by substituting for the

variables according to the restriction. J

5 Determinantal complexity of IMMn,d(X)

We start by recalling a few facts from [3]. Let Ak,`(X), 1 ≤ k, ` ≤ m be the affine linear
functions over F[X] such that the following is true:

IMMn,d(X) = det((Ak,`(X))1≤k,`≤m) .

Consider a point X0 ∈ Fn2d such that IMMn,d(X0) = 0. The affine linear functions Ak,`(X)
can be expressed as Lk,`(X − X0) + yk,` where Lk,` is a linear form and yk,` is a constant
from the field. Thus, (Ak,`(X))1≤k,`≤m = (Lk,`(X − X0))1≤k,`≤m + Y0. If IMMn,d(X0) = 0
then det(Y0) = 0. Let C and D be two non-singular matrices such that CY0D is a diagonal
matrix:

CY0D =
(

0 0
0 Is

)
.

Since det(Y0) = 0, s < m. From the previous works [17], [2], [11], and [3], it is
enough to assume that s = m − 1. Since the first row and the first column of CY0D
are zero, we may multiply CY0D by diag(det(C)−1, 1, . . . , 1) and diag(det(D)−1, 1, . . . , 1) on
the left and the right side. Without loss of generality, we may assume that det(C) =
det(D) = 1. By multiplying with C and D on the left and the right and suitably renaming
(Lk,`(X− X0))1≤k,`≤m and Y0 we get

IMMn,d(X) = det((Lk,`(X− X0)1≤k,`≤m + Y0))

where Y0 = diag(0, 1, . . . , 1).
We use HIMMn,d

(X) to denote the Hessian matrix of the iterated matrix multiplication
and is defined as follows:

HIMMn,d
(X) = (Hs;ij,t;k`(X))1≤i,j≤n,1≤s,t≤d

Hs;ij,t;k`(X) = ∂2IMMn,d(X)
∂x

(s)
ij ∂x

(t)
k`

where x(s)
ij and x(t)

k` denote the (i, j)th and (k, `)th entries of the variable sets X(s) and X(t)

respectively.
By taking second order derivatives and evaluating the Hessian matrices of IMMn,d(X) and

det((Ak,`(X))1≤k,`≤m) at X0, we obtain HIMMn,d
(X0) = LHdet(Y0)LT where L is a n2d×m2

matrix with entries from the field. It follows that rank(HIMMn,d
(X0)) ≤ rank(Hdet(Y0)). It

was observed in the earlier work of [11] and [3] that it is relatively easy to get an upper bound
for rank(Hdet(Y0)). The main task is to construct a point X0 such that IMMn,d(X0) = 0, yet
the rank of HIMMn,d

(X0) is high. We give an explicit construction of a point X0 ∈ Fn2d such
that IMMn,d(X0) = 0 and rank(HIMMn,d

(X0)) ≥ d(n− 1). First for the sake of completeness,
we briefly recall the upper bound argument for the rank of Hdet(Y0) from Section 2.1 of [3].
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5.1 Upper bound for the rank of Hdet(Y0)
When we take a partial derivative ∂

∂xij
of the determinant, we get the minor after striking out

the row i and column j. The second order derivative of det(Y) with respect to the variables
yij and yk` eliminates the rows {i, k} and the columns {j, `}. Considering the form of Y0,
the non-zero entries in Hdet(Y0) are obtained only if 1 ∈ {i, k} and 1 ∈ {j, `} and thus (ij, k`)
are of the form (11, tt) or (t1, 1t) or (1t, t1) for any t > 1. Thus, rank(Hdet(Y0)) = O(m).

5.2 Lower bound for the rank of HIMMn,d
(X0)

In this section, we prove Theorem 5. In particular, we give a polynomial time algorithm to
construct a point X0 explicitly such that IMMn,d(X0) = 0 and rank(HIMMn,d

(X0)) ≥ d(n−1).
Since rank(Hdet(Y0)) = O(m) and rank(HIMMn,d

(X0)) ≤ rank(Hdet(Y0)), we get that m =
Ω(dn). As mentioned in the section 1, the determinantal complexity of IMMn,d(X) is O(dn).
Together, it implies that m = Θ(dn).

I Theorem 15. For any integers n, d > 1, there is a point X0 ∈ Fn2d such that IMMn,d(X0) =
0 and rank(HIMMn,d

(X0)) ≥ d(n− 1). Moreover, the point X0 can be constructed explicitly
in polynomial time.

Proof. We prove the theorem by induction on d. For the purpose of induction, we maintain
that the entries indexed by the indices (1, 2), (1, 3), . . . , (1, n) of the matrix obtained after
multiplying the first (d− 1) matrices are not all zero at X0.

We first prove the base case for d = 2. The corresponding polynomial is IMMn,2(X) =
n∑
i=1

x
(1)
1i x

(2)
i1 . It is easy to observe that the rank of the Hessian matrix is 2n > 2(n− 1) at any

point since each non-zero entry of the Hessian matrix is 1 and the structure of the Hessian
matrix is the following:

HIMMn,2
(X) =

[
0 B12
B21 0

]
where B21 = BT12. The matrix B12 is formally described as follows.

(B12)
x

(1)
ij
x

(2)
kl

=
{

1 if i = l = 1 and j = k

0 otherwise.

We set the values of the variables as follows: x(1)
11 = 0, x(2)

11 = 1, x(2)
21 = x

(2)
31 = · · · =

x
(2)
n1 = 0 and x(1)

12 , x
(1)
13 , . . . , x

(1)
1n arbitrarily but not all to zero. The point thus obtained (say

X0) is clearly a zero of the polynomial IMMn,2(X).
For induction hypothesis, assume that the statement of the theorem is true for the

case where the number of matrices being multiplied is ≤ d. Consider the polynomial
IMMn,(d+1)(X):

IMMn,(d+1)(X) =
∑

i1,i2,...,id−1,id∈[n]

x
(1)
1i1x

(2)
i1i2

. . . x
(d−1)
i(d−2)i(d−1)

x
(d)
i(d−1)id

x
(d+1)
id1 .

Let the matrix obtained after multiplying the first d matrices be the following:
P11(X) P12(X) · · · P1n(X)
P21(X) P22(X) · · · P2n(X)

...
...

. . .
...

Pn1(X) Pn2(X) · · · Pnn(X)
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where

Pk`(X) =
∑

i1,i2,...,id−1∈[n]

x
(1)
ki1
x

(2)
i1i2

. . . x
(d−1)
i(d−2)i(d−1)

x
(d)
i(d−1)`

for 1 ≤ k, l ≤ n .

Thus, we have the following expression:

IMMn,(d+1)(X) = P11(X)x(d+1)
11 + P12(X)x(d+1)

21 + · · ·+ P1n(X)x(d+1)
n1 .

Now consider the Hessian matrix HIMMn,d+1
(X) which is a (d+ 1)n2× (d+ 1)n2 sized matrix:

HIMMn,d+1
(X) =



0 B1,2 B1,3 B1,4 · · · B1,(d+1)
B2,1 0 B2,3 B2,4 · · · B2,(d+1)
B3,1 B3,2 0 B3,4 · · · B3,(d+1)
...

...
...

. . .
...

...
...

...
...

...
. . .

...
B(d+1),1 B(d+1),2 · · · · · · B(d+1),d 0


.

Each Bi,j is a block of size n2 × n2 which is indexed by the variables from the matrices
M (i) andM (j) with the corresponding variable sets X(i) and X(j). Consider the block B(d+1),d
which is indexed by the variable sets X(d+1) and X(d). The only non-zero rows in B(d+1),d

are indexed by the variables x(d+1)
11 , x

(d+1)
21 , . . . , x

(d+1)
n1 . The potential non-zero entries for the

row x
(d+1)
11 are indexed by the columns x(d)

11 , x
(d)
21 , . . . , x

(d)
n1 . Similarly the potential non-zero

entries for the row x
(d+1)
21 are indexed by the columns x(d)

12 , x
(d)
22 , . . . , x

(d)
n2 and so on.

Consider the entries indexed by the indices (x(d+1)
11 , x

(d)
11 ), (x(d+1)

11 , x
(d)
21 ), . . . , (x(d+1)

11 , x
(d)
n1 ).

They are s1, s2, . . . , sn respectively and they can be expressed as follows:

sj =
∑

i1,i2,...,id−2∈[n]

x
(1)
1i1x

(2)
i1i2

. . . x
(d−1)
i(d−2)j

for 1 ≤ j ≤ n.

For the other rows indexed by the variables x(d+1)
21 , x

(d+1)
31 , . . . , x

(d+1)
n1 , the sequence of

potential non-zero entries is the same (s1, s2, . . . , sn) but their positions are shifted by a
column compared to the previous non-zero row. Formally, we have the following:

(B(d+1),d)x(d+1)
ij

x
(d)
kl

=
{
sk if j = 1, l = i, and i, k ∈ [n]
0 otherwise.

s1, s2, . . . , sn are also the entries indexed by the indices (1, 1), (1, 2), . . . , (1, n) of the matrix
obtained after multiplying the first (d − 1) matrices. By induction hypothesis, we know
that the entries indexed by the indices (1, 2), . . . , (1, n) are not all zero at the point X0
which is a zero of the polynomial IMMn,d(X). This also makes the rows indexed by the
variables x(d+1)

11 , x
(d+1)
21 , . . . , x

(d+1)
n1 linearly independent. It is important to note that P11(X) =

IMMn,d(X).
Now, let us define a point such that it is a zero of the polynomial IMMn,(d+1)(X). Let

X0 be the zero of the polynomial P11(X) = IMMn,d(X). Now to construct the new point,
we inductively fix the variables appearing in P11(X) by the values assigned by X0. We set
x

(d+1)
11 = 1 and x(d+1)

21 = x
(d+1)
31 = · · · = x

(d+1)
n1 = 0. We will fix the rest of the variables later.

We call the new point which is a zero of the polynomial IMMn,(d+1)(X), as X0 as well.
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Now, consider the first d× d blocks of the Hessian matrix HIMMn,(d+1)
(X0). It precisely

represents the Hessian matrix of P11(X) which is also the Hessian matrix of the polyno-
mial IMMn,d(X) at the point X0

1. By induction hypothesis, the rank of this minor of
HIMMn,(d+1)

(X0) is at least d(n− 1). The only non-zero entries in the columns indexed by
the variable set X(d) are indexed by the variables x(d)

11 , x
(d)
21 , . . . , x

(d)
n1 . This is because the

other variables of X(d) do not appear in IMMn,d(X). The row in B(d+1)d indexed by x(d+1)
11

is the only row that interferes with any of the rows of B1d, B2d, . . . , Bdd. The rows indexed
by the variables x(d+1)

21 , x
(d+1)
31 , . . . , x

(d+1)
n1 in B(d+1)d are linearly independent of the rows of

B1d, B2d, . . . , Bdd. Hence the rank of HIMMn,(d+1)
at the point described is ≥ (d+ 1)(n− 1).

For the purpose of induction, we must verify that the entries indexed by the indices
(1, 2), (1, 3), . . . , (1, n) of the matrix obtained after multiplying the first d matrices are not
all zero at X0. These entries are the polynomials P12, P13, . . . , P1n. We shall express each of
the polynomials in terms of s1, s2, . . . , sn as follows:

P1j = s1x
(d)
1j + s2x

(d)
2j + · · ·+ snx

(d)
nj for 2 ≤ j ≤ n.

By induction hypothesis, we already know that s2, s3, . . . , sn are not all zero at X0.
Notice that the variables in X(d) \ {x(d)

11 , x
(d)
21 , . . . , x

(d)
n1 } were never set in the previous steps

of induction2. Therefore, we can fix these variables suitably such that P12, P13, . . . , P1n are
not all zero when evaluated at the point X0 (in fact, we can make all of them non-zero). It is
clear that we construct the point X0 in polynomial time. This completes the proof. J

6 Open Problems

In [5] it was proved that any ΣΠ[O(
√
n)]ΣΠ[

√
n] circuit for computing the determinant or the

permanent polynomial of a n× n matrix must be of size 2Ω(
√
n). A natural question is to ask

whether one can improve the lower bound to 2Ω(
√
n logn). It is unclear whether the leading

monomial distance property can be applied directly to Determinant or Permanent to prove
such a result. We suspect that it will require a new idea.

I Problem 16. Prove that any ΣΠ[O(
√
n)]ΣΠ[

√
n] circuit computing Determinant or Perman-

ent of a n× n matrix must be of size 2Ω(
√
n logn).

We do not have a good understanding of the determinantal complexity of the NWn,ε(X)
polynomial. In particular, we would like to pose the following problem.

I Problem 17. Prove that the determinantal complexity of the NWn,ε(X) polynomial is
Ωε(n2).

Acknowledgement. We are grateful to the anonymous STACS 2014 referees for their
comments and suggestions.

1 This can be easily seen from the setting of the variables x
(d+1)
11 = 1 and x

(d+1)
21 = x

(d+1)
31 = · · · = x

(d+1)
n1 = 0.

2 Because they do not appear in the polynomial P11.
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Abstract
The k-center problem is a classic facility location problem, where given an edge-weighted graph
G = (V,E) one is to find a subset of k vertices S, such that each vertex in V is “close” to some
vertex in S. The approximation status of this basic problem is well understood, as a simple
2-approximation algorithm is known to be tight. Consequently different extensions were studied.

In the capacitated version of the problem each vertex is assigned a capacity, which is a strict
upper bound on the number of clients a facility can serve, when located at this vertex. A constant
factor approximation for the capacitated k-center was obtained last year by Cygan, Hajiaghayi
and Khuller [FOCS’12], which was recently improved to a 9-approximation by An, Bhaskara and
Svensson [arXiv’13].

In a different generalization of the problem some clients (denoted as outliers) may be disreg-
arded. Here we are additionally given an integer p and the goal is to serve exactly p clients, which
the algorithm is free to choose. In 2001 Charikar et al. [SODA’01] presented a 3-approximation
for the k-center problem with outliers.

In this paper we consider a common generalization of the two extensions previously studied
separately, i.e. we work with the capacitated k-center with outliers. We present the first constant
factor approximation algorithm with approximation ratio of 25 even for the case of non-uniform
hard capacities.
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Keywords and phrases approximation algorithms, k-center, capacities, outliers, LP rounding

Digital Object Identifier 10.4230/LIPIcs.STACS.2014.251

1 Introduction

The k-center problem is a classic facility location problem and is defined as follows: given
a finite set V and a symmetric distance (cost) function d : V × V → R≥0 satisfying the
triangle inequality, find a subset S ⊆ V of size k such that each vertex in V is “close” to
some vertex in S. More formally, once we choose S the objective function to be minimized
is maxv∈V minu∈S d(v, u). The vertices of S are called centers or facilities. The problem is
known to be NP-hard [12]. Approximation algorithms for the k-center problem have been
well studied and are known to be optimal [13, 15, 16, 17].

In the capacitated setting, studied for twenty years already, we are additionally given
a capacity function L : V → Z≥0 and no more than L(u) vertices (called clients) may be
assigned to a chosen center at u ∈ V . For the special case when all the capacities are
identical (denoted as the uniform case), a 6-approximation was developed by Khuller and
Sussmann [19] improving the previous bound of 10 by Bar-Ilan, Kortsarz and Peleg [4]. In the
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soft capacities version, in contrast to the standard (hard capacities), we are allowed to open
several facilities in a single location, i.e. the facilities may form a multiset. For the uniform
soft capacities version the best known approximation ratio equals 5 [19]. For general hard
capacities a constant factor approximation has been obtained only recently [11], somewhat
surprisingly by using LP rounding. It was followed by a cleaner and simpler approach of
An, Bhaskara and Svensson [1] who gave a 9-approximation algorithm. From the hardness
perspective a (3− ε) lower bound on the approximation ratio is known [9, 11].

Another natural direction in generalizing the problem is an assumption that instead of
serving all the clients we are given an integer p and we are to select exactly p clients to
serve. The disregarded clients are in the literature called outliers. The k-center problem
with outliers admits a 3-approximation algorithm, which was obtained by Charikar et al. [8].

In this article we study a common generalization of the two mentioned variants of the k-
center problem, i.e. involving both capacities and outliers. In order to simplify our algorithms
we work with a slight generalization, the Capacitated k-supplier with Outliers problem,
where vertices are either clients or potential facility locations. These vertices may coincide,
so that one may have both a client and a potential facility location at the same point, as in
k-center. Below we give the formal problem definition.

Capacitated k-supplier with Outliers
Input: Integers k, p ∈ Z≥0, finite sets C and F , a symmetric distance (cost) function
d : (C ∪ F)× (C ∪ F)→ R≥0 satisfying the triangle inequality, and a capacity function
L : F → Z≥0
Find: Sets C ⊆ C, F ⊆ F , and a function φ : C → F satisfying
|C| = p,
|F | = k,
|φ−1(u)| ≤ L(u) for each u ∈ F .

Minimize: maxv∈C d(v, φ(v)).
Again, in the soft capacities version, F is allowed to be a multiset, and in the uniform

capacities version, the capacity function L is constant.
Existence of an r-approximation algorithm for Capacitated k-center with Outliers

can be shown to be equivalent to existence of an r-approximation algorithm for Capacitated
k-supplier with Outliers.1 Interestingly, such an equivalence is not known to hold if we
do not allow outliers: the best known approximation factor for the Capacitated k-supplier
is 11 while for the Capacitated k-center it is 9, see [1].

1.1 Our results and organization of the paper
The following is the main result of this paper.

I Theorem 1. The Capacitated k-supplier with Outliers problem, both in hard and
soft capacities version, admits a 25-approximation algorithm. The hard uniform capacities
version admits a 23-approximation, and soft uniform capacities – a 13-approximation.

Note that taking C = F = V shows that the k-supplier problem generalizes the k-center
problem, and consequently gives the same approximation bounds for the latter.

I Corollary 2. The Capacitated k-center with Outliers problem, both in hard and
soft capacities version, admits a 25-approximation algorithm. The hard uniform capacities
version admits a 23-approximation, and soft uniform capacities – a 13-approximation.

1 The proof is left for the full version of the paper.
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It is worth noting, that the already known approximation algorithm for the k-center
problem with outliers relies on the fact that a single vertex can serve all the clients that
are its neighbors, i.e. there are no capacity constraints. At the same time the previous
approximation algorithms for the capacitated k-center problem (both in the uniform and
non-uniform case) heavily used the fact that each vertex of the graph is close to some center
in any solution. For this reason it was possible to create a path-like [11] or tree-like [1]
structure with integrally opened non-leaf vertices, that was the crux in the rounding process.
Consequently none of the algorithms for the two previously independently studied extensions
of the basic problem, i.e. capacities and outliers, works for the problem we are interested in.

The first step of our algorithm (Section 3) is the standard thresholding technique, where
we reduce a general metric to a distance metric of an unweighted graph. In Section 4 we
introduce our main conceptual contribution, i.e. the notion of a skeleton. A skeleton is a set
S of vertices, for which there exists an optimum solution F ⊆ F , such that each vertex of S
can be injectively mapped to a nearby vertex of F and moreover each vertex of F is close
to some vertex of S. Intuitively a skeleton is not yet a solution, but it looks similar to at
least one optimum solution. If no outliers are allowed, any inclusionwise maximal subset of
F with vertices far enough from each other, is a skeleton. In [11] and [1], such a set is then
mapped to non-leaf vertices of the structure steering the rounding process. We use a skeleton
in a similar way, but before we are able to do that, we need to bound the integrality gap.
Without outliers, it was sufficient to take the standard LP relaxation and decompose the
graph into connected components. Although with outliers this is no longer the case, as shown
in Section 5, a skeleton lets us both strengthen the LP relaxation, adding an appropriate
constraint, and obtain a more granular decomposition of the initial instance into several
subinstances, for which the strengthened LP relaxation is feasible and has bounded integrality
gap. Further in Section 6 we show how each of these smaller instances can be independently
rounded using tools previously applied for the capacitated setting [1].2 Section 7 contains a
wrap-up of the whole algorithm.

The improvements in the approximation ratio when soft or uniform capacities are con-
sidered, are postponed to the full version of the paper.

1.2 Related facility location work
The facility location problem is a central problem in operations research and computer science
and has been a testbed for many new algorithmic ideas resulting a number of different
approximation algorithms. In this problem, given a metric (via a weighted graph G), a set of
nodes called clients, and opening costs on some nodes called facilities, the goal is to open a
subset of facilities such that the sum of their opening costs and connection costs of clients to
their nearest open facilities is minimized. Up to now, the best known approximation ratio is
1.488, due to Li [21] who used a randomized selection in Byrka’s algorithm [6]. Guha and
Khuller [14] showed that this problem is hard to approximate within a factor better than
1.463, assuming NP 6⊆ DTIME

[
nO(log logn)].

When the facilities have capacities, the problem is called the capacitated facility location
problem. It has also received a great deal of attention in recent years. Two main variants
of the problem are soft-capacitated facility location and hard-capacitated facility location:
in the latter problem, each facility is either opened at some location or not, whereas in

2 The final rounding step can be also done using the path-like structures notion of [11], however we use
the ideas of [1] as it allows cleaner presentation.
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the former, one may specify any integer number of facilities to be opened at that location.
Soft capacities make the problem easier and by modifying approximation algorithms for the
uncapacitated problems, we can also handle this case [23, 18]. To the best of our knowledge all
the existing constant-factor approximation algorithms for the general case of hard capacitated
facility location are local search based, and the most recent of them is the 5-approximation
algorithm of Bansal, Garg and Gupta [3]. The only LP-relaxation based approach for this
problem is due to Levi, Shmoys and Swamy [20] who gave a 5-approximation algorithm
for the special case in which all facility opening costs are equal (otherwise the LP does not
have a constant integrality gap). Obtaining an LP based constant factor approximation
algorithm for capacitated facility location is considered a major problem in approximation
algorithms [24].

A problem very close to both facility location and k-center is the k-median problem in
which we want to open at most k facilities and the goal is to minimize the sum of connection
costs of clients to their nearest open facilities. Very recently Li and Svensson [22] obtained
an LP rounding (1 +

√
3)-approximation algorithm, improving upon the previously best

(3 + ε)-approximation local search algorithm of Arya et al. [2]. Unfortunately obtaining a
constant factor approximation algorithm for capacitated k-median still remains open despite
consistent effort. The only previous attempts with constant approximation factors for this
problem violate the capacities within a constant factor for the uniform capacity case [7]
and the non-uniform capacity case [10] or exceed the number k of facilities by a constant
factor [5].

2 Preliminaries

For a fixed instance of the Capacitated k-supplier with Outliers, we call (C,F, φ)
a solution if it satisfies the required conditions. We often identify the solution by φ only
(considering it as a partial function from C to F), using Cφ and Fφ to refer to the other
elements of the triple. If φ satisfies maxv∈C d(v, φ(v)) ≤ τ , we say that φ is a distance-τ
solution.

Let G = (V,E) be an undirected graph. By dG we denote the metric defined by G. For
sets A,B ⊆ V we define dG(A,B) = mina∈A,b∈B dG(a, b). If B = {b} we write dG(A, b)
instead of dG(A,B).

For a vertex v ∈ V and an integer k ∈ Z≥0 we denote Nk
G(v) = {u ∈ V : dG(u, v) = k}

and Nk
G[v] = {u ∈ V : dG(u, v) ≤ k}. We omit the superscript for k = 1 and the subscript if

there is no confusion which graph we refer to.
For a set S and an element s by S + s we denote S ∪ {s}.

3 Reduction to graphic instances

As usual when working with a min max problem we start with the standard thresholding
argument, i.e. reduce a general metric function to a metric defined by an unweighted graph.

We say that an instance of the k-supplier problem is graphic, if d is defined as the distance
function of an unweighted bipartite graph G = (C,F , E), and the goal is to find a distance-1
solution. An r-approximation algorithm is then allowed to either give a distance-r solution,
or, only if it finds out that no distance-1 solution exists, a NO answer.

Below we show how to build an r-approximation algorithm for Capacitated k-supplier
with Outliers given an r-approximation (in the aforementioned sense) for the graphic
instances. Correctness of the reduction is standard. If an optimal solution exists, then
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its value OPT belongs to T . In particular, in the phase corresponding to OPT , there is
a distance-1 solution in G≤OPT . Thus the algorithm for graphic instances is required to
find a solution. Therefore returns a solution φ for the first time at phase corresponding
to τ∗ ≤ OPT . Since d(v, u) ≤ τ∗dG≤τ∗ (v, u), φ is a distance-r · τ∗ solution, hence also
distance-r ·OPT solution.

T := {d(v, u) : v ∈ C, u ∈ F};
foreach τ ∈ T in ascending order do

G≤τ := (C,F , {(v, u) : d(v, u) ≤ τ});
solve the graphic instance for G≤τ ;
if a solution φ found then return φ;

return NO;

Algorithm 1: Reduction to graphic instances

4 Finding a skeleton

From now on we work with graphic instances only. Without loss of generality we may
assume that L(u) ≤ deg(u) for each u ∈ F . Indeed, setting L(u) := min(L(u), deg(u)) has
no influence on distance-1 solutions, while no additional distance-r solutions are created.

The first phase of the algorithm outputs several subsets of F . If a distance-1 solution
exists, at least one of them resembles (in a certain sense, to be defined later) a distance-1
solution and can be successfully used by the subsequent phases as a hint for constructing a
distance-r solution. We formalize the features of a good hint in the following definition.

I Definition 3. A set S ⊆ F is called a skeleton if
(separation property) d(u, u′) ≥ 6 for any u, u′ ∈ S, u 6= u′,
there exists a distance-1 solution (Cφ, Fφ, φ) such that:

(covering property) d(u, S) ≤ 4 for each u ∈ Fφ,
(injection property) there exists an injection f : S ↪→ Fφ satisfying d(u, f(u)) ≤ 2
for each u ∈ S.

If just separation and injection properties are satisfied, we call S a preskeleton.

In other words a skeleton is a set S, each vertex of which can be injectively mapped to a
vertex of a distance-1 solution Fφ, and at the same time no two vertices of S are close and
N4[S] contains the whole set Fφ.

Note that the separation property implies that sets N2[u] are pairwise disjoint for u ∈ S,
hence any function f : S → Fφ satisfying d(u, f(u)) ≤ 2 is in fact an injection, however we
make it explicit for the sake of presentation.

I Lemma 4. Let S be a preskeleton and let U = {u ∈ F : d(u, S) ≥ 6}. Then S is a skeleton,
or U 6= ∅ and S + s is a preskeleton, where s is a highest-capacity vertex of U .

Proof. Let φ be a distance-1 solution, which witnesses S being a preskeleton, where f : S ↪→
Fφ satisfies the injection property. If φ witnesses S being a skeleton, we are done. Otherwise
the covering property is not satisfied, hence there exists u ∈ Fφ such that d(u, S) > 4. Since
d is a distance function of a bipartite graph, this implies d(u, S) ≥ 6, so u ∈ U 6= ∅. If
|Fφ ∩ N2[s]| ≥ 1, then φ already witnesses S + s being a preskeleton, as one can extend
the injection f by mapping a vertex of Fφ ∩ N2[s] to s. Therefore, we may assume that
N2[s] ∩ Fφ = ∅. In particular, this means that the clients in N(s) are not served by any
facility of Fφ.

STACS’14



256 Constant Factor Approximation for Capacitated k-Center with Outliers

Let us modify φ to obtain ψ as follows: close the facility in u, opening one in s instead.
Let c be the number of clients assigned to u in φ. No longer serve these, instead serve any
c neighbors of s in ψ (as we have observed before, they are not served in φ). Note that
c ≤ L(u) ≤ L(s) ≤ deg(s) by the choice of u maximizing the capacity and by the assumption
of L being bounded by deg. Consequently, there are enough neighbors of s to serve, and the
capacity constraint for s is satisfied. Moreover, the number of open facilities and the number
of served clients are preserved. Other open facilities remain unchanged, so ψ satisfies the
capacity and distance constraints for them, and therefore is a distance-1 solution. Finally,
consider a function f ′ = f + (s, s). As s is at distance at least 6 from S, by the injection
property for S we know that s does not belong to the image of f , hence f ′ is an injection.
Consequently ψ and f ′ ensure S + s satisfies the injection property. Moreover s is far from
S, hence S + s is a preskeleton. J

With ∅ being trivially a preskeleton provided that any distance-1 solution exists, Lemma 4
lets us generate a sequence of sets, which contains a skeleton (see Algorithm 2). Note that
any skeleton, by the injection property, is of size at most k.

I Lemma 5. If there exists a distance-1 solution, there is at least one skeleton among sets
output by Algorithm 2.

S := ∅;
while |S| ≤ k − 1 do

U := {u ∈ F : d(u, S) ≥ 6};
if U = ∅ then break;
s := argmax{L(u) : u ∈ U};
S := S + s;
output S;

Algorithm 2: Construction of a family of sets containing at least one skeleton.

5 Clustering

For a set S ⊆ F define the following linear program LPk,p(G,L, S), where a variable yu for
u ∈ F denotes whether we open a facility in u or not, while a variable xuv for u ∈ F , v ∈ C
corresponds to whether u serves v or not.

∑
u∈F

yu = k (1)∑
u∈F,v∈C

xuv = p (2)

xuv ≤ yu for each u ∈ F , v ∈ C (3)∑
v

xuv ≤ L(u) · yu for each u ∈ F (4)∑
u

xuv ≤ 1 for each v ∈ C (5)∑
u∈F∩N2[s]

yu ≥ 1 for each s ∈ S (6)

xuv = 0 for each u ∈ F , v ∈ C such that (v, u) /∈ E (7)
0 ≤ x, y ≤ 1 (8)
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Constraints (1)–(5),(7) are the standard constraints for Capacitated k-supplier with
Outliers, ensuring that we open exactly k facilities (1), serve exactly p clients (2), obey
capacity constraints (3)–(5), and serve clients which are close to facilities (7).

Observe that if S is a skeleton and a distance-1 solution φ witnesses that fact, we get
a feasible solution of LPk,p(G,L, S) setting yu = 1 iff u ∈ Fφ and xuv = 1 iff v ∈ Cφ and
v = φ(u). Indeed the injection property ensures that constraint (6) is satisfied. However,
as usual in a capacitated problem with hard constraints, the integrality gap of this LP is
unbounded. Similarly to the standard capacitated k-center [11], this issue is addressed
by considering the connected components of G separately. When all the clients need to
be served having a connected graph with a feasible solution of the standard LP is enough
to round it [1, 11]. However, if we allow outliers, there are sill connected instances with
arbitrarily large integrality gap.3 For this reason we use the additional constraint (6) together
with the assumption that all the vertices are close to S. This way we crucially exploit the
covering, injection and separation properties of a skeleton.

In the following we shall prove that any instance with a skeleton can be decomposed into
several smaller instances with additional properties. In the next section we will show how to
round the obtained smaller instances.

I Lemma 6. Let S ⊆ F , let G1, . . . , G` be components of G after all vertices v with
d(v, S) > 5 are removed and let Si = S ∩ V (Gi) for 1 ≤ i ≤ `.

If S is a skeleton, then in polynomial time one can find partitions k =
∑`
i=1 ki and

p =
∑`
i=1 pi such that LPki,pi(Gi, L, Si) are all feasible.

Proof. Observe that if S is a skeleton, then a witness solution φ opens facilities at distance
at most 4 from S, and thus serves clients with distance at most 5 from S. Consequently all
vertices further from S can be safely removed and S remains a skeleton. Then G might contain
several connected components G1, . . . , G` with Gi = (Ci,Fi, Ei). The witness solution φ can
be partitioned among these components so that we get assignments φi which in total open k
facilities to serve p clients. In particular, this means that for some partitions k =

∑
i ki and

p =
∑
i pi sets Si = S ∩ Fi are skeletons, and consequently LPki,pi(Gi, L, Si) are feasible.

The latter condition can be tested efficiently for any values ki and pi. While we cannot
exhaustively test all partitions of k and p, dynamic programming lets us find partitions such
that these linear programs are feasible for each i.

For i ∈ {0, . . . , `}, k′ ∈ {0, . . . , k} and p′ ∈ {0, . . . , p} define a boolean value F [i][k′][p′],
which equals true iff there exist partitions k′ =

∑i
j=1 kj and p′ =

∑i
j=1 pj such that

LPkj ,pj (Gj , L, Sj) are all feasible for j ≤ i.
Clearly F [0][0][0] is true, while F [0][k′][p′] is false for any other pair (k′, p′). For i > 1

the value F [i][k′][p′] is simply an alternative of F [i− 1][k′ − ki][p′ − pi] for every pair (ki, pi)
such that LPki,pi(Gi, L, Si) is feasible, ki ≤ k′ and pi ≤ p′. Thus in polynomial time one can
check whether the desired partitions exists, and provided that together with a true value we
also store the witness partitions, also find these partitions. J

6 Rounding

In the previous section we have shown how given a skeleton S one can partition the initial
instance into smaller subinstances with more structural properties. Our main goal in this

3 The construction is simple, but due to space restrictions it is left for the full version of the paper.

STACS’14



258 Constant Factor Approximation for Capacitated k-Center with Outliers

section is to show that those structural properties are in fact sufficient to construct a solution
for each of the subinstances, which is formalized in the following lemma.

I Lemma 7. Let I = (G = (C,F , E), L, k, p) be an instance of Capacitated k-supplier
with Outliers and let S ⊆ F . If the following four conditions are satisfied:
(i) G is connected,
(ii) for any u, u′ ∈ S, u 6= u′ we have d(u, u′) ≥ 6,
(iii) N5[S] = F ∪ C,
(iv) LPk,p(G,L, S) admits a feasible solution,
then one can find a distance-25 solution for I in polynomial time.

Before we give a proof of Lemma 7, in Section 6.1 we recall (an adjusted version) of a
distance-r transfer, a very useful notion introduced in [1], together with its main properties.
Next, in Section 6.2 we prove Lemma 7.

6.1 Distance r-transfer
I Definition 8. Given a graph G = (V,E) with W ⊆ V , a capacity function L : W → Z≥0
and y ∈ RW≥0, a vector y′ ∈ RW≥0 is a distance-r transfer of (G,L, y) if

1.
∑
v∈W y′v =

∑
v∈W yv and

2.
∑
v∈W :d(v,U)≤r L(v)y′v ≥

∑
u∈U L(u)yu for all U ⊆W .

If y′ is a characteristic vector of F ⊆W , we say that F is an integral distance-r transfer
of (G,L, y).

Less formally a distance-r transfer is a reassignment, where the sum of y-variables is
preserved and locally for any set U ⊆W the total fractional capacity in a small neighborhood
of U does not decrease.

Like in [1], an integral distance-r transfer of the fractional solution of the LP already
gives a distance-r + 1 solution (in particular point 2 of Definition 8 ensures that the Hall’s
condition is satisfied). The proof must be modified though, so that it encompasses outliers.

I Lemma 9. Let G = (C,F , E) be a bipartite graph with a capacity function L : F → Z≥0.
Assume (x, y) is a feasible solution of LPk,p(G,L, S) and F ⊆ F is an integral distance-r
transfer of y. Then one can find a distance-r + 1 solution (C,F, φ) in polynomial time.

U

NH′ [U ]

C

multiplicated F

v

L(u) copies
u1 u2 u3

Figure 1 Graph H ′ obtained from H by removing vertices from F \ F and duplicating each
vertex u ∈ F to its capacity. Shaded ellipses represent sets used in Hall’s theorem.
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Proof. Consider a bipartite graph H = (C,F , EH) with (v, u) ∈ EH if dG(v, u) ≤ r + 1.
Modify H to obtain H ′ by removing vertices from F \ F and duplicating each vertex u ∈ F
to its capacity, i.e. L(u) times, see also Fig. 1. Observe that cardinality-p matchings in this
graph correspond to distance-r + 1 solutions for G. If any, such a matching can clearly be
found in polynomial time. We shall prove its existence by checking the deficit version of
Hall’s theorem, i.e. that for each U ⊆ C we have∑

u∈F :d(u,U)≤r+1

L(u) ≥ |U | − |C|+ p

First, observe that

∑
v∈U,u∈F

xuv =
∑

v∈C,u∈F
xuv −

∑
v∈C\U,u∈F

xuv
(2),(5)
≥ p−

∑
v∈C\U

1 = p− |C \ U | = |U | − |C|+ p.

Moreover

∑
v∈U,u∈F

xuv =
∑

v∈U,u∈NG(U)

xuv ≤
∑

u∈NG(U)

∑
v∈C

xuv
(4)
≤

∑
u∈NG(U)

L(u)yu

Def. 8 point 2
≤

∑
u∈F :dG(u,NG(U))≤r

L(u) =
∑

u∈F :dG(u,U)≤r+1

L(u) .

Together these equalities conclude the proof. J

We proceed with a pair of simple properties of transfers.

I Fact 10. Let G = (V,E) be a graph with W ⊆ V and a capacity function L : W → Z≥0,
and let y, y′, y′′ ∈ RW≥0. Assume y′ is a distance-r transfer of (G,L, y) and y′′ is a distance-r′
transfer of (G,L, y′). Then y′′ is a distance-r + r′ transfer of (G,L, y).

I Fact 11. Let G = (V,E) and G′ = (V ′, E′) be graphs with W ⊆ V and W ⊆ V ′ and a
capacity function L : W → Z≥0. Let y, y′ ∈ RW≥0 and let f : Z≥0 → Z≥0 be a monotonic
function such that dG(u, v) ≤ f(dG′(u, v)) for any u, v ∈ W . Assume y′ is a distance-r
transfer of (G′, L, y). Then y′ is a distance-f(r) transfer of (G,L, y).

The following is the main technical contribution of [1].

I Lemma 12 ([1]). Let T = (V,E) be a tree with a capacity function L : V → Z≥0 and let
y ∈ [0, 1]V be a vector such that yv = 1 for every non-leaf v ∈ V and

∑
v∈V yv ∈ Z≥0. Then

one can find in polynomial time an integral distance-2 transfer of (T, L, y).

6.2 Final rounding
I Lemma 13. Let G = (C,F , E) be a connected bipartite graph and let S ⊆ F such that
d(v, S) ≤ 5 for every v ∈ C ∪ F . There exists an auxiliary tree T = (S,ET ) such that
d(u, u′) ≤ 10 for any {u, u′} ∈ ET . Moreover, such a tree can be computed in polynomial
time.

Proof. We shall grow a tree adding a leaf in each step. At the beginning we select any
s ∈ S and initialize with a single-vertex tree. Assume we have already grown a tree with
vertex-set S′ ⊆ S. Choose a shortest path connecting S′ to S′ \ S. Such a path exists
since G is connected. If its length is at most 10, we add the endpoint in S \ S′ to the tree,
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s
ms

≤ 2

≤ 4

s′t
mt

≤ 2

≤ 4

t′

Figure 2 A fragment of the tree T ′ with s, t ∈ S. Nodes of F are marked in black, of S′ in gray.
Edges of T ′ are represented as dashed lines. Note that ms and mt are not vertices of T ′.

joining it with the other endpoint. For a proof by contradiction assume that a shortest path
has length greater than 10. Since G is bipartite, its length needs to be even, and thus at
least 12. Choose the midpoint of such a path. Its distance both to S′ and to S′ \ S is at
least 6, otherwise the path could be shortened. This vertex contradicts the assumption that
d(v, S) ≤ 5 for every v ∈ C ∪ F . J

We are ready to prove Lemma 7.

Proof of Lemma 7. Since G is connected and every vertex of G is within distance 5 from S,
we can use Lemma 13 to construct a tree T = (S,ET ). Let us add a duplicate s′ of every
s ∈ S to create a bipartite graph G′ = (C,F ′, E′), where F ′ = F ∪ S′ and S′ = {s′ : s ∈ S}.
For each s ∈ S choose ms = argmax{L(u) : u ∈ N2[s] ∩ F} and set L(s′) = L(ms). Let us
create a tree T ′ with V (T ′) = F ′ \ {ms : s ∈ S}. We build it in two steps, see also Fig. 2:

1. create a tree with vertex set S′ so that {u′, v′} is an edge iff {u, v} ∈ E(T ),
2. connect each vertex in F \ {ms : s ∈ S} to the closest vertex in S′.

Observe that endpoints of the edges created in the first step are at most at distance
10 in G′, while endpoints of the edges created in the second step, at most at distance 4.
Consequently, dG′(u, v) ≤ 10dT ′(u, v) for any u, v ∈ V (T ′). Moreover, note that all non-leaves
of T ′ belong to S′.

Let (x, y) be a feasible solution of LPk,p(G,L, S). Note that y can be interpreted as a
vector in RF ′≥0 extending with zeroes at S′. We shall give an integral distance-24 transfer
F of (G′, L, y). Despite it being formally a transfer in G′, F will be a subset of F , i.e. a
transfer of (G,L, y) as well.

Recall that by (2), the sets N2[s] are pairwise disjoint and in particular ms are pairwise
different. This lets us use (6) to gather in s′ one unit from N2[s] for every s ∈ S so that the
whole value in ms is transferred to s′. Note that L(s′) ≥ L(u) for each u ∈ N2[s], so this way
we obtain a distance-2 transfer y′ of (G′, L, y). Additionally, we have made sure that y′ms = 0,
so y′ can be interpreted as a vector in RV (T ′)

≥0 , and that y′s′ = 1, so y′ is 1 for all non-leaves
of T ′. This lets us use Lemma 12 to obtain an integral distance-2 transfer F ′ ⊆ V (T ′) of
(T ′, L, y′). According to Fact 11 it can be interpreted as a distance-20 transfer of (G′, L, y′).
Finally we move the value from s′ to ms for each s ∈ S. Note that these vertices have equal
capacities, so this step can be interpreted as an integral distance-2 transfer.
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The final transfer is therefore a composition of a distance-2 transfer, a distance-20 transfer
and a distance-2 transfer. Thus, by Fact 10 it is a distance-24 transfer.4 By Lemma 9 having
an integral distance-24 transfer is enough to construct a distance-25 solution φ in polynomial
time, which concludes the proof of Lemma 7. J

7 Wrap-up

With the results of previous section, we are ready to the prove the main theorem.

I Theorem 14. The Capacitated k-supplier with Outliers problem admits a 25-
approximation algorithm.

Proof. Section 3 with Algorithm 1 provides (a Turing-like) reduction to graphic instances.
Algorithm 2 of Section 4 given such an instance outputs several sets. Provided that a distance-
1 solution exists, one of them is guaranteed to be a skeleton. Each of these sets is then
processed separately. As described in Section 5, some redundant vertices are removed and the
graph is partitioned into connected components. Dynamic programming (Lemma 6) is then
used to find a compatible partition of k and p, so that each linear program LPki,pi(Gi, L, Si)
admits a feasible solution. While this procedure might fail in general, it is guaranteed to
succeed for a skeleton, hence at least once if a distance-1 solution exists.

Note that if such a partition is found, then for each of the instances (Gi, L, ki, pi) together
with sets Si, we can use Lemma 7 as all the conditions (i) − (iv) are satisfied. A sum of
solutions for these ` instances is finally returned as a distance-25 solution for the original
graphic instance. J

Acknowledgements. We would like to thank Samir Khuller for suggesting the study of this
variant of the k-center problem and helpful discussions.
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Abstract
The rotor-router mechanism was introduced as a deterministic alternative to the random walk in
undirected graphs. In this model, a set of k identical walkers is deployed in parallel, starting from
a chosen subset of nodes, and moving around the graph in synchronous steps. During the process,
each node maintains a cyclic ordering of its outgoing arcs, and successively propagates walkers
which visit it along its outgoing arcs in round-robin fashion, according to the fixed ordering.

We consider the cover time of such a system, i.e., the number of steps after which each node
has been visited by at least one walk, regardless of the starting locations of the walks. In the case
of k = 1, Yanovski et al. (2003) and Bampas et al. (2009) showed that a single walk achieves a
cover time of exactly Θ(mD) for any n-node graph with m edges and diameter D, and that the
walker eventually stabilizes to a traversal of an Eulerian circuit on the set of all directed edges
of the graph. For k > 1 parallel walks, no similar structural behaviour can be observed.

In this work we provide tight bounds on the cover time of k parallel rotor walks in a graph.
We show that this cover time is at most Θ(mD/ log k) and at least Θ(mD/k) for any graph,
which corresponds to a speedup of between Θ(log k) and Θ(k) with respect to the cover time of
a single walk. Both of these extremal values of speedup are achieved for some graph classes. Our
results hold for up to a polynomially large number of walks, k = O(poly(n)).
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1 Introduction

In graph exploration problems, a walker or group of walkers (agents) is placed on a node of a
graph and moves between adjacent nodes, with the goal of visiting all the nodes of the graph.
The study of graph exploration is closely linked to central problems of theoretical computer
science, such as the question of deciding if two nodes of the graph belong to the same
connected component (st-connectivity). For example, fast approaches to connectivity testing
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in little memory rely on the deployment of multiple random walks [6, 11]. In these algorithms,
the initial locations of the walkers are chosen according to a specific probability distribution.

More recently, multiple walks have been studied in a worst-case scenario where the k
agents are placed on some set of starting nodes and deployed in parallel, in synchronous steps.
The considered parameter is the cover time of the process, i.e., the number of steps until
each node of the graph has been visited by at least one walker. Alon et al. [2], Efremenko
and Reingold [9], and Elsässer and Sauerwald [10] have studied the notion of the speedup
of the random walk for an undirected graph G, defined as the ratio between the cover time
of a k-agent walk in G for worst-case initial positions of agents and that of a single-agent
walk in G starting from a worst-case initial position, as a function of k. A characterization
of the speedup has been achieved for many graph classes with special properties, such as
small mixing time compared to cover time. However, a central question poised in [2] still
remains open: what are the minimum and maximum values of speed-up of the random walk
in arbitrary graphs? The smallest known value of speedup is Θ(log k), attained e.g. for
the cycle, while the largest known value is Θ(k), attained for many graph classes, such as
expanders, cliques, and stars.

In this work, we consider a deterministic model of walks on graphs, known as the rotor-
router. The rotor-router model, introduced by Priezzhev et al. [14], provides a mechanism
for the environment to control the movement of the agent deterministically, mimicking
the properties of exploration as the random walk. In the rotor-router, the agent has no
operational memory and the whole routing mechanism is provided within the environment.
The edges outgoing from each node v are arranged in a fixed cyclic order known as a port
ordering, which does not change during the exploration. Each node v maintains a pointer
which indicates the edge to be traversed by the agent during its next visit to v. If the agent
has not visited node v yet, then the pointer points to an arbitrary edge adjacent to v. The
next time when the agent enters node v, it is directed along the edge indicated by the pointer,
which is then advanced to the next edge in the cyclic order of the edges adjacent to v.

For a single agent, the (deterministic) cover time of the rotor-router and the (expected)
cover time of the random walk prove to be surprisingly convergent for many graph classes.
In general, it is known that for any n-node graph of m edges and diameter D, the cover time
of the rotor-router in a worst-case initialization is precisely Θ(mD) [16, 3]. By comparison,
the random walk satisfies an upper bound of O(mD logn) on the cover time, though this
bound is far from tight for many graph classes.

The behavior of the rotor-router model with multiple agents appears to be much more
complicated. Since the parallel walkers interact with the pointers of a single rotor-router
system, they cannot be considered independent (in contrast to the case of parallel random
walks). In the first work on the topic, Yanovski et al. [16] showed that adding a new agent to
a rotor-router system with k agents cannot increase the cover time, and showed experimental
evidence suggesting that a speedup does indeed occur. Klasing et al. [13] have provided the
first evidence of speedup, showing that for the special case when G is a cycle, a k-agent
system explores an n-node cycle Θ(log k) times more quickly than a single agent system.

In this work we completely resolve the question of the possible range of speedups of the
parallel rotor-router model in a graph, showing that its value is between Θ(log k) and Θ(k),
for any graph. Both of these bounds are tight. Thus, the proven range of speedup for the
rotor-router corresponds precisely to the conjectured range of speedup for the random walk.

1.1 Related work
The rotor-router model. Studies of the rotor-router started with works of Wagner et al. [15]
who showed that in this model, starting from an arbitrary configuration (arbitrary cyclic
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orders of edges, arbitrary initial values of the port pointers and an arbitrary starting node)
the agent covers all m edges of an n-node graph within O(nm) steps. Bhatt et al. [5] showed
later that within O(nm) steps the agent not only covers all edges but enters (establishes)
an Eulerian cycle. More precisely, after the initial stabilization period of O(nm) steps, the
agent keeps repeating the same Eulerian cycle of the directed symmetric version ~G of graph
~G (see Section 3 for a definition). Subsequently, Yanovski et al. [16] and Bampas et al. [3]
showed that the Eulerian cycle is in the worst case entered within Θ(mD) steps in a graph
of diameter D. Considerations of specific graph classes were performed in [12]. Robustness
properties of the rotor-router were further studied in [4], who considered the time required
for the rotor-router to stabilize to a (new) Eulerian cycle after an edge is added or removed
from the graph. Regarding the terminology, we note that the rotor-router model has also
been referred to as the Propp machine [3] or Edge Ant Walk algorithm [15, 16], and has also
been described in [5] in terms of traversing a maze and marking edges with pebbles. Studies
of the multi-agent rotor-router was performed by Yanovski et al. [16] and Klasing et al. [13],
and its speedup was considered for both worst-case and best-case scenarios.

A variant of the multi-agent rotor-router mechanism has been extensively studied in a
different setting, in the context of balancing the workload in a network. The single agent
is replaced with a number of agents, referred to as tokens. Cooper and Spencer [7] study
d-dimensional grid graphs and show a constant bound on the discrepancy, defined as the
difference between the number of tokens at a given node v in the rotor-router model and
the expected number of tokens at v in the random-walk model. Subsequently, Doerr and
Friedrich [8] analyze in more detail the distribution of tokens in the rotor-router mechanism
on the 2-dimensional grid. Akbari and Berenbrink [1] showed an upper bound of O(log3/2 n)
on the discrepancy for hypercubes and a bound of O(1) for a constant-dimensional torus.

Parallel random walks. Alon et al. [2] introduced the notion of the speed-up of k independent
random walks as the ratio of the cover time of a single walk to the cover time of k random walks.
They conjectured that the speed-up is between log k and k for any graph. The speedup was
shown to be k for many graph classes, such as complete graphs [2], d-dimensional grids [2, 10],
hypercubes [2, 10], expanders [2, 10], and different models of random graphs [2, 10]. For the
cycle, the speed-up is equal to log k [2]. For general graphs, an upper bound min{k logn, k2}
on the speed-up was obtained by Efremenko et al. [9]. Independently, Elsässer et al. [10]
showed the k logn upper bound. Another measure studied by Efremenko et al. [9] concerns
the speedup with respect to a different exploration parameter — the maximing hitting time,
i.e., the maximum over all pairs of nodes of the graph of the expected time required by the
walk to move from one node to the other. For this parameter, they show a bound on speedup
of O(k), mentioning that it is tight in many graph classes.

1.2 Our results and overview of the paper
In this work we establish bounds on the minimum and maximum possible cover time for a
worst-case initialization of a k-rotor-router system in a graph G with m edges and diameter D.

We start by providing a formal definition of the rotor-router model and recalling its
basic properties in Section 2. In Section 3, we first prove that the cover time tC satisfies
tC ∈ O(mD/ log k), when k < 216D. We then extend this result to the case of k ∈ O(poly(n)),
i.e., k < nc for some absolute constant c. The main part of our proofs relies on a global
analysis of the number of visits to edges in successive time steps, depending on the number
of times that these edges have been traversed in the past. We first prove a stronger version
of local structural lemmas proposed by Yanovski et al. [16], and apply them within a global
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Table 1 Values of speed-up for k-agent exploration with the rotor-router and parallel random
walks. All results hold at least for k ≤ n, except for those cited from [13] which hold for k ≤ n1/11.

Graph class Speedup of Rotor-Router Speedup of Random Walk
for cover time for cover time for max hitting time

General case: Ω(log k), O(k) (Thm. 8, 9) O(k2), O(k log n) [9, 10] O(k) [10]

Cycle: Θ(log k) [13] Θ(log k) [2] Θ(log k) [2]

Star: Θ(k) (Prop. 10) Θ(k) [2] Θ(k) [2]

amortization argument over all time steps and all edges in the graph. The extension to the
case of k ∈ O(poly(n)) relies on a variant of a similar amortized analysis, and also makes use
of a technique known as delayed deployments introduced by Klasing et al. [13], which we
briefly recall in Section 2. We remark that by [13], a cover time of Θ(mD/ log k) is achieved
when G is a cycle with all agents starting from one node, when k < n1/11.

In Section 4, we show a complementary lower bound on the cover time of the k-agent rotor-
router in worst case initialization, namely, tC ∈ Ω(mD/k). As a starting point, the proof uses
a decomposition of the edge set of a graph, introduced by Bampas et al. [3], into a “heavy
part” containing a constant proportion of the edges and a “deep part”, having diameter linear
in D. The main part of the analysis is to show that an appropriate initialization of k agents
in the heavy part takes a long time to reach the most distant nodes of the deep part. The
argument also takes advantage of the delayed deployment technique. We close the section by
remarking that a cover time of Θ(mD/k) is, in fact, achieved for some graphs, such as stars.

Table 1 contains a summary of our results on the speed-up of the k-agent rotor-router,
compared to corresponding results from the literature for parallel random walks. Note that
for a deterministic process such as the rotor-router, the notions of cover time and maximum
hitting are equivalent, and hence we only refer to cover times.

2 Model and preliminaries

Let G = (V,E) be an undirected connected graph with n nodes, m edges and diameter D.
We denote the neighborhood of a node v ∈ V by Γ(v). The directed graph ~G = (V, ~E) is the
directed symmetric version of G, where the set of arcs ~E = {(v, u) : {v, u} ∈ E}. We will
denote arc (v, u) by v → u.

Model definition. We consider the rotor-router model (on graph G) with k ≥ 1 indistin-
guishable agents, which run in steps, synchronized by a global clock. In each step, each agent
moves in discrete steps from node to node along the arcs of graph ~G. A configuration at the
current step is defined as a triple ((ρv)v∈V , (πv)v∈V , {r1, . . . , rk}), where ρv is a cyclic order
of the arcs (in graph ~G) outgoing from node v, πv is an arc outgoing from node v, which
is referred to as the (current) port pointer at node v, and {r1, . . . , rk} is the (multi-)set of
nodes currently containing an agent. For each node v ∈ V , the cyclic order ρv of the arcs
outgoing from v is fixed at the beginning of exploration and does not change in any way
from step to step.

For an arc v → u, let next(v → u) denote the arc next after arc (v → u) in the cyclic
order ρv. The exploration starts from some initial configuration and then keeps running
in all future rounds, without ever terminating. During the current step, first each agent i
is moved from node ri traversing the arc πri

, and then the port pointer πri
at node ri is
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advanced to the next arc outgoing from ri (that is, πri becomes next(πri)). This is performed
sequentially for all k agents. Note that the order in which agents are released within the
same step is irrelevant from the perspective of the system, since agents are indistinguishable.
For example, if a node v contained two agents at the start of a step, then it will send one of
the agents along the arc πv, and the other along the arc (v, next(πv)).

Notation. Throughout the paper, N+ denotes the set of positive integers, and N = N+∪{0}.
We introduce compact notation for discrete intervals of integers: [a, b] ≡ {a, a + 1, . . . , b},
and [a, b) ≡ [a, b− 1], for a, b ∈ N.

We will denote by a(t)(e) the number of agents traversing directed arc e ∈ ~E during step
t+ 1. We recall that multiple agents traversing one arc e ∈ ~E in the same time step t are
considered to move simultaneously. By d(t)(e) we denote the number of traversals of directed
arc e ∈ ~E till the end of step t, d(t)(e) =

∑
t′∈[0,t) a

(t′)(e). For a node v ∈ V , let d(t)(v) =
minw∈Γ(v){d(t)(v → w)} be the number of fully completed rotations of the rotor at node v
at the end of step t. We note that for any arc u→ v ∈ ~E, 0 ≤ d(t)(u→ v)− d(t)(u) ≤ 1 [16].

We also denote V (t)
i = {v ∈ V : d(t)(v) ≤ i} and E

(t)
i = {e ∈ ~E : d(t)(e) ≤ i}. Given

a graph G = (V,E) and a subset X ⊆ V , G[X] denotes the subgraph of G induced by X,
G[X] = (X, {{u, v} ∈ E

∣∣ u, v ∈ X}).
Delayed deployment technique. In some of the proofs, we will make use of modified
executions of the k-agent rotor-router system called delayed deployments [13], in which some
agents may be stopped at a node, skipping their move for some number of rounds. Formally, a
delayed deployment D of k agents is defined as a function D : V ×N→ N, where D(v, t) ≥ 0
represents the number of agents which are stopped in node v in step t of the execution of
the system. Delayed deployments may be conveniently viewed as algorithmic procedures
for delaying agents, and are introduced for purposes of analysis, only. The following lemma
relates the cover time of the rotor-router system to that of its delayed deployment.

I Lemma 1. [13] Let R be a k-rotor router system with an arbitrarily chosen initialization,
and let D be any delayed deployment of R. Suppose that deployment D covers all the nodes
of the graph after T rounds, and in at least τ of these rounds, all k agents were active in D.
Then, the cover time tC of the rotor-router system R can be bounded by: τ ≤ tC ≤ T.

3 Upper bound on cover time

In this section, we will show that a k-agent parallel rotor-router system explores a graph in
O(mD/ log k) steps, regardless of initialization. We start by providing an informal intuition
of the main idea of the proof. After some initialization phase of duration t0, but before
exploration is completed at time tC , we consider a shortest path connecting the arc of the
graph which has already been visited many times at time t0, with an arc which will remain
unvisited at time tC . We look at the number of visits to consecutive arcs on this path. It
turns out that the rotor-router admits a property which can be informally stated as follows:
if, up to some step t of exploration, an arc el+1 of the considered path has been traversed
more times than the next arc el on the path by some difference of δ, then in the next step
t + 1 of exploration, at least δ − O(1) agents will traverse arcs which have, so far, been
visited not more often (up to a constant additive factor) than el. In this way, the larger
the discrepancy between the number of visits to adjacent arcs, the more activity will the
rotor-router perform to even out this discrepancy, by traversing under-visited arcs. This
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load-balancing behavior of the system will be shown to account for the (log k)-speedup in
cover time with respect to the case of a single agent.

We start by proving two structural lemmas which generalize the results of Yanovski
et al. [16, Theorem 2]. The first lemma establishes a connection between the existence of
an arc entering a subset of nodes S ⊆ V that has been traversed more times than all arcs
outgoing from S, and the number of agents currently located within set S.

I Lemma 2. For any time t ∈ N and d ∈ N, consider the partition of the set of nodes
V = S ∪ T such that each node in set S (set T ) has completed at most d (more than d) full
cycles of if its rotor, S = V

(t)
d and T = V \ S. Suppose that for some nodes v ∈ S, u ∈ T ,

and some δ ∈ N, there exists an arc u→ v, such that d(t)(u→ v) ≥ d+ δ. Then, the set of
arcs having their tail at a node of S will be traversed by at least δ − 1 agents in total in step
t+ 1.

By an application of the above lemma, we obtain the key property of a pair of consecutive
arcs which have a different number of traversals at time t.

I Lemma 3. Let G = (V,E) be any undirected graph and let e2 = u→ v, e1 = v → w be two
consecutive arcs of ~G. Fix a time step t ∈ N+. Then, for any x ≥ d(t)(e1) + 1, the number
of agents that traverse arcs from set E(t)

x in time step t+ 1 satisfies:∑
e∈E

(t)
x
a(t)(e) ≥ d(t)(e2)− d(t)(e1)− 1.

The property of the rotor-router captured by the above lemma is, in fact, sufficient to
prove the main results of the section, following the general approach outlined at the beginning
of the section. To show a bound of tC ∈ O(mD/ log k), we will apply two separate arguments,
first one for the range of relative small k (k ∈ 2O(D), which corresponds to tC ∈ Ω(m)), and
then one for values of k which are larger, but polynomially bounded with respect to n.

I Theorem 4. Let G = (V,E) be any undirected graph with arbitrary initialization of pointers
and let D be the diameter of G. If k ≤ 216D, then a team of k agents performing in parallel
the rotor-router movement explores G in less than 500mD/ log k steps, regardless of the
initial positions of agents.

Proof. First, assume that k > 2160 and fix b = b(log k)/2c. Consider the first t0 steps, where
t0 = d2b+1mD/ke. Since in every step there are exactly k arc traversals, the total number of
them during the first t0 steps is at least 2b+1mD. We have 2m arcs in total. Thus, there
exists an arc e′ such that d(t0)(e′) ≥ 2bD. These first t0 steps we will call as a form of setup
stage, after which we begin to analyze the behavior of the rotor-router process.

Denote by tC the cover time of G with k agents for a given initialization. We will assume
that tC > t0, i.e., at least one arc of the graph has not been explored at time t0; otherwise,
tC ≤ t0 = d2b+1mD/ke ≤ d2mD/

√
ke, since b = b(log k)/2c, and the claim of the theorem

holds for all k.
Take e′′ ∈ ~E to be an arc which is explored for the first time in step tC , i.e., such that

d(tC−1)(e′′) = 0. Since the diameter of G is D, there exists a path P = 〈e′′ = e1, e2, . . . eD′ =
e′〉 such that D′ ≤ D + 2, and for each l ∈ [1, D′], el = vl+1 → vl where vl, vl+1 ∈ V .

Fix a time step t ∈ [t0, tC). We will place some of the arcs of path P in groups (buckets)
I1, I2, . . . , Ib, such that all arcs in bucket Ii have been traversed between 2i−1D and 2iD

times until step t. Formally, denote:

Ii =
{
l : d(t)(el) ∈ [2i−1D, 2iD)

}
⊆ [1, D′], for i ∈ [1, b].
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Figure 1 An illustration of sets Ii and ∆l in the proof of Theorem 4.

We now analyze which buckets successive arcs of the path P fall into. For l ∈ [1, D′), define

∆l =
{

[d(t)(el), d(t)(el+1)), if d(t)(el) < d(t)(el+1),
∅, otherwise.

Note that the union of all ∆l covers the interval [0, 2bD), since for any x ∈ [0, 2bD) there
exists l∗ ∈ [1, D′) such that x ∈ ∆l∗ because d(t)(e1) = 0 and d(t)(eD′) ≥ 2bD (see Fig. 1 for
an illustration).

The intuition of the proof is now as follows: Since there are at most D′ non-empty
intervals ∆l spanning the total range [0, 2bD) of all buckets I1, I2, . . . , Ib, in a large number
(linear in b) of these buckets Ii, the average length of an intervals ∆l starting in bucket Ii

will be at least |Ii|b/D = 2i−1b, up to a constant factor. The existence of such long intervals
∆l beginning in Ii will allow us to exploit Lemma 3 to show that arcs el, el+1 differ in the
number of traversals by a constant times 2i−1b. This implies that for the considered bucket
indices i, the number of agents active at time t on edges from buckets I1, . . . , Ii will be at
least 2i−1b, up to constant factors and minor shifts at bucket boundaries. We now proceed
to formalize the above arguments.

For i ∈ [1, b], denote by Xi the set of intervals ∆l beginning in bucket Ii: Xi =
⋃

l∈Ii
∆l .

Consider any x ∈ [0, 2bD), and let l∗ be such that x ∈ ∆l∗ . We have d(t)(el∗) ≤ x < 2bD,
hence l∗ ∈ Ii∗ , for some i∗ ∈ [1, b], and x ∈ Xi∗ . It follows that:

[0, 2bD) ⊆
⋃

i∈[1,b]

Xi. (1)

For i ∈ N, denote by a(t)
i the number of agents that traverse arcs from set E(t)

2iD in step
t+ 1, a(t)

i ≡
∑

e∈E
(t)
2iD

a(t)(e), and let a(t)
−1 = 0. (We remark that E(t)

2iD ⊇ I1 ∪ . . . ∪ Ii.) First,

note that for all i ∈ [1, b] and for l ∈ Ii, we have d(t)(el) < 2iD. So, by Lemma 3:

a
(t)
i ≥ d

(t)(el+1)− d(t)(el)− 1 = |∆l| − 1 =⇒ |∆l| ≤ a(t)
i + 1. (2)

Now, observe that for any i ∈ [1, b]:

maxXi = max
l∈Ii

(max ∆l) ≤ max
l∈Ii

(
d(t)(el) + |∆l| − 1

)
< 2iD + a

(t)
i , (3)

where we took into account inequality (2) and that d(t)(el) < 2iD for l ∈ Ii.
Next, we will show that for all i ∈ [1, b]:

2i−1D − a(t)
i−1 ≤ |Xi| ≤ |Ii|(a(t)

i + 1). (4)
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The right inequality in (4) is proved as follows: |Xi| ≤
∑

l∈Ii
|∆l| ≤ |Ii|(a(t)

i + 1), where the
latter inequality is a consequence of (2).

We now prove the left inequality in (4). If a(t)
i−1 ≥ 2i−1D, then the bound is trivial. In

the case when a(t)
i−1 < 2i−1D, we will first prove that:

[2i−1D + ai−1, 2iD) ⊆ Xi. (5)

To this end, take any x ∈ [2i−1D + ai−1, 2iD) and observe that by (1), there exists some
j ∈ [1, b] such that x ∈ Xj . Moreover, note that:

1. For any j < i, x /∈ Xj , because, by (3), maxXj < 2jD + a
(t)
j ≤ 2i−1D + a

(t)
i−1 ≤ x.

2. For any j > i, x /∈ Xj , because: minXj = minl∈Ij ,∆l 6=∅min ∆l = minl∈Ij ,∆l 6=∅ d
(t)(el) ≥

2j−1D ≥ 2iD > x.

Thus, x ∈ Xi, and (5) follows. Equation (5) implies that |Xi| ≥ 2i−1D−a(t)
i−1, which completes

the proof of (4). Next, by (4), |Ii| ≥
2i−1D−a

(t)
i−1

a
(t)
i

+1
for all i ∈ [1, b]. The buckets I1, I2, . . . , Ib

are pairwise disjoint by definition and contain at most D′ elements altogether, which gives:

D + 2 ≥ D′ ≥
b∑

i=1
|Ii| ≥

b∑
i=1

2i−1D − a(t)
i−1

a
(t)
i + 1

≥
b∑

i=1

2i−1D

a
(t)
i + 1

− b,

where in the last inequality we used the fact that a(t)
i ≥ a

(t)
i−1 for i ∈ [2, b]. Dividing the sum

in the last inequality by bD, we get the following expression for the arithmetic average:

1
b

b∑
i=1

2i−1

a
(t)
i + 1

≤ D + b+ 2
bD

= 1
b

+ 1 + 2/b
D

<
9.2
b
,

where in the last inequality we took into account that k ≤ 216D and b ≤ (log k)/2 by
assumption, hence D ≥ (log k)/16 ≥ b/8, and that b = b(log k)/2c ≥ 80. All the elements
of the considered sum are positive, hence by Markov’s inequality, there exists a subset of
indices S(t) ⊆ [1, b], with |S(t)| ≥ b/2, such that for all j ∈ S(t) we have:

2j−1

a
(t)
j + 1

≤ 2 · 1
b

b∑
i=1

2i−1

a
(t)
i + 1

≤ 18.4
b
.

This implies that for all j ∈ S(t):

a
(t)
j ≥ b

18.4 · 2
j−1 − 1 > b

25 · 2
j−1, (6)

where we again took into account that b ≥ 80. Fix t1 = d100mD/be. We now prove that

tC ≤ t0 + 2t1 + 4m. (7)

Suppose, by contradiction, that tC > t0 +2t1 +4m. We will say that an index j ∈ [1, b] is good
after time t if j ∈ S(t). Since for all t ∈ [t0, tC) we have |S(t)| ≥ b/2 and S(t) ⊆ [1, b], by the
pigeon-hole principle there must exist an index j∗ that is good in at least (tC−t0)/2 = t1+2m
steps in [t0, tC); we will call these steps good steps.

For an arc e of the graph, we denote by te the so called exit time step for arc e, after
which the total number of visits to arc e of the graph for the first time exceeds 2j∗D:
d(te)(e) ≤ 2j∗D < d(te+1)(e). The set of all exit time steps, taken over all arcs of the graph,
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is denoted T̂ = {te : e ∈ ~E}. Note that e ∈ E(t)
2j∗D

if and only if t ≤ te, and therefore we may
write:∑

t∈[0,tC)\T̂

a
(t)
j∗ =

∑
t∈[0,tC)\T̂

∑
e∈E

(t)
2j∗D

a(t)(e) ≤
∑
e∈~E

te−1∑
t=0

a(t)(e) =
∑
e∈~E

d(te)(e) ≤ 2m · 2j∗D. (8)

Now, recall that there are at least t1 + 2m good time steps t ∈ [t0, tC) for which index j∗
satisfies (6), and that |T̂ | ≤ 2m. It follows that:∑

t∈[0,tC)\T̂

a
(t)
j∗ > t1 ·

b

25 · 2
j∗−1 =

⌈
100mD

b

⌉
b

25 · 2
j∗−1 ≥ 2m · 2j∗D,

a contradiction with (8). Thus, we have proved (7). By (7), we obtain

tC ≤ t0 + 2t1 + 4m =
⌈

2b+1mD

k

⌉
+ 2

⌈
100mD

b

⌉
+ 4m ≤

≤ mD

log k

(
2b+1 log k

k
+ 200 log k

b
+ 4 log k

D
+ 3 log k

mD

)
(9)

Taking into account that b = b(log k)/2c, k ≤ 216D, and k > 2160, we obtain that the
expression in the above bracket can be bounded by a constant, giving: tC < 500 mD

log k . This
completes the proof for the case k > 2160.

Suppose now that k ≤ 2160. Yanovski et al. [16] showed that a single agent explores
the graph in at most 2mD steps regardless of the initialization, and moreover, that adding
agents cannot decrease the number of traversals on any edge. We thus trivially obtain the
claim: tC ≤ 2mD < 500 mD

log k . J

We now consider the case when k ≥ 216D. Here, we first make the additional assumption
that each agent starts from a distinct node. We show that additional assumption implies
that no arc is traversed by more than one agent in a single step. The proof then proceeds
along similar lines as that of Theorem 4, and we show that in many time steps t, there exists
a pair of arcs el+1, el in P with a large difference in the number of traversals up to time t.
However, instead of counting the number of long arcs on path P belonging to a bucket Ii,
in this proof we take advantage of the fact that the length of the path D′ ≤ D + 2 is small
compared to log k, which can be used to infer the existence of the sought arc pairs.

I Lemma 5. Let G = (V,E) be any undirected graph with arbitrary initialization of pointers
and let D be the diameter of G. If k ≥ 216D, then a team of k agents performing parallel
rotor-router movement, with each agent starting from a distinct node of the graph, explores
G in time 16mD/ log k.

It remains to consider the case not covered by the above lemma, when not all agents start
from distinct positions. In fact, we will reduce such a case to the one already considered by
making use of the concept of delayed deployments discussed in Section 2.

I Lemma 6. Let R and R′ be two starting configurations of the k-agent rotor-router system
with cover times tC and t′C , respectively. Suppose that there exists a delayed deployment D of
R whose execution transforms the starting configuration of R into the starting configuration
of R′ in t̂ time steps. Then, tC ≤ t̂+ t′C .

The next lemma provides an upper bound on the time of transforming a rotor-router
configuration with at most n agents into one in which agents occupy distinct starting nodes.
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I Lemma 7. For any initialization R of the rotor-router system with k agents, k ≤ n, there
exists a delayed deployment D of R which terminates in a configuration in which all agents
occupy distinct positions after t̂ ≤ k4 steps.

When 1 < k ≤ dn1/5e, we can bound the time t̂ in the above lemma as: t̂ ≤ k4 ≤ 32n/k ≤
64m/k ≤ 128 mD

log k .

Combining the above result with Lemmas 5 and 6, we obtain that for any rotor router
initialization with k agents, k ≤ dn1/5e and k ≥ 216D, exploration is completed within time
tC = t̂+t′C ≤ 128 mD

log k +16 mD
log k = 144 mD

log k . On the other hand, when k < 216D, by Theorem 4,
the cover time is tC ≤ 500 mD

log k . It follows that the bound tC ≤ 500 mD
log k holds for all starting

configurations with k ≤ dn1/5e.
When k > dn1/5e, we can make use of a result of Yanovski et al. [16], stating that the

worst-case initialization of a rotor-router system with k agents cannot have greater cover
time than the worst-case initialization of a system with k′ < k agents. Putting k′ = dn1/5e,
for any k > dn1/5e we obtain: tC ≤ 500 mD

log k′ ≤ 2500 mD
log n . Finally, combining the results for

k ≤ dn1/5e and k > dn1/5e gives the following theorem.

I Theorem 8. Let G = (V,E) be any undirected graph with arbitrary initialization of pointers
and let D be the diameter of G. A team of k agents performing in parallel the rotor-router
movement explores G in time max{500mD/ log k, 2500mD/ logn}, regardless of the initial
positions of agents. In particular, if k ≤ nc for some c > 0, then the cover time is at most
2500c ·mD/ log k. J

Theorems 4 and 8 imply that the cover time of the rotor-router is O(mD/ log k) for all
graphs, whenever k ∈ 2O(D) or k ∈ O(poly(n)).

4 Lower bound on cover time

I Theorem 9. Let G = (V,E) be any undirected graph of diameter D. There exists a port
labeling of the edges of G, an initialization of pointers and an assignment of starting positions
to a team of k agents, such that the exploration performed in parallel with the rotor-router
movement has cover time tC ≥ 1

4mD/k.

Proof. If k > m, we make all agents start from an arbitrarily chosen single node, and choose
an arbitrary pointer initialization. In such scenario, the exploration will be completed after
time at least D > mD

k . Thus, we can safely assume that k ≤ m.
For any graph G = (V,E), as shown in [3, Theorem 2], there exists a partition of the

edge set E = E1 ∪ E2, such that:
(i) |E1| ≥ m

2 ,
(ii) there exist V1 ⊆ V and V2 ⊆ V such that the subgraphs H1 = G[V1] and H2 = G[V2]

are connected and their edge sets are E1 and E2, respectively,
(iii) there exists a node v ∈ V2 being at distance at least D

2 from each node of H1.
Denote by F ⊂ E2 the set of edges incident to some node from H1. Now, let C =
{e1, e2, . . . , e2|E1|} be a directed Eulerian cycle in ~H1 (the bidirected subgraph corresponding
to H1) traversing every edge in E1 exactly once in each direction. To simplify notation, let
∆ =

⌊
2|E1|

k

⌋
. We choose an arbitrary set of indexes 1 = j1 < j2 < . . . < jk ≤ 2|E1| such that

they are spread (almost-)equidistantly in {1, . . . , 2|E1|}, that is:

∀1≤i<k ji+1 − ji ∈ {∆,∆ + 1} and j1 − jk + 2|E1| ∈ {∆,∆ + 1} .
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This is possible because, due to 1, 2|E1| ≥ k. We partition E1 into ∆ sets S1, . . . , S∆ of size
k:

Si+1 = {ej1+i, ej2+i, . . . , ejk+i} , for 0 ≤ i < ∆,

and one set for all remaining edges: R = E1 \
⋃∆

t=1 St.

We choose the starting positions of k agents, the port assignment, and the initialization
of pointers for the edges in E1 such that in their first ∆ + 1 steps, the k agents traverse all
edges in E1 in the following delayed deployment: for each t ∈ {1, . . . ,∆}, in the t-th step,
exactly the edges in St are traversed, whereas in the (∆ + 1)-th step we delay some agents so
that exactly the edges in R are traversed. We achieve this by setting outgoing ports so that,
for every node u in H1, we order the edges in E1 incident to u by assigning smaller ports to
edges in St than to the edges in St+1, for each t ∈ {1, . . . ,∆}, where S∆+1 = R. Such a port
ordering is enough to explore the graph H1, with delayed deployment, with the property
that every edge is visited once every ∆ + 1 steps.

Now we assign ports to the edges in F . To this end, we consider the subgraph of G,
denoted by G̃, consisting of the edges in E1 ∪ F . In other words, we take H1 (together with
the port assignment obtained above) and we add the edges in F , obtaining G̃. Note that,
by 2, each edge in F has one endpoint in V1 and the other endpoint in V \ V1. The ports
in F are determined by analyzing the behavior of agents in the graph G̃ in the delayed
deployment described above. Whenever any set of agents are about to leave H1 and traverse
any edge from F , we select a single agent in a deterministic way (for example, by choosing
the agent located on a node with the smallest index, having indexes assigned to nodes). We
stop all other agents and perform traversals only with the selected agent, until it returns
to H1. We set the ports of the edges in F so that whenever an agent leaves H1 through an
edge (v → u) ∈ F (v ∈ V1, u /∈ V1), it returns to H1 through the edge (u→ v) (we call this
property the property of return). Having the property of return, we achieve that the agents
patrol E1, and whenever an agent is about to leave H1, the other agents are delayed until the
agent returns to the same node. Since the selection of agents is done deterministically, the
edges in F are always traversed in separated periods of time (when one agent is traversing
edges from F , all other agents are stopped) in a cyclic fashion, i.e., the sequence of traversal of
the edges in F is (f1, f

′
1, f2, f

′
2, . . . , f|F |, f

′
|F |)∗, where f ′ means the reversed edge to an edge

f , i.e., if f = (u→ v), then f ′ = (v → u). Denote fi = (ui → vi) for each i ∈ {1, . . . , |F |}.
It remains to assign port labels to the edges in E2 \ F , and to initialize the pointers

for the nodes in V \ V (G̃). This is done by first constructing a multigraph G′ and then by
analyzing a single agent movement in G′. The node set of G′ is {h} ∪ (V \ V1). For each
(u→ v) ∈ E2 \ F , let (u→ v) be an edge of G′, and for each i ∈ {1, . . . , |F |}, let (h, vi) and
(vi, h) be the edges of G′. In other words, we construct G′ by taking G, leaving the edges in
E \E1 untouched, and contracting (identifying) the nodes of H1 into the single node h. (The
loops at h formed by the edges in E1 are discarded.) For each i ∈ {1, . . . .|F |}, the ports of
(h→ vi) and (vi → h) equal the ports of (ui, vi) and (vi, ui), respectively.

We set the remaining ports in G′ and pointer initialization so that a single agent that
starts at h explores G′ in the following way:
(a) The edges in F are traversed according to the order(

(h→ v1), (v1 → h), (h→ v2), (v2 → h), . . . , (h→ v|F |), (v|F | → h)
)
.

Later on, we use the port labeling of G′ to assign port labels to the edges in E2 in G,
and the above allows us to maintain the return property in G.

(b) The agent requires D/2 traversals through at least one edge in F (and D/2− 1 through
every other edge from F ). This follows from the fact that, due to 3, there exists a node
in G′ being at distance at least D/2 from h.
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The above process assigns port labels to the edges in E2 and sets initial values of all pointers
in G′, which completes the construction of G and the initial setup of the rotor-router.

Now we analyze the delayed deployment performed by the k agents in G. We divide the
exploration of G into phases. The i-th phase starts in the step in which each edge in S1 is
traversed for the i-th time, and ends in the step preceding the beginning of the (i+ 1)-th
stage. Note that each stage contains at least ∆ steps in which all agent move simultaneously.
By 3a, the property of return holds in G, and therefore each edge in F is traversed exactly
once in each of the phases except the 1st phase. (In the 1st phase, agents only traverse
edges from E1.) Thus, by 3b, at least D/2− 1 + 1 full phases are required in the delayed
deployment to explore G (not counting the very last, partial phase in which the exploration
of last vertex happens, but counting the initial phase in which no edges from F are traversed).
This means that we need τ steps in which all agents move simultaneously to fully explore
the graph G, where:

τ ≥ ∆ ·D/2 =
⌊

2|E1|
k

⌋
·D/2 ≥

⌊
m
k

⌋
·D/2 ≥ 1

4mD/k .

We can now apply Lemma 1 for the considered deployment, obtaining that the cover time of
G is tC ≥ τ ≥ 1

4mD/k. J

The bound in Theorem 9 is asymptotically tight, e.g., for the class of stars.

I Proposition 10. Let G be a star on n nodes. A team of k ≤ n agents covers G in time
tC ≤ 2dn/ke, for any initialization of the rotor-router and any initial positions of agents. J
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Abstract
We study the problem of packing a knapsack without knowing its capacity. Whenever we attempt
to pack an item that does not fit, the item is discarded; if the item fits, we have to include it
in the packing. We show that there is always a policy that packs a value within factor 2 of the
optimum packing, irrespective of the actual capacity. If all items have unit density, we achieve a
factor equal to the golden ratio ϕ ≈ 1.618. Both factors are shown to be best possible.

In fact, we obtain the above factors using packing policies that are universal in the sense that
they fix a particular order of the items and try to pack the items in this order, independent of
the observations made while packing. We give efficient algorithms computing these policies. On
the other hand, we show that, for any α > 1, the problem of deciding whether a given universal
policy achieves a factor of α is coNP-complete. If α is part of the input, the same problem is
shown to be coNP-complete for items with unit densities. Finally, we show that it is coNP-hard
to decide, for given α, whether a set of items admits a universal policy with factor α, even if all
items have unit densities.
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1 Introduction

In the standard knapsack problem we are given a set of items, each associated with a size
and a value, and a capacity of the knapsack. The goal is to find a subset of the items with
maximum value whose size does not exceed the capacity. In this paper, we study the oblivious
knapsack problem where the capacity of the knapsack is not given. Whenever we try to pack
an item, we observe whether or not it fits the knapsack. If it does, the item is packed into the
knapsack and cannot be removed later. If it does not fit, we discard it and continue packing
with the remaining items. The central question of this paper is how much we loose by not
knowing the capacity, in the worst case. The oblivious variant of the knapsack problem
naturally arises whenever items are prioritized by a different entity or at a different time
than the actual packing of the knapsack. For example, waiting lists for stand-by capacities
and services, e.g., on an airplane, have to be fixed before the exact amount of free seats due
to no-shows is known. The order of the list must be determined based only on the size of the
items (e.g., the sizes of groups of travelers) and their value (e.g., compensation for service
denial).

A solution to the oblivious knapsack problem is a policy that governs the order in which
we attempt to pack the items, depending only on the observation which of the previously
attempted items did fit into the knapsack and which did not. In other words, a policy is a
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binary decision tree with the item that is tried first at its root. The two children of the root
are the items that are tried next, which of the two depends on whether or not the first item
fits the knapsack, and so on. We aim for a solution that is good for every possible capacity,
compared to the best solution of the standard knapsack problem for this capacity. Formally,
a policy has robustness factor α if, for any capacity, packing according to the policy results
in a value that is at least a 1/α-fraction of the optimum value for this capacity.

We show that the oblivious knapsack problem always admits a robustness factor of 2.
In fact, this robustness factor can be achieved with a policy that packs the items according
to a fixed order, irrespective of the observations made while packing. Such a policy is
called universal. We provide an algorithm that computes a 2-robust, universal policy in
time Θ(n logn) for a given set of n items. We complement this result by showing that no
robustness factor better than 2 can be achieved in general, even by policies that are not
universal. In other words, the cost of not knowing the capacity is exactly 2.

We give a different efficient algorithm for the case that all items have unit density, i.e.,
size and value of each item coincide. This algorithm produces a universal policy with a
robustness factor of at most the golden ratio ϕ ≈ 1.618. Again, we show that no better
robustness factor can be achieved in general, even by policies that are not universal.

While good universal policies can be found efficiently, it is intractable to compute the
robustness factor of a given universal policy and it is intractable to compute the best
robustness factor an instance admits. Specifically, we show that, for any fixed α ∈ (1,∞), it
is coNP-complete to decide whether a given universal policy is α-robust. For unit densities
we establish a slightly weaker hardness result by showing that it is coNP-complete to decide
whether a given universal policy achieves a given robustness factor α. Finally, we show that,
for given α, it is coNP-hard to decide whether an instance of the oblivious knapsack problem
admits a universal policy with robustness factor α, even when all items have unit density.

Related work

The knapsack problem has been studied for different models of imperfect information. In
the stochastic knapsack problem, sizes and values of the items are random variables. It is
known that a policy maximizing the expected value is PSPACE-hard to compute, see Dean
et al. [7]. The authors assume that the packing stops when the first item does not fit the
knapsack, and give a universal policy that approximates the value obtained by an optimal,
not necessarily universal, policy by a factor of 2. They also provide a non-universal policy
within a factor of 3 + ε of the optimal policy. Bhalgat et al. [3] give an algorithm with an
improved approximation guarantee of 8/3 + ε. They also give a PTAS for the case that it is
allowed to violate the capacity of the knapsack by a factor of 1 + ε.

In robust knapsack problems, a set of possible scenarios for the sizes and values of the items
is given. Yu [23], Bertsimas and Sim [2], Goetzmann et al. [11], and Monaci and Pferschy [18]
study the problem of maximizing the worst-case value of a knapsack under various models.
Büsing et al. [5] and Bouman et al. [4] study the problem from a computational point of view.
Both allow for an adjustment of the solution after the realization of the scenario. Similar to
our model, Bouman et al. consider uncertainty in the capacity.

The notion of a robustness factor that we adopt in this work is due to Hassin and
Rubinstein [12] and is defined as the worst-case ratio of solution and optimum, over all
realizations. Kakimura et al. [14] analyze the complexity of deciding whether an α-robust
solution exists for a knapsack instance with an unknown bound on the number of items
that can be packed. Megow and Mestre [16] study a variant of the knapsack problem with
unknown capacity closely related to ours. In contrast to our model, they assume that the
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packing stops once the first item does not fit the remaining capacity. In this model, a
universal policy with a constant robustness factor may fail to exist, and, thus, Megow and
Mestre resort to instance-sensitive performance guarantees. They provide a PTAS that
constructs a universal policy with robustness factor arbitrarily close to the best possible
robustness factor for every particular instance.

The concept of obliviousness is used in various other contexts (explicitly or implicitly),
such as hashing (Carter and Wegman [6]), caching (Frigo et al. [10], Bender et al. [1])
routing (Valiant and Brebner [22], Räcke [20]), TSP (Papadimitriou [19], Deineko et al. [8],
Jia et al, [13]), Steiner tree and set cover (Jia et al, [13]), and scheduling (Epstein et al. [9],
Megow and Mestre [16]). In all of these works, the general idea is that specific parameters of
a problem instance are unknown, e.g., the cache size or the set of vertices to visit in a TSP
tour, and the goal is to find a universal solution that performs well for all realizations of the
hidden parameters.

Universal policies for the oblivious knapsack problem play a role in the design of public key
cryptosystems. One of the first such systems – the Merkle–Hellman knapsack cryptosystem
[17] – is based on particular instances that allow for a 1-robust universal policy for the
oblivious knapsack problem. The basic version of this cryptosystem can be attacked efficiently,
e.g., by the famous attack of Shamir [21]. This attack uses the fact that the underlying
knapsack instance has exponentially increasing item sizes. A better understanding of universal
policies may help to develop knapsack-based cryptosystems that avoid the weaknesses of
Merkle and Hellman’s.

2 Preliminaries

An instance of the oblivious knapsack problem is given by a set of n items I, where each
item i ∈ I has a non-negative value v(i) ∈ Q≥0 and a strictly positive size l(i) ∈ Q>0. For a
subset S ⊆ I of items, we write v(S) =

∑
i∈S v(i) and l(S) =

∑
i∈S l(i) to denote its total

value and total size, respectively, of the items in S. A solution for instance I is a policy P

that governs the order in which the items are considered for packing into the knapsack. The
policy must be independent of the capacity of the knapsack, but the choice which item to
try next may depend on the observations which items did and which items did not fit the
knapsack so far. Formally, a solution policy is a binary decision tree that contains every item
exactly once along each path from the root to a leaf. The packing P(C) ⊆ I of P for a fixed
capacity C is obtained as follows: We start with P(C) = ∅ and check whether the item r at
the root of P fits the knapsack, i.e., whether l(r) + l(P(C)) ≤ C. If the item fits, we add r to
P(C) and continue packing recursively with the left subtree of r. Otherwise, we discard r
and continue packing recursively with the right subtree of r.

A universal policy Π for instance I is a policy that does not depend on observations made
while packing, i.e., the decision tree for a universal policy has a fixed permutation of the
items along every path from the root to a leaf. We identify a universal policy with this fixed
permutation and write Π = (Π1,Π2, . . . ,Πn). Analogously to general policies, the packing
Π(C) ⊆ I of a universal policy Π for capacity C ≤ l(I) is obtained by considering the items in
the order given by the permutation Π and adding every item if it does not exceed the remaining
capacity. We measure the quality of a policy for the oblivious knapsack problem by comparing
its packing with the optimal packing for each capacity. More precisely, a policy P for instance
I is called α-robust for capacity C, α ≥ 1, if it holds that v(Opt(I, C)) ≤ α · v(P(C)), where
Opt(I, C) denotes an optimal packing for capacity C. We say P is α-robust if it is α-robust
for all capacities. In this case, we call α the robustness factor of policy P.
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3 Solving the Oblivious Knapsack Problem

In this section, we describe an efficient algorithm that constructs a universal policy for a
given instance of the oblivious knapsack problem. The solution produced by our algorithm is
guaranteed to pack at least half the value of the optimal solution for any capacity C. We
show that this is the best possible robustness factor.

The analysis of our algorithm relies on the classical modified greedy algorithm (cf. [15]).
We compare the packing of our policy, for each capacity, to the packing obtained by the
modified greedy algorithm instead of the actual optimum. As the modified greedy is a
2-approximation, to show that our policy is 2-robust it is sufficient to show that its packing
is never worse than the one obtained by the modified greedy algorithm. We briefly review
the modified greedy algorithm.

Let d(i) = v(i)/l(i) denote the density of item i. The modified greedy algorithm
(MGreedy) for a set of items I and known knapsack capacity C first discards all items
that are larger than C from I. The remaining items are sorted in non-increasing order of
their densities, breaking ties arbitrarily. The algorithm then either takes the longest prefix P
of the resulting sequence that still fits into capacity C, or the first item s that does not fit
anymore, depending on which of the two has a greater value. In the latter case, we say that s
is a swap item (for capacity C) and that C is a swap capacity. In both cases, we refer to P
as the greedy set for capacity C. See Algorithm 1 for a formal description.

For our analysis, it is helpful to fix the tie-breaking rule under which MGreedy initially
sorts the items. To this end, we assume that there is a bijection t : I → {1, 2, . . . , n}, that
maps every item i ∈ I to a tie-breaking index t(i), and that the modified greedy algorithm
initially sorts the items decreasingly with respect to the tuple d̃(·) = (d(·), t(·)), i.e., the
items are sorted non-increasingly by density and whenever two items have the same density,
they are sorted by decreasing tie-breaking index. In the following, for two items i, j, we write
d̃(i) � d̃(j) if and only if d(i) > d(j), or d(i) = d(j) and t(i) > t(j), and say that i has higher
density than j.

We evaluate the quality of our universal policy by comparing it for every capacity with the
solution of MGreedy. This analysis suffices because of the following well-known property
of the modified greedy algorithm.

I Theorem 1 (cf. [15]). For every instance (I, C) of the standard knapsack problem with
known capacity, v(Opt(I, C)) ≤ 2 · v(MGreedy(I, C)).

We are now ready to describe our algorithm Universal (Algorithm 2) that produces a
universal policy tailored to imitate the behavior of MGreedy without knowing the capacity.

Algorithm 1: MGreedy(I, C)
Input: set of items I, capacity C
Output: subset S ⊆ I such that l(S) ≤ C and v(S) ≥ v(Opt(I, C))/2
D ←

〈
items in {i ∈ I | l(i) ≤ C} sorted decreasingly by density d̃

〉
k ← max{j | l({D1, . . . , Dj}) ≤ C}
P ← (D1, . . . , Dk), s← Dk+1
if v(P ) ≥ v(s) then

return P

else
return {s}
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Algorithm 2: Universal(I)
Input: set of items I
Output: sequence of items Π
L← 〈items in I sorted by non-decreasing size〉
Π(0) ← ∅
for r ← 1, . . . , n do

if Lr is a swap item then
Π(r) ← (Lr,Π(r−1))

else
j ← 1
while j ≤ |Π(r−1)| and d̃(Π(r−1)

j ) � d̃(Lr) do
j ← j + 1

Π(r) ← (Π(r−1)
1 , . . . ,Π(r−1)

j−1 , Lr,Π(r−1)
j , . . . )

return Π(n)

First, Universal determines which items are swap items. It then starts with an empty
permutation, and considers the items in order of non-decreasing sizes, inserting each item
into the permutation. Swap items are always placed in front of all items already in the
permutation, and all other items are inserted in front of the first item in the permutation
that has a lower density.

We prove the following result.

I Theorem 2. The algorithm Universal constructs a universal policy of robustness factor 2.

Before we prove this theorem, we first analyze the structure of the permutation output
by Universal in terms of density, size, and value. First, we prove that every item following
a non-swap item has lower density.

I Lemma 3. For a sequence Π returned by Universal, we have d̃(Πk) � d̃(Πk+1) for every
non-swap item Πk, 1 ≤ k < n.

Proof. For j ∈ {k, k + 1}, let r(j) ∈ {1, . . . , n} be the index of the iteration in which
Universal inserts Πj into Π. We distinguish two cases.

If r(k) < r(k + 1), then the item Πk+1 cannot be a swap item, since it would appear in
front of the item Πk if it was. As each non-swap item is inserted into Π such that all items
left of it are larger with respect to d̃, the claim follows.

If r(k) > r(k + 1), since it is not a swap item, Πk is put in front of Πk+1 because it has a
higher density. J

We prove that no item preceding a swap item has smaller size.

I Lemma 4. For a permutation Π returned by Universal, we have l(Πj) ≥ l(Πk) for every
swap item Πk, 1 < k ≤ n, and every other item Πj , 1 ≤ j < k.

Proof. Since Πk is a swap item, it stands in front of all items inserted earlier into Π. Hence,
all items that appear in front of Πk in Π have been inserted in a later iteration of Universal.
Since Universal processes items in order of non-decreasing sizes, we have l(Πj) ≥ l(Πk). J

We prove that no item preceding a swap item has smaller value.
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I Lemma 5. For a permutation Π returned by Universal, we have v(Πj) ≥ v(Πk) for
every swap item Πk, 1 < k ≤ n, and every other item Πj , 1 ≤ j < k.

Proof. We distinguish three cases.
First case: Πj is a swap item and d̃(Πj) � d̃(Πk). By Lemma 4, we have l(Πj) ≥ l(Πk),

and the claim trivially holds.
Second case: Πj is a swap item and d̃(Πj) ≺ d̃(Πk). Since Πj is a swap item, there is a

capacity C ≥ l(Πj) such that

v(Πj) > v({i ∈ I | l(i) ≤ C and d̃(i) � d̃(Πj)}).

In particular, for C = l(Πj) we obtain

v(Πj) > v({i ∈ I | l(i) ≤ l(Πj) and d̃(i) � d̃(Πj)}). (1)

Since, by Lemma 4, l(Πj) ≥ l(Πk), the item Πk is included in the set on the right hand
side of (1). We conclude that v(Πj) > v(Πk).

Third case: Πj is not a swap item. Let Πj′ be the first swap item after Πj in Π, i.e.,

j′ = min{i ∈ {j + 1, . . . , k} | Πi is a swap item }.

Note that the minimum is attained as Πk is a swap item. The analysis of the first two cases
implies that v(Πj′) ≥ v(Πk). By Lemma 3 we have d̃(Πj) � d̃(Πj+1) � · · · � d̃(Πj′), and by
Lemma 4 we have l(Πj) ≥ l(Πj′). Hence, v(Πj) ≥ v(Πj′) ≥ v(Πk). J

Finally, the next lemma gives a legitimation for the violation of the density order in the
output permutation. Essentially, whenever an item precedes denser items, we guarantee that
it is worth at least as much as all of them combined.

I Lemma 6. For a permutation Π returned by Universal, we have

v(Πk) ≥ v
({

Πj | j > k and d̃(Πj) � d̃(Πk)
})

for every item Πk, 1 ≤ k < n.

Proof. We distinguish whether Πk is a swap item, or not.
If Πk is a swap item, by definition, Πk is worth more than the greedy set for some capacity

C ≥ l(Πk). Thus,

v(Πk) > v
({

Πj | l(Πj) ≤ C and d̃(Πj) � d̃(Πk)
})

≥ v
({

Πj | l(Πj) ≤ l(Πk) and d̃(Πj) � d̃(Πk)
})
.

Since items whose size is strictly larger than l(Πk) are inserted into Π at a later iteration of
Universal, they can only end up behind Πk if they are smaller with respect to d̃. Hence,

{Πj | j > k and d̃(Πj) � d̃(Πk)} ⊆ {Πj | l(Πj) ≤ l(Πk) and d̃(Πj) � d̃(Πk)},

and thus v(Πk) > v({Πj | j > k and d̃(Πj) � d̃(Πk)}), as claimed.
If, on the other hand, Πk is not a swap item, let Πk′ be the first swap item after it in Π.

If no such item exists, the claim holds by Lemma 3, since{
Πj | j > k and d̃(Πj) � d̃(Πk)

}
= ∅.

STACS’14



282 Packing a Knapsack of Unknown Capacity

Otherwise, by Lemma 3, we obtain d̃(Πk) � d̃(Πk+1) � · · · � d̃(Πk′) and hence

{Πj | j > k and d̃(Πj) � d̃(Πk)} = {Πj | j > k′ and d̃(Πj) � d̃(Πk)}
⊆ {Πj | j > k′ and d̃(Πj) � d̃(Πk′)}.

Consequently, and by the argument above for swap items,

v(Πk′) > v({Πj | j > k′ and d̃(Πj) � d̃(Πk′)}) ≥ v({Πj | j > k and d̃(Πj) > d̃(Πk)})).

Finally, by Lemma 5, we have v(Πk) ≥ v(Πk′) ≥ v({Πj | j > k and d̃(Πj) � d̃(Πk)}). J

We now prove Theorem 2.

Proof of Theorem 2. We show that for every item set I, the permutation Π =Universal(I)
satisfies v(Opt(I, C)) ≤ 2v(Π(C)) for every capacity C ≤ l(I). By Theorem 1, it suffices
to show v(Π(C)) ≥ v(MGreedy(I, C)) for all capacities. We distinguish between swap
capacities and capacities where MGreedy outputs a greedy set.

First, assume that C is a swap capacity, and let {Πk} = MGreedy(I, C) be the swap
item returned by the modified greedy algorithm. Then, Π(C) contains at least one item Πj

with j ≤ k. By Lemma 5, we have v(Π(C)) ≥ v(Πj) ≥ v(Πk) = v(MGreedy(I, C)).
Now assume that C is not a swap capacity. Let G+ = MGreedy(I, C) \Π(C) be the

set of items in the greedy set for capacity C that are not packed by the permutation Π.
Similarly, let U+ = Π(C)\MGreedy(I, C). If G+ = ∅, then v(Π(C)) ≥ v(MGreedy(I, C))
and we are done. Suppose now that G+ 6= ∅. Then, also U+ 6= ∅, since Π(C) is inclusion
maximal. For all items i ∈ U+, we have l(i) ≤ C and i /∈MGreedy(I, C). Since C is not
a swap capacity, MGreedy(I, C) is the greedy set for capacity C, and thus d̃(i) ≺ d̃(i′)
for all i ∈ U+ and i′ ∈ G+. By definition of Π(C) and since U+ 6= ∅, we also have
k = min{j | Πj ∈ U+} < min{k′ | Πk′ ∈ G+}, i.e., the first item Πk ∈ U+ in Π is
encountered before every item from G+. It follows that

G+ ⊆
{

Πj | j > k and d̃(Πj) � d̃(Πk)
)}
.

By Lemma 6, v(Πk) ≥ v(G+), and hence we obtain

v(Π(C)) = v
(
Π(C) ∩MGreedy(I, C)

)
+ v(U+)

≥ v
(
Π(C) ∩MGreedy(I, C)

)
+ v(Πk)

≥ v
(
Π(C) ∩MGreedy(I, C)

)
+ v(G+) = v(MGreedy(I, C)). J

While it is obvious that Universal runs in polynomial time, we show that it can be
modified to run in time Θ(n logn). The proof is omitted due to space constraints.

I Theorem 7. The algorithm Universal can be implemented to run in time Θ(n logn).

We now give a general lower bound on the robustness factor of any policy for the oblivious
knapsack problem. This shows that Universal is best possible.

I Theorem 8. For every δ > 0, there are instances of the oblivious knapsack problem where
no policy achieves a robustness factor of 2− δ.

Proof. We give a family of instances, one for each size n ≥ 3. We ensure that for every item
i of the instance of size n, there is a capacity C, such that packing item i first can only lead
to a solution that is worse than Opt(I, C) by a factor of at least (2− 4/n). This completes
the proof, as the factor approaches 2 for increasing values of n. The instance of size n is
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given by I = {1, 2, . . . , n} with l(i) = Fn + Fi − 1, and v(i) = 1 + i
n , where Fi denotes the

i-th Fibonacci number (F1 = 1, F2 = 1, F3 = 2, . . . ).
We need to show that, no matter which item is tried first (i.e., no matter which item is

the root of the policy), there is a capacity for which this choice ruins the solution. Observe
that both values and sizes of the items are strictly increasing. Assume that item i ≥ 3 is
packed first. Since the smallest item has size l(1) = Fn, for capacity Ci = 2Fn + Fi − 2 <
2Fn+Fi−1 = l(1)+ l(i), no additional item fits the knapsack. However, the unique optimum
solution in this case is Opt(I, Ci) = {i − 1, i − 2}. These two items fit the knapsack, as
l(i− 1) + l(i− 2) = 2Fn + Fi−1 + Fi−2 − 2 = 2Fn + Fi − 2 = Ci. By definition,

v(i− 1) + v(i− 2)
v(i) = 2n+ 2i− 3

n+ i
= 2− 3

n+ i
≥ 2− 3

n
.

Thus, policies that first pack item i ≥ 3 cannot attain a robustness factor better than 2−3/n.
Now, assume that one of the two smallest items is packed first. For capacity C1,2 = l(n) =

2Fn − 1 < 2Fn = l(1) + l(2), no additional item fits the knapsack. The unique optimum
solution, however, is to pack item n. It remains to compute the ratios

v(n)
v(1) >

v(n)
v(2) = 2n

n+ 2 = 2− 4
n+ 2 > 2− 4

n
.

Hence, policies that first pack item 1 or item 2 do not achieve a robustness factor better
than 2− 4/n. J

4 Unit Densities

In this section we restrict ourselves to instances of the oblivious knapsack problem, where
all items have unit density, i.e., v(i) = l(i) for all items i ∈ I. For two items i, j ∈ I
we say that i is smaller than j and write i ≺ j if v(i) < v(j), or v(i) = v(j) and t(i) <
t(j), where t is the tiebreaking index introduced in Section 3. We give an algorithm
UniversalUD (cf. Algorithm 3) that produces a universal policy tailored to achieve the
best possible robustness factor equal to the golden ratio ϕ ≈ 1.618. The algorithm considers
the items from smallest to largest, and inserts each item into the output sequence as far to
the right as possible, such that the item is not preceded on its left by other items that are
more than a factor ϕ smaller. Intuitively, the algorithm tries as much as possible to keep the
resulting order sorted increasingly by size; only when an item dominates another item by a
factor of at least ϕ the algorithm ensures that it precedes this item in the final sequence.
Note that, even though ϕ is irrational, for rationals a, b the condition a < ϕb can be tested
efficiently by testing the equivalent condition a/b < 1 + b/a.

I Theorem 9. The algorithm UniversalUD constructs a universal policy of robustness
factor ϕ when all items have unit density.

Proof. Given an instance I of the oblivious knapsack problem with unit densities and
any capacity C ≤ v(I), we compare the packing Π(C) that results from the solution
Π = UniversalUD(I) with an optimal packing Opt(I, C). We define the set M of
items in Π(C) for which at least one smaller item is not in Π(C), i.e., more precisely, let
M = {i ∈ Π(C) | ∃j ∈ I\Π(C) : j ≺ i}.

We first consider the case that M 6= ∅ and set i = min≺M to be the smallest item in
M with respect to ‘≺’. Consider the iteration r of UniversalUD in which i is inserted
into Π, i.e., i = Lr. By definition of M , there is an item j ≺ i with j /∈ Π(C). Let j be
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Algorithm 3: UniversalUD(I)
Input: set of items I
Output: sequence of items Π
L← 〈items in I sorted such that L1 ≺ · · · ≺ Ln〉
Π(0) ← ∅
for r ← 1, . . . , n do

j ← 1
while j ≤ |Π(r−1)| and v(Lr) < ϕv(Π(r−1)

j ) do
j ← j + 1

Π(r) ← (Π(r−1)
1 , . . . ,Π(r−1)

j−1 , Lr,Π(r−1)
j , . . . )

return Π(n)

the first such item in Π. Since j ≺ i, we have j ∈ Π(r). From i ∈ Π(C) and j /∈ Π(C), it
follows that i precedes j in Π (and thus in Π(r)). Let i′ be the item directly preceding j in
Π(r). If i′ = i, i was compared with j when it was inserted into Π(r), with the result that
v(i) ≥ ϕv(j) and thus v(Π(C)) ≥ ϕv(j). If i′ 6= i, by definition of j, we still have i′ ∈ Π(C).
Also, either i′ � j and thus v(i′) ≥ v(j), or j was compared with i′ when it was inserted
into Π in an earlier iteration of UniversalUD, with the result that v(i′) > 1

ϕv(j). Again,
v(Π(C)) ≥ v(i) + v(i′) > v(j) + 1

ϕv(j) = ϕv(j).
In both cases it follows from j /∈ Π(C) that v(Opt(I, C)) ≤ C < v(Π(C)) + v(j), and

using v(j) ≤ 1
ϕv(Π(C)) we get

v(Opt(I, C))
v(Π(C)) <

v(Π(C)) + v(j)
v(Π(C)) < 1 + 1

ϕ
= ϕ.

Now, assume that M = ∅. Intuitively, this means that Π(C) consists of a prefix of
L (the smallest items). Let i1 � · · · � ik be the items in Π(C) \ Opt(I, C), and let
j1 � · · · � jl be the items in Opt(I, C) \Π(C). As Π(C) consists of a prefix of L, we have
|Π(C)| ≥ |Opt(I, C)| and thus k ≥ l. If k = 0, the claim trivially holds. Otherwise, since M
is empty, we have jl � i1. Is suffices to show v(jh) ≤ ϕv(ih) for all h ≤ l. To this end, we
consider any fixed h ≤ l. From v({i1, . . . , ih−1}) ≤ v({j1, . . . , jh−1}) it follows that

v(jh) ≤ v(Opt(I, C))− v({j1, . . . , jh−1}) ≤ C − v({i1, . . . , ih−1}).

This implies that jh cannot precede all items of {ih, . . . , ik} in Π, as jh /∈ Π(C). Hence,
there is an item i′′ ∈ {ih, . . . , ik} that precedes jh in Π. Since jh � i′′, in the iteration when
UniversalUD inserted jh into Π, i′′ was already present. From the fact that i′′ ended up
preceding jh it follows that jk was compared with i′′ and thus v(jh) < ϕv(i′′) ≤ ϕv(ih). We
obtain

v(Opt(I, C))
v(Π(C)) ≤ v(Opt(I, C) \Π(C))

v(Π(C) \Opt(I, C)) =
∑l
h=1 v(jh)∑k
h=1 v(ih)

≤
∑l
h=1 ϕv(ih)∑l
h=1 v(ih)

= ϕ.
J

A naïve implementation of UniversalUD runs in time Θ(n2). We improve this running
time to Θ(n logn). The proof of the following theorem is omitted due to space constraints.

I Theorem 10. The algorithm UniversalUD can be implemented to run in time Θ(n logn).

We now establish that UniversalUD is best possible, even if we permit non-universal
policies (the proof is omitted due to space constraints).
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I Theorem 11. There are instances of the oblivious knapsack problem where no policy
achieves a robustness factor of ϕ− δ, for any δ > 0, even when all items have unit density.

5 Hardness

Although we can always find a 2-robust universal policy in polynomial time, we show in this
section that, for any fixed α ∈ (1,∞), it is intractable to decide whether a given universal
policy is α-robust. This hardness result also holds for instances with unit densities when α is
part of the input. As the final – and arguably the most interesting – result of this section, we
establish coNP-hardness of the the problem to decide for a given instance and given α > 1,
whether the instance admits a universal policy with robustness factor α. All proofs rely on
the hardness of the following version of SubsetSum.

I Lemma 12. Let W = {w1, w2, . . . , wn} be a set of positive integer weights and T ≤∑n
k=1 wk be a target sum. The problem of deciding whether there is a subset U ⊆ W with∑
w∈U w = T is NP-complete, even when

1. T = 2k for some integer k ≥ 3,
2. all weights are in the interval [2, T/2),
3. all weights have a difference of at least 2 to the closest power of 2.

We first show that it is intractable to determine the robustness factor of a given universal
policy.

I Theorem 13. For any fixed and polynomially representable α > 1 it is coNP-complete to
decide whether a given universal policy for the oblivious knapsack problem is α-robust.

Sketch of proof. For the proof of the coNP-hardness, we reduce from the variant of Sub-
setSum specified in Lemma 12. An instance of this problem is given by a set W =
{w1, w2, . . . , wn} of positive integer weights in the range [2, T/2) and a target sum T = 2k
for some integer k ≥ 3. Let α > 1 be polynomially representable. We construct an instance I
and a sequence Π such that Π is an α-robust universal policy for I if and only if the instance
of SubsetSum has no solution. First, we introduce for each weight w ∈W a regular item
with l(iw) = v(iw) = w. This ensures that the optimal knapsack solution for capacity T
is at least T if the instance of SubsetSum has a solution. We further introduce a set of
additional items that ensure that the robustness factor for all capacities except T is at least
α, regardless whether the instance of SubsetSum has a solution, or not. Specifically, let
m = log2 T − 1. Then, for each k ∈ {0, 1, . . . ,m} we introduce an auxiliary item jk with
size l(jk) = 2k and value v(jk) = 2k(1− ε), where ε > 0 is suitably chosen depending on α.
Intuitively, the set of auxiliary items ensures that all capacities less than T can be packed
well enough. Finally, we introduce a dummy item with size T + 1 and large value. Intuitively,
the dummy item ensures that all capacities larger than T can be packed well enough. The
hardness is then established by showing that the sequence that contains first the dummy
item, then the auxiliary items in decreasing order, and then the regular items is an α-robust
universal solution if and only if the instance of SubsetSum has no solution. J

We give a result similar to Theorem 13 for unit densities. Note that this time we require
α to be part of the input. The proof is technically more involved, and we only give a sketch
due to space constraints.

I Theorem 14. It is coNP-complete to decide whether, for given α > 1, a given universal
policy for the oblivious knapsack problem is α-robust, even when all items have unit density.
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Sketch of proof. We use a similar construction as in the proof of Theorem 13, with the
additional complication that we are only permitted to use items of unit density. To meet this
requirement, we modify the auxiliary items to have sizes and values equal to (1− ε)2k, in
such a way that all capacities up to T − 1 are packed well (but not optimally) by our policy.
We replace the dummy item with a series of items of exponentially growing sizes and values.
These dummy items ensure that all capacities larger than T can be packed well. The crucial
capacities are those close to T . For these capacities, we use that if the SubsetSum instance
has no solution, a value of at most T − ε can be packed, while if the instance has a solution,
the optimum value is T . On the other hand, the policy we construct packs (1− ε)(T − 1). By
setting α = T−ε

(1−ε)(T−1) , we ensure that our policy can only be α-robust if the SubsetSum
instance has a solution. It remains to tune ε such that our policy is α-robust for all capacities
(including fractional ones) except those close to T . Note that the proof relies on the fact
that α is part of the input and may thus be set arbitrarily close to 1. J

Finally, we prove that it is hard to decide whether a given instance admits an α-robust
universal policy when α is part of the input. The full proof is omitted due to space constraints.

I Theorem 15. It is coNP-hard to decide whether, for given α > 1, an instance of the
oblivious knapsack problem admits an α-robust universal policy, even when all items have
unit density.

Sketch of proof. We consider the same set of items I as in the proof of Theorem 14. We
show that, if an α-robust, universal policy exists, then it must be similar to the policy Π that
we construct in the proof of Theorem 14. From this, we are able to infer that I admits an
α-robust, universal policy if and only if Π is α-robust. As shown in the proof of Theorem 14,
it follows that I admits an α-robust universal policy if and only if the underlying instance of
SubsetSum has no solution. J
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Abstract
Let F be a family of graphs. In the F-Completion problem, we are given an n-vertex graph
G and an integer k as input, and asked whether at most k edges can be added to G so that the
resulting graph does not contain a graph from F as an induced subgraph. It appeared recently
that special cases of F-Completion, the problem of completing into a chordal graph known
as Minimum Fill-in, corresponding to the case of F = {C4, C5, C6, . . .}, and the problem of
completing into a split graph, i.e., the case of F = {C4, 2K2, C5}, are solvable in parameterized
subexponential time 2O(

√
k log k)nO(1). The exploration of this phenomenon is the main motivation

for our research on F-Completion.
In this paper we prove that completions into several well studied classes of graphs without

long induced cycles also admit parameterized subexponential time algorithms by showing that:

The problem Trivially Perfect Completion is solvable in parameterized subexponential
time 2O(

√
k log k)nO(1), that is F-Completion for F = {C4, P4}, a cycle and a path on four

vertices.
The problems known in the literature as Pseudosplit Completion, the case where F =
{2K2, C4}, and Threshold Completion, where F = {2K2, P4, C4}, are also solvable in
time 2O(

√
k log k)nO(1).

We complement our algorithms for F-Completion with the following lower bounds:

For F = {2K2}, F = {C4}, F = {P4}, and F = {2K2, P4}, F-Completion cannot be
solved in time 2o(k)nO(1) unless the Exponential Time Hypothesis (ETH) fails.

Our upper and lower bounds provide a complete picture of the subexponential parameterized
complexity of F-Completion problems for F ⊆ {2K2, C4, P4}.
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1 Introduction

Let F be a family of graphs. In this paper we study the following F-Completion problem.

F-Completion Parameter: k

Input: A graph G = (V, E) and a non-negative integer k.
Question: Does there exist a supergraph H = (V, E ∪ S) of G, such that |S| ≤ k and H

contains no graph from F as an induced subgraph?
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The F-Completion problems form a subclass of graph modification problems where one
is asked to apply a bounded number of changes to an input graph to obtain a graph with
some property. Graph modification problems arise naturally in many branches of science and
have been studied extensively during the past 40 years. Interestingly enough, despite the
long study of the problem, there is no known dichotomy classification of F-Completion
explaining for which classes F the problem is solvable in polynomial time and for which the
problem is NP-complete.

One of the motivations to study completion problems in graph algorithms comes from
their intimate connections to different width parameters. For example, the treewidth of a
graph, one of the most fundamental graph parameters, is the minimum over all possible
completions into a chordal graph of the maximum clique size minus one [2]. The treedepth of
a graph, also known as the vertex ranking number, the ordered chromatic number, and the
minimum elimination tree height, plays a crucial role in the theory of sparse graphs developed
by Nešetřil and Ossona de Mendez [20]. Mirroring the connection between treewidth and
chordal graphs, the treedepth of a graph can be defined as the largest clique size in a
completion to a trivially perfect graph. Similarly, the vertex cover number of a graph is equal
to the minimum of the largest clique size taken over all completions to a threshold graph,
minus one.
Parameterized algorithms for completion problems. For a long time in parameterized
complexity the main focus of studies in F-Completion was for the case when F was an
infinite family of graphs, e.g., Minimum Fill-in or Interval Completion [15, 19, 21].
This was mainly due to the fact that when F is a finite family, F-Completion is solvable on
an n-vertex graph in time f(k) · nO(1) for some function f by a simple branching argument;
this was first observed by Cai [4]. More precisely, if the maximum number of non-edges in a
graph from F is d, then the corresponding F-Completion is solvable in time dk ·nO(1). The
interest in F-Completion problems started to increase with the advance of kernelization.
It appeared that from the perspective of kernelization, even for the case of finite families F
the problem is far from trivial. Guo [12] initiated the study of kernelization algorithms
for F-Completion in the case when the forbidden set F contains the graph C4, see
Figure 1. (In fact, Guo considered edge deletion problems, but they are polynomial time
equivalent to completion problems to the complements of the forbidden induced subgraphs.)
In the literature, the most studied graph classes containing no induced C4 are the split
graphs, i.e., {2K2, C4, C5}-free graphs, threshold graphs, i.e., {2K2, P4, C4}-free graphs,
and {C4, P4}-free graphs, that is, trivially perfect graphs [3]. Guo obtained polynomial
kernels for the completion problems for chain graphs, split graphs, threshold graphs and
trivially perfect graphs and concluded that, as a consequence of his polynomial kernelization,
the corresponding F-Completion problems: Chain Completion, Split Completion,
Threshold Completion and Trivially Perfect Completion are solvable in times
O(2k + mnk), O(5k + m4n), O(4k + kn4), and O(4k + kn4), respectively.

(a) P4 (b) C4 (c) 2K2 = C4

Figure 1 Forbidden induced subgraphs. Trivially perfect graphs are {C4, P4}-free, threshold
graphs are {2K2, P4, C4}-free, and cographs are P4-free.
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Obstruction set F Graph class name Complexity
C4, C5, C6, . . . Chordal SUBEPT [9]
C4, P4 Trivially Perfect SUBEPT (Theorem 1)
2K2, C4, C5 Split SUBEPT [10]
2K2, C4, P4 Threshold SUBEPT (Theorem 10)
2K2, C4 Pseudosplit SUBEPT (Theorem 11)
P3, Kt, t = o(k) Co-t-cluster SUBEPT [8]
P3 Co-cluster E [16]
2K2 2K2-free E (Theorem 12)
C4 C4-free E (Theorem 12)
P4 Cograph E (Theorem 12)
2K2, P4 Co-Trivially Perfect E (Theorem 12)

Figure 2 Known subexponential complexity of F-Completion for different sets F . SUBEPT
means the problem is solvable in subexponential time 2o(k)nO(1) and E means that the problem is
not solvable in subexponential time unless ETH fails.

The work on kernelization of F-Completion problems was continued by Kratsch and
Wahlström [17] who showed that there exists a set F consisting of one graph on seven vertices
for which F-Completion does not admit a polynomial kernel. Guillemot et al. [11] showed
that Cograph Completion, i.e., the case F = {P4}, admits a polynomial kernel, while for
F = {P13}, the complement of a path on 13 vertices, F-Completion has no polynomial
kernel. These results were significantly improved by Cai and Cai [5]: For F = {P`} or
F = {C`}, the problems F-Completion and F-Edge Deletion admit a polynomial kernel
if and only if the forbidden graph has at most three edges.

It appeared recently that for some choices of F , F-Completion is solvable in sub-
exponential time. The exploration of this phenomenon is the main motivation for our
research on this problem. The last chapter of Flum and Grohe’s textbook on parameterized
complexity theory [7, Chapter 16] concerns subexponential fixed parameter tractability, the
complexity class SUBEPT, which, loosely speaking—we skip here some technical conditions—
is the class of problems solvable in time 2o(k)nO(1), where n is the input length and k is
the parameter. Until recently, the only notable examples of problems in SUBEPT were
problems on planar graphs, and more generally, on graphs excluding some fixed graph as a
minor [6]. In 2009, Alon et al. [1] used a novel application of color coding, dubbed chromatic
coding, to show that parameterized Feedback Arc Set in Tournaments is in SUBEPT.
As Flum and Grohe [7] observed, for most of the natural parameterized problems, already
the classical NP-hardness reductions can be used to refute the existence of subexponential
parameterized algorithms, unless the following well-known complexity hypothesis formulated
by Impagliazzo, Paturi, and Zane [14] fails.

I Exponential Time Hypothesis (ETH). There exists a positive real number s such that
3-CNF-SAT with n variables cannot be solved in time 2sn.

Thus, it is most likely that the majority of parameterized problems are not solvable
in subexponential parameterized time and until very recently no natural parameterized
problem solvable in subexponential parameterized time on general graphs was known. A
subset of the authors recently showed that Minimum Fill-in, also known as Chordal
Completion, which is equivalent to F-Completion with F consisting of cycles of length at
least four, is in SUBEPT [9], simultaneously establishing that Chain Completion is solvable
in subexponential time. Later, Ghosh et al. [10] showed that Split Completion is solvable
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in subexponential time. On the other hand, Komusiewicz and Uhlmann [16], showed that
an edge modification problem known as Cluster Deletion, does not belong to SUBEPT
unless ETH fails. Let us note that Cluster Deletion is equivalent to F-Completion
when F = {P3}, the complement of the path P3. On the other hand, it is interesting to
note that by the result of Fomin et al. [8], Cluster Deletion into t Clusters, i.e., the
complement problem for F-Completion for F = {P3, Kt}, is in SUBEPT for t = o(k).

Our results. In this work we extend the class of F-Completion problems admitting
subexponential time algorithms, see Figure 2. Our main algorithmic result is the following:

Trivially Perfect Completion is solvable in time 2O(
√

k log k)nO(1) and is thus in
SUBEPT. This problem is the F-Completion problem for F = {C4, P4}.

On a very high level, our algorithm is based on the same strategy as the algorithm for
completion into chordal graphs [9]. Just like in that algorithm, we enumerate in parameterized
subexponential time special structures called potential maximal cliques which are the maximal
cliques in some minimal completion into a trivially perfect graph that uses at most k edges.
As far as we succeed in enumerating these objects, we do dynamic programming to find an
optimal completion. But here the similarities end. To enumerate potential maximal cliques
for trivially perfect graphs, we have to use completely different structural properties from
those used for the case of chordal graphs.

We also show that within the same running time the F-Completion problem is solvable
for F = {2K2, C4}, and F = {2K2, P4, C4}. This corresponds to completion into threshold
and pseudosplit graphs, respectively. Let us note that combined with the results of Fomin
and Villanger [9] and Ghosh et al. [10], this implies that all four problems considered by Guo
in [12] are in SUBEPT, in addition to admitting a polynomial kernel. We finally complement
our algorithmic findings by showing the following:

For F = {2K2}, F = {C4}, F = {P4} and F = {2K2, P4}, the F-Completion
problem cannot be solved in time 2o(k)nO(1) unless ETH fails.

Thus, we obtain a complete classification for all F ⊆ {2K2, P4, C4}.

Organization of the paper. In Section 2 we give structural results about trivially perfect
graphs and their completions, and give the main result of the paper: an algorithm solving
Trivially Perfect Completion in subexponential time. In Section 3 we briefly discuss
the tools needed to obtain subexponential time algorithms for Threshold Completion and
Pseudosplit Completion. Due to space constraints, full expositions of these algorithms
have been deferred to the full version. In Section 4, we mention the lower bounds on F-
Completion when F is {2K2}, {C4}, {P4}, or {2K2, P4}. Full proofs for the lower bounds
have also been deferred to the full version, where, in addition, proofs for results marked
with ♠ can be found. Finally, in Section 5 we give some concluding remarks and state some
interesting remaining questions.

Notation. We consider only finite simple undirected graphs. We use n to denote the number
of vertices and m the number of edges in a graph G. If G = (V, E) is a graph, and A, B ⊆ V ,
we write E(A, B) for the edges with one endpoint in A and the other in B, and we write
E(A) = E(A, A) for the edges inside A and mA for |E(A)|.

We write N(U) for U ⊆ V (G) to denote the open neighborhood
⋃

v∈U (N(v)) \ U , and
N [U ] = N(U) ∪ U to denote the closed neighborhood. For a graph G and a set of edges S,
we write G + S = (V, E ∪ S) and G− S = (V, E \ S), and if U ⊆ V is a set of vertices, then
G− U = G[V \ U ]. A universal vertex in a graph is a vertex v such that N [v] = V (G). Let
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uni(G) denote the set of universal vertices of G. Observe that uni(G), when non-empty, is
always a clique, and we will refer to it as the (maximal) universal clique.

2 Completion to trivially perfect graphs

In this section we study the Trivially Perfect Completion problem which is the special
case of F-Completion for F = {C4, P4}. The decision version of the problem was shown
to be NP-complete by Yannakakis [22]. Since trivially perfect graphs are characterized by a
finite set of forbidden induced subgraphs, it follows from Cai [4] that the problem also is
fixed parameter tractable, i.e., it belongs to the class FPT.

The main result of this section is the following theorem.

I Theorem 1. For an input (G, k), Trivially Perfect Completion is solvable in time
2O(
√

k log k) +O(kn4).

Throughout this section, an edge set S is called a completion for G if G + S is trivially
perfect. Furthermore, a set S is called a minimal completion for G if no proper subset of S

is a completion for G. The main outline of the algorithm is as follows:

Step A: On input (G, k), we first apply the algorithm by Guo [12] to obtain a kernel of size
O(k3). The running time of this algorithm is O(kn4).

Step B: Assuming our input instance is of size O(k3), we show how to generate all special
vertex subsets of the kernel which we call vital potential maximal cliques in time
2O(
√

k log k). A vital potential maximal clique Ω ⊆ V (G) is a vertex subset which is
a maximal clique in some minimal completion of size at most k.

Step C: Using dynamic programming, we show how to compute an optimal solution or to
conclude that (G, k) is a no instance, in time polynomial in the number of vital
potential maximal cliques.

2.1 Structure of trivially perfect graphs
Apart from the aforementioned characterization by forbidden induced subgraphs, several other
equivalent definitions of trivially perfect graphs are known. These definitions reveal more
structural properties of this graph class which will be essential in our algorithm. Therefore,
before proceeding with the proof of Theorem 1, we establish a number of results on the
structure of trivially perfect graphs and minimal completions which will be useful.

The trivially perfect graphs have a decomposition tree which we call a universal clique
decomposition, in which each node in the tree corresponds to a maximal set of vertices that
all are universal for the graph induced by the vertices in the subtree.

Let T be a rooted tree and t be a node of T . We denote by Tt the maximal subtree
of T rooted in t. We can now use the universal clique uni(G) of a trivially perfect graph
G = (V, E) to make a decomposition structure.

I Definition 2 (Universal clique decomposition). A universal clique decomposition of a con-
nected trivially perfect graph G = (V, E) is a pair (T = (VT , ET ),B = {Bt}t∈VT

), where T is
a rooted tree and B is a partition of the vertex set V into disjoint non-empty subsets, such that

if vw ∈ E(G) and v ∈ Bt and w ∈ Bs, then s and t are on a path from a leaf to the root,
with possibly s = t, and
for every node t ∈ VT , the set of vertices Bt is the maximal universal clique in the
subgraph G[

⋃
s∈V (Tt) Bs].
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We call the vertices of T nodes and the sets in B bags of the universal clique decomposition
(T,B). By slightly abusing the notation, we often do not distinguish between nodes and bags.
Note that by the definition, in a universal clique decomposition every non-leaf node has at
least two children, since otherwise the universal clique contained in the corresponding bag
would not be maximal.

I Lemma 3 (♠). A connected graph G admits a universal clique decomposition if and only
if it is trivially perfect. Moreover, such a decomposition is unique up to isomorphisms.

For the purposes of the dynamic programming procedure, we define the following notion.

I Definition 4 (Block). Let (T = (VT , ET ),B = {Bt}t∈VT
) be the universal clique decompos-

ition of a connected trivially perfect graph G = (V, E). For each node t ∈ VT , we associate a
block Lt = (Bt, Dt), where

Bt is the subset of V contained in the bag corresponding to t, and
Dt is the set of vertices of V contained in the bags corresponding to the nodes of the
subtree Tt.

The tail of a block Lt is the set of vertices Qt contained in the bags corresponding to the
nodes of the path from t to r in T , where r is the root of T .

When t is a leaf of T , we have that Bt = Dt and we call the block Lt = (Bt, Dt) a leaf
block. If t is the root, we have that Dt = V (G) and we call Lt the root block. Otherwise, we
call Lt an internal block.

Observe that for every block Lt = (Bt, Dt) with tail Qt we have that Bt ⊆ Qt, Bt ⊆ Dt,
and Dt ∩ Qt = Bt. Note also that Qt is a clique and the vertices of Qt are universal to
Dt \Bt. The following lemma summarizes the properties of universal clique decompositions,
maximal cliques, and blocks used in our proof.

I Lemma 5 (♠). Let (T,B) be the universal clique decomposition of a connected trivially
perfect graph G and let L = (B, D) be a block with Q as its tail.
(i) If L is a leaf block, then Q = NG[v] for every v ∈ B.
(ii) The following are equivalent:

1. L is a leaf block,
2. D = B, and
3. Q is a maximal clique of G.

(iii) If L is a non-leaf block, then for every two vertices u, v from different connected
components of G[D \B], we have that Q = NG(u) ∩NG(v).

2.2 Structure of minimal completions
Before we proceed with the algorithm, we provide some properties of minimal completions.
The following lemma gives insight to the structure of a yes instance.

I Lemma 6 (♠). Let G = (V, E) be a connected graph, S a minimal completion and
H = G + S. Suppose L = (B, D) is a block in some universal clique decomposition of H and
denote by D1, D2, . . . , D` the connected components of H[D]−B.
(i) If L is not a leaf block, then ` > 1;
(ii) if ` > 1, then in G every vertex v ∈ B has at least one neighbor in each set

D1, D2, . . . , D`;
(iii) the graph G[Di] is connected for every i ∈ {1, . . . , `}; and
(iv) for every i ∈ {1, . . . , `}, B ⊆ NG(D \ (B ∪Di)).
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2.3 The algorithm
As has been already mentioned, the following concept is crucial for our algorithm. Recall
that when Ω is a set of vertices in a graph G, by mΩ we mean the number of edges in G[Ω].

I Definition 7 (Vital potential maximal clique). Let (G, k) be an instance of Trivially
Perfect Completion. A vertex set Ω ⊆ V (G) is a potential maximal clique if Ω is a
maximal clique in some minimal trivially perfect completion of G. If moreover this trivially
perfect completion contains at most k edges, then the potential maximal clique is called vital.

Observe that given a yes instance (G, k) and a minimal completion S of size at most k,
every maximal clique in G + S is a vital potential maximal clique in G. Note also that in
particular, any vital potential maximal clique contains at most k non-edges.

The following definition will be useful:

I Definition 8 (Fill number). Let G = (V, E) be a graph, S a completion and H = G + S.
We define the fill of a vertex v, denoted by fnG

H(v) as the number of edges incident to v in S.

Let us observe that there are at most 2
√

k vertices v such that fnG
H(v) >

√
k. It follows that

for every set U ⊆ V such that |U | > 2
√

k, there is a vertex u ∈ U with fnG
H(u) ≤

√
k. Any

vertex u such that fnG
H(u) ≤

√
k will be referred to as a cheap vertex.

Everything is settled to start the proof of Theorem 1. Our algorithm proceeds in three
steps. We first compress the instance to an instance of size O(k3), then we enumerate all
(subexponentially many) vital potential cliques in this new instance, and finally we do a
dynamic programming procedure on these objects.

Step A. Kernelization. For a given input (G, k), we start by applying the kernelization
algorithm by Guo [12] to construct in time O(kn4) an equivalent instance (G′, k′), where
G′ has O(k3) vertices and k′ ≤ k. Therefore, from now on we can simply assume that the
input graph G has O(k3) vertices. Without loss of generality, we can also assume that G is
connected, since we may treat each connected component of G separately.

Step B. Enumeration. In this step, we give an algorithm that in time 2O(
√

k log k) outputs
a family C of vertex subsets of G such that

the size of C is 2O(
√

k log k), and
every vital potential maximal clique belongs to C.

We identify five different types of vital potential maximal cliques. For each type i,
1 ≤ i ≤ 5, we list a family Ci of 2O(

√
k log k) subsets containing all vital potential maximal

cliques of this type. Finally, C = C1 ∪ · · · ∪ C5. We show that every vital potential maximal
clique of (G, k) is of at least one type and that all objects of each type can be enumerated in
2O(
√

k log k) time.
Let Ω be a vital potential maximal clique. By the definition of Ω, there exists a minimal

completion with at most k edges into a trivially perfect graph H such that Ω is a maximal
clique in H. Let (T = (VT , ET ),B = {Bt}t∈VT

) be the universal clique decomposition of H.
Recall that by Lemma 5, Ω corresponds to a path Prt = Bt0Bt1 · · ·Btq

in T from the root
r = t0 to a leaf t = tq. Then for the corresponding leaf block (Bt, Dt) with tail Qt, we have
that Ω = Qt. To simplify the notation, we use Bi for Bti

.
Note that the algorithm does not know neither the clique Ω nor the completed trivially

perfect graph H. However, in the analysis we may partition all the vital potential maximal
cliques Ω with respect to structural properties of Ω and H, and then provide simple enu-
meration rules that ensure that all vital potential maximal cliques of each type are indeed
enumerated. We proceed to description of the types and enumeration rules.
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Type 1. Potential maximal cliques of the first type are such that |V \ Ω| ≤ 2
√

k + 2. The
family C1 consists of all sets W ⊆ V such that |V \W | ≤ 2

√
k + 2. There are

( O(k3)
2
√

k+2

)
such

sets and we can find all of them in time 2O(
√

k log k) by the brute-force algorithm trying all
vertex subsets of size at least |V | − 2

√
k + 2. Thus every Type 1 vital potential maximal

clique is in C1.

Type 2. By Lemma 5 (1), we have that Ω = Qt = NH [v] for each vertex v ∈ Dt = Bt. Vital
potential maximal cliques of the second type are such that |Bt| > 2

√
k. Observe that then

at least one vertex v ∈ Bt should be cheap, i.e., fnG
H(v) ≤

√
k. We generate the family C2

as follows. Every set in C2 is of the form W1 ∪W2, where W1 = NG[v] for some v ∈ V ,
and |W2| ≤

√
k. There are at most O(

(O(k3)√
k

)
k3) such sets and they can be enumerated by

computing for every vertex v the set W1 = NG[v] and adding to each such set all possible
subsets of size at most

√
k. Hence every Type 2 vital potential maximal clique is in C2.

Thus if Ω is not of Types 1 or 2, then |V \ Ω| > 2
√

k + 2 and for the corresponding leaf
block we have |Bt| ≤ 2

√
k. Since |V \Ω| > 2

√
k + 2 it follows that if (G, k) is a yes instance,

then V \ Ω contains at least two cheap vertices, i.e., vertices with fill number at most
√

k.
We partition the nodes of T that are not on the path B0, B1, . . . , Bq into q disjoint sets

Z0, Z1, . . . , Zq−1 according to the nodes of the path Prt. Node x /∈ V (Prt) belongs to Zi,
i ∈ {0, . . . , q − 1}, if i is the largest integer such that ti is an ancestor of x in T . In other
words, Zi consists of bags of subtrees outside Prt attached below ti.

Let j be the maximum index such that a bag from Zj contains a cheap vertex. We
define the set of vertices Z>j =

⋃q−1
i=j+1 Zi. Observe that since Z>j does not contain cheap

vertices, then |Z>j | ≤ 2
√

k. We also define V0,j as the set of vertices contained in the bags
corresponding to nodes B0, B1, . . . , Bj of Prt and set Vj+1,q as the set of vertices contained
in bags Bj+1, . . . , Bq = Bt. Observe also that Ω = V0,j ∪ Vj+1,q and by the definition of a
block, V0,j is exactly the tail Qj of the block (Bj , Dj). From Lemma 6 (1, 4) we have that
Vj+1,q ⊆ Bt ∪NG(Z>j) ⊆ Ω. This follows from the fact that every vertex in B` for ` < q

has at least one neighbor in G in Z`.
Let v be a cheap vertex belonging to Zj . The remaining types of vital potential maximal

cliques are defined according to the existence and locations in T of a few other cheap vertices.
We use Cv to denote the connected component of G[Dj ]−Bj containing v.

Type 3. For vital potential maximal cliques of this type there is a cheap vertex u 6= v

belonging to Zj but not belonging to Cv. Since V0,j = Qj , by Lemma 5 (3), we have
that V0,j = NH(u) ∩ NH(v) and Vj+1,q ⊆ Bq ∪ NG(Z>j) ⊆ Ω. Hence we arrive at Ω =
V0,j ∪ Vj+1,q =

(
NH(u) ∩NH(v)

)
∪Bt ∪NG(Z>j).

The family C3 consists of all sets of the form W1 ∪W2 ∪W3, where:
|W1| ≤ 2

√
k. Enumerating sets W1 corresponds to guessing Bt.

W2 is the open neighborhood in G of a set of size at most 2
√

k. The set W2 corresponds
to NG(Z>j).
W3 is the intersection of the sets NG(x) ∪A and NG(y) ∪B, where x, y ∈ V , and A, B

are sets of size at most
√

k. The set W3 corresponds to intersection of two neighborhoods
in H of two cheap vertices u, v.

It is clear that the size of the family C3 is 2O(
√

k log k) and that all sets from C3 can be listed
using 2O(

√
k log k) time. It follows from the construction that every Type 3 vital potential

maximal clique is in C3.

Type 4. Let Z be the set of vertices of V \ Ω which do not belong to Cv. In other words,
Z = (V \Ω) \ V (Cv). Vital potential maximal cliques of Type 4 are such that Z contains no
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cheap vertices. Thus the only cheap vertices among vertices of V \ Ω belong to Cv. In this
case, we have that |Z| ≤ 2

√
k.

Recall that Ω = V0,j ∪ Vj+1,q, where V0,j and Vj+1,q are the vertices contained in
bags of paths from r to tj , and correspondingly, from tj+1 to t in T . By Lemma 6, we
have that Vj+1,t = (Bt ∪NG(Z>j)) \NH(v). Furthermore, by Lemma 6 (4) we infer that
V0,j = NG(Z ∪ Vj+1,t), so it follows that Ω = V0,j ∪ Vj+1,t =

(
NG(Z ∪ ((Bt ∪ NG(Z>j)) \

NH(v)))
)
∪
(
(Bt ∪NG(Z>j)) \NH(v)

)
.

We therefore let the family C4 consist of all sets of W1 ∪W2, where
W1 = (X1 ∪ NG(X2)) \ (NG(v) ∪ X3) and the sets X1, X2, and X3 are sets of size at
most 2

√
k and v ∈ V . The set W1 corresponds to guessing Vj+1,t, X1 to Bt, X2 to Z>j ,

and NG(v) ∪X3 to NH(v), and
W2 = NG(X4 ∪W1), where X4 is of size at most 2

√
k and corresponds to guessing Z.

By the construction, the size of C4 is 2O(
√

k log k) and all sets from C4 can be listed in time
2O(
√

k log k). It also follows from the construction that every Type 4 vital potential maximal
clique is in C4.

Type 5. The only remaining type of vital potential maximal cliques are such that a cheap
vertex u 6= v is in Z. If Ω is not of Type 3, then we know that at least one cheap vertex is in
some bag of Zi, i < j. Let j′ < j be the largest index smaller than j such that Zj′ contains
a cheap vertex. Let u be such a vertex.

Let V0,j′ be the set of vertices contained in the B0, B1, . . . , Bj′ . Then V0,j′ = Qj′ and by
Item (3) of Lemma 5, V0,j′ = NH(u) ∩NH(v). Let Z ′ =

⋃j
i=j′+1 Zi \ Cv.

There is no cheap vertex in Z ′, hence |Z ′| ≤ 2
√

k. On the other hand, by Item (4)
of Lemma 6, Vj′+1,j , that is, vertices contained in the bags Bj′+1, . . . , Bj , is contained in
NG(Vj+1,t ∪ Z>j) ∪ NG(Z ′) ⊆ Ω. Thus Ω = Vj+1,t ∪ V0,j′ ∪ Vj′+1,j = Vj+1,t ∪

(
NH(u) ∩

NH(v)
)
∪
(
NG(Vj+1,t ∪ Z>j) ∪NG(Z ′)

)
.

Finally, as in Type 4 we have that Vj+1,t = (Bt ∪NG(Z>j)) \NH(v). Therefore, we let
C5 consist of all sets of the form W1 ∪W2 ∪W3, where

W1 = (X1 ∪NG(X2)) \ (NG(v) ∪X3) and sets X1, X2, and X3 are sets of size at most
2
√

k and v ∈ V . As in the previous case for Type 4 vital potential maximal cliques, the
set W1 corresponds to Vj+1,t.
W2 = (NG(u) ∪ X4) ∩ (NG(v) ∪ X5). Here X4, X5, are sets of size at most

√
k and

u, v ∈ V . The set W2 corresponds to V0,j′ , while NG(u) ∪X4 and NG(v) ∪X5 to NH(u)
and NH(v) respectively.
W3 = NG(W1∪X2)∪NG(X6), where X6 is a set of size at most 2

√
k that was corresponds

to Z ′, while X2 was already chosen before and corresponds to Z>j .

From the construction it immediately follows that the size of family C5 is 2O(
√

k log k), that
its elements can be enumerated in the same amount of time, and that every Type 5 vital
potential maximal clique is in C5. Since every vital potential maximal clique is of Type 1, 2,
3, 4, or 5, we can infer the following lemma that formalizes the result of Step B.

I Lemma 9 (Enumeration Lemma). Let (G, k) be an instance of Trivially Perfect
Completion such that |V (G)| = O(k3). Then in time 2O(

√
k log k), we can construct a family

C consisting of 2O(
√

k log k) subsets of V (G) such that every vital potential maximal clique of
(G, k) is in C.

Step C. Dynamic programming. At this point we assume that we have the family C
containing all vital potential maximal cliques of (G, k). We start by generating in time
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2O(
√

k log k) a family S of pairs (X, Y ), where X, Y ⊆ V (G), such that for every minimal
completion S of size at most k, and the corresponding universal clique decomposition (T,B)
of H = G + S, it holds that every block (B, D) is in S, and the size of S is 2O(

√
k log k). The

construction of S is based on the following observations about blocks and vital potential
maximal cliques: Let G be a graph, S a minimal completion and L = (B, D) a block of the
universal clique decomposition of H = G + S, where H is not a complete graph, with Q

being its tail. Then the following holds:

If L is a leaf block, then B = Ω1 \ Ω2 for some vital potential maximal cliques Ω1 and
Ω2, and D = B.
If L is the root block, then the tail of L is B, B = Ω1 ∩ Ω2 for some vital potential
maximal cliques Ω1 and Ω2, and D = V .
If L is an internal block, then Q is the intersection of two vital potential maximal cliques
Ω1 and Ω2 of G, B = Q \ Ω3 for some vital potential maximal clique Ω3, and D is the
connected component of G− (Q \B) containing B.

From this observation, we can conclude that by going through all triples Ω1, Ω2, Ω3, we
can compute the set S consisting of all blocks (B, D) of minimal completions. We now define
value dp(B, D) as the minimum number of edges needed to be added to G[D] to make it a
trivially perfect graph with B being the universal clique contained in the root of the universal
clique decomposition. It is easy to derive recurrence equations that enable us to compute
all the relevant values of dp(·, ·) using dynamic programming. Finally, the minimum cost of
completing G to a trivially perfect graph is equal to min(B,V (G))∈S dp(B, V (G)).

3 Completion to threshold and pseudosplit graphs

I Theorem 10 (♠). Threshold Completion is solvable in time 2O(
√

k log k) +O(kn4).

The proof of Theorem 10 is a combination of the following known techniques: the
kernelization algorithm by Guo [12], the chromatic coding technique of Alon et al. [1], also
used in the subexponential algorithm of Ghosh et al. [10] for split graphs, and the algorithm
of Fomin and Villanger for chain completion [9].

I Theorem 11 (♠). Pseudosplit Completion is solvable in time 2O(
√

k log k)nO(1).

The crucial property of pseudosplit graphs that will be of use is that a pseudosplit graph
is either a split graph, or a split graph containing one induced C5 which is completely
non-adjacent to the independent set of the split graph, and completely adjacent to the clique
set of the split graph [18]. Hence, assuming we are looking for the latter type of a pseudosplit
graph, we can with O(n5) overhead guess the correct set that will become the S = C5, and
after some preprocessing we can apply the subexponential algorithm of Ghosh et al. [10]
solving Split Completion.

4 Lower bounds

To complete our study, we provide lower bounds based on the Exponential Time Hypothesis
for the remaining subsets of {2K2, P4, C4}. More precisely, we prove the following theorem:

I Theorem 12 (♠). Unless the Exponential Time Hypothesis (ETH) fails, none of the
following problems are solvable in 2o(k)nO(1) time:
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2K2-Free Completion,
C4-Free Completion,
P4-Free Completion,
{2K2, P4}-Free Completion (also known as Co-Trivially Perfect Completion).

To prove each of the lower bounds above we give a linear reduction from 3Sat. That
is, we provide an algorithm that, given a 3-CNF formula ϕ on n variables and m clauses,
produces in polynomial-time an equivalent instance of the problem at hand with parameter
k = O(n+m). Then pipelining the reduction with the assumed subexponential parameterized
algorithm for the problem would give an algorithm for 3Sat working in 2o(n+m) time. The
existence of such an algorithm, however, would contradict ETH by the sparsification lemma
of Impagliazzo et al. [14].

Our reductions follow in spirit those of, for instance Komusiewicz and Uhlmann [16], or
Fomin et al. [8]: we create a gadget graph for each variable and each clause, and carefully
wire the gadgets together so that they encode the input instance. However, since we are
dealing with very particular graph classes with a lot of structure, the design and analysis of
the gadgets requires a number of non-trivial ideas.

5 Conclusion and open problems

In this paper, we provided several upper and lower subexponential parameterized bounds for
F-Completion. The most natural open question would be to ask for a dichotomy type of
result characterizing for which sets F , F-Completion problems are in P, in SUBEPT, and
not in SUBEPT (under ETH). Keeping in mind the lack of such characterization concerning
classes P and NP, an answer to this question can be very non-trivial. Even a more modest
task—deriving general arguments explaining what causes a completion problem to be in
SUBEPT—is an important open question.

Similarly, from an algorithmic perspective obtaining generic subexponential algorithms
for completion problems would be a big step forwards. With the current knowledge, for
different cases of F , the algorithms are built on different ideas like chromatic coding, potential
maximal cliques, k-cuts, etc. and each new case requires special treatment.

Finally, some concrete problems. We have the chain of graph classes

threshold ⊂ trivially perfect ⊂ interval ⊂ chordal,

corresponding to the parameters vertex cover, treedepth, pathwidth, and treewidth, in the
sense that the width parameter is the minimum, over all completions to the graph class
mentioned, of the size of the maximum clique (±1). We know that all of these problems
have subexponential completion problems, except for Interval Completion. The problem
is known to be in FPT [21]. It is natural to ask whether or not this problem also belongs
to SUBEPT. Another chain connecting graph classes to width parameters is the chain
corresponding to bandwidth, pathwidth and treewidth, proper interval ⊂ interval ⊂
chordal. The existence of a subexponential algorithm for Proper Interval Completion
is also open.
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Abstract
In 2003, Atserias and Dalmau resolved a major open question about the resolution proof system
by establishing that the space complexity of formulas is always an upper bound on the width
needed to refute them. Their proof is beautiful but somewhat mysterious in that it relies heavily
on tools from finite model theory. We give an alternative, completely elementary, proof that
works by simple syntactic manipulations of resolution refutations. As a by-product, we develop
a “black-box” technique for proving space lower bounds via a “static” complexity measure that
works against any resolution refutation—previous techniques have been inherently adaptive. We
conclude by showing that the related question for polynomial calculus (i.e., whether space is an
upper bound on degree) seems unlikely to be resolvable by similar methods.
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1 Introduction

A resolution proof for, or resolution refutation of, an unsatisfiable formula F in conjunctive
normal form (CNF) is a sequence of disjunctive clauses (C1, C2, . . . , Cτ ), where every clause Ct
is either a member of F or is logically implied by two previous clauses, and where the final
clause is the contradictory empty clause ⊥ containing no literals. Resolution is arguably
the most well-studied proof system in propositional proof complexity, and has served as a
natural starting point in the quest to prove lower bounds for increasingly stronger proof
systems on proof length/size (which for resolution is the number of clauses in a proof).

Resolution is also intimately connected to SAT solving, in that it lies at the foundation
of state-of-the-art SAT solvers using so-called conflict-driven clause learning (CDCL). This
connection has motivated the study of proof space as a second interesting complexity measure
for resolution. The space usage at some step t in a proof is measured as

the number of clauses occurring before Ct that will be used to derive clauses after Ct,
and the space of a proof is obtained by taking the maximum over all steps t.

For both of these complexity measures, it turns out that a key role is played by the
auxiliary measure of width, i.e., the size of a largest clause in the proof. In a celebrated
result, Ben-Sasson and Wigderson [10] showed that there are short resolution refutations of
a formula if and only if there are also (reasonably) narrow ones, and almost all known lower
bounds on resolution length can be (re)derived using this connection.
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In 2003, Atserias and Dalmau (journal version in [2]) established that width also provides
lower bounds on space, resolving a problem that had been open since the space complexity
of propositional proofs started being studied in the late 1990s ([1, 13]). This means that for
space also, almost all known lower bounds can be rederived by using width lower bounds
and appealing to [2]. This is not a two-way connection, however, in that formulas of almost
worst-case space complexity may require only constant width as shown in [8].

The starting point of our work is the lower bound on space in terms of width in [2].
This is a very elegant but also magical proof in that it translates the whole problem to
Ehrenfeucht–Fraïssé games in finite model theory, and shows that resolution space and width
correspond to strategies for two opposite players in such games. Unfortunately, this also
means that one obtains essentially no insight into what is happening on the proof complexity
side (other than that the bound on space in terms of width is true). It has remained an open
problem to give a more explicit, proof complexity theoretic, argument.

In this paper, we give a purely combinatorial proof in terms of simple syntactic manipu-
lations of resolution refutations. To summarize in one sentence, we study the conjunctions of
clauses in memory at each time step in a small-space refutation, negate these conjunctions
and then expand them to conjunctive normal form again, and finally argue that the new sets
of clauses listed in reverse order (essentially) constitute a small-width refutation of the same
formula.

This new, simple proof also allows us to obtain a new technique for proving space lower
bounds. This approach is reminiscent of [10] in that one defines a static “progress measure”
on refutations and argues that when a refutation has made substantial progress it must have
high complexity with respect to the proof complexity measure under study. Previous lower
bounds on space have been inherently adaptive and in that sense less explicit.

One other important motivation for our work was the hope that a simplified proof of the
space-width inequality would serve as a stepping stone to resolving the analogous question for
the polynomial calculus proof system, where the width of clauses corresponds to the degree
of polynomials. While we recently showed in [14] the analogue of [8] that there are formulas
of worst-case space complexity that require only constant degree, the question of whether
degree lower bounds imply space lower bounds remains open. Unfortunately, as discussed
towards the end of this paper we show that it appears unlikely that this question can be
resolved by methods similar to our proof of the corresponding inequality for resolution.

The rest of this paper is organized as follows. After some brief preliminaries in Section 2,
we present the new proof of the space-width inequality in [2] in Section 3. In Section 4 we
showcase the new technique for space lower bounds by studying so-called Tseitin formulas.
Section 5 explains why we believe it is unlikely that our methods will extend to polynomial
calculus. Some concluding remarks are given in Section 6.

2 Preliminaries

Let us start by a brief review of the preliminaries. The following material is standard and
can be found, e.g., in the survey [18].

A literal over a Boolean variable x is either the variable x itself (a positive literal) or its
negation that is denoted either as ¬x or x (a negative literal). We define x = x. A clause
C = a1 ∨ · · · ∨ ak is a disjunction of literals and a term T = a1 ∧ · · · ∧ ak is a conjunction of
literals. We denote the empty clause by ⊥ and the empty term by ∅. The logical negation of
a clause C = a1∨ · · · ∨ak is the term a1∧ · · · ∧ak that consists of the negations of the literals
in the clause. We will sometimes use the notation ¬C or C for the term corresponding to the
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negation of a clause and ¬T or T for the clause negating a term. A clause (term) is trivial if
it contains both a variable and its negation. For the proof systems we study, trivial clauses
and terms can always be eliminated without any loss of generality.

A clause C ′ subsumes clause C if every literal from C ′ also appears in C. A k-clause
(k-term) is a clause (term) that contains at most k literals. A CNF formula F = C1∧· · ·∧Cm
is a conjunction of clauses, and a DNF formula F = T1 ∨ · · · ∨ Tm is a disjunction of terms.
A k-CNF formula (k-DNF formula) is a CNF formula (DNF formula) consisting of k-clauses
(k-terms). In this paper we only consider CNF formulas that do not contain the empty clause.
We think of clauses, terms, and CNF formulas as sets: the order of elements is irrelevant and
there are no repetitions.

Let us next describe a slight generalization of the resolution proof system by Krajíček [16],
who introduced the the family of r-DNF resolution proof systems, denoted R(r), as an
intermediate step between resolution and depth-2 Frege systems. An r-DNF resolution
configuration C is a set of r-DNF formulas. An r-DNF resolution refutation of a CNF
formula F is a sequence of configurations (C0, . . . ,Cτ ) such that C0 = ∅, ⊥ ∈ Cτ , and for
1 ≤ t ≤ τ we obtain Ct from Ct−1 by one of the following steps:
Axiom download Ct = Ct−1 ∪ {A}, where A is a clause in F (sometimes referred to as an

axiom clause).
Inference Ct = Ct−1 ∪ {D}, where D is inferred by one of the following rules (where G,H

denote r-DNF formulas, T, T ′ denote r-terms, and a1, . . . , ar denote literals):

r-cut (a1 ∧ · · · ∧ ar′) ∨G a1 ∨ · · · ∨ ar′ ∨H
G ∨H

, where r′ ≤ r.

∧-introduction G ∨ T G ∨ T ′
G ∨ (T ∧ T ′) , as long as |T ∪ T ′| ≤ r.

∧-elimination G ∨ T
G ∨ T ′ for any non-empty T ′ ⊆ T .

Weakening G
G ∨H for any r-DNF formula H.

Erasure Ct = Ct−1 \ {C}, where C is an r-DNF formula in Ct−1.

When setting r = 1 we obtain the standard resolution proof system. In this case the
only nontrivial inference rules are weakening and r-cut, where the former can be eliminated
without loss of generality (but is sometimes convenient to have for technical purposes) and
the latter simplifies to the resolution rule C∨x D∨x

C∨D . We identify a resolution configuration C
with the CNF formula

∧
C∈C C.

The length L(π) of an r-DNF resolution refutation π is the number of download and
inference steps, and the space Sp(π) is the maximal number of r-DNF formulas in any
configuration in π. We define the length LR(r)(F ` ⊥) and the space SpR(r)(F ` ⊥) of
refuting a formula F in r-DNF resolution by taking the minimum over all refutations F with
respect to the relevant measure. We drop the proof system R(r) from this notation when it
is clear from context.

For the resolution proof system, we also define the width W(π) of a resolution refutation π
as the size of a largest clause in π, and taking the minimum over all resolution refutations
we obtain the width W(F `⊥) of refuting F . We remark that in the context of resolution
the space measure defined above is sometimes referred to as clause space to distinguish it
from other space measures studied for this proof system.
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3 From Space to Width

In this section we present our new combinatorial proof that width is a lower bound for clause
space in resolution. The formal statement of the theorem is as follows (where we recall that
in this article all CNF formulas are assumed to be non-trivial in that they do not contain
the contradictory empty clause).

I Theorem 1 ([2]). Let F be a k-CNF formula and let π : F `⊥ be a resolution refutation
in space Sp(π) = s. Then there is a resolution refutation π′ of F in width W(π′) ≤ s+ k− 3.

The proof idea is to take the refutation π in space s, negate the configurations one by one,
rewrite them as equivalent sets of disjunctive clauses, and list these sets of clauses in reverse
order. This forms the skeleton of the new refutation, where all clauses have width at most s.
To see this, note that each configuration in the original refutation is the conjunction of at
most s clauses. Therefore, the negation of such a configuration is a disjunction of at most
s terms, which is equivalent (using distributivity) to a conjunction of clauses of width at
most s. To obtain a legal resolution refutation, we need to fill in the gaps between adjacent
sets of clauses. In this process the width increases slightly from s to s+ k − 3.

Before presenting the full proof, we need some technical results. We start by giving a
formal definition of what a negated configuration is.

I Definition 2. The negated configuration neg(C) of a configuration C is defined by induction
on the number of clauses in C:

neg(∅) = {⊥},
neg(C ∪ {C}) = {D ∨ a | D ∈ neg(C) and a ∈ C},

where we remove trivial and subsumed clauses from the final configuration.

In the proof we will use a different characterization of negated configurations that is
easier to work with.

I Proposition 3. The negated configuration neg(C) is the set of all minimal (non-trivial)
clauses C such that ¬C implies the configuration C. That is

neg(C) = {C | ¬C � C and for every C ′ ⊆ C it holds that ¬C ′ 6� C} .

Proof. Let us fix the configuration C and let D denote the set of all minimal clauses
implying C. We prove that for each clause C ∈ neg(C) there is a clause C ′ ∈ D such
that C ′ ⊆ C and vice versa. The proposition then follows because by definition neither D
nor neg(C) contains subsumed clauses.

First, let C ∈ neg(C). By the definition of neg(C) we know that for every clause D ∈ C
the clause C contains the negation of some literal from D. Hence, ¬C implies C as it is a
conjunction of literals from each clause in C. By taking the minimal clause C ′ ⊆ C such
that ¬C ′ � C we have that C ′ ∈ D.

In the opposite direction, let C ∈ D and let us show that C must contain a negation of
some literal in D for every clause D ∈ C. Assume for the sake of contradiction that D ∈ C is
a clause such that none of its literals has a negation appearing in C. Let α be a total truth
value assignment that satisfies ¬C (such an assignment exists because C is non-trivial). By
assumption, flipping the variables in α so that they falsify D cannot falsify ¬C. Therefore, we
can find an assignment that satisfies ¬C but falsifies D ∈ C, which contradicts the definition
of D. Hence, the clause C must contain a negation of some literal in D for every D ∈ C and
by the definition of neg(C) there is a C ′ ∈ neg(C) such that C ′ ⊆ C. J
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The following observation, which formalizes the main idea behind the concept of negated
configurations, is an immediate consequence of Proposition 3.

I Observation 4. An assignment satisfies a clause configuration C if and only if it falsifies
the negated clause configuration neg(C). That is, C is logically equivalent to ¬neg(C).

Recall that what we want to do is to take a resolution refutation π = (C0,C1, . . . ,Cτ )
and argue that if π has small space, then the reversed sequence of negated configurations
π′ = (neg(Cτ ),neg(Cτ−1), . . . ,neg(C0)) has small width. However, as noted above π′ is not
necessarily a legal resolution refutation. Hence, we need to show how to derive the clauses
in each configuration of the negated refutation without increasing the width by too much.
We do so by a case analysis over the derivation steps in the original refutation, i.e., axiom
download, clause inference, or clause erasure. The following lemma show that for inference
and erasure steps all that is needed in the reverse direction is to apply weakening.

I Lemma 5. If C � C′, then for every clause C ∈ neg(C) there is a clause C ′ ∈ neg(C′)
such that C is a weakening of C ′.

Proof. For any clause C is in neg(C) it holds by Proposition 3 that ¬C � C. Since C � C′,
this in turns implies that ¬C � C′. Applying Proposition 3 again, we conclude that there
exists a clause C ′ ⊆ C such that C ′ ∈ neg(C′). J

The only time in a refutation π = (C0,C1, . . . ,Cτ ) when it does not hold that Ct−1 � Ct
is when an axiom clause is downloaded at time t, and such derivation steps will require a bit
more careful analysis. We provide such an analysis in the full proof of Theorem 1, which we
are now ready to present.

Proof of Theorem 1. Let π = (C0,C1, . . . ,Cτ ) be a resolution refutation of F in space s.
For every configuration

Ct ∈ π, let Dt denote the corresponding negated configuration neg(Ct). By the discussion
preceding Definition 2, it is clear than each clause of Ct contributes at most one literal to
each clause of Dt. Hence, the clauses of Dt have width at most s. We need to show how to
transform the sequence π′ = (Dτ ,Dτ−1, . . . ,D0) into a legal resolution refutation of width at
most s+ k − 3.

The initial configuration of the new refutation is Dτ itself, which is empty by Definition 2.
If Ct+1 follows Ct by inference or erasure, then we can derive any clause of Dt from a clause
of Dt+1 by weakening, as proven in Lemma 5. If Ct+1 follows Ct by axiom download, then we
can derive Dt from Dt+1 in width at most s+k− 3, as we show below. The last configuration
D0 includes the empty clause ⊥ by Definition 2, so the new refutation is complete.

It remains to take care of the case of axiom download. We claim that we can assume
without loss of generality that prior to each axiom download step the space of the config-
uration Ct is at most s − 2. Otherwise, immediately after the axiom download step the
proof π needs to erase a clause in order to maintain the space bound s. By reordering the
axiom download and clause erasure steps we get a valid refutation of F for which it holds
that Sp(Ct) ≤ s− 2.

Suppose Ct+1 = Ct ∪ {A} for some axiom A = a1 ∨ · · · ∨ a`, with ` ≤ k. Consider now
some clause C that is in the negated configuration Dt and that does not belong to Dt+1.
Again by Definition 2, the clause C has at most one literal per clause in Ct, so W(C) ≤ s− 2.
To derive C from Dt+1 we first download axiom A and then show how to derive C from the
clauses in Dt+1 ∪ {A}.
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First, note that all clauses Ca = C ∨a are either contained in or are weakenings of clauses
in Dt+1. This follows easily from Definition 2 as adding an axiom A to the configuration Ct
results in adding negations of literals from A to all clauses C ∈ Dt. Hence, we can obtain C
by the following derivation:

A = a1 ∨ · · · ∨ a` Ca1 = C ∨ a1

C ∨ a2 ∨ · · · ∨ a` Ca2 = C ∨ a2

C ∨ a3 ∨ · · · ∨ a`
...

C ∨ a` Ca`
= C ∨ a`

C

When C is the empty clause, the width of this derivation is upper-bounded by W(A) ≤ k.
Otherwise, it is upper bounded by W(C) + W(A)− 1 ≤ s+ k − 3. Any resolution refutation
has space at least 3 (unless the formula contains the empty clause itself), so the width of π′
is upper-bounded by W(π′) ≤ s+ k − 3. J

The proof of Theorem 1 also works for r-DNF resolution, with some loss in parameters.
We now define the negated configuration of an r-DNF resolution configuration and sketch a
proof that resolution width is a lower bound for r-DNF resolution space.

I Theorem 6. Let F be a k-CNF formula and let π : F `⊥ be an r-DNF resolution refutation
of F in space Sp(π) ≤ s. Then there exists a resolution refutation π′ of F in width at most
W(π′) ≤ (s− 2)r + k − 1.

Proof sketch. We define the negated configuration negR(r)(C) of a R(r) configuration to be
negR(r)(∅) = {⊥},
negR(r)(C ∪ {C}) = {D ∨ T | D ∈ negR(r)(C) and T ∈ C},

with trivial and subsumed clauses removed. It is easy to see that an s space r-DNF
configuration gets transformed into a resolution configuration of width sr. We can prove
an analogue of Proposition 3 for this definition of the negated configuration and, hence, the
analogue of Lemma 5 easily follows. The case of axiom download is the same as in the proof
of Theorem 1 as axioms are clauses. Hence, running the negated refutation backwards we
get a resolution refutation of F in width (s− 2)r + k − 1. J

4 A Static Technique for Proving Space Lower Bounds

Looking at the proof complexity literature, the techniques used to prove lower bounds for
resolution length and width (e.g., [10, 11, 15, 19]) are essentially different from ones used to
prove resolution space lower bounds (e.g., [1, 7, 13], in that the former are static or oblivious
while the latter are dynamic.

Lower bounds on resolution length typically have the following general structure: if
a refutation is too short, then we obtain a contradiction by applying a suitable random
restriction (the length of the proof figures in by way of a union bound); so any refutation
must be long. When proving lower bounds on resolution width, one defines a complexity
measure, and uses the properties of this measure to show that every refutation must contain
a complex clause; in a second step one then argues that such a complex clause must be wide.

In contrast, most lower bound proofs for resolution space use an adversary argument. As-
suming that the resolution derivation is in small space, one constructs a satisfying assignment
for each clause configuration. Such assignments are updated inductively as the derivation
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progresses, and one shows that the update is always possible given the assumption that the
space is small. This in turn shows that the contradictory empty clause can never be reached,
implying a space lower bound on refutations. The essential feature separating this kind of
proofs from the ones above is that the satisfying assignments arising during the proof depend
on the history of the derivation; in contrast, the complexity measures in width lower bounds
are defined once and for all, as are the distributions of random restrictions in length lower
bounds.

In this section we present a static lower bound on resolution space. Our proof combines
the ideas of Section 3 and the complexity measure for clauses used in [10]. We define a
complexity measure for configurations which can be used to prove space lower bounds along
the lines of the width lower bounds mentioned above.

This approach works in general in that complexity measure for clauses can be transformed
into a complexity measure for configurations. This turns many width lower bound techniques
into space lower bound ones (e.g., width lower bounds for random 3-CNF formulas.) In this
section we give a concrete example of this for Tseitin formulas, which are a family of CNFs
encoding a specific type of systems of linear equations.

I Definition 7 (Tseitin formula). Let G = (V,E) be an undirected graph and χ : V → {0, 1}
be a function. Identify every edge e ∈ E with a variable xe, and let PARITY v,χ denote the
CNF encoding of the constraint

∑
e3v xe = χ(v) (mod 2) for any vertex v ∈ V . Then the

Tseitin formula over G with respect to χ is Ts(G,χ) =
∧
v∈V PARITY v,χ.

When the degree of G is bounded by d, PARITY v,χ has at most 2d−1 clauses, all of
width at most d, and hence Ts(G,χ) is a d-CNF formula with at most 2d−1|V | clauses. We
say that a set of vertices U has odd (even) charge if

∑
u∈U χ(u) is odd (even). A simple

counting argument shows that when V (G) has odd charge, Ts(G,χ) is unsatisfiable. On
the other hand, if G is connected then for each v ∈ V it is always possible to satisfy the
constraints PARITY u,χ for all u 6= v. If G is a good expander, then large space is needed to
refute Ts(G,χ).

I Definition 8 (Edge expansion). The graph G = (V,E) is an (s, δ)-edge expander if for
every set of vertices U ⊆ V such that |U | ≤ s, the set of edges E

(
U
)
has size at least δ|U |,

where E
(
U
)
is the set of edges of G with exactly one vertex in U .

I Theorem 9. For a d-degree (s, δ)-edge expander G it holds that Sp(Ts(G,χ)) ≥ δs/d.

We remark that Theorem 9 was originally proven in [1, 13] (and with slightly better
parameters, as discussed below).

For the rest of this section we fix a particular connected graph G of degree d, a function χ
with respect to which V (G) has odd charge, and the corresponding Tseitin formula Ts(G,χ).
The main tool used to prove Theorem 9 is a complexity measure for configurations. We show
that if G is a good expander, then every refutation of Ts(G,χ) must have a configuration with
intermediate measure. We conclude the proof by showing that the space of a configuration is
at least the value of its measure, if the latter falls within a specific range of values.

We first define our configuration complexity measure for terms (i.e. configurations con-
sisting of unit clauses), and then we extend it to general configurations. In words, the term
complexity measure is the smallest number of parity axioms of Ts(G,χ) that collectively
contradict the term, and the configuration complexity measure is the maximum measure
over all terms that imply the configuration.

I Definition 10 (Configuration complexity measure). The term complexity measure ν(T ) of
a term T is ν(T ) = min

{
|V ′| : V ′ ⊆ V and T ∧

∧
v∈V ′ PARITY v,χ � ⊥

}
.
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The configuration complexity measure µ(C) of a resolution configuration C is defined as
µ(C) = max {ν(T ) : T � C}. When only trivial terms T imply C, we have µ(C) = 0.

We now introduce the convenient concept of witness for the measure: a witness for ν(T )
is a set of vertices V ∗ for which ν(T ) = |V ∗| and T ∧

∧
v∈V ∗ PARITY v,χ � ⊥. Similarly, for

configurations, a witness for µ(C) is a term T ∗ for which ν(T ∗) = µ(C) and T ∗ � C.
There is a big gap between the measure of the initial and final configurations of a

refutation, and we will see that the measure does not change much at each step. Hence,
the refutation must pass through a configuration of intermediate measure. Formally, we
have that µ(∅) = |V |, because the empty term implies ∅ and has measure |V |, and µ(C) = 0
when ⊥ ∈ C, as only trivial terms imply contradiction.

To study how the measure changes during the refutation, we look separately at what
happens at each type of step. As in the proof of Theorem 1, we can deal with inference and
clause erasure steps together.

I Lemma 11. If C � C′ then µ(C) ≤ µ(C′).

Proof. Let T ∗ be a witness for µ(C). Then, T ∗ � C and, hence, we also have T ∗ � C′.
Therefore, µ(C′) ≥ ν(T ∗) = µ(C). J

Again, as in the proof of Theorem 1, axiom download requires most of the work. We
show that if the graph has constant degree d, then the measure decreases slowly.

I Lemma 12. For a clause A in Ts(G,χ) and a graph G of bounded degree d, if C′ = C∪{A}
then d · µ(C′) + 1 ≥ µ(C).

Proof. Fix a witness T ∗ for µ(C). Since µ(C) = ν(T ∗), to prove the lemma we need to
upper-bound the value ν(T ∗) by d · µ(C′) + 1.

For any literal a in A, we know that T ∗ ∧ a implies C′ because T ∗ implies C and a

implies A. Hence, it holds that µ(C′) ≥ ν(T ∗ ∧ a), and so it will be sufficient to relate ν(T ∗)
to the values ν(T ∗ ∧ a). To this end, we look at the set of vertices V ∗ =

⋃
a∈A Va ∪ {vA},

where each Va is a witness for the corresponding measure ν(T ∗ ∧ a), and vA is the vertex
such that A ∈ PARITY vA,χ. Note that by definition we have |Va| = ν(T ∗ ∧ a) for every
a ∈ A and also that |V ∗| ≤

∑
a∈A|Va|+ 1, which can in turn be bounded by d · µ(C′) + 1

because A has at most d literals.
We conclude the proof by showing that T ∗ ∧

∧
v∈V ∗ PARITY v,χ � ⊥, which shows that

ν(T ∗) ≤ |V ∗|. The implication holds because any assignment either falsifies clause A, and
so falsifies PARITY vA,χ, or one of the literals a ∈ A is satisfied. But then we have as a
subformula T ∗ ∧

∧
v∈Va

PARITY v,χ, which is unsatisfiable by the definition of Va when a is
true. The bound ν(T ∗) ≤ |V ∗| then follows, and so µ(C) ≤ |V ∗| ≤ d · µ(C′) + 1. J

The preceding results imply that every resolution refutation of the Tseitin formula has a
configuration of intermediate complexity. This holds because every refutation starts with
a configuration of measure |V | and needs to reach the configuration of measure 0, while at
each step the measure drops at most a factor 1/d by previous lemmas.

I Corollary 13. For any resolution refutation π of a Tseitin formula Ts(G,χ) over a connected
graph G of bounded degree d and any positive integer r ≤ |V | there exists a configuration
C ∈ π such that the configuration complexity measure is bounded by r/d ≤ µ(C) ≤ r.

It remains to show that a configuration having intermediate measure must also have large
space. Note that ν(T ) is a monotone decreasing function, since T ⊆ T ′ implies ν(T ) ≥ ν(T ′)
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by definition. Hence, we only need to look at minimal terms T for which T � C in order to
determine µ(C).

In the case of expander graphs we have a space lower bound from the configuration
complexity measure.

I Lemma 14. Let G be an (s, δ)-edge expander graph. For every configuration C satisfying
µ(C) ≤ s it holds that Sp(C) ≥ δ · µ(C).

Proof. To prove the lemma, we lower-bound the size of a minimal witness T ∗ for µ(C) and
then use the bound Sp(C) ≥ |T ∗|. If only trivial terms imply C then the lemma immediately
follows because µ(C) = 0. The latter bound follows by noting that every literal of T ∗ must
imply at least one clause in C. Fix T ∗ to be a minimal witness for µ(C) and let V ∗ be a
witness for ν(T ∗). Note that |V ∗| = µ(C). We prove that T ∗ must contain a variable for
every edge in E

(
V ∗
)
.

Towards contradiction, assume that T ∗ does not contain some xe for an edge e in
E
(
V ∗
)
, and let ve be the vertex in V ∗ incident to e. Let α be an assignment that

satisfies T ∗ ∧
∧
v∈V ∗\{ve} PARITY v,χ. Such an assignment must exist as otherwise V ∗

would not be a witness for ν(T ∗). We can modify α by changing the value of xe so that
PARITY ve,χ is satisfied. By the assumption, the new assignment α′ still satisfies T ∗ and∧
v∈V ∗\{ve} PARITY v,χ as neither contains the variable xe. Thus, we have found an assign-

ment satisfying T ∗ ∧
∧
v∈V ∗ PARITY v,χ, which is a contradiction.

Hence, the term T ∗ contains a variable for every edge in E
(
V ∗
)
. Since G is an (s, δ)-edge

expander and |V ∗| ≤ s, the term T ∗ contains at least δ · |V ∗| variables. From Sp(C) ≥ |T ∗|
and the fact that |V ∗| = µ(C) we prove that Sp(C) ≥ δ · µ(C) if µ(C) ≤ s. J

The preceding lemma and Corollary 13 together imply Theorem 9, because by Corollary 13
there is a configuration with measure between s/d and s, and this configuration has space at
least δs/d by the previous lemma.

Theorem 9 gives inferior results compared to a direct application of Theorem 1 to known
width lower bounds. The bounds that we get are worse by a multiplicative factor of 1/d.
One might hope to remove this multiplicative factor by improving the bound in Lemma 12,
but this is not possible because that bound is tight.

To see this, assume that the graph G consists of a set of vertices V with one vertex v that
is a neighbor of d disjoint subgraphs each of size (|V |−1)/d. Also, let A be one of the clauses
in PARITY v,χ such that setting any literal in A to true pushes the odd charge into one of
the neighboring subgraphs of v. Taking C = ∅ and C′ = {A} we have that µ(C) = |V | and
µ(C′) = (|V | − 1)/d. The latter equality holds because every minimal term T satisfying A
contains exactly one literal from A, and so pushes the odd charge into one of the subgraphs
neighboring v. This makes the vertices of that subgraph a witness for ν(T ). Hence, we have
an example where d · µ(C′) + 1 = µ(C), which shows that Lemma 12 is tight.

5 From Small Space to Small Degree in Polynomial Calculus?

An intriguing question is whether an analogue of the bound in Theorem 1 holds also for the
stronger algebraic proof system polynomial calculus introduced in [12]. In this context, it
is more relevant to discuss the variant of this system presented in [1], which is known as
polynomial calculus (with) resolution or PCR, which we briefly describe below.

In a PCR derivation, the configurations are sets of polynomials in F[x, x, y, y, . . .], where
x and x are different formal variables. By way of example, a clause x ∨ y ∨ z is translated
to the polynomial xyz consisting of one monomial. In addition to the translations of the
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axiom clauses of the CNF formula to be refuted, the proof system also contain axioms x2− x
and x + x − 1. These axioms enforce that only assigments to {0, 1} are considered (and
hence that all polynomials are multilinear without loss of generality) and that x always
takes the opposite value of x. There are two inference rules, which preserve common roots
of the polynomials, namely linear combination p q

αp+βq and multiplication p
xp , where p and q

are (previously derived) polynomials, the coefficients α, β are elements of F, and x is any
variable (with or without bar). The refutation ends when 1 has been derived. The size,
degree and monomial space measures are analogues of length, width and clause space in
resolution (counting monomials instead of clauses). PCR can simulate resolution refutations
efficiently with respect to all of these measures.

Let us now discuss why the method we use to prove Theorem 1 is unlikely to generalize to
PCR. An example of formulas that seem hard to deal with in this way are so-called pebbling
contradictions, which we describe next.

Pebbling contradictions are defined in terms of directed acyclic graphs (DAGs) G = (V,E)
with bounded fan-in, where vertices with no incoming edges are called sources and vertices
without outgoing edges sinks. Assume G has a unique sink z and associate a variable V to
each vertex v ∈ V . Then the pebbling contradiction over G consists of the following clauses:

for each source vertex s, a clause s (source axioms),
for each non-source vertex v, a clause

∨
(u,v)∈E u ∨ v (pebbling axioms),

for the sink z, a clause z (sink axiom).

As shown in [6], pebbling contradictions exhibit space-width trade-offs in resolution in
that they can always be refuted in constant width as well as in constant space, but there are
graphs for which optimizing one of these measures necessary causes essentially worst-case
linear behaviour for the other measure.

There are two natural ways to refute pebbling contradictions in resolution. One approach
is to go “bottom-up” from sources to sinks in topological order, and derive for each vertex
v ∈ V (G) the clause v using the pebbling axiom for v and the clauses for the predecessors of
the vertex v. When the refutation reaches z it derives a contradiction with the sink axiom
z. This can be done in constant width but for some graphs requires large space. The other
approach is “top-down” starting from the sink axiom z and deriving clauses of the form
v1 ∨ · · · ∨ v`. A new clause is derived by replacing any vertex vi in the old one by all its
predecessors, i.e., resolving with the pebbling axiom for vi. Since G is acyclic we can repeat
this process until we get to the sources, for which the negated literals can be resolved away
using source axioms. This refutation can be carried out in constant clause space, but such a
refutation might require large width.

Now, one can observe that the transformation of configurations in our proof of Theorem 1
maps either of two refutations above into the other one, and this is the main reason why
our proof does not seem to generalize to PCR. In PCR, we can represent any conjunction
of literals a1 ∧ · · · ∧ ar as the binomial 1−

∏
i ai. Using this encoding with the bottom-up

approach yields a third refutation, which has constant space but possibly large degree. Hence,
there are constant space polynomial calculus refutations of pebbling contradictions in both
the bottom-up and the top-down direction. This in turn means that if our proof method
were to work for PCR, we would need to find constant degree refutations in both directions.
For the top-down case it seems unlikely that such a refutation exists.

6 Concluding Remarks

In this work, we present an alternative, completely elementary, proof of the result by Atserias
and Dalmau [2] that space is an upper bound on width in resolution. Our construction
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gives a syntactic way to convert a small-space resolution refutation into a refutation in small
width. We also exhibit a new “black-box” approach for proving space lower bounds that
works by defining a progress measure à la Ben-Sasson and Wigderson [10] and showing that
when a refutation has made medium progress towards a contradiction it must be using a lot
of space. We believe that these techniques shed interesting new light on resolution space
complexity, and hope that they will serve to increase our understanding of this notoriously
tricky complexity measure.

As an example of a question about resolution space that still remains open, suppose we
are given a k-CNF formula that is guaranteed to be refutable in constant space. By [2] it is
also refutable in constant width, and a simple counting argument then shows that exhaustive
search in small width will find a polynomial-length resolution refutation. But is there any
way of obtaining such a short refutation from a refutation in small space that is more explicit
that doing exhaustive search? And can we obtain a short refutation without blowing up the
space by more than, say, a constant factor?

Known length-space trade-off results for resolution in [4, 5, 9, 17] do not answer this
question as they do not apply to this range of parameters. Unfortunately, our new proof of
the space-width inequality cannot be used to resolve this question either, since in the worst
case the resolution refutation we obtain might be as bad as the one found by exhaustive
search of small-width refutations (or even worse, due to repetition of clauses). This would
seem to be inherent—a recent result [3] shows that there are formulas refutable in space and
width s where the shortest refutation has length nΩ(s), i.e., matching the exhaustive search
upper bound up to a (small) constant factor in the exponent.

An even more intriguing question is how the space and degree measures are related in
polynomial calculus, as discussed in Section 5. For most relations between length, space,
and width in resolution, it turns out that they carry over with little or no modification to
size, space, and degree, respectively, in polynomial calculus. So can it be that it also holds
that space yields upper bounds on degree in polynomial calculus? Or could perhaps even
the stronger claim hold that polynomial calculus space is an upper bound on resolution
width? These questions remain wide open, but in the recent paper [14] we made some limited
progress by showing that if a formula requires large resolution width, then the “XORified
version” of the formula requires large polynomial calculus space. We refer to the introductory
section of [14] for a more detailed discussion of these issues.
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Abstract
Several algorithmic meta-theorems on kernelization have appeared in the last years, starting with
the result of Bodlaender et al. [FOCS 2009] on graphs of bounded genus, then generalized by
Fomin et al. [SODA 2010] to graphs excluding a fixed minor, and by Kim et al. [ICALP 2013]
to graphs excluding a fixed topological minor. Typically, these results guarantee the existence
of linear or polynomial kernels on sparse graph classes for problems satisfying some generic
conditions but, mainly due to their generality, it is not clear how to derive from them constructive
kernels with explicit constants.

In this paper we make a step toward a fully constructive meta-kernelization theory on sparse
graphs. Our approach is based on a more explicit protrusion replacement machinery that, instead
of expressibility in CMSO logic, uses dynamic programming, which allows us to find an explicit
upper bound on the size of the derived kernels. We demonstrate the usefulness of our techniques
by providing the first explicit linear kernels for r-Dominating Set and r-Scattered Set on
apex-minor-free graphs, and for Planar-F-Deletion on graphs excluding a fixed (topological)
minor in the case where all the graphs in F are connected.
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1 Introduction

Motivation. Parameterized complexity deals with problems whose instances I come equipped
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kernels of size polynomial or linear in k (called linear kernels) is one of the major goals of
this area.

An influential work in this direction was the linear kernel of Alber et al. [2] for Dominating
Set on planar graphs, which was generalized by Guo and Niedermeier [11] to a family of
problems on planar graphs. Several algorithmic meta-theorems on kernelization have appeared
in the last years, starting with the result of Bodlaender et al. [3] on graphs of bounded genus.
After that, similar results have been obtained on larger sparse graph classes, such as graphs
excluding a minor [9] or a topological minor [14].

Typically, the above results guarantee the existence of linear or polynomial kernels on
sparse graph classes for a number of problems satisfying some generic conditions but, mainly
due to their generality, it is hard to derive from them constructive kernels with explicit
constants. The main reason behind this non-constructibility is that the proofs rely on a
property of problems called Finite Integer Index (FII) that, roughly speaking, allows to
replace large “protrusions” (i.e., large subgraphs with small boundary to the rest of the
graph) with “equivalent” subgraphs of constant size. This substitution procedure is known
as protrusion replacer, and while its existence has been proved, so far, there is no generic
way to construct it. Using the technology developed in [3], there are cases where protrusion
replacements can become constructive given the expressibility of the problem in Counting
Monadic Second Order (CMSO) logic. This approach is essentially based on extensions of
Courcelle’s theorem [4] that, even when they offer constructibility, it is hard to extract from
them any explicit constant that upper-bounds the size of the derived kernel.

Results and techniques. In this article we tackle the above issues and make a step toward
a fully constructive meta-kernelization theory on sparse graphs with explicit constants. For
this, we essentially substitute the algorithmic power of CMSO logic with that of dynamic
programming on graphs of bounded decomposability (i.e., bounded treewidth). Our approach
provides a dynamic programming framework able to construct a protrusion replacer for a
wide variety of problems.

Loosely speaking, the framework that we present can be summarized as follows. First of all,
we propose a general definition of a problem encoding for the tables of dynamic programming
when solving parameterized problems on graphs of bounded treewidth. Under this setting,
we provide general conditions on whether such an encoding can yield a protrusion replacer.
While our framework can also be seen as a possible formalization of dynamic programming,
our purpose is to use it for constructing protrusion replacement algorithms and linear kernels
whose size is explicitly determined.

In order to obtain an explicit linear kernel for a problem Π, the main ingredient is to prove
that when solving Π on graphs of bounded treewidth via dynamic programming, we can use
tables such that the maximum difference between all the values that need to be stored is
bounded by a function of the treewidth. For this, we prove in Theorem 13 that when the
input graph excludes a fixed graph H as a (topological) minor, this condition is sufficient for
constructing an explicit protrusion replacer algorithm, i.e., a polynomial-time algorithm that
replaces a large protrusion with an equivalent one whose size can be bounded by an explicit
constant. Such a protrusion replacer can then be used, for instance, whenever it is possible
to compute a linear protrusion decomposition of the input graph (that is, an algorithm that
partitions the graph into a part of size linear in O(k) and a set of O(k) protrusions). As
there is a wealth of results for constructing such decompositions [3, 8, 9, 14], we can use them
as a starting point and, by applying dynamic programming, obtain an explicit linear kernel
for Π.
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We demonstrate the usefulness of this general strategy by providing the first explicit
linear kernels for three distinct families of problems on sparse graph classes. On the one hand,
for each integer r > 1, we provide a linear kernel for r-Dominating Set and r-Scattered
Set on graphs excluding a fixed apex graph H as a minor. Moreover, for each finite family
F of connected graphs containing at least one planar graph, we provide a linear kernel for
Planar-F-Deletion on graphs excluding a fixed graph H as a (topological) minor1.

We chose these families of problems as they are all tuned by a secondary parameter that
is either the constant r or the size of the graphs in the family F . That way, we not only
capture a wealth of parameterized problems, but we also make explicit the contribution of
the secondary parameter in the size of the derived kernels.

Organization of the paper. Due to space limitations, the proofs of the results marked with
‘[?]’ can be found in the full version of this paper, which is permanently available at [10]. For
the reader not familiar with the background used in previous work on this topic [3, 9, 14],
some preliminaries can be found in [10], including graph minors, parameterized problems,
(rooted) tree-decompositions, boundaried graphs, the canonical equivalence relation ≡Π,t for a
problem Π and an integer t, FII, protrusions, and protrusion decompositions. In Section 2 we
introduce the basic definitions of our framework and present an explicit protrusion replacer.
In Section 3 we show how to apply our methodology to various problems, and we conclude
with some directions for further research in Section 4.

2 An explicit protrusion replacer

In this section we present our strategy to construct an explicit protrusion replacer via dynamic
programming. For a positive integer t, we define Ft as the class of all t-boundaried graphs of
treewidth at most t− 1 that have a rooted tree-decomposition with all boundary vertices
contained in the root-bag. We will restrict ourselves to parameterized graph problems such
that a solution can be certified by a subset of vertices.

I Definition 1 (Vertex-certifiable problem). A parameterized graph problem Π is called
vertex-certifiable if there exists a language LΠ (called certifying language for Π) defined on
pairs (G,S), where G is a graph and S ⊆ V (G), such that (G, k) is a Yes-instance of Π
if and only if there exists a subset S ⊆ V (G) with |S| 6 k (or |S| > k, depending on the
problem) such that (G,S) ∈ LΠ.

Many graph problems are vertex-certifiable, like r-Dominating Set, Feedback Vertex
Set, or Treewidth-t Vertex Deletion. This section is structured as follows. In
Subsection 2.1 we define the notion of encoder, the main object that will allow us to
formalize in an abstract way the tables of dynamic programming. In Subsection 2.2 we use
encoders to define an equivalence relation on graphs in Ft that, under some natural technical
conditions, will be a refinement of the canonical equivalence relation defined by a problem
Π (see [10]). This refined equivalence relation allows us to provide an explicit upper bound
on the size of its representatives (Lemma 11), as well as a linear-time algorithm to find
them (Lemma 12). In Subsection 2.3 we use the previous ingredients to present an explicit

1 In an earlier version of this paper, we also described a linear kernel for Planar-F-Packing on graphs
excluding a fixed graph H as a minor. Nevertheless, as this problem is not directly vertex-certifiable
(see Definition 1), for presenting it we should restate and extend many of the definitions and results
given in Section 2 in order to deal with more general families of problems. Therefore, we decided not to
include this family of problems in this article.
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protrusion replacement rule (Theorem 13), which replaces a large enough protrusion with
a bounded-size representative from its equivalence class, in such a way that the parameter
does not increase.

2.1 Encoders
The Dominating Set problem, as a vertex-certifiable problem, will be used hereafter as
a running example to illustrate our general framework and definitions. Let us start with a
description of dynamic programming tables for Dominating Set on graphs of bounded
treewidth.

Running example: Let B be a bag of a rooted tree-decomposition (T,X ) of width t − 1
of a graph G ∈ Ft. The dynamic programming (DP) tables for Dominating Set can
be defined as follows. The entries of the DP-table for B are indexed by the set of tuples
R ∈ {0, ↑ 1, ↓ 1}|B|, so-called encodings. As detailed below, the symbol 0 stands for vertices
in the (partial) dominating set, the symbol ↓ 1 for vertices that are already dominated, and
↑ 1 for vertices with no constraints. More precisely, the coordinates of each |B|-tuple are in
one-to-one correspondence with the vertices of B. For a vertex v ∈ B, we denote by R(v) its
corresponding coordinate in the encoding R. A subset S ⊆ V (GB) is a partial dominating
set satisfying R if the following conditions are satisfied:
∀v ∈ V (GB) \B, dGB

(v, S) 6 1; and
∀v ∈ B: R(v) = 0 ⇒ v ∈ S, and R(v) =↓ 1 ⇒ dGB

(v, S) 6 1.
Observe that if S is a partial dominating set satisfying R, then {v ∈ B | R(v) = 0} ⊆ S,
but S may also contain vertices with R(v) 6= 0. Likewise, the vertices that are not (yet)
dominated by S are contained in the set {v ∈ B | R(v) =↑ 1}. J

The following definition considers the tables of dynamic programming in an abstract way.

I Definition 2 (Encoder). An encoder E is a pair (C, LC) where
(i) C is a function that, for each (possibly empty) finite subset I ⊆ N+, outputs a (possibly

empty) finite set C(I) of strings over some alphabet. Each R ∈ C(I) is called a C-encoding
of I; and

(ii) LC is a computable language whose strings encode triples (G,S,R), where G is a
boundaried graph, S ⊆ V (G), and R ∈ C(Λ(G)). If (G,S,R) ∈ LC, we say that S
satisfies the C-encoding R.

As it will become clear with the running example, the set I represents the labels from a bag,
C(I) represents the possible configurations of the vertices in the bag, and LC contains triples
that correspond to solutions to these configurations.
Running example: Each rooted graph GB can be naturally viewed as a |B|-boundaried graph
such that B = ∂(GB) with I = Λ(GB). Let EDS = (CDS, LCDS) be the encoder described
above for Dominating Set. The tables of the dynamic programming algorithm to solve
Dominating Set are obtained by assigning to every CDS-encoding (that is, DP-table entry)
R ∈ CDS(I), the size of a minimum partial dominating set satisfying R, or +∞ if such a set
of vertices does not exist. This defines a function fEDS

G : CDS(I)→ N ∪ {+∞}. Observe that
if B = ∂(GB) = ∅, then the value assigned to the encodings in CDS(∅) is indeed the size of a
minimum dominating set of GB . �

For a general minimization problem Π, we will only be interested in encoders that permit
to solve Π via dynamic programming. More formally, we define a Π-encoder and the values
assigned to the encodings as follows. (Maximization problems are treated similarly, see [10]
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for the corresponding definitions of the functions fEG and fE,g
G defined below. The other

definitions of this section remain unchanged.)
I Definition 3 (Π-encoder and its associated function). Let Π be a vertex-certifiable minimiz-
ation problem.
(i) An encoder E = (C, LC) is a Π-encoder if C(∅) consists of a single C-encoding, namely

R∅, such that for every 0-boundaried graph G and every S ⊆ V (G), (G,S,R∅) ∈ LC if
and only if (G,S) ∈ LΠ.

(ii) Let G be a t-boundaried graph with Λ(G) = I. We define the function fEG : C(I) →
N ∪ {+∞} as

fEG(R) = min{k : ∃S ⊆ V (G), |S| 6 k, (G,S,R) ∈ LC}. (1)

In Equation (1), if such a set S does not exist, we set fEG(R) := +∞. We define
C∗G(I) := {R ∈ C(I) | fEG(R) 6= +∞}.
Condition (i) in Definition 3 guarantees that, when the considered graph G has no

boundary, the language of the encoder is able to certify a solution of problem Π. In other
words, we ask that the set {(G,S) | (G,S,R∅) ∈ LC)} is a certifying language for Π. Observe
that for a 0-boundaried graph G, the function fEG(R∅) outputs the minimum size of a set S
such that (G,S) ∈ LΠ.

The following definition provides a way to control the number of possible distinct values
assigned to encodings. This property will play a similar role to FII or monotonicity in
previous work [3, 9, 14].
I Definition 4 (Confined encoding). An encoder E is g-confined if there exists a function
g : N → N such that for any t-boundaried graph G with Λ(G) = I it holds that either
C∗G(I) = ∅ or

max
R∈C∗

G
(I)
fEG(R) − min

R∈C∗
G

(I)
fEG(R) 6 g(t). (2)

See the figure in [10] for a schematic illustration of a confined encoder. In this figure,
each column of the table corresponds to a C-encoder R, which is filled with the value fEG(R).
Running example: It is easy to observe that the encoder EDS described above is g-confined for
g(t) = t. Indeed, let G be a t-boundaried graph (corresponding to the graph GB considered
before) with Λ(G) = I. Consider an arbitrary encoding R ∈ C(I) and the encoding R0 ∈ C(I)
satisfying R0(v) = 0 for every v ∈ ∂(G). Let S0 ⊆ V (G) be a minimum-sized partial
dominating set satisfying R0, i.e., such that (G,S0, R0) ∈ LCDS . Observe that S0 also satisfies
R, i.e., (G,S0, R) ∈ LCDS . It then follows that fEDS

G (R0) = maxR f
EDS
G (R). Moreover, let

S ⊆ V (G) be a minimum-sized partial dominating set satisfying R, i.e., such that (G,S,R) ∈
LCDS

. Then note that R0 is satisfied by the set S ∪ ∂(G), so we have that for every encoding
R, fEDS

G (R) + |∂(G)| > fEDS
G (R0). It follows that fEDS

G (R0) − minR f
EDS
G (R) 6 |∂(G)| 6 t,

proving that the encoder is indeed g-confined. �
For some problems and encoders, we may need to “force” the confinement of an encoder

E that may not be confined according to Definition 4, while still preserving its usefulness for
dynamic programming, in the sense that no relevant information is removed from the tables
(for example, see the encoder for r-Scattered Set in [10]). To this end, given a function
g : N→ N, we define the function fE,g

G : C(I)→ N ∪ {+∞} as

fE,g
G (R) =

{
+∞, if fEG(R)− g(t) > minR∈C(I) f

E
G(R)

fEG(R), otherwise. . (3)

Intuitively, one shall think as the function fE,g
G as a “compressed” version of the function

fEG, which stores only the values that are useful for performing dynamic programming.
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2.2 Equivalence relations and representatives
An encoder E together with a function g : N→ N define an equivalence relation ∼E,g,t on
graphs in Ft as follows.

I Definition 5 (Equivalence relation ∼E,g,t). Let E be an encoder, let g : N → N, and let
G1, G2 ∈ Ft. We say that G1 ∼E,g,t G2 if and only if Λ(G1) = Λ(G2) =: I and there exists
an integer c, depending only on G1 and G2, such that for every C-encoding R ∈ C(I) it holds
that

fE,g
G1

(R) = fE,g
G2

(R) + c . (4)

Note that if there exists R ∈ C(I) such that fE,g
G1

(R) 6=∞, then the integer c satisfying
Equation (4) is unique, otherwise every integer c satisfies Equation (4). We define the
following function ∆E,g,t : Ft × Ft → Z, which is called, following the terminology from
Bodlaender et al. [3], the transposition function for the equivalence relation ∼E,g,t.

∆E,g,t(G1, G2) =


c, if G1 ∼E,g,t G2 and Eq. (4) holds for a unique integer c;
0, if G1 ∼E,g,t G2 and Eq. (4) holds for every integer; and

undefined otherwise.
(5)

If we are dealing with a problem defined on a graph class G, the protrusion replacement
rule has to preserve the class G, as otherwise we would obtain a bikernel instead of a kernel.
That is, we need to make sure that, when replacing a graph in Ft ∩ G with one of its
representatives, we do not produce a graph that does not belong to G anymore. To this end,
we define an equivalence relation ∼E,g,t,G on graphs in Ft ∩ G, which refines the equivalence
relation ∼E,g,t of Definition 5.

I Definition 6 (Equivalence relation ∼E,g,t,G). Let G be a class of graphs and let G1, G2 ∈
Ft ∩ G.
(i) G1 ∼G,t G2 if and only if for any t-boundaried graph H, G1 ⊕ H ∈ G if and only if

G2 ⊕H ∈ G.
(ii) ] G1 ∼E,g,t,G G2 if and only if G1 ∼E,g,t G2 and G1 ∼G,t G2.

It is well-known by Büchi’s theorem that regular languages are precisely those definable
in Monadic Second Order logic (MSO logic). By Myhill-Nerode’s theorem, it follows that
if the membership in a graph class G can be expressed in MSO logic, then the equivalence
relation ∼G,t has a finite number of equivalence classes (see for instance [6, 7]). However,
we do not have in general an explicit upper bound on the number of equivalence classes of
∼G,t, henceforth denoted by rG,t. Fortunately, in the context of our applications in Section 3,
where G will be a class of graphs that exclude some fixed graph as a (topological) minor2,
this will always be possible, and in this case it holds that rG,t 6 2t log t · ht · 2h2 .

For an encoder E = (C, LC), we let sE(t) := maxI⊆{1,...,t} |C(I)|, where |C(I)| denotes the
number of C-encodings in C(I). The following lemma gives an upper bound on the number
of equivalence classes of ∼E,g,t,G , which depends also on rG,t.

2 A particular case of the classes of graphs whose membership can be expressed in MSO logic. We would
like to stress here that we rely on the expressibility of the graph class G in MSO logic, whereas in
previous work [3,9, 14] what is used in the expressibility in CMSO logic of the problems defined on a
graph class.
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I Lemma 7. Let G be a graph class whose membership can be expressed in MSO logic. For
any encoder E, any function g : N→ N, and any positive integer t, the equivalence relation
∼E,g,t,G has finite index. More precisely, the number of equivalence classes of ∼E,g,t,G is at
most r(E , g, t,G) := (g(t) + 2)sE(t) · 2t · rG,t.

Proof. Let us first show that the equivalence relation ∼E,g,t has finite index. Indeed, let
I ⊆ {1, . . . , t}. By definition, we have that for any graph G ∈ Ft with Λ(G) = I, the function
fE,g

G can take at most g(t) + 2 distinct values (g(t) + 1 finite values and possibly the value
+∞). Therefore, it follows that the number of equivalence classes of ∼E,g,t containing all
graphs G in Ft with Λ(G) = I is at most (g(t) + 2)|C(I)|. As the number of subsets of
{1, . . . , t} is 2t, we deduce that the overall number of equivalence classes of ∼E,g,t is at most
(g(t) + 2)sE(t) · 2t. Finally, since the equivalence relation ∼E,t,G is the Cartesian product
of the equivalence relations ∼E,g,t and ∼G,t, the result follows from the fact that G can be
expressed in MSO logic. J

In order for an encoding E and a function g to be useful for performing dynamic
programming on graphs in Ft that belong to a graph class G, we introduce the following
definition, which captures the natural fact that the tables of a dynamic programming
algorithm should depend exclusively on the tables of the descendants in a rooted tree-
decomposition. Before moving to the definition, we note that given a graph G ∈ Ft and a
rooted tree-decomposition (T,X ) of G such that ∂(G) is contained in the root-bag of (T,X ),
the labels of ∂(G) can be propagated in a natural way to all bags of (T,X ) by introducing,
removing, and shifting labels appropriately. Therefore, for any node x of T , the graph Gx

can be naturally seen as a graph in Ft. (A brief discussion can be found in [10], and we refer
to [3] for more details.)

I Definition 8 (DP-friendly equivalence relation). An equivalence relation ∼E,g,t,G is DP-
friendly if for any graph G ∈ Ft and any rooted tree-decomposition (T,X ) of G such that
∂(G) is contained in the root-bag of (T,X ), and for any descendant x of the root r of T , if
G′ is the graph obtained from G by replacing the graph Gx ∈ Ft with a graph G′x ∈ Ft such
that Gx ∼E,g,t,G G

′
x, then G′ satisfies the following conditions:

(i) G ∼E,g,t,G G
′; and

(ii) ∆E,g,t(G,G′) = ∆E,g,t(Gx, G
′
x).

In Definition 8, as well as in the remainder of the article, when we replace the graph Gx

with the graph G′x, we do not remove from G any of the edges with both endvertices in the
boundary of Gx. That is, G′ = (G− (V (Gx)− ∂(V (Gx))))⊕G′x.

Recall that for the protrusion replacement to be valid for a problem Π, the equivalence
relation ∼E,g,t,G needs to be a refinement of the canonical equivalence relation ≡Π,t (note
that this implies, in particular, that if ∼E,g,t,G has finite index, then Π has FII). The next
lemma states a sufficient condition for this property, and furthermore it gives the value of the
transposition constant ∆Π,t(G1, G2), which will be needed in order to update the parameter
after the replacement.

I Lemma 9. [?] Let Π be a vertex-certifiable problem. If E is a Π-encoder and ∼E,g,t,G is a DP-
friendly equivalence relation, then for any two graphs G1, G2 ∈ Ft such that G1 ∼E,g,t,G G2,
it holds that G1 ≡Π,t G2 and ∆Π,t(G1, G2) = ∆E,g,t(G1, G2).

The following definition will be important to guarantee that, when applying our protrusion
replacement rule, the parameter of the problem under consideration does not increase.



V. Garnero, C. Paul, I. Sau, and D.M. Thilikos 319

I Definition 10 (Progressive representatives of ∼E,g,t,G). Let C be some equivalence class of
∼E,g,t,G and let G ∈ C. We say that G is a progressive representative of C if for any graph
G′ ∈ C it holds that ∆E,g,t(G,G′) 6 0.

In the next lemma we provide an upper bound on the size of a smallest progressive
representative of any equivalence class of ∼E,g,t,G .

I Lemma 11. [?] Let G be a graph class whose membership can be expressed in MSO logic.
For any encoder E, any function g : N → N, and any t ∈ N such that ∼E,g,t,G is DP-
friendly, every equivalence class of ∼E,g,t,G has a progressive representative of size at most
b(E , g, t,G) := 2r(E,g,t,G)+1 · t, where r(E , g, t,G) is the function defined in Lemma 7.

The next lemma states that if one is given an upper bound on the size of the progressive
representatives of an equivalence relation defined on t-protrusions (that is, on graphs in
Ft)3, then a small progressive representative of a t-protrusion can be explicitly calculated
in linear time. In other words, it provides a generic and constructive way to perform a
dynamic programming procedure to replace protrusions, without needing to deal with the
particularities of each encoder in order to compute the tables. Its proof uses some ideas
taken from [3,9].

I Lemma 12. [?] Let G be a graph class, let E be an encoder, let g : N→ N, and let t ∈ N
such that ∼E,g,t,G is DP-friendly. Assume that we are given an upper bound b on the size
of a smallest progressive representative of any equivalence class of ∼E,g,t,G. Then, given
an n-vertex t-protrusion G, we can output in time O(n) a t-protrusion H of size at most
b such that G ∼E,g,t,G H and the corresponding transposition constant ∆E,g,t(H,G) with
∆E,g,t(H,G) 6 0, where the constant in the “O” notation depends only on E , g, b,G, and t.

2.3 Explicit protrusion replacer
We are now ready to piece everything together and state our main technical result, which
can be interpreted as a generic constructive way of performing protrusion replacement with
explicit size bounds. For our algorithms to be fully constructive, we restrict G to be the class
of graphs that exclude some fixed graph H as a (topological) minor.

I Theorem 13. Let H be a fixed graph and let G be the class of graphs that exclude H as a
(topological) minor. Let Π be a vertex-certifiable parameterized graph problem defined on G,
and suppose that we are given a Π-encoder E, a function g : N→ N, and an integer t ∈ N
such that ∼E,g,t,G is DP-friendly. Then, given an input graph (G, k) and a t-protrusion Y in
G, we can compute in time O(|Y |) an equivalent instance ((G− (Y − ∂(Y )))⊕ Y ′, k′), where
k′ 6 k and Y ′ is a t-protrusion with |Y ′| 6 b(E , g, t,G), where b(E , g, t,G) is the function
defined in Lemma 11.

Proof. By Lemma 7, the number of equivalence classes of the equivalence relation ∼E,g,t,G is
finite, and by Lemma 11 the size of a smallest progressive representative of any equivalence
class of ∼E,g,t,G is at most b(E , g, t,G). Therefore, we can apply Lemma 12 and deduce that, in
time O(|Y |), we can find a t-protrusion Y ′ of size at most b(E , g, t,G) such that Y ∼E,g,t,G Y

′,
and the corresponding transposition constant ∆E,g,t(Y ′, Y ) with ∆E,g,t(Y ′, Y ) 6 0. Since E
is a Π-encoder and ∼E,g,t,G is DP-friendly, it follows from Lemma 9 that Y ≡Π,t Y

′ and that

3 Note that we slightly abuse notation when identifying t-protrusions and graphs in Ft, as protrusions
are defined as subsets of vertices of a graph. Nevertheless, this will not cause any confusion.
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∆Π,t(Y ′, Y ) = ∆E,g,t(Y ′, Y ) 6 0. Therefore, if we set k′ := k + ∆Π,t(Y ′, Y ), it follows that
(G, k) and ((G− (Y − ∂(Y ))) oplusY ′, k′) are indeed equivalent instances of Π with k′ 6 k

and |Y ′| 6 b(E , g, t,G). J

The general recipe to use our framework on a parameterized problem Π defined on a
class of graphs G is as follows: one has just to define the tables to solve Π via dynamic
programming on graphs of bounded treewidth (that is, the encoder E and the function g),
check that E is a Π-encoder and that ∼E,g,t,G is DP-friendly, and then Theorem 13 provides a
linear-time algorithm that replaces large protrusions with graphs whose size is bounded by an
explicit constant, and that updates the parameter of Π accordingly. This protrusion replacer
can then be used, for instance, whenever one is able to find a linear protrusion decomposition
of the input graphs of Π on some sparse graph class G. In particular, Theorem 13 yields the
following corollary.

I Corollary 14. Let H be a fixed graph, and let G be the class of graphs that exclude H
as a (topological) minor. Let Π be a vertex-certifiable parameterized graph problem on G,
and suppose that we are given a Π-encoder E, a function g : N→ N, and an integer t ∈ N
such that ∼E,g,t,G is DP-friendly. Then, given an instance (G, k) of Π together with an
(α · k, t)-protrusion decomposition of G, we can construct a linear kernel for Π of size at most
(1 + b(E , g, t,G)) · α · k, where b(E , g, t,G) is the function defined in Lemma 11.

Proof. For 1 6 i 6 `, we apply the polynomial-time algorithm given by Theorem 13 to
replace each t-protrusion Yi with a graph Y ′i of size at most b(E , g, t,G), and to update
the parameter accordingly. In this way we obtain an equivalent instance (G′, k′) such that
G′ ∈ G, k′ 6 k, and |V (G′)| 6 |Y0|+ ` · b(E , g, t,G) 6 (1 + b(E , g, t,G))α · k . J

Notice that once we fix the problem Π and the class of graphs G where Corollary 14 is
applied, a kernel of size c · k can be derived with a concrete upper bound for the value of c.
Notice that such a bound depends on the problem Π and the excluded (topological) minor H.
In general, the bound can be quite big as it depends on the bound of Lemma 11, and this,
in turn, depends on the bound of Lemma 7. However, as we see in the next section, more
moderate estimations can be extracted for particular families of parameterized problems.

3 Application to concrete problems

In this section we demonstrate the applicability of our framework by providing linear kernels
for several problems on graphs excluding a fixed graph as a (topological) minor. Due to
space limitations, we focus here on r-Dominating Set and Planar-F-Deletion. The
linear kernel for r-Scattered Set can be found in [10].

The following result will be fundamental in order to find linear protrusion decompositions
when a treewidth-modulator X of the input graph G is given, with |X| = O(k). It is a
consequence of [14, Lemma 3, Proposition 1, and Theorem 1].

I Theorem 15 (Kim et al. [14]). Let c, t be two positive integers, let H be an h-vertex
graph, let G be an n-vertex H-topological-minor-free graph, and let k be a positive integer
(typically corresponding to the parameter of a parameterized problem). If we are given a set
X ⊆ V (G) with |X| 6 c · k such that tw(G−X) 6 t, then we can compute in time O(n) an
((αH · t · c) · k, 2t+ h)-protrusion decomposition of G, where αH is a constant depending only
on H, which is upper-bounded by 40h225h log h.
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As mentioned in Subsection 2.2, if G is a graph class whose membership can be expressed
in MSO logic, then ∼G,t has a finite number of equivalence classes, namely rG,t. In our
applications, we will be only concerned with families of graphs G that exclude some fixed
h-vertex graph H as a (topological) minor. In this case, using standard dynamic programming
techniques, it can be shown that rG,t 6 2t log t · ht · 2h2 . The details can be found in [10].

An explicit linear kernel for r-Dominating Set. Let r > 1 be a fixed integer. We define
the r-Dominating Set problem as follows.

r-Dominating Set
Instance: A graph G = (V, E) and a non-negative integer k.

Parameter: The integer k.
Question: Does G have a set S ⊆ V with |S| 6 k and such that every vertex

in V \ S is within distance at most r from some vertex in S?

For r = 1, the r-Dominating Set problem corresponds to Dominating Set. Our encoder
for r-Dominating Set is strongly inspired by the work of Demaine et al. [5], and it generalizes
to one given for Dominating Set in the running example of Section 2. It can be found
in [10], and we call it ErDS = (CrDS, LCrDS).

I Lemma 16. [?] The encoder ErDS is a rDS-encoder. Furthermore, if G is an arbitrary
class of graphs and g(t) = t, then the equivalence relation ∼ErDS,g,t,G is DP-friendly.

We now proceed to construct a linear kernel for r-Dominating Set when the input
graph excludes a fixed apex graph H as a minor. Toward this end, the following theorem will
play an important role. It follows mainly from the results of Fomin et al. [9], but also uses the
explicit combinatorial bound of Kawarabayashi and Kobayashi [12] on the relation between
the treewidth and the largest grid minor on H-minor-free graphs, and the algorithmic results
of Kawarabayashi and Reed [13] in order to obtain the claimed set X.

I Theorem 17 (Fomin et al. [9]). Let r > 1 be an integer, let H be an h-vertex apex graph,
and let rDSH be the restriction of the r-Dominating Set problem to input graphs which
exclude H as a minor. If (G, k) ∈ rDSH , then there exists a set X ⊆ V (G) such that
|X| = r · 2O(h log h) · k and tw(G−X) = r · 2O(h log h). Moreover, given an instance (G, k) of
rDSH with |V (G)| = n, there is an algorithm running in time O(n3) that either finds such a
set X or correctly reports that (G, k) is a No-instance.

We are now ready to present the linear kernel for r-Dominating Set.

I Theorem 18. Let r > 1 be an integer, let H be an h-vertex apex graph, and let rDSH

be the restriction of the r-Dominating Set problem to input graphs which exclude H as a
minor. Then rDSH admits a constructive linear kernel of size at most f(r, h) · k, where f is
an explicit function depending only on r and h, defined in Equation (6) below.

Proof. Given an instance (G, k) of rDSH , we run the cubic algorithm given by Theorem 17
to either conclude that (G, k) is a No-instance or to find a set X ⊆ V (G) such that
|X| = r · 2O(h log h) · k and tw(G − X) = r · 2O(h log h). In the latter case, we use the
set X as input to the algorithm given by Theorem 15, which outputs in linear time a
(r2 · 2O(h log h) · k, r · 2O(h log h))-protrusion decomposition of G. We now consider the encoder
ErDS = (CrDS, LCrDS) defined in [10]. By Lemma 16, ErDS is an rDS-encoder and ∼ErDS,g,t,G
is DP-friendly, where G is the class of H-minor-free graphs and g(t) = t. It can be proved
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that sErDS(t) 6 (2r + 1)t (see [10]). Therefore, we are in position to apply Corollary 14 and
obtain a linear kernel for rDSH of size at most

r2 · 2O(h log h) · b
(
ErDS, g, r · 2O(h log h),G

)
· k , (6)

where b
(
ErDS, g, r · 2O(h log h),G

)
is the function defined in Lemma 11. J

It can be easily checked that the multiplicative constant involved in the upper bound

of Equation (6) is 222r·log r·2O(h·log h)

, that is, it depends triple-exponentially on the integer r.

An explicit linear kernel for Planar-F-Deletion. Let F be a finite set of graphs. We define
the F-Deletion problem as follows.
F-Deletion

Instance: A graph G and a non-negative integer k.
Parameter: The integer k.

Question: Does G have a set S ⊆ V (G) such that |S| 6 k

and G− S is H-minor-free for every H ∈ F?

When all the graphs in F are connected, the corresponding problem is called Connected-
F-Deletion, and when F contains at least one planar graph, we call it Planar-F-Deletion.
When both conditions are satisfied, the problem is called Connected-Planar-F-Deletion.
Note that Connected-Planar-F-Deletion encompasses, in particular, Vertex Cover
and Feedback Vertex Set. We obtain a linear kernel for the problem using two different
approaches. The first one follows the same scheme as the one used so far, that is, we first
find a treewidth-modulator X in polynomial time, and then we use this set X as input to
the algorithm of Theorem 15 to find a linear protrusion decomposition of the input graph.
In order to find the treewidth-modulator X, we need that the input graph G excludes a
fixed graph H as a minor. With our second approach, that can be found in [10], we obtain
a linear kernel on the larger class of graphs that exclude a fixed graph H as a topological
minor. We provide two variants of this second approach. One possibility is to use the
randomized constant-factor approximation for Planar-F-Deletion by Fomin et al. [8] as
treewidth-modulator, which yields a randomized linear kernel that can be found in uniform
polynomial time. The second possibility consists in arguing just about the existence of a
linear protrusion decomposition in Yes-instances, and then greedily finding large protrusions
to be reduced by the protrusion replacer of Theorem 13. This yields a deterministic linear
kernel that can be found in time nf(H,F), where f is a function depending on H and F .

Our encoder for the F-Deletion problem (see [10]) uses the dynamic programming
machinery developed by Adler et al. [1]. We prove that this encoder is indeed an F-Deletion-
encoder and that the corresponding equivalence relation is DP-friendly, under the constraint
that all the graphs in F are connected. Interestingly, this phenomenon concerning the
connectivity seems to be in strong connection with the fact that the F-Deletion problem
has FII if all the graphs in F are connected [3, 8], but for some families F containing
disconnected graphs, F-Deletion has not FII (see [14] for an example of such family).

I Theorem 19. [?] Let F be a finite set of connected graphs containing at least one r-vertex
planar graph F , let H be an h-vertex graph, and let CPFDH be the restriction of the
Connected-Planar-F-Deletion problem to input graphs which exclude H as a minor.
Then CPFDH admits a constructive linear kernel of size at most f(r, h) · k, where f is an
explicit function depending only on r and h, which can be found in [10].
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4 Further research

The methodology for performing explicit protrusion replacement via dynamic programming
that we have presented is quite general, and it could also be used to obtain polynomial
kernels (not necessarily linear). We have restricted ourselves to vertex-certifiable problems,
but is seems plausible that our approach could be also extended to edge-certifiable problems
or to problems on directed graphs.

The linear kernel for Planar-F-Deletion requires that all graphs in the family F
are connected. It would be interesting to get rid of this assumption. All the applications
examined in this paper concerned parameterized problems tuned by a secondary parameter,
i.e., r for the case of r-Dominating Set and r-Scattered Set and the size of the graphs
in F for the case of F -Deletion. In all kernels derived for these problems, the dependency
on this secondary parameter is triple-exponential, while the dependency on the choice
of the excluded graph H is one exponent higher. Improving these dependencies on the
“meta-parameters” is worth being investigated, as well as examining to what extent this
exponential dependency is unavoidable under some assumptions based on automata theory
or (parameterized) complexity theory.
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Abstract
We introduce a new concept, which we call partition expanders. The basic idea is to study
quantitative properties of graphs in a slightly different way than it is in the standard definition
of expanders. While in the definition of expanders it is required that the number of edges
between any pair of sufficiently large sets is close to the expected number, we consider partitions
and require this condition only for most of the pairs of blocks. As a result, the blocks can be
substantially smaller.

We show that for some range of parameters, to be a partition expander a random graph
needs exponentially smaller degree than any expander would require in order to achieve similar
expanding properties.

We apply the concept of partition expanders in communication complexity. First, we give a
PRG for the SMP model of the optimal seed length, n+Olog k. Second, we compare the model
of SMP to that of Simultaneous Two-Way Communication, and give a new separation that is
stronger both qualitatively and quantitatively than the previously known ones.
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1 Introduction

Expanders are a very interesting and useful concept and appear in many applications in
computer science. Therefore several related concepts have been introduced; e.g., lossless
expanders [6], monotone expanders and dimension expanders [7], superexpanders [13].

In this paper we introduce yet another concept that we call partition expanders. The
definition is motivated by the following observation. The well-known Expander-Mixing
Lemma says, roughly speaking, that for every two sufficiently big sets of vertices A and B
the number of edges of the expander between A and B is close to d

n · |A| · |B|, where n is the
number of vertices and d is the degree. If we want to apply this lemma to smaller sets, we
have to increase the degree of expanders appropriately.

Now suppose we have a partition of the vertices of the graph and we only want to satisfy
the density condition for most of the pairs of sets. It turns out that a random graph with
relatively small degree is able to satisfy this condition for partitions with many blocks,
although the Expander-Mixing Lemma is not able to give any interesting estimate. So while
expanders are graphs with “typical connectivity” with respect to subsets of vertices, partition
expanders have “typical connectivity” with respect to partitions of vertices. Informally
speaking, in the context of expanders, partitions are “more structured” objects than subsets,
and therefore demanding the same “expanding performance” with respect to partitions can be
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326 Partition Expanders

viewed as a relaxation of usual expanders. In return, we expect partition expanders to have
considerably smaller degree than usual expanders with the same expanding performance.

There are several possible ways to formally define a partition expander. We choose the
following definition as “canonical” due to its brevity and robustness. We will give alternative
definitions shortly.

I Definition 1. Partition expanders Let G = (V,E) be an (undirected) graph. Let µ be
the uniform distribution over V × V , and let µG be the uniform distribution over E. For
any coloring c : V → [K], let νc and νcG be the distributions of the pair (c(v1), c(v2)) when
(v1, v2) is chosen according to µ or µG, respectively.

For K ∈ N and δ ∈ (0, 1), we say that G is a (K, δ)-partition expander if for every coloring
c : V → [K] the statistical distance between νc and νcG is at most δ.

It should be noted that this concept is interesting in the situations where the number K
of partitions is increasing with the number of vertices and the graphs are d-regular with d
increasing. We are mainly interested in the question of how small d can be for a given K,
assuming 0 < δ < 1 is a fixed constant.

1.1 Our results
We start by giving several equivalent definitions of partition expanders, which emphasize the
fact that they are a natural modification of usual expanders.

In Section 3 we analyze the behavior of random graphs as partition expanders. We prove
that random d-regular graphs almost always are good partition expanders – the dependence
of K on d is the best possible, namely exponential.

In Section 4 the notion of partition expanders is advocated through comparing it to
expanders. We show that the gap between the absolute values of the first two eigenvalues
does not ensure that the graph is a good partition expander. Namely, if only the spectral
gap is taken into account when a partition expander is constructed, then the degree has to
be exponentially larger than an optimal partition expander requires. Since the spectral gap
characterizes almost tightly the expander properties of a graph, this demonstrates exponential
advantage of partition expanders (in those scenarios when they are suitable) over expanders.
In other words, if “partition expansion” is the desired behavior, then using an expander
instead of an optimal partition expander would incur exponential loss in terms of the required
degree.

Based on the spectral properties only, we use the Hoffman-Wielandt inequality and get
a slightly better bound than what would follow from a direct application of the Expander-
Mixing Lemma.1 The fact that the spectral gap is incapable to characterize good partition
expanders partially explains why new methods are required for their construction.

In Section 5 we present another equivalent definition of partition expanders. We show
that a graph G = (V,E) is a partition expander if and only if the uniform distribution over
E is a Pseudo-Random Generator (PRG) in the setting of Simultaneous Message Passing
(SMP) in communication complexity. We use this fact to give a lower bound on the degree
of partition expanders, thus showing optimality of the randomized construction given in
Section 3.

In the second part of Section 5 we show two applications of our randomized construction
of a partition expander. First, we construct a PRG against SMP protocols of communication

1 We get quadratic improvement in terms of the partition size, and show that it is essentially optimal
general bound in terms of the spectral gap alone.
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cost k that requires seed length n+O(log k) (see Theorem 15 and the comment thereafter).2
Second, we compare the model of SMP to that of Simultaneous Two-Way Communication,
and give a new separation that is stronger both qualitatively and quantitatively than the
previously known ones (see Theorem 19).

2 Notation and more

Unless stated otherwise, all sets are assumed to be finite, and all graphs are undirected
and simple (having no self loops or multiple edges).3 For two subsets S1, S2 ⊆ V , we
denote by E(S1, S2) the set of ordered pairs (v1, v2) such that (v1, v2) is an edge in E,
v1 ∈ S1 and v2 ∈ S2, and write E(v1, v2) for E({v1} , {v2}).4 We will say that a set family
σ = {C1, . . . , CK} is a K-partition of a set X if ∪Ki=1Ci = X and C1, . . . , CK are pairwise
disjoint and nonempty.

The statistical distance between two distributions µ1 and µ2 defined over a set X is

dst(µ1, µ2) def= 1
2
∑
x∈X
|µ1(x)− µ2(x)| .

I Lemma 2. Let K ∈ N and δ ∈ R. The following statements are equivalent:
1. G = (V,E) is a (K, δ)-partition expander.
2. For every K-partition σ = {C1, . . . , CK} of V ,

δ ≥ 1
2
∑

i,j∈[K]

∣∣∣∣∣ |E(Ci, Cj)|
|E|

− |Ci| · |Cj |
|V |2

∣∣∣∣∣ . (1)

3. For every K-partition σ and S ⊆ [K]× [K],

δ ≥
∑

(i,j)∈S

(
|E(Ci, Cj)|
|E|

− |Ci| · |Cj |
|V |2

)
=
∑
S |E(Ci, Cj)|
|E|

−
∑
S |Ci| · |Cj |
|V |2

. (2)

4. Like 0c, but only over symmetric S (i.e., (i, j) ∈ S ⇔ (j, i) ∈ S).

Proof. Equivalence between 0a and 0b is immediate from Definition 1. Equivalence between
0c and 0d follows from the fact that G is undirected. To see that 0b is equivalent to 0c, note
that

∑
i,j∈[K]

(
|E(Ci, Cj)|
|E|

− |Ci| · |Cj |
|V |2

)
=
∑

[K]×[K] |E(Ci, Cj)|
|E|

−
∑

[K]×[K] |Ci| · |Cj |

|V |2
= 0.

J

There are many possible ways to define expanders. The standard definition is based
on the second largest absolute value of an eigenvalue of a graph G, which we will denote
by λ(G).

2 All previously known PRGs in communication complexity were given against stronger models, thus
requiring exponentially larger “overhead” over n in terms of seed length – for details, see Section 5.

3 In those cases when we explicitly allow multiple edges, the edges of a graph will be viewed as a collection
with repetitions.

4 Note that if v1, v2 ∈ S1 ∩ S2, then the edge (v1, v2) appears in E(S1, S2) twice: as ordered pairs (v1, v2)
and (v2, v1).
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I Definition 3 (Expanders). A regular graph G is an `-expander if λ(G) ≤ `.

We will denote the degree of a regular graph G by d(G), or simply by d when G is clear
from the context.

The most natural relation between expanders and partition expanders comes from the
following well-known fact (e.g., see [2]).

I Lemma 4 (Expander-Mixing Lemma). Let (V,E) be an `-expander. Then for every S1, S2 ⊆
V , ∣∣∣∣∣ |E(S1, S2)|

|E|
− |S1| · |S2|

|V |2

∣∣∣∣∣ ≤ ` ·
√
|S1| · |S2|
|E|

= `

d
·
√
|S1| · |S2|
|V |

.

One can show using this lemma that an `-expander is a (K, δ)-partition expander for
constant δ > 0 and certain K ∈ Θ(d/`) – however, this trivial arguments fails for K ≥ d/`.
In Section 4 we will use the Hoffman-Wielandt inequality to show that an `-expander is
a (K,Ω(1))-partition expander for certain K ∈ Θ

(
(d/`)2), and that will be shown to be

optimal up to the factor of logn.

I Theorem 5 (Hoffman-Wielandt inequality [9]). If A and B are normal matrices with
respective eigenvalues λ1(A), . . . , λn(A) and λ1(B), . . . , λn(B), then

min
π

{
n∑
i=1

∣∣λi(A)− λπ(i)(B)
∣∣2} ≤ ‖A−B‖2F ,

where π runs over all permutations over [n] and ‖ . . . ‖2F denotes the square of the Frobenius
norm (the sum of squares of the absolute values of the elements).

If A and B are symmetric real matrices, we can drop the absolute value and write the
terms as λi(A)2 + λπ(i)(B)2 − 2λi(A)λπ(i)(B). Since the sum of the squares of eigenvalues of
a matrix is the square of its Frobenius norm, the inequality is equivalent to∑

i,j

aijbij ≤ max
π

{
n∑
i=1

λi(A)λπ(i)(B)
}
. (3)

Let d, n ∈ N be such that 2|dn, denote by Gn,d the uniform distribution on d-regular
(simple undirected) graphs on n vertices. In our analysis we will use the pairing method for
generating G ∼ Gn,d, due to Bollobás [5] (also see [14]).

I Lemma 6 (Pairing method [5]). The following procedure generates E ⊆ [n]× [n] such that
G = ([n], E) ∼ Gn,d.
1. Let π ⊂ [nd]×[nd] be a uniformly random perfect matching on [nd] (viewed as a symmetric

set of directed edges). For i ∈ [n], let celli
def= {x | id− d < x ≤ id} and dπ(v1, v2) def=

|π(cellv1 , cellv2)|.
2. For every (v1, v2) ∈ [n]× [n], let (v1, v2) be dπ(v1, v2) times an element of E.
3. Return to Step 0a if G = ([n], E) is not simple.

In the analysis we will consider the distribution of ([n], E) resulting from dropping Step 0c
off the above procedure; let us denote it by G′n,d. Observe that a graph G ∼ G′n,d is always
undirected, but doesn’t have to be simple.5

We will use the following estimate, due to McKay and Wormald [12]:

5 Note also that the distribution G′
n,d is not uniform over its support - e.g., G′

2,2 produces the graph with
two parallel edges with probability 2/3.
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I Lemma 7 ([12]). For d ∈ o(
√
n),

Pr
G∼G′

n,d

[G is simple] ∈ exp
(

1− d2

4 − d3

12n +O

(
d2

n

))
⊆ exp(o(n)).

3 Random d-regular graphs as partition expanders

Let us see that a random regular graph is likely to form a partition expander.

I Theorem 8. For d ∈ O
(
n1/3), a random d-regular simple undirected graph on n vertices

is a (K, δ)-partition expander with probability at least 1− exp
(
n logK +K2 − Ω

(
δ2nd

))
.

The proof can be found in the full version of the paper.

I Corollary 9. For any ε > 0 and B ∈ N there exists C ∈ N, such that the following holds:
A random d-regular graph on n vertices is a (K, δ)-partition expander with probability at least
1− ε, as long as K ≤ B ·

√
n and d ≥ C·logK

δ2 .

4 Partition expanders vs. expanders

Let us compare the notions of expanders and partition expanders in more detail.

I Theorem 10. Let G be a d-regular `-expander on n vertices. Then it is a (K,
√
K`/d)-

partition expander for every K < d2/`2.

The proof is based on the Hoffman-Wielandt inequality and can be found in the full
version of the paper.

Note that the Expander-Mixing Lemma (Lemma 4) only gives that G is a (K, δ) partition
expander for δ = O(K`/d), which is meaningful only forK < d/`. The statement of the above
theorem is essentially tight (cf. Theorem 12), and this means that only small (quadratic,
in terms of K vs. d) improvement can result from using partition expanders instead of
expanders, as long as the construction of a partition expanders relies on the spectral gap. On
the other hand, we will see soon that good partition expanders offer exponential improvement
in terms of the dependence of K on d.

Now we will show that the above bound is essentially optimal, and therefore, in general
expanders are not good partition expanders. We will use the following result of Alon and
Roichman [1]. (For a simpler proof, and an explicit and better bound, see [11].)

I Theorem 11 ([1, 11]). There exists an absolute constant c such that for every finite group
Γ and any d ≤ |Γ|, the following is true. If we pick uniformly at random the elements
g1, . . . , gd ∈ Γ, then the resulting Cayley-graph has the second largest eigenvalue λ satisfying

λ ≤ c ·
√
d log |Γ|

with probability going to 1 as |Γ| → ∞.

This theorem is not stated explicitly in those papers, but it is an immediate corollary of
Theorem 2 of [11]. (One can take any constant c such that c > 2 ln 2.)

Let m > 0 be a natural number and let Γ be the symmetric group on m elements
represented by permutations of [m]. Let π1, . . . , πd be some permutations for which the
bound on the eigenvalue is satisfied. W.l.o.g. we will assume that for every i ∈ [d] there is a
j ∈ [d] such that πj = π−1

i . Let G be the Cayley graph determined by Γ and π1, . . . , πd.
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Let 1 ≤ t ≤ m. We will consider the partition {C1, . . . , CK} defined by the following
equivalence relation on G

ρ|[t] = σ|[t],

where ρ, σ ∈ G are permutations and |[t] denote their restriction to the first t elements. Thus
the number of blocks is K = m(m− 1) . . . (m− t+ 1). Consider the symmetric set S defined
by

(i, j) ∈ S ≡ ∃ρ ∈ Ci, σ ∈ Cj ∃s ∈ [d] ρ|[t] = πsσ|[t] . (4)

Note that if for some i and j the condition is satisfied by some s = s0, then for all
ρ ∈ Ci, σ ∈ Cj , we have ρ|[t] = πs0σ|[t].

Consider the equation (2) that defines partition expanders. The first term is in our case
equal to 1. To bound the second term, note that for a given s ∈ [d] the number of pairs ρ, σ
satisfying the condition ρ|[t] = π`σ|[t] is m!(m− t)!. Hence the second term is bounded by

d ·m!(m− t)!
(m!)2 = d

m(m− 1) . . . (m− t+ 1) = d

K
.

This proves that if d/K < 1− δ, then G is not a (K, δ)-partition expander.
Thus we have proved:

I Theorem 12. There exist a constant c such that for infinitely many n and every d ≤ n,
there are d-regular c

√
d logn-expanders on n vertices which are not (K, 1− d+1

K )-partition
expanders.

Comparing this statement to the bound given by Theorem 10 in the most natural regime
when a (K, 1 − Ω(1))-partition expander is required, we can see that the upper and the
lower bounds match up to the factor of logn in the spectral gap. In particular, since the
second eigenvalue of a graph is always Ω

(√
d
)
, K can be at most linear in d, as long as

our only assumption about G is the absolute value of its second eigenvalue. In contrast to
this, according to Corollary 9, there exist (K, 1− Ω(1)) partition expanders whose degree is
O(logK). Thus any construction of such partition expanders must rely on some properties
of G, other than the spectral gap.

5 Partition expanders as PRGs in communication complexity

Let us turn to the realm of communication complexity, where we give an equivalent formulation
of partition expanders. First, we use this equivalence to give a nearly-tight lower bound
on the degree of good partition expanders, thus arguing near-optimality of the randomized
construction given in Section 3. Second, we use the same construction to obtain a new
separation between two models of communication complexity, which is qualitatively stronger
than the previously known one.

We will use the following models of two-party communication complexity.

I Definition 13 (Models of communication complexity). Two players whose names are Alice
and Bob each receive a binary string of length n, respectively denoted by x and y. Players’
goal is to compute the value of f(x, y), where f : {0, 1}n × {0, 1}n → {0, 1} is fixed. The
players obey the following scenario:
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In the model of Simultaneous Message Passing (SMP), denoted by R‖, both Alice and
Bob send a message to the third participant, the referee. The referee does not know the
values of x and y, so his only input are the messages received from the players, and he
has to produce the answer using the information received from the players. All three
participants are allowed to use private randomness.
The model of SMP with shared randomness, denoted by R‖,pub, is similar to R‖ but the
players are allowed to use public randomness.6
In the model of One-Way Communication, denoted by R1 , Alice sends her message to
Bob, who has to produce the answer using his part of the input and the information
received from Alice.
In the model of Simultaneous Two-Way Communication, denoted by R↔, Alice and Bob
send their messages simultaneously, similarly to the case of SMP. But here the recipient
of Alice’s message is Bob, and the recipient of Bob’s message is Alice. Upon receiving
the partner’s message, each player must produce an answer.

We say that a communication protocol solves the problem represented by f if it produces
the correct answer(s) with probability at least 2/3 for every possible input. The communic-
ation cost of a protocol is the maximal total number of bits sent by the players, and the
communication cost of a function f is the minimal communication cost of a protocol that
solves it in the given model.

The models R‖, R‖,pub and R1 have been studied widely and the corresponding notation
is commonly used; the Simultaneous Two-Way model has been considered in several works
(see below), but no specific name was assigned to it. Note that when we say that an R↔-
protocol has produced the answer “a”, we refer to the situation when both the players have
produced the same answer.

I Definition 14 (Pseudo-randomness in communication complexity). LetM be a communica-
tion complexity model, and let µ be a distribution defined over {0, 1}n × {0, 1}n. We say
that µ is k-pseudo-random forM if for any protocol P of communication cost at most k it
holds that

Pr
(X,Y )∼µ

[P(X,Y ) outputs “1”]− Pr
(X,Y )∼U{0,1}n×{0,1}n

[P(X,Y ) outputs “1”] < 1
3 .

We say that g : {0, 1}s → {0, 1}n × {0, 1}n is a k-Pseudo-Random Generator (k-PRG) of
seed length s againstM if the distribution of g(X) when X ∼ U{0,1}s is k-pseudo-random
forM.

Pseudo-randomness in the context of communication complexity has been introduced in
[10]. Intuitively, both pseudo-randomness and lower bounds on communication cost can be
viewed as claims that certain problem is hard for the model under consideration.

Given a d-regular graph G = ({0, 1}n , E), let µG be the uniformly random distribution
of the edges from E. Note that in order to choose (v1, v2) ∼ µG, a “seed” of length n+ log d
is both necessary and sufficient.

I Theorem 15. Let k, n ∈ N and G = ({0, 1}n , E). The following statements are equivalent:
1. G is a (2Θ(k), δ)-partition expander for some δ < 1/3.
2. µG is Θ(k)-pseudo-random for R‖.

6 Note that in the communication complexity setting Alice and Bob collaborate, and therefore availability
of public randomness is equivalent to players’ ability to use mixed strategies.
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In particular, our construction in Section 3 corresponds to a k-PRG against R‖ of seed
length n+O(log k). Note that due to the fact that in the context of communication complexity
the players are computationally unlimited, a randomized construction of a PRG is neither
meaningless nor trivial.7

Proof. Let C be a constant. First, suppose that G is a (2Ck, δ)-partition expander. Let P
be an R‖-protocol of cost at most Ck, and let us show that it cannot distinguish with high
confidence µG from U{0,1}n×{0,1}n . Without loss of generality assume that P is deterministic,
and let α : {0, 1}n → {0, 1}Ck be the mapping from x to the concatenation of Alice’s and
Bob’s messages in response to the input (x, x). Let νU and νG be the distributions of
(α(X), α(Y )) when, respectively, (X,Y ) ∼ U{0,1}n×{0,1}n and (X,Y ) ∼ µG. Clearly,

Pr
(X,Y )∼µG

[P(X,Y ) outputs “1”]− Pr
(X,Y )∼U{0,1}n×{0,1}n

[P(X,Y ) outputs “1”] ≤ dst(νG, νU ).

Note that α defines a partition of {0, 1}n into at most 2Ck blocks, and by the definition of
partition expanders,

dst(νG, νU ) ≤ δ < 1/3.

Therefore, µG “fools” P and thus it is Ck-pseudo-random for R‖.
Now assume that µG is 2Ck-pseudo-random for R‖, and let us show that G is a partition

expander. Let σ = {S1, . . . , S2Ck} be a partition of {0, 1}n, and for x ∈ {0, 1}n, define
σ(x) def= i for i such that x ∈ Si. Let Pσ be an R‖-protocol, where upon receiving input
(X,Y ), Alice sends σ(X) and Bob sends σ(Y ). Let τU and τG be the distributions of
(σ(X), σ(Y )) when, respectively, (X,Y ) ∼ U{0,1}n×{0,1}n and (X,Y ) ∼ µG. Note that Pσ is
of cost 2Ck, and therefore

dst(τU , τG) < 1/3,

since otherwise the referee would be able to distinguish the two cases with confidence high
enough to contradict pseudo-randomness of µG. Let δ be the maximum value of dst(τU , τG)
possible under any choice of 2Ck-partition σ, then δ < 1/3 and G is a (2Ck, δ)-partition
expander, as required. J

5.1 Lower bound on the degree of partition expanders
Let us use the correspondence between partition expanders and pseudo-random generators
given by Theorem 15 in order to get a lower bound on the degree of partition expanders.

I Theorem 16. For any δ < 1/3, if a d-regular graph G is a (K, δ)-partition expander then
d ∈ Ω

(
logK

log logK

)
.

In particular, the randomized construction given in Section 3 is optimal, up to the
multiplicative log logK factor.

7 For example, the models R1 and R↔ (and more generally, any two-party model where a k-bit message
from one player reaches the other player, who also receives his own n bits of input) require seed length
at least n + k − O(1) even with a non-uniform PRG, as witnessed by the protocol where the sender
sends the first k bits of his input and the computationally-unlimited recipient outputs “1” only if the
message together with his own n bits of input have Kolmogorov complexity n + k −O(1).
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Proof. For convenience, let n and d be powers of 2. Let G = ([n], E), and assume it is
a (K, δ)-partition expander. On the one hand, according to Theorem 15, µG is Ω(logK)-
pseudo-random for the SMP model. On the other hand, we will see below that an SMP
protocol of cost O(d log d) can distinguish µG from the uniform distribution with error at
most 1/4, and therefore d ∈ Ω

(
logK

log logK

)
, as required.

The distinguishing protocol is as follows. When her input is v ∈ V , Alice sends to the
referee the first log d+ 2 bits of the indices of the d neighbors of v. On input u ∈ V , Bob
sends to the referee the first log d + 2 bits of the index of u. The referee guesses that the
input pair (v, u) has been drawn from the distribution µG if the index-prefix received from
Bob appears in the list of d index-prefixes received from Alice. This protocol is always correct
if the input comes from the support of µG, and errs with probability at most 1/4 when the
input comes from the uniform distribution. J

5.2 Model separations based on PRGs
Model separation in computational complexity usually means demonstrating existence of
a computational problem that can be solved efficiently in one model, but not in the other.
If several classes of problems can be handled by the models under consideration, one can
define the corresponding types of model separations. When one problem class is a special
case of another, separation via an element of the smaller class can be viewed as a stronger
indication that the compared models have different computational power than separation
via an element of the bigger class. These ideas can be pushed further, resulting in various
“hierarchies” of model separations.

In the case of communication complexity, there are at least four natural classes of
computational problems8, namely:

Total functions f : A×B → Z

Partial functions f : C → Z, C ⊆ A×B
Relations P ⊆ A×B × Z
Distinguishing some distribution µ defined on A×B from the uniform (cf. Definition 14)

Consider the four types of model separations corresponding to these four classes. We
will call the fourth type separation via a PRG. Obviously, if two communication models are
separable via a total function they are also separated via a partial function, and separability
via a partial function implies separability via a relation. On the other hand, there are pairs
of communication models that can be separated via a relation but not via a partial function
(e.g., see [8]), and there are many pairs of models that have been separated via partial
functions, but are conjectured not to be separable via total functions (e.g., most of quantum
communication models form such pairs with their natural classical counterparts). Therefore,
in communication complexity it is always desirable to separate models via the “most limited”
possible type of separation, as that gives the “strongest” possible indication of difference in
the computational power of those models.

To the best of our knowledge, separation via a PRG has not been studied in the context of
communication complexity. It is probably incomparable to the first three types of separation:
On the one hand, it is straightforward to get a separation via a PRG by modifying slightly
one of the known separations via a partial function between quantum and classical one-way

8 The same applies to many other fields of complexity, where also most of the following discussion remains
valid – e.g., in the field of circuit complexity.
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models, but it is conjectured that those two models cannot be separated via a total function.
Therefore, modulo that conjecture, separation via a PRG cannot, in general, be as limited as
separation via a total function. On the other hand, the models R‖ and R‖,pub cannot be
separated via a PRG (in general, it is easy to see that for any distribution-distinguishing
task there exists an optimal protocol that does not need any randomness), but they can be
separated via a total function – e.g., the equality function. Therefore, separation via a total
function cannot, in general, be as limited as separation via a PRG.

Is there a type of model separation that would be the most limited, and therefore
separations demonstrated through it would be the most “convincing” indication of difference
in the computational power of the compared models?

Take a total Boolean function f : A×B → {0, 1}, letM be a communication complexity
model, and consider the following two claims:

No protocol inM of cost less than k can compute f .
The distributions Uf−1(0) and Uf−1(1) are k-PRGs forM.

We will say that f is k-hard forM in the first case, and that f is k-pseudo-random forM
in the second.9 If f is k-pseudo-random forM, then it is also k-hard forM; the converse is
not necessarily true, as follows from the same example of the equality function in R‖.

As usual in communication complexity, we will say that a communication problem is easy
for a given model if it can be solved by a protocol of cost (logn)O(1).

I Definition 17 (Ultra-separation). Complexity modelsM1 andM2 are ultra-separated if
there is a total Boolean function f that is easy forM1 and nΩ(1)-pseudo-random forM2.

Ultra-separation is a very limited type of model separation – in fact, the most limited
“reasonable” one we came up with.
I Claim 18. For any two models that allow efficient error reduction for total functions,
ultra-separability implies separability both via a total function and via a PRG.

Here by efficient error reduction we mean that if f can be solved efficiently, then for any
constant ε there exists an efficient protocol that solves f with error at most ε. Probably all
studied communication complexity models satisfy this very natural property.

Proof. If f is nΩ(1)-pseudo-random forM2, then it is also nΩ(1)-hard forM2, and therefore
ultra-separability implies separability via a total function.

If f is easy forM1, then the elements of f−1(1) can be distinguished from the elements
of f−1(0) with worst-case error at most 1/10 by a protocol of cost (logn)O(1). Without loss of
generality, let Pr [f(X,Y ) = 1] ≤ 1/2 when (X,Y ) is uniformly random. Then there exist an
efficient protocol inM1 that outputs “1” with probability at least 9/10 when (X,Y ) ∼ Uf−1(1),
and with probability at most 11/20 when (X,Y ) is uniformly random. So, Uf−1(1) can be
distinguished from the uniform with “bias” more than 1/3 by an efficient protocol inM1,
and thus it is not a PRG. Therefore, ultra-separability implies separability via a PRG. J

5.3 Ultra-separation of R‖,pub and R↔

We have seen that ultra-separability of two models is a stronger evidence of difference in their
computational power than separability via a function (total or partial), via a relation, or via
a PRG. We are not aware of any type of model separation that would not be subsumed by

9 Note that we required both Uf−1(0) and Uf−1(1) to be k-PRGs forM when f is k-pseudo-random in
order not to require f to be balanced; if it is balanced, either condition implies the other.
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ultra-separation. Therefore, it is interesting to demonstrate ultra-separations even for those
pairs of models that have been separated previously via some “less convincing” methods.

For long time, it had been believed that the models R‖,pub and R↔ were equivalent. In
2002 Bar-Yossef, Jayram, Kumar and Sivakumar [4] demonstrated a separation between
these models via a cleverly constructed total function g, for which R↔(g) ∈ O(logn) and
R‖,pub(g) ∈ Ω(

√
n). The ideas used in their construction seem to be insufficient to yield

separation via a PRG.

I Theorem 19. The models R‖,pub and R↔ can be ultra-separated. Namely, there exists a
total Boolean function f , such that R↔(f) ∈ O(logn) and Uf−1(1) cannot be distinguished
from U{0,1}n×{0,1}n by any R‖,pub-protocol of cost o(n).

The new separation is stronger not only qualitatively, but quantitatively as well – the
improvement results from the (optimal) lower bound of Ω(n) on the R‖,pub-complexity of f .

Proof. From Corollary 9 it follows that for any constant δ there exists a graph G on 2n
vertices of degree d ∈ Θ(n), which is a (2n/2, δ)-partition expander. According to Theorem 15,
the corresponding µG is Θ(n)-pseudo-random for R‖. Clearly, the same is true for µḠ, where
Ḡ is the complement graph. If we define fG : {0, 1}n × {0, 1}n → {0, 1} to be the “edge
function” of G, then it is Θ(n)-pseudo random for R‖.

Let us see that R↔(fG) ∈ O(log d) = O(logn). Consider a protocol where the players use
shared randomness10 to choose a hash function from {0, 1}n to {0, 1}2 log d, then Alice sends
the hash-value of x and Bob answers “1” if the received value equals the hash-value of one of
the neighbors of y in G, and “0” otherwise (if Bob is the sender, they act symmetrically).
This protocol has communication cost O(d) and computes fG with error o(1). The result
follows. J

6 Discussion

The most interesting open problem is to find an explicit construction of a good partition
expander; more precisely, to construct a family of (K, δ)-partition expanders in which δ < 1
is constant, K goes to infinity, and the degrees are d = O(logK). We will call informally
such families of graphs good partition expanders. As we have shown in this paper, expanders
are, in general, not good partition expanders and it seems unlikely that the property would
be implied by a property of the spectrum of a graph. One possible way of constructing
good partition expanders could be by using zig-zag product or a similar kind of product.
Indeed, in a recent paper [13] Mendel and Naor have shown that zig-zag product can be
used for constructing various types of generalizations of expanders. These constructions start
with a small object, which can be found by brute force, and which are enlarged by applying
products repeatedly. They work well when one needs constant degree, but in our case we
need increasing degree and to satisfy a certain property for partitions with exponentially
increasing number of blocks. It is not totally excluded that some kind of product will work,
but it will require a new kind of argument to prove it.

We demonstrated some applications of partition expanders in communication complexity.
In particular, we defined the notion of ultra-separation and argued that it is one of the
weakest model-separating methods, thus applying it provides a very strong (probably, the
strongest known) evidence that the two separated models have different computational power.

10The power of the model R↔ is not affected by allowing public randomness.
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We gave an example of such separation. It would be interesting to find more examples of
ultra-separations, not only in communication complexity.

We believe that partition expanders will be useful in many other areas of complexity
theory, especially when explicit constructions are found. For example, one could use good
partition expanders instead of expanders in the pseudorandom generators of Impagliazzo,
Nisan and Wigderson [10], provided that an explicit construction of good partition expanders
is found. Since the number of partitions corresponds to the exponential of space complexity,
they would certainly have better parameters. This, however, requires further research,
because the direct application of partition expanders in INW generators does not seem to
give substantially better results than the use of expanders.

Acknowledgments. We thank Hartmut Klauck and anonymous reviewers for helpful com-
ments.
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Abstract
Pseudo-repetitions are a natural generalisation of the classical notion of repetitions in sequences:
they are the repeated concatenation of a word and its encoding under a certain morphism or
antimorphism (anti-/morphism, for short). We approach the problem of deciding efficiently,
for a word w and a literal anti-/morphism f , whether w contains an instance of a given pattern
involving a variable x and its image under f , i.e., f(x). Our results generalise both the problem of
finding fixed repetitive structures (e.g., squares, cubes) inside a word and the problem of finding
palindromic structures inside a word. For instance, we can detect efficiently a factor of the form
xxRxxxR, or any other pattern of such type. We also address the problem of testing efficiently, in
the same setting, whether the word w contains an arbitrary pseudo-repetition of a given exponent.
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1 Introduction

A word is a repetition if it can be written as a repeated concatenation of one of its prefixes
to itself. A word w is a pseudo-repetition if it can be written as a repeated concatenation of
one of its prefixes t and its image f(t) under some morphic or antimorphic function f (for
short, an “anti-/morphism” f), thus w ∈ t{t, f(t)}+.

The concept of pseudo-repetitions (introduced in [4]) draws its original motivations from
two important biological concepts: tandem repeat, i.e., the consecutive repetition of the same
sequence of nucleotides, and the inverted repeat, i.e., a sequence of nucleotides whose reversed
complement (or, Watson-Crick complement) occurred already in the longer DNA sequence we
analyse, both occurrences (the original one and the complemented one) encoding, essentially,
the same genetic information. Noting that the Watson-Crick complement can be abstracted
as an antimorphic involution on the DNA-alphabet, pseudo-repetitions formalise generalised
tandem repeats, in which one sequence is followed by several consecutive occurrences of
either its copy or of its reversed complement.

Other situation in which one encounters pseudo-repetitions appears in musical theory.
The repetition of some fragment, in its initial form but also slightly modified (like the initial
fragment on a higher or lower pitch), are used to provide unity to a musical piece. For
instance, the ternary (song) form appears frequently: three consecutive musical fragments
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such that the first and third ones are identical, while the second one is constructed in order
to provide a contrast to the other two (and, sometimes, this can be seen as the image of the
other two parts under some simple anti-/morphism).

Note that both in biology and music, the function applied to obtain the pseudo-repetition
is structurally simple: it usually rewrites each letter (nucleotide or note) into another one (i.e.,
it is literal), and usually does not rewrite more letters into the same one (i.e., it is bijective).
Besides the two examples above, in which pseudo-repetitions occur, the concept seems to be
of intrinsic theoretical interest, as it generalises a combinatorics on words concept (that is,
repetitions) that is central both in theory and applications. If we consider palindromes as a
natural modification of squares, repetitive structures containing both normal occurrences of
some factor and mirrored occurrences of the same factor seem to be one of the most natural,
hence, interesting, concepts derived from the classical repetitions.

The results obtained so far on pseudo-repetitions were both of combinatorial [4, 12, 13] and
of algorithmic [6, 7, 14] nature. We continue here the study of algorithmic problems related to
this concept. More precisely, we study how efficiently can one decide, given an input word w,
a literal (in some cases, bijective) anti-/morphism f , and a pattern involving both a variable
x and its image under f , namely f(x), whether an input word contains as a factor an instance
of that pattern. The problem seems natural to us, both in the light of the combinatorial
questions on the avoidability of patterns under anti-/morphisms, raised in [13], as well as in
the respect that it generalises both the well-studied problems of efficiently deciding whether
a word contains k-repetitions or, alternatively, various palindromic structures.

The paper is structured as follows. We begin with a series of basic definitions, then we
overview our results and compare them to the existing literature, and conclude with two
technical sections, containing the proofs of our results.

Some Basic Concepts. For more detailed definitions we refer to [2].
Let V be a finite alphabet; V ∗ is the set of all words over V , and the empty word is

denoted by λ. The length of a word w ∈ V ∗ is denoted by |w|, while alph(w) denotes the set
of all letters that occur in w. In our problems, we assume that the letters of any word w of
length n are in fact integers from {1, . . . , n}; accordingly, w is a sequence of integers. This is
a common assumption in stringology (see, e.g., [8]).

If w = xuy, for w, x, u, y ∈ V ∗, then u is a factor of w, x is a prefix of w, and y is a suffix
of w. For 1 ≤ i ≤ j ≤ |w|, we denote by w[i] the symbol at position i in w and by w[i..j] the
factor w[i]w[i+ 1] · · ·w[j] of the word w. A word u occurs in w at position i if u is a prefix
of w[i..|w|]. The powers of a word w are defined recursively by w0 = λ and wn = wwn−1 for
n ≥ 1. A word w that is not a power of some other word is called primitive. If w is not
primitive, then there exists a unique primitive word u, called the primitive root of w, such
that w = un for some n ≥ 2. A period of a word w over V is a positive integer p such that
w[i] = w[j] for all i and j with i ≡ j (mod p); per(w) denotes the smallest period of w.

A function f : V ∗ → V ∗ is a morphism if f(xy) = f(x)f(y) for all x, y ∈ V ∗; f is an
antimorphism if f(xy) = f(y)f(x) for all x, y ∈ V ∗. To define an anti-/morphism it is
enough to define f(a), for all a ∈ V . We call f literal if |f(a)| = 1 for all a ∈ V . Let
f(V ) = {f(a) | a ∈ V }. We assume that any literal anti-/morphism f is given as the image
of the letters of V under f (in order, from 1 to |V |).

We say that a word w is an f-repetition with root t or, alternatively, an f -power with
root t, if w is in {t, f(t)}+, for a factor t of w. If w is not an f -power, then w is f -primitive.
For example, the word abcaab is primitive from the classical point of view (i.e., 1-primitive,
where 1 is the identical morphism) as well as g-primitive for the morphism g defined by
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g(a) = b, g(b) = a, g(c) = c. However, when considering the morphism f(a) = c, f(b) = a,
f(c) = b, we get that abcaab = ab f(ab) ab, thus, being an f -repetition with root ab.

For an anti-/morphism f : V ∗ → V ∗, a unary f -pattern p is an element of the set
{x, f(x)}∗ (i.e., a word over the alphabet having the letters x and f(x)); here x is called
variable and, if p ∈ {x, f(x)}k, we say that k is the length of p. An instance of the f -pattern
p is a word obtained by replacing in it the variable x by a word t ∈ V + and evaluating the
resulting expression in V ∗. For instance, if f is the identity antimorphism (i.e., f is (·)R, the
mirror image) then xf(x) = xxR is a pattern whose instances are all palindromes of even
length; if f is the identity morphism then xf(x) = x2 is a pattern whose instances are all
squares. We will only discuss the case of unary f -patterns, called patterns for brevity.

Finally, the computational model we use is the standard unit-cost RAM with logarithmic
word size. Also, all logarithms appearing here are in base 2.

2 The problems

In [6], the problem of identifying, given a word w and an anti-/morphism f , all the f -
repetitions (either of arbitrary or of given exponent) contained in w was efficiently solved.
The solutions and their time complexities depended on the properties of f , but, in all cases,
they were influenced by the fact that we needed to output all f -repetitions.

Here we approach two related problems. We are given a word w, an anti-/morphism f ,
just like before, but also a unary f -pattern p. We want to test whether w has as factor

an instance of the given pattern p (i.e., whether w is p-free). Further, in the same setting,
but given a number k instead of the pattern, we are interested in testing whether the word w
contains an f -repetition of exponent k, that is, a word of the form {t, f(t)}k. This task was
called in [1] the problem of testing pseudo-kth-power freeness. Compared to the first problem,
this one requires deciding whether w contains an instance of any pattern of length k.

The results we present deal with the cases when f is a literal morphism or antimorphism;
moreover, in part of the results we restrict f to being bijective. These cases seem to be
interesting as they cover exactly the classes of morphisms and antimorphisms that play
an important role in the literature: the classical mirror image of words, the antimorphic
involutions used in the initial papers on pseudo-repetitions [1, 4, 14] to model the DNA
Watson-Crick complementarity, or the anti-/morphic permutations used in [13] in the context
of avoiding pseudo-repetitions or in [12] to show generalised periodicity lemmas.

The two problems are defined formally in the following.
I Problem 1. Given w ∈ V +, |w| = n, f : V ∗ → V ∗ a literal anti-/morphism, and an
f -pattern p of length k, decide whether there exists an instance of p occurring in w.
I Problem 2. Given w ∈ V +, |w| = n, f : V ∗ → V ∗ a literal anti-/morphism, and an integer
k > 0, decide whether there exists a factor v of w with v ∈ {t, f(t)}k for some t ∈ V +.

Our results are the following. We first give, in Section 4, solutions to Problem 1 and 2
that run in O(nk2) time when f is both a literal morphism or a literal antimorphism. This is
especially interesting as it shows that Problem 1 can be solved in linear time for f -patterns
of fixed length (or Problem 2 for constant k). For instance, the occurrence of patterns having
length 2 (generalised squares) or 3 (cubes under literal anti-/morphisms), inside a word can
be tested in linear time. The solutions we present here rely both on several combinatorics
on words results and on the possibility of constructing efficient data structures for word
processing. It is worth noting that our approach begins similarly to that used in [11] to
detect classical repetitions; however, the arguments used further in our algorithms and proofs
are more general and required both a deeper analysis and novel techniques. Moreover, the
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tools we developed may have a broader range of applications. For instance, Lemmas 3, 4,
or 7, provide novel insight in the combinatorics of pseudo-repetitions, while Lemma 2 shows
how an extended Lempel-Ziv-like factorisation of a word can be efficiently computed, which
might be useful in, e.g., efficiently detecting inverted repeats in DNA sequences.

In Section 5, we consider the problems for f bijective. As already described, this case
played an important role in the existing theory and its motivations. In this setting we propose
new solutions for Problems 1 and 2, running in O(n logn) time. While being based on a
different approach than the previous ones, these solution have also the nice feature that they
are efficient even for larger values of k. Moreover, the solution of Problem 2 can be used to
compute the maximum k such that w contains an instance of a pattern of length k.

Before concluding this section, let us note that our results improve significantly the
results reported in [14], [1], and [6]. In [14] it was shown that factors of the form tk−1f(t) or
(tf(t))k (and symmetrical) can be detected in O(kn) time; in [1] these results were extended
to show that that pseudo-cube freeness can be tested in O(n2) time. Both these results
were developed for f an antimorphic involution and an alphabet of constant size. In [1],
within the same setting, an algorithm outputting all the pseudo-k-powers contained in a
word in O(n2 logn) time was reported, and used to test pseudo-kth-power freeness; a faster
algorithm finding all the pseudo-k-powers occurring in a word in time Θ(n2) was given in [6]
(for f literal, and working over integer alphabets, as here), but it was still slower than our
algorithms when used to test pseudo-kth-power freeness. For patterns without functional
dependencies, Problems 1 and 2 coincide, and can be solved in linear time (see, e.g., [11]).

3 Prerequisites

For a word u, |u| = n, over V ⊆ {1, . . . , n} we can build in O(n) time the suffix tree and
suffix array structures, as well as data structures allowing us to retrieve in constant time
the length of the longest common prefix of any two suffixes u[i..n] and u[j..n] of u, denoted
LCPu(i, j) (the subscript u is omitted when there is no danger of confusion). Such structures
are called LCP data structures in the following. For details, see, e.g., [8], and the references
therein. Similarly, we can build structures allowing us to retrieve in constant time the length
of the longest common suffix of any two prefixes u[1..i] and u[1..j] of u, denoted LCSu(i, j).

I Remark 1. Given a word w of length n and a divisor ` of n we can use one LCP query to
check in constant time whether w = xk, where |x| = ` and k = n

` . Indeed, w = xk if and
only if LCP(1, `+ 1) = n− `. The longest prefix of w that is a power of u[1..`] is obtained
similarly, as the longest prefix w′ of w whose length is divisible by ` and |w′| ≤ LCP(1, `+ 1).

When solving Problems 1 and 2 we construct LCP data structures for the words w, wR

(the mirror image of w), and v = wf(w); this takes O(|w|) time. Note that, when f is a literal
morphism, checking whether f(w[i..j]) appears at position ` in w is equivalent to checking
whether `+ j − i ≤ n and LCPv(`, |w|+ i) ≥ j − i+ 1. When f is a literal antimorphism,
checking whether f(w[i..j]) appears at position ` in w is, in this case, equivalent to checking
whether `+ j − i ≤ n and LCPv(`, 2|w| − j + 1)) ≥ j − i+ 1.

In some of the proofs we will need an efficient solution for the interval union-find problem,
which asks to maintain a partition of the universe U = [1, n] into a number of disjoint
intervals, so that given any element we can locate its current interval, and we can merge
two currently adjacent intervals into one. Both operations can be implemented in amortised
constant time [5] in our model of computation.

The following classical combinatorial result is used in this paper; for proofs and details
see [10], the handbook [2, Chapter 9], and the references therein.
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I Lemma 1. Let w ∈ V ∗, with |w| = n, and PSw = {u primitive | u2 prefix of w}. Then
|PSw| ≤ 2 logn and one can compute all the sets PSw[i..n], for 1 ≤ i ≤ n, in O(n logn) time.

4 General solutions

The main result we show in this section is that both our problems can be solved in O(nk2)
time, so in linear time for constant k. That is, testing freeness with respect to a fixed
f -pattern or testing pseudo-kth-power freeness for constant k can be done in linear time.
These results seem highly interesting to us as they show that the efficiency of testing square,
cube, or palindrome freeness is preserved for a class of more general patterns.

We begin this section with a slightly modified version of the s-factorisation defined in [11]
(see also [2]), and series of lemmas on the newly defined concept. Let g : V ∗ → V ∗ be a
literal anti-/morphism and w ∈ V ∗ a word. The g-factorisation of w is defined as follows.
We factor w = u1 · · ·ur if the following hold for all i ≥ 1:

If letter a occurs in w immediately after u1 · · ·ui−1 and neither a nor g(a) appeared in
u1 · · ·ui−1, then ui = a.
Otherwise, ui is the longest word such that u1 · · ·ui−1ui is a prefix of w and ui or g(ui)
occurs at least once as a factor in u1 · · ·ui−1.

The 1-factorisation of w (the not-self-referential variant of the s-factorisation from [11]) is
obtained by just taking g to be 1, the identity morphism.

By arguments similar to those used in [3], it follows that g-factorisations of words can be
computed in linear time, for g literal anti-/morphism.

I Lemma 2. If g is a literal anti-/morphism we can compute the g-factorisation of a word
w of length n in time O(n).

The following combinatorial lemma shows the relation between possible occurrences of
an f -pattern p in a word and its f -factorisation, for a morphism f .

I Lemma 3. Let f be a literal morphism, w a word, and p a pattern of length k ≥ 2, such
that p 6= xk−1f(x). Let w = u1 · · ·ur be the f-factorisation of w and consider all instances
of p. Then for any instance w[i..j] with |u1 · · ·uh−1| < j ≤ |u1 · · ·uh| we have two mutually
exclusive possibilities:
1. i > |u1 · · ·uh−1|, and we call w[i..j] a secondary instance, completely contained in uh,
2. j − i+ 1 ≤ k(|uh−1|+ |uh|), and we call w[i..j] a crossing instance.
Furthermore, the leftmost instance of the pattern is crossing.

A related result can be shown also for f antimorphic, but in a slightly more particular
setting: the word w is 1-factored and the pattern p has at least length 3.

I Lemma 4. Let f be a literal anti-/morphism, w a word, and p a pattern of length
k ≥ 3, such that p /∈ {xk−1f(x), f(x)k−1x}. Let w = u1 · · ·ur be the 1-factorisation of
w and consider all instances of the pattern p. Then for any such instance w[i..j] with
|u1 · · ·uh−1| < j ≤ |u1 · · ·uh| we have two mutually exclusive possibilities:
1. i > |u1 · · ·uh−1|, and w[i..j] is a secondary instance, completely contained in uh,
2. j − i+ 1 ≤ k(|uh−1|+ |uh|), and w[i..j] is a crossing instance.
Furthermore, the leftmost instance of the pattern is crossing.

We only present here the solutions of Problems 1 and 2 for f antimorphic. The morphic
case can be solved in a similar manner with less technicalities. For Problem 1, for instance,
we compute the f -factorisation of the input word w, and then we try to identify (like in
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t f(t) t

y f(y′) yz f(z′) z

t = yz

`︷ ︸︸ ︷ `︷ ︸︸ ︷ `︷ ︸︸ ︷

f(t)

f(y′) f(z′)

w1 w2

f(t) = f(y′)f(z′)

α1 α1α2 α2

β1 β1β2 β2

Figure 1 Finding tf(t)tf(t) in the catenation of two words.

the antimorphic case, described below) the leftmost occurrence, if any, of an instance of the
pattern p, which is crossing by Lemma 3. The usage of f -factorisations is needed here so
that the case of patterns of length 2 (or f -squares) is also covered. The time complexity of
this approach is O(nk2).

The case of Problem 1, for antimorphisms. When f is an antimorphism we use 1-
factorisations of the input words, instead of f -factorisations. The major points of the
algorithm detecting instances of the pattern f are given in the following.

In the following, a pseudopalindrome of length ` is a word of the form uf(u) with |u| = `.
Its occurrence is centred at position i if the first character of f(u) is aligned there. The
pseudopalindromic radius at i is simply the length of the longest pseudopalindrome centred
at i, which can be computed in constant time using LCS queries on wf(w).

To begin with, patterns of the form xf(x) or f(x)x are detected in O(n) time by
checking the existence of positions with strictly positive pseudopalindromic radius in w and,
respectively, wR. Moreover, if the pattern is xk, the problem reduces to detecting the usual
repetitions, hence can be done in O(n) time. If the pattern is f(x)k, we just need to check
which letters can be an image under f , so which factors of w can contain an instance of the
pattern, and again we can reduce the problem to the standard case of detecting repetitions.

I Lemma 5. Let f be a literal antimorphism, w be a 1-factorised word, and p a pattern
of length k ≥ 3, p /∈ {xk−1f(x), f(x)xk−1, f(x)k−1x, xf(x)k−1, xk, f(x)k}. All M crossing
instances of p (if any) can be detected (and output as pairs of indices) in O(nk2 +M) time.

Proof. The proof is based on Lemma 4. Assume that the 1-factorisation of w is u1 · · ·ur and
for each h ≤ r we look for an instance of p ending inside uh, shorter than k(|uh−1|+ |uh|).

We describe how to find an instance v of a given pattern p of length k, in the concatenation
of two words w1 and w2, such that this occurrence crosses the boundary; then we can apply the
strategy for w2 = uh and w1 a suffix of u1 · · ·uh−1, |w1| = min{|u1 · · ·uh−1|, k(|uh−1uh|)−1}.
For each such w1 and w2 we construct a list of simple conditions which guarantee the
existence of an occurrence. Then we consider all such conditions together, and verify them
in a specific order. For simplicity, we only explain the case of v = tf(t)tf(t) (an instance of
p = xf(x)xf(x)), with k = 4, and then show how to generalise. Let us also assume that the
first letter of w2 belongs to the first f(t), see Figure 1; the other cases are analogous. Let `
denote |t| and assume that we built LCP and LCS data structures for w′ = w1w2f(w1)f(w2).

Now, let α1 be the length of the longest factor starting at positions |w1| − `+ 1 in w1
and ` in w2; let α2 be the length of the longest factor starting at positions 1 and 2` + 1
in w2. Similarly, let β1 be the length of the longest factor ending at positions |w1| − ` in
w1 and ` − 1 in w2, and β2 be the length of the longest factor ending at positions |w1| in
w1 and 2` in w2. All α1, α2, β1, β2 can be computed with LCPw′ and LCSw′ queries. Now,
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if min{α1, α2} + min{β1, β2} < `, clearly no instance exists. Otherwise, the only possible
instances have |z| ≤ min{α1, α2} and |z| ≥ `−min{β1, β2} (where z is defined as in Figure 1).
Moreover, those two conditions guarantee that all fragments corresponding to t are the same,
and all fragments corresponding to f(t) are equal, too. They do not guarantee, though, that
the fragment which is supposed to be f(t) is indeed an image of the fragment corresponding
to t. Hence we also need to check if the pseudopalindromic radius at |w1| − `+ |z| in w1w2
is at least `. That is, an instance of the pattern corresponds exactly to a pseudopalindrome
of length ` centred at i ∈ [|w1| −min{β1, β2}, |w1| − `+ min{α1, α2}] in w1w2, if any.

We build a list of all such conditions corresponding to different values of ` ≤ |w1|+|w2|
k

(and different pairs of concatenated words w1 and w2 = uh, as described in the beginning)
and then process them all at once in the order of increasing `. This is done efficiently by
maintaining in a structure S all positions i such that the pseudopalindromic radius at i is at
least the current `. Then, reporting all instances corresponding to a single condition requires
iterating through all i ∈ S such that i is in the corresponding range. Note now that S can
be implemented as the interval union-find structure. Then, if the range contains H numbers,
we output them in O(1 +H) time. We check similarly all the other possibilities for a factor
t or f(t) to fall on the border, so the claimed complexity (for p = xf(x)xf(x)) follows.

Other patterns of length 3 and 4 are analysed similarly. If the pattern is longer (of length
k > 4), we check k possibilities for the factor falling on the border. For each of them we need
to execute O(k) constant time queries to generate the conditions on |y| or detect that no such
instance is possible. Hence the total number of conditions is

∑
2≤h≤r

∑
`≤|uh−1|+|uh| k =

O(nk), and the total time to generate all of them is O(nk2), plus additional O(n) to maintain
the interval union-find structure. Then each instance is reported in constant time. J

Assume first that p /∈ {xk−1f(x), f(x)xk−1, f(x)k−1x, xf(x)k−1, xk, fk(x)}. Lemma 4
shows that if p occurs in w, then there exists a crossing instance of p in w. The previous
lemma shows that we can locate in O(nk2) time such a crossing instance of p, if any (just
output the first instance we meet and stop searching for others). If we found one, we conclude
that w contains an instance of the pattern; otherwise, w does not contain any instance of p.

Further, we only have to consider now the cases when p is xk−1f(x) or xf(x)k−1; the
other cases can be reduced to these two by looking for the occurrences of pR in wR. In the
first (respectively, second) remaining case, we only need to check if there is a position i such
that the pseudopalindromic radius at i is at least as long as the length of the shortest word
whose k-th power is a suffix (respectively, prefix) of w[1..i− 1] (respectively, w[i..n]). Thus,
to conclude, we apply the following lemma for w (respectively, wR).

I Lemma 6. Given a word w of length n and k ≥ 2, we can compute for each position i the
smallest ` ≥ 1 such that w[i− k`+ 1..i] is a power of w[i− `+ 1..i], in O(n) total time.

This technical lemma and its main consequence, that we can detect instances of the pat-
terns xk−1f(x) and f(x)k−1x in O(n) time, improves significantly the results reported in [14]:
we decreased the complexity from O(nk), and our algorithm works for integer alphabets.

The case of Problem 2, for antimorphisms. Let us first give the following lemma:

I Lemma 7. If w contains max(k, 3) pseudopalindromes of length ` starting at positions
s, s + δ1, s + δ2, . . . with all δi ≤ `

4 , then w has a factor rk with r = f(r). Accordingly, w
contains an instance of any pattern of length k.

To solve Problem 2, we begin with checking if there is an instance of xk, fk(x), f(x)k−1x,
xf(x)k−1, xk−1f(x), or f(x)xk−1 using the method from the previous section. If there is
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no such instance, we apply the reasoning described in Lemma 5. Of course, now we do not
know the exact structure of the pattern. Nevertheless, we can look at the 1-factorisation
w = u1 · · ·ur, and for each two adjacent factors uh−1 and uh we consider all possibilities for
the length ` of t, the image of the variable x. Assume that for each such possibility we get
that an instance of the pattern corresponds to the existence of a pseudopalindrome of length
` centred in a range of at most 2`k positions, these positions being the suffix of w1 of length
`k and the prefix of w2 of length `k, with w1 and w2 = uh defined as in the proof of Lemma 5.
We generate all pseudopalindromes in such ranges using the same approach as in that lemma,
i.e., by considering the entire set of conditions at once and maintaining an interval union-find
structure. If we can generate sufficiently many results, we terminate, as Lemma 7 shows that
w contains instances of all patterns of length k. More concretely, for each range of length
2`k there can be at most 8k2 pseudopalindromes of length ` centred there, provided that
no word rk with r = f(r) exists in w. Also, ` ≤ |uh−1|+ |uh| (by Lemma 4). So, summing
up over all h and ` we get that the total number of generated pseudopalindromes should
not exceed

∑
2≤h≤r

∑
`≤|uh−1|+|uh| 8k

2 = 16nk2. Thus, assume that we generated at most
16nk2 pseudopalindromes. Each of them corresponds to certain values of ` and i such that
the instance of xf(x) is centred at i and the image of x has length `. So, we can check in
O(k) time whether the image of xf(x) can be extended to an instance of a pattern of length
k. For this we do not need to know the exact structure of this pattern, we just check that
how many fragments of length ` are the same as either the left or the right half of the found
pseudopalindrome with LCP queries. This gives an O(nk3) time solution.

We can shave off one factor of k by using dynamic programming. We consider all generated
pseudopalindromes with the same value of ` at once. For each such pseudopalindrome vf(v),
we compute the largest k′ such that there is a k-repetition with x = v starting with this
vf(v). The idea is that after any vf(v) we must have a power of v or f(v) followed by
another vf(v) (or by the end of the instance of the pattern). Hence with a constant number
of LCP queries we can compute the highest power of both v and f(v) following this vf(v),
and then check if the next fragment of length 2` is vf(v) as well. Then the total running
time becomes proportional to the number of generated pseudopalindromes, which is O(nk2).

5 The bijective case

An O(n logn) solution for Problem 1. The second solution we propose for Problem 1 is
based on a careful analysis of the length 3 factors that may occur in the pattern, and is valid,
in this case, both for f literal bijective morphism and antimorphism.

We first check whether the pattern p contains any of the factors xxf(x), f(x)f(x)x,
f(x)xx, or xf(x)f(x). This takes O(k) ⊂ O(n) time. If not, then the pattern is a prefix of
x∞, f(x)∞, (xf(x))∞, or of (f(x)x)∞. We treat separately each of these cases.

First, let us note that if p is a prefix of x∞ then Problem 1 is equivalent to testing
whether w contains k-repetitions. This can be done in O(n) time, using the algorithm given
by Main [11]. When p is a prefix of f(x)∞ the Problem 1 can be solved similarly, in linear
time, by detecting repetitions in the factors of w containing only letters from f(V ).

I Lemma 8. Testing whether a word w, |w| = n, has as factor an instance of a pattern p, |p| =
k, that contains xxf(x), f(x)f(x)x, f(x)xx, or xf(x)f(x), can be done in O(kn logn) time.

Proof. We analyse now the cases when p contains xxf(x) or f(x)f(x)x (the cases when
p contains f(x)xx or xf(x)f(x) are solved by considering the reversed word and reversed
pattern). Hence, any instance of p contains a square. We analyse the first occurrence of a
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factor xxf(x) or f(x)f(x)x in p and check whether it is possible that such a factor occurs at
position i in the word w, for all i ∈ {1, . . . , n}. To this end, we consider such a number i; by
Lemma 1, there are at most 2 logn primitive squares occurring at position i in w. Clearly,
when vvf(v) is a word that occurs at position i then v is a power of some y ∈ PSw[i..n].
Thus, we iterate through all the elements of y ∈ PSw[i..n] and see whether we can construct
a word v such that vvf(v) or f(v)f(v)v occurs at position i in w and v is a power of y.

Let us assume that xxf(x) occurs before any occurrence of f(x)f(x)x in p (the other
case can be treated similarly). We have two subcases to analyse. The first subcase is when
y = f(y) (and this can be checked in constant time). Then we compute the maximum q such
that yq is a prefix of w[i..n]; this takes O(1) time, as q = LCPw(i,i+|y|)

|y| + 1. Similarly, using
an LCPwR query, we compute the maximum ` such that y` is a suffix of w[1..i]. If q ≥ 3 we
take v = y and, clearly, an instance of the pattern p occurs in w whenever `+ q ≥ k, where
k = |p|. The second subcase is when y 6= f(y). Just like before, we compute the maximum q

such that yq is a prefix of w[i..n]. Now, if q is even and f(y) occurs at position 1 + q|y|, we
have v = y

q
2 ; if q is odd then v cannot be a power of y. Once we know v we check whether

an instance of p occurs in w such that its first factor xxf(x) is mapped to the factor vvf(v)
occurring at position i in w. This check is done in O(k) time, using LCPwf(w) queries.

If f(x)f(x)x occurs first in p (before xxf(x)) then one should also analyse, for each
y, two subcases just like before. If f(v)f(v)v occurs at position i then f(v) is a power of
some y ∈ PSw[i..n]. The first subcase is when y = f(y), and can be treated just as the case
y = f(y) above. The second subcase is when we assume that y = f(z) for some z 6= y. As f
is injective, we have y 6= f(y). Thus, z is the first factor of length |y| that occurs after the
maximal prefix yp of w[i..n]. We then check by an LCPwf(w) query whether f(z) = y and p
is even, and follow the same procedure as before, for v starting with z and of length p|y|

2 . J

In conclusion, the case when p contains an occurrence of the factor xxf(x) or of f(x)f(x)x
can be solved in O(kn logn) time. By similar arguments, the case when p is a prefix of
(xf(x))∞ is analysed faster, in O(n logn) time.

Altogether, the analysis of the above cases takes O(kn logn), where the most time-
consuming step is the case when p contains at least one factor xxf(x), f(x)f(x)x, f(x)xx,
or xf(x)f(x), and the word v, to which x is mapped, is different from f(v). In the following,
we show how we can reduce the time needed to analyse this case to O(n logn) (that is, shave
off the k factor), and, consequently, obtain that Problem 1 can be solved in O(n logn) time.

I Lemma 9. Testing whether a word w, |w| = n, has as factor an instance of a pattern p, |p| =
k, that contains xxf(x), f(x)f(x)x, f(x)xx, or xf(x)f(x), can be done in O(n logn) time.

Proof. The approach in Lemma 8 can be optimised as follows. Instead of iterating through
all positions where a factor of the form vvf(v), f(v)f(v)v, f(v)vv or vf(v)f(v) occurs, and
then verifying in O(k) time if a given occurrence can be extended to form an occurrence of
the whole pattern, we look at entire groups of such factors at once, and adapt the Knuth-
Morris-Pratt algorithm (see [9]) to verify all of them at once. To make this verification
efficient, we will run the pattern matching algorithm not on the original word, but on its
suitably constructed compressed representation.

Using the same strategy as in the initial analysis of this case, we identify all the factors
vvf(v), f(v)f(v)v, f(v)vv and vf(v)f(v) with v 6= f(v) in w. We saw above that there are
O(n logn) occurrences of such factors. Note that a factor vvf(v) (or a factor vf(v)f(v))
can be also identified as a factor f(v′)f(v′)v′ (respectively, as a factor f(v′)v′v′), but only
when f(f(a)) = a for all the letters a occurring in v.
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Then we group together the occurrences of vvf(v), f(v)f(v)v, f(v)vv and vf(v)f(v)
factors having the same length. This can be done in O(n logn) time by describing each
such factor as a pair containing the position where it starts and the length of |v|, and then
putting together in a set (ordered with respect to the starting position) all the factors with v
of a certain length. As |v| ≤ n we will have O(n) such sets. Furthermore, we additionally
partition each set into smaller sets (again, ordered with respect to the starting position)
according to the remainder of the starting position modulo the length of v, which takes
linear time in the size of the set. Finally, each such set is split into even smaller groups: we
put together all the consecutive elements in the (ordered) set, that have the form vvf(v),
f(v)f(v)v, f(v)vv and vf(v)f(v) for a certain (the same for all factors) word v. As we have
already mentioned, a factor vvf(v) (or a factor vf(v)f(v)) can be also identified as a factor
f(v′)f(v′)v′ (respectively, as a factor f(v′)v′v′), whenever v′ = f(v) 6= v; however, the group
corresponding to v is exactly the same one as the one constructed for v′, so we do not need
to consider them separately. Note that, in the end, there may be more than one group
corresponding to the same v; however, one occurrence of vvf(v) (as well as one occurrence
of f(v)f(v)v, f(v)vv and vf(v)f(v)) belongs to exactly one group.

The idea of this splitting into groups is that an instance of the pattern p, with x mapped
to v, should have all the occurrences of factors xxf(x), f(x)f(x)x, xf(x)f(x), or f(x)xx
mapped to elements of the same group, that corresponds to v. Hence, in what follows we fix a
single group (and, consequently, a word v) and show how to detect a corresponding instance
of the pattern, with x mapped to v, in linear time in the size of the group. In particular,
if f acts as an involution on the letters of v, we should also try to detect a corresponding
instance of p, with x mapped to f(v); but this is done analogously, and takes the same time.

We additionally partition the fixed group into subgroups. Each subgroup is a maximal
set of consecutive elements of the group such that between any two of them we either have a
power of either v or f(v) (note that two consecutive elements, say vvf(v) and vf(v)f(v),
might overlap, and in such case there is nothing between them). The partitioning requires
just a single left-to-right scan of the elements of the group, with a constant number of LCP
queries when moving from one element to the other. Now a single subgroup corresponds
to a factor of w of the form {v, f(v)}+, and we have an ordered list of all occurrences of
vvf(v), f(v)f(v)v, f(v)vv and vf(v)f(v) in this factor. Furthermore, the factor starts and
ends with factors of this form, so we call it v-delimited. We can represent an v-delimited
word in a unique compressed form, called v-representation, as follows.

Sweep through all occurrences of vvf(v), f(v)f(v)v, f(v)vv and vf(v)f(v). For each
of them append xxf(x), f(x)f(x)x, f(x)xx, or xf(x)f(x), respectively, to the current v-
representation. Then, for each such two adjacent occurrences additionally insert one of
the following between the corresponding elements of the current representation: −2 if the
occurrences overlap by 2|v|; −1 if the occurrences overlap by |v|; 0 if the occurrences are one
after another; (x, h) if the fragment between the occurrences is vh with h > 0; (f(x), h) if
the fragment between the occurrences is f(v)h with h > 0.

I Example 1. If v = a, f(v) = b, and the word is aabbaaaaabbbba, its v-representation is
[xxf(x),−1, f(x)f(x)x, (x, 2), xxf(x), (f(x), 1), f(x)f(x)x].

Finally, treat each element of the representation as a single character (over a new alphabet,
whose size is O(nc) for some constant c, so the characters can be compared in constant time),
and the whole representation as a single word. It is clear that above definition guarantees
that the v-representation is unique. Furthermore, given a subgroup we can construct its
v-representation in linear time (in the size of the subgroup). Similarly, we can locate the
first and the last occurrence of xxf(x), f(x)f(x)x, f(x)xx or xf(x)f(x) in the pattern and
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construct in linear time (in the length of the pattern) the representation of its x-delimited
factor starting at the first and ending at the last of such occurrences. Finally, observe that
an occurrence of the whole pattern with x mapped to v corresponds to an occurrence of such
maximal v-delimited factor, and furthermore given the latter we can verify in constant time
if it corresponds to the former using a few LCP queries (i.e., the maximal v-delimited factor
can be padded with powers of v or f(v), to get an actual instance of the pattern p).

Hence, we can focus on generating all instances of the maximal x-delimited factor of the
pattern, and this is what we designed the x-representation for. We simply apply the usual
Knuth-Morris-Pratt algorithm to locate all occurrences of the x-representation of the maximal
x-delimited factor of the pattern in the v-representation of the factor corresponding to the
subgroup. This takes linear time in the size of the subgroup, excluding the preprocessing,
and the number of occurrences is linear, too. Finally, note that the preprocessing of the
pattern is done for all subgroups just once. J

This approach clearly identifies an instance, if any, of a pattern p that contains one of the
factors xxf(x), f(x)xx, xf(x)f(x), or f(x)f(x)x, in time O(n logn). In conclusion, by this
last argument and the previous remarks, we obtained an O(n logn) solution for Problem 1.

An O(n logn) solution for Problem 2. In this case we want to test whether w contains
the image of any pattern p from {x, f(x)}k, for a given k. However, we will determine the
maximum ` such that w contains an instance of some pattern p ∈ {x, f(x)}`. Let us note
that for ` ≤ 3 we have a linear time solution for testing whether w contains an f -repetition
of exponent `, as described in Section 4. Hence we focus on the remaining case ` ≥ 4.

The key remark in our approach is that if w contains an instance of a pattern p ∈
{x, f(x)}k1 then it also contains an instance of a pattern p′ ∈ {x, f(x)}k2 where x is replaced
by a primitive word v and k2 ≥ k1. Hence, we identify first the maximal factors of w that
have the form {t, f(t)}∗, for some primitive word t (thus, with f(t) primitive, as well), and
contain either tt or f(t)f(t), and, then, the ones that do not contain such squares.

This is done similarly to the subgroup splitting of the previous section. We first locate
the occurrences of such factors, in O(n logn) time, and then refine this set to obtain the
subgroups containing the occurrences of factors defined by the same t which have between
them only elements from {t, f(t)}∗. Like before, this takes O(n logn) time.

So far, we obtained the maximal factors of w that have the form {t, f(t)}∗ and start
either with tt or f(t)f(t). For such a factor y that starts with tt we compute in constant
time the maximal factor z that ends just before y and has the form (t{f(t)t}∗∪{f(t)t}∗)f(t),
following Remark 1. Then zy is a maximal factor that contains tt. Similarly, for a factor
y ∈ f(t)f(t){t, f(t)}∗ we compute the maximal factor z that ends just before y and has
the form (f(t){tf(t)}∗ ∪ {tf(t)}∗)t. Then zy is a maximal factor that contains f(t)f(t).
Consequently, we computed the maximal factors of w that have the form {t, f(t)}∗ and
contain either tt or f(t)f(t). Clearly, the time complexity of this procedure is O(n logn).

Now, if at least one of the maximal factors of w of the form {t, f(t)}∗ and containing tt
or f(t)f(t) is an f -power of t having the exponent at least k, then we can answer Problem 2
positively. Otherwise, we need to check whether w contains a repetition of the form {tf(t)}`,
{tf(t)}`t, {f(t)t}`, or {f(t)t}`f(t), for a large enough exponent ` ≥ 2. But, when looking at
maximal f -repetitions of this type, we get that their prefix of length 2|t| (that is, tf(t) or f(t)t)
should be primitive; otherwise, longer repetitions were detected in the previous step. Hence,
such repetitions start with a primitively rooted square. Now, analysing all the primitively
rooted squares occurring in w, and mapping them to t(f)tf(t) or f(t)tf(t)t, depending on
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the form pattern we look for (from the ones above), we can detect all these repetitions in
O(n logn) time, too. In conclusion, we solve completely Problem 2 in O(n logn) time.

Using this strategy, we also identify, in O(n logn) time, all the factors t and v of w such
that t is primitive and v ∈ {t, f(t)}∗, and v cannot be extended, in any direction, by neither t
nor f(t). It is not hard to see that one of these f -repetitions is the one that has the maximum
exponent among all the f -repetitions contained in w. Thus, we can also find the maximum
power of an f -repetition contained in w, within O(n logn) time.

6 Conclusions

In this paper we showed the following theorems.

I Theorem 10. Given a word w ∈ V ∗, with |w| = n, a literal anti-/morphism f : V ∗ → V ∗,
and an f -pattern p of length k, we can decide whether w contains an instance of p in O(nk2)
time; for a fixed pattern p, the problem can be solved in linear time. If f is bijective, then
the problem can be solved in O(n logn) time.

I Theorem 11. Given a word w ∈ V ∗, with |w| = n, a literal anti-/morphism f : V ∗ → V ∗,
and a positive integer k, we can decide whether w contains a factor of the form {t, f(t)}k,
for some word t, in O(nk2) time; for a constant k, the problem can be solved in linear time.
If f is bijective, then we can compute the maximum k such that w contains a factor of the
form {t, f(t)}k, for some word t, in O(n logn) time.

We conjecture that results in the line of the second parts of our theorems (and similar
proofs) hold also for general literal morphisms. In this case, however, one has to overcome
the difficulty that when f is not bijective, then f(t) is no longer primitive for all primitive t;
accordingly, the technicalities are expected to be far more involved. Consequently, the time
bounds are expected to be larger (although still close to linear time).

The main question left open is whether the results reported here can be improved to find
(if there exist) algorithmic solutions for the approached problems running in O(n) time.
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Abstract
A homomorphism from a graph G to a graph H is a function from V (G) to V (H) that preserves
edges. Many combinatorial structures that arise in mathematics and computer science can be
represented naturally as graph homomorphisms and as weighted sums of graph homomorphisms.
In this paper, we study the complexity of counting homomorphisms modulo 2. The complexity
of modular counting was introduced by Papadimitriou and Zachos and it has been pioneered by
Valiant who famously introduced a problem for which counting modulo 7 is easy but counting
modulo 2 is intractable. Modular counting provides a rich setting in which to study the structure
of homomorphism problems. In this case, the structure of the graph H has a big influence on the
complexity of the problem. Thus, our approach is graph-theoretic. We give a complete solution
for the class of cactus graphs, which are connected graphs in which every edge belongs to at most
one cycle. Cactus graphs arise in many applications such as the modelling of wireless sensor
networks and the comparison of genomes. We show that, for some cactus graphs H, counting
homomorphisms to H modulo 2 can be done in polynomial time. For every other fixed cactus
graph H, the problem is complete for the complexity class ⊕P which is a wide complexity class to
which every problem in the polynomial hierarchy can be reduced (using randomised reductions).
Determining which H lead to tractable problems can be done in polynomial time. Our result
builds upon the work of Faben and Jerrum, who gave a dichotomy for the case in which H is a
tree.
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1 Introduction

A homomorphism from a graphG to a graphH is a function from V (G) to V (H) that preserves
edges (i.e., maps every edge of G to some edge of H). Many combinatorial structures arising
in mathematics and computer science can be represented naturally as graph homomorphisms.
For example, proper q-colourings of a graph G correspond to homomorphisms from G to
the q-clique, and independent sets of G correspond to homomorphisms from G the 2-vertex
connected graph with one self-loop (the set of vertices of G mapped to the unlooped vertex is
independent). Partition functions in statistical physics such as the Ising, Potts, and hard-core
models arise naturally as weighted sums of homomorphisms. See, e.g., [3, 11].
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H1 H2 H3

Figure 1 ⊕HomsToH1 and ⊕HomsToH3 are ⊕P-complete, but ⊕HomsToH2 is in FP.

We study the complexity of counting homomorphisms modulo 2. For graphs G and H,
let Hom(G,H) be the set of homomorphisms from G to H. For each fixed H, we study the
computational problem ⊕HomsToH, i.e., computing |Hom(G,H)| mod 2, given input G.

The structure of the graph H has a big influence on the complexity of ⊕HomsToH. For
example, consider the graphs H1, H2 and H3 depicted in Figure 1. Our result implies that
⊕HomsToH1 is complete for the class ⊕P (under polynomial-time Turing reductions). H2
is constructed by moving the top right “bristle” from H1 down to the bottom right. Under
the standard assumption that ⊕P 6= FP, moving this bristle makes the problem easier – our
result implies that ⊕HomsToH2 is solvable in polynomial time. The graph H3 is constructed
by moving the top bristle from left to right in H2. This makes the problem hard again –
⊕HomsToH3 is ⊕P-complete.

The goal of this research is to study the complexity of ⊕HomsToH for every fixed
graph H and to determine for which graphs H the problem is in FP, for which it is ⊕P-
complete, and whether there are any H for which the problem has intermediate complexity.
In this paper, we give a complete solution to this problem for the class of cactus graphs.

A cactus graph is a connected graph in which every edge belongs to at most one cycle.
Cactus graphs were first defined by Harary and Uhlenbeck [13] who attributed them to the
physicist Husimi and therefore called them Husimi Trees. Cactus graphs arise, for example,
in the modelling of wireless sensor networks [2] and in the comparison of genomes [18]. Some
NP-hard graph problems can be solved in polynomial time on cactus graphs [1].

1.1 The complexity of modular counting
The complexity of modular counting is an interesting topic with some surprising results
and we only mention a few highlights here. It is important to note that ⊕P (first studied
in [12, 17]) is a very large complexity class. We treat ⊕P from the point of view of function
computation: it is all problems of the form “compute f(x) mod 2” where computing f(x)
is in #P. ⊕P is sufficiently powerful that there is randomised polynomial-time reduction
[19] from every problem in the polynomial hierarchy to some problem in ⊕P. Thus, under
the natural hypothesis that problems in the higher levels of the polynomial hierarchy are
not solvable in (randomised) polynomial time, ⊕P-complete problems are much harder than
problems in FP, which is the class of of function-computation problems that are solvable in
polynomial time.

The complexity of counting modulo 2 is different from the complexity of decision problems
and counting problems. First, consider an NP-complete decision problem. The mod-2
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counting version of this problem can be intractable, as you might expect (for example,
counting vertex covers or independent sets modulo 2 is ⊕P-complete [20]) but it can also be
tractable. As an example, consider counting proper 3-colourings of a graph modulo 2. There
are an even number of 3-colourings that use all three colours, since there are six permutations
of these colours. There are also an even number of 3-colourings that use exactly two colours,
since the colours can be swapped. It is easy to count 1-colourings, so it is easy to count all
proper colourings modulo 2. Next, consider a #P-complete counting problem. The mod-2
counting version of this problem can be intractable or tractable, as the examples given above
illustrate. As another example where the mod-2 counting version is tractable, consider the
problem of computing the permanent of a matrix modulo 2. Since −1 ≡ 1 (mod 2), the
permanent is equal modulo 2 to the determinant, so it can readily be computed in polynomial
time.

Another interesting aspect of modular counting is the fact that the value of the modulus
can affect the tractability of the problem. As an example, consider the well-known work of
Valiant [20] which identified a certain satisfiability problem where satisfying assignments are
easy to count modulo 7 but difficult to count modulo 2.

1.2 Dichotomies for graph homomorphism problems
Determining the border between tractability and intractability for large classes of modular
counting problems is an important step towards understanding the structure of the problems
themselves. In this paper we work within the context of graph homomorphism problems
because graph homomorphisms are general enough to capture a wide variety of combinatorial
problems, yet they exhibit sufficient structure that dichotomies exist. Hell and Nešetřil [14]
pioneered this direction by completely classifying undirected graphs according to the difficulty
of the graph homomorphism decision problem. They showed if a fixed graph H has a self-loop,
or is bipartite then the problem of determining whether an input graph has a homomorphism
to H is in P. For every other fixed graph H, the decision problem is NP-complete.

Over recent years, dichotomy theorems have also been established for the problem of
counting graph homomorphisms and computing weighted sums of homomorphisms. Dyer
and Greenhill [7] showed that the problem of counting homomorphisms to H is solvable in
polynomial time if every component of H is an isolated vertex, a complete graph with all
self-loops present, or a complete bipartite graph with no self-loops. For every other H, it
is #P-complete. In particular, there are no graphs H for which the problem has intermediate
complexity. This dichotomy was extended to the problem of computing weighted sums of
homomorphisms to H. A dichotomy was given by Bulatov and Grohe [3] for the case where
the weights are positive, by Goldberg, Grohe, Jerrum and Thurley [11] for the case where
the weights are real, and by Cai, Chen and Lu [4] for complex weights.

1.3 Counting graph homomorphisms modulo 2
The first results on the complexity of counting graph homomorphisms modulo 2 were obtained
by Faben and Jerrum [8, 9], who made some important structural discoveries which we also
use.

An involution of a graph is an automorphism of order 2. If σ is an automorphism of a
graph H then Hσ denotes the subgraph of H induced by the fixed points of σ.

I Lemma 1. ([9, Lemma 3.3]) If H is a graph and σ is an involution of H then, for any
graph G, |Hom(G,H)| ≡ |Hom(G,Hσ)| (mod 2).
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The lemma is useful because it enables us to reduce the problem of counting homomorph-
isms to H modulo 2 to the problem of counting homomorphisms to Hσ modulo 2. This
leads naturally to the idea of reduction by involutions. Let → be the relation on graphs
where H → H ′ if and only if there is an involution σ of H such that H ′ = Hσ. Let →∗
be the transitive closure of →. Faben and Jerrum showed that repeatedly applying → to a
graph H reduces H to a unique involution-free graph, up to isomorphism. Also, to classify
the complexity of counting homomorphisms to H, it suffices to study the complexity of
counting homomorphisms to its connected components.

I Lemma 2. ([9, Theorem 6.1]) Let H be an involution-free graph. If H has a connected
component H1 such that ⊕HomsToH1 is ⊕P-hard with respect to polynomial-time Turing
reductions, then ⊕HomsToH is also ⊕P-hard.

It is easy to see that, if ⊕HomsToHj is solvable in polynomial time for every connected
component Hj of H, then ⊕HomsToH is also solvable in polynomial time. Faben and
Jerrum used the structural results to give a dichotomy for the complexity of ⊕HomsToH
when H is a tree. Define the “involution-free reduction” H ′ of a graph H to be the
lexicographically-minimal involution-free graph such that H →∗ H ′. We can state their result
as follows.

I Theorem 3. ([9, Theorem 3.8]) If H is a tree then ⊕HomsToH is ⊕P-complete if the
involution-free reduction of H has more than one vertex. Otherwise, it is in FP.

Every involution-free tree is asymmetric (has no non-trivial automorphisms). Thus, the
technical work of proving Theorem 3 is to show that ⊕HomsToH is ⊕P-hard for every
asymmetric tree H with more than one vertex. Fortunately, this can be done without too
much technical complexity. Developing a dichotomy to cover all graphs seems to be much
harder and even the dichotomy for cactus graphs requires a substantial technical effort, as
we will see. Nevertheless, there is a general conjecture as to what the outcome would be.

I Conjecture 4 (Faben and Jerrum). Let H be a (not necessarily simple) graph. ⊕HomsToH
is in FP if the involution-free reduction of H is empty, a single vertex (with or without a
self-loop) or a graph with two isolated vertices, exactly one having a self-loop. Otherwise, it
is ⊕P-complete.

1.4 Our result
Recall that a cactus graph is a connected, simple graph in which every edge belongs to at
most one cycle. Our main result gives a proof of Faben and Jerrum’s conjecture for cactus
graphs.

I Theorem 5. Let H be a simple graph with every edge in at most one cycle. If the involution-
free reduction of H has at most one vertex, then ⊕HomsToH is solvable in polynomial time.
Otherwise, ⊕HomsToH is complete for ⊕P under polynomial-time Turing reductions.

To prove this, we must investigate all involution-free cactus graphs, not just the asymmetric
ones. This is because, unlike the situation for trees, there are involution-free cactus graphs,
such as H4 in Figure 2, that have non-trivial automorphisms. This graph has no involutions
but has an automorphism of order 3 which rotates the cycle. Incidentally, it is easy to see
that the graph H5 in the figure has an involution that moves all vertices, so ⊕HomsToH5 is
in FP. Our result implies that ⊕HomsToH4 is ⊕P-complete.
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H4 H5

Figure 2 ⊕HomsToH4 is ⊕P-complete but ⊕HomsToH5 is in FP.

To prove the hardness result in Theorem 5, we introduce three graph-theoretic notions:
hardness gadgets, partial hardness gadgets, and mosaics. Hardness gadgets and partial
hardness gadgets are, as the name suggests, structures for proving ⊕P-hardness. Mosaics
are graphs built on unions of 4-cycles. They are what is left in inductive cases where
hardness gadgets don’t exist and we use them in our inductive proof. Our approach is
therefore recursive: we decompose involution-free cactus graphs at cut vertices so that every
component contains at least one of these three induced structures. We then combine these
structures to obtain hardness gadgets in the original graph. If an asymmetric graphH contains
a hardness gadget, then it is relatively easy to show that ⊕HomsToH is ⊕P-complete — the
proof is by reduction from the problem of counting independent sets modulo 2, generalising
the argument for trees. We will discuss the situation in which H is not asymmetric presently.

Even when H is asymmetric, the most difficult part of the argument is showing that every
non-trivial involution-free cactus graph does actually contain a hardness gadget. The presence
of cycles greatly complicates this argument, hence the need to define hardness gadgets, partial
hardness gadgets and mosaics and to decompose cactus graphs into components with these
three different structures, which can then be combined to form hardness gadgets.

When the graph has non-trivial automorphisms, there is a further complication. Suppose
that G and H are graphs and that p is a function from V (G) to 2V (H). A homomorphism f

from G to H is said to satisfy the “pinning” function p if, for every v ∈ V (G), we have
f(v) ∈ p(v). Now suppose that H is an involution-free graph containing a hardness-gadget.
The high-level strategy for proving that ⊕HomsToH is ⊕P-hard is to first reduce the problem
of counting independent sets modulo 2 to the problem of counting pinned homomorphisms
from G to H (modulo 2) and then to reduce the latter problem to ⊕HomsToH. This pinning
approach has been used successfully in dichotomy theorems in related domains [3, 5, 6].
When H is asymmetric, the application of pinning works smoothly. Building on work of
Lovász [15], Faben and Jerrum reduced the pinned problem to the unpinned one for the case
in which the pinning function pins some vertex to an orbit in the automorphism group of H.
When H is asymmetric (as it is, when H is a tree), the orbit is just a single vertex, and
this is just what is required. If H is not asymmetric, we do not know how to pin a vertex
of G to a particular vertex in H. To get around this, we augment G with a copy of H and
we pin every vertex in the copy to its own orbit in the automorphism group of H. Every
homomorphism from an involution-free cactus graph to itself that respects the orbits of all
of its vertices is, in fact, an automorphism of H, and this enables us to solve the problem.

Theorem 5 gives a dichotomy for cactus graphs. If the involution-free reduction of H has
at most one vertex then ⊕HomsToH is in FP. Otherwise, it is ⊕P-complete. Furthermore,
the meta-problem of determining which is the case, given input H, is computationally
easy. Finding an involution of H reduces in polynomial time to computing the size of H’s
automorphism group modulo 2. The latter problem is in FP for cactus graphs because, for
example, they are planar.
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1.5 Notation
Given two graphs G and H (not necessarily vertex-disjoint), G ∪H is the graph (V (G) ∪
V (H), E(G) ∪ E(H)). If E is a set of edges, let V (E) denote the set of endpoints of
edges in E and let G ∪ E denote the graph G ∪ (V (E), E). Given a set V ′ ⊆ V (G), let
G− V ′ = G[V (G) \ V ′]. We use the phrase “j-walk” in a graph to refer to a walk of length j.

We use ΓH(v) to denote the set of neighbours of vertex v in H. A rooted graph is a
pair (H,x) where H is a graph and x ∈ V (H) is a distinguished vertex, the root. An
automorphism of (H,x) is an automorphism of H that fixes x.

We use Aut(H) to denote the automorphism group of H and, for v ∈ V (H), we use
OrbH(v) to denote the set of vertices of H in the orbit of v under the action of Aut(H).

2 Pinning, gadgets and mosaics

In this section, we discuss pinning and define the gadgets we use to prove ⊕P-hardness of
⊕HomsToH problems by reduction from ⊕IS, counting independent sets modulo 2.

Recall from the introduction that a homomorphism f : V (G)→ V (H) satisfies a pinning
function p : V (G)→ 2V (H) if f(v) ∈ p(v) for all v ∈ V (G). Let HomPin(G,H, p) be the set
of homomorphisms from G to H that satisfy the pinning function p. Say that a pinning p is
r-restrictive if at most r vertices v ∈ V (G) have p(v) 6= V (H) and for each such vertex v, p(v)
is a union of orbits of the automorphism group of H. We consider the following computational
problem, which is parameterised by a graph H and a natural number r.
Name: ⊕r-PinnedHomsToH.
Input: A graph G and a r-restrictive pinning function p : V (G)→ 2V (H).
Output: |HomPin(G,H, p)| (mod 2).
Extending the work of Faben and Jerrum who, in turn, built on results of Lovász [15], we
prove the following theorem.

I Theorem 6. Let H be an involution-free graph and let r be a positive integer. There is a
polynomial-time Turing reduction from ⊕r-PinnedHomsToH to ⊕HomsToH.

We next introduce machinery that we will use to prove that ⊕r-PinnedHomsToH is
⊕P-complete when H is an involution-free cactus graph and r is defined appropriately.

I Definition 7. A hardness gadget in a graph H is a tuple (β, s, t, O, i,K, k, w) where β
is a positive integer, s, t and i are vertices of H, (O, {i},K) is a partition of ΓH(s), and
k : K → N>0 and w : K → V (H) are functions. The following conditions must be satisfied.
1. |O| is odd.
2. For any o ∈ O and y ∈ O ∪ {i}, s is the unique vertex that is adjacent to o and y and

has an odd number of β-walks to t.
3. There are an even number of (1 + β)-walks from i to t.
4. For all u ∈ K, w(u) has an even number of k(u)-walks to u and an odd number of

k(u)-walks to every vertex in O ∪ {i}.

These conditions simplify if β = 1, since having an odd number of 1-walks to a vertex is
the same as being adjacent to it.

The construction used in our reduction from ⊕IS is given formally in Definition 12.
Given a graph G and a hardness gadget Γ, we will produce a graph GΓ that includes a
copy of V (G). We call the vertices in this copy, “G-vertices”. We will use pinning to
consider homomorphisms from GΓ to H that map all G-vertices to neighbours of s. Part 4 of
Definition 7 ensures that there will be an even number of such homomorphisms that map any
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G-vertices to members of K. These contribute nothing to the total modulo 2 so the effect is
to restrict to homomorphisms that map every G-vertex to O ∪ {i}. Part 3 of the definition
will ensure that the number of homomorphisms that map adjacent vertices in G to i is even,
so these also do not contribute. Thus, the homomorphisms that remain are those in which
an independent set of G-vertices are mapped to i. Our key technical result is that every
non-trivial, involution-free cactus graph contains a hardness gadget (Theorem 10).

In some cases, our decomposition might yield subgraphs that do not contain hardness
gadgets. We are still able to make progress using structures that can be combined with other
parts of the graph to produce a hardness gadget. A partial hardness gadget is, essentially, a
simplified hardness gadget that has K = ∅ and that doesn’t yet have a “t” vertex: at a later
point, we will find a vertex t with the properties necessary to produce a full hardness gadget.

I Definition 8. A partial hardness gadget in a rooted graph (H,x) is a tuple (s, i, O, P ),
where s is a vertex of H, ({i}, O) is a partition of ΓH(s), and P is a path in H. The tuple
satisfies the following conditions.
1. |O| is odd.
2. P is the unique shortest path from x to i in H.
3. Ps is the unique shortest path from x to s in H.
4. For each o ∈ O, Pso is the unique shortest path from x to o in H.

The final structures arising in our decompositions are “mosaics”. Some of these (those
with “shortcuts”, defined below) already contain hardness gadgets. In other cases, a mosaic
will provide a “t” vertex for a partial hardness gadget elsewhere in the decomposed graph.

I Definition 9. An unbristled mosaic is the one-vertex rooted graph or a rooted cactus graph
that is a union of 4-cycles. A mosaic is a rooted graph (H,x) for which there is a partition
(V ′, V ′′) of V (H) such that: x ∈ V ′, (H[V ′], x) is an unbristled mosaic, and E(H) \E(H[V ′])
is a matching between V ′′ and a subset of V ′. The edges of the matching are called bristles.

The graphs in Figure 1 would be mosaics if a root were placed at any vertex on a cycle.
Note that every vertex of a mosaic is adjacent to at most one bristle, and that the one-vertex
rooted graph and a rooted edge are both mosaics.

A shortcut in a mosaic (H,x) is a pair of odd-degree vertices, with degree at least 3, that
have a unique shortest path P between them, and this path does not contain x. In the full
paper, we show that every mosaic with a shortcut contains a hardness gadget.

3 Finding hardness gadgets

In Sections 6 and 7 of the full paper, we prove the following result.

I Theorem 10. Every involution-free cactus graph H with more than one vertex contains a
hardness gadget.

Given a cut vertex v of a graph H, let H ′1, . . . ,H ′κ be the connected components of H−{v}.
Let the split of H at v be the set of graphs {H1, . . . ,Hκ}, where Hj = H[V (H ′j) ∪ {v}].
To prove Theorem 10, we mostly proceed by splitting at cut vertices and investigating the
resulting components. A key point is that, if {H1, . . . ,Hκ} is the split of an involution-free
graph H at a cut vertex v then each rooted graph (Hj , v) is involution-free, even though the
unrooted graph Hj might not be. This allows us to perform an induction on rooted graphs
to establish the following lemma. Theorem 10 then follows by choosing an appropriate root
and constructing a hardness gadget from the contents of the split at the root.
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Figure 3 An example graph illustrating the proof ideas of Theorem 10 and Lemma 11.

I Lemma 11. Every involution-free rooted cactus graph (H,x) contains a hardness gadget,
contains a partial hardness gadget or is a shortcut-free mosaic.

Rather than attempting to sketch the lengthy and technical proof of Lemma 11, we will
work through an example that illustrates the main techniques. Consider the cactus graph of
Figure 3. It is involution-free (in fact, asymmetric) and its split at the vertex x gives the
three involution-free rooted graphs (H6, x), (H7, x) and (H8, x).

We see immediately that (H6, x) is a mosaic, and it is shortcut-free, since it has only
one odd-degree vertex on a cycle (the degree of x in H6 is two). Note also that (H6, x) is
asymmetric but the unrooted graph H6 has an involution that exchanges x with the vertex
at distance 2 from it on the same 4-cycle.

Consider, now, (H7, x). This graph contains the partial hardness gadget (s7, i7, {o7}, xzi7):
({i7}, {o7}) partitions ΓH7(s7), |{o7}| is odd, xzi7 is the unique shortest x–i7 path, xzi7s7 is
the unique shortest x–s7 path and xzi7s7o7 is the unique shortest x–o7 path.

Now, we turn our attention to (H8, x), in which we will demonstrate a hardness gadget.
In the first instance, consider the graph without the dashed path, the easier case. As the
notation suggests, we take s = s8 and i = i8. A helpful feature for us here is the even-length
cycle that includes these two vertices: by choosing t to be the vertex t8, half way around
the cycle from i, and taking β = 2 (so the length of the cycle is 2(β + 1)), we ensure that
requirement 3 of the definition of hardness gadgets is met (an even number of (β + 1)-walks
from i to t). We take O = {o8, o

′
8, o
′′
8}, which has odd cardinality so satisfies requirement 1.

Requirement 2 is that, for each o ∈ O and y ∈ O ∪ {i}, s is the unique vertex adjacent to
o and y that has an odd number of β-walks to t. β = 2 and s and x are the only vertices
that send an odd number of 2-walks to t. Since x is not adjacent to any vertex in O, s meets
the requirement. Finally, since (O, {i}) is already a partition of ΓH8(s), we set K = ∅ and
requirement 4 is vacuous. Therefore, writing ⊥ for the function with empty domain,

Γ = (β, s, t, O, i,K, k, w) = (2, s8, t8, {o8, o
′
8, o
′′
8}, i8, ∅,⊥,⊥)

is a hardness gadget in H8.
To demonstrate a hardness gadget with non-empty K, consider the rooted cactus graph

(H ′8, x) formed by adding the dashed edges to H8. We take s, t, O, i and β as before but,
now, (O, {i}) is not a partition of ΓH′

8
(s). Thus, we set K = {u}, k(u) = 2 and w(u) = u.

u has two 2-walks to itself and one to i and each vertex in O, so requirement 4 is met.
Let us recap: we have split the graph H at cut vertex x and demonstrated that each of

the three components of this split contains a hardness gadget or a partial hardness gadget,
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or is a shortcut-free mosaic. We now illustrate Theorem 10 by showing how to combine these
to produce a hardness gadget in H.

In fact, this is rather easy because the hardness gadget Γ in H8 is also a hardness gadget
in H. This is because the requirements for being a hardness gadget depend on the number
of 3-walks from i8, o8, o′8 and o′′8 to t8 and the number of 2-walks from u to vertices adjacent
to s8; however, none of these walks can ever leave H8. In the full version of the paper, we
give formal distance requirements that allow us to determine more generally when a hardness
gadget in an induced subgraph of H is also a hardness gadget in H.

Our goal is to illustrate the proof techniques, so we will continue and find a second
hardness gadget in H by combining the mosaic (H6, x) with the partial hardness gad-
get (s7, i7, {o7}, xzi7) in (H7, x). As we remarked earlier, if we can find appropriate values
for t and β, the partial hardness gadget will become a hardness gadget with K = ∅. The
properties we require of t and β are the following:

there are an even number of (1 + β)-walks from i7 to t;
s7 is the unique vertex adjacent to o7 that has an odd number of β-walks to t; and
s7 is the unique vertex adjacent to both o7 and i7 that has an odd number of β-walks
to t.

Since s7 is the only vertex adjacent to both o7 and i7, the third property follows from the
second. To make the second property easy to verify, we will choose t to have a unique shortest
path in H to o7, and this path will go through s and have length 1 + β.

Consider the vertices t6 and t′6, which are not adjacent but are on the same cycle, and
which have degree 2 and 3, respectively. Further, each has a unique shortest path to x and
these two paths differ only in their last edge. It is not hard to see that every involution-free
mosaic with at least one cycle must contain a pair of vertices with these properties and, in
the full paper, we call such a pair of vertices, along with the shared section of their shortest
paths to x, a 2,3-path.

We are going to take β = 6 (the distance from s7 to {t6, t′6}) and we claim that we can
choose one of t = t6 or t = t′6 to satisfy the first two properties. In fact, either choice satisfies
the second property, since either choice for t gives a unique 7-walk to o7.

To verify the claim, we will show that t6 and t′6 have different numbers of 7-walks to i7,
modulo 2. Therefore, one of them has an even number of 7-walks, and that will be our choice
for t. There is a unique 5-path from i7 to each of t6 and t′6: write this path as x1x2 . . . x6,
where i7 = x1. Every 7-walk from x1 to x6 is of one of the following two types:
1. walks that replace one of the edges (x3, x4), (x4, x5) or (x5, x6) by going along the other

three edges of the 4-cycle that contains it; and
2. walks that replace one of the vertices xa (1 ≤ a ≤ 6) with the 2-walk xayxa, for some

y ∈ ΓH(xa).

There are exactly three type-1 walks from i7 to each of t6 and t′6. The number of type-2
walks from i7 to t′6 is exactly one greater than the number to t6. For 1 ≤ a ≤ 5, there are
the same number of choices for y in each case; however, for a = 6, there are three choices
of y from t′6 but only two from t6. Therefore, the number of 7-walks from i7 to exactly one
of t6 and t′6 is even, and we choose that vertex to be t. The reader is invited to check that
there are, in total, twenty 7-walks to t′6 and nineteen to t6. Thus, the hardness gadget is

(β, s, t, O, i,K, k, w) = (6, s7, t
′
6, {o7}, i7, ∅,⊥,⊥) .
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Figure 4 The induced subgraph of GΓ corresponding to the edge (x, y) ∈ E(G), with K =
{u1, . . . , uj}. H-vertices have double circles and are pinned in the proof of Theorem 13.

4 Counting homomorphisms to cactus graphs

Having shown that every involution-free cactus graph with more than one vertex contains a
hardness gadget, we now use these gadgets to show ⊕P-completeness of ⊕HomsToH for
non-trivial involution-free cactus graphs H. The reduction is from ⊕IS, which is ⊕P-complete
[20]. The reduction is more complicated than the case for trees because an involution-free
cactus graph is not necessarily asymmetric — recall the graph H4 in Figure 2.

In the following definition, “adding a new path P from x to y” in a graph G means
forming a graph G ∪ P where V (G) ∩ V (P ) = {x, y}.

I Definition 12. Let Γ = (β, s, t, O, i,K, k, w) be a hardness gadget in H. For any graph G,
we construct the graph GΓ as follows. Begin with the graph G′ = (V ′, E(H)) where
V ′ = V (G) ∪ V (H) ∪ {ve | e ∈ E(G)} (these three sets are assumed to be disjoint) and add:

for every vertex x ∈ V (G), the edge (x, s);
for every edge e = (x, y) ∈ E(G), the edges (x, ve) and (y, ve);
for every edge e ∈ E(G), a new β-path Pt,e from t to ve; and
for every vertex x ∈ V (G) and every u ∈ K, a new k(u)-path Px,u from x to w(u).

In GΓ, we refer to vertices that are in V (G) as G-vertices and those in V (H) as H-vertices.
Figure 4 illustrates the construction.

Our construction, GΓ, is more complex than the construction used for trees, because our
hardness gadgets are more general than the corresponding structures in trees and because we
must deal with graphs H that are involution-free but still have non-trivial automorphisms.
To see the problem of non-trivial automorphisms, consider an involution-free cactus graph H
that contains a hardness gadget Γ that is moved by an automorphism π of H. We want to
pin one vertex to the s-vertex of Γ and another to the t-vertex. However, we can only pin
to the orbits of these vertices, which include π(s) and π(t), respectively. We must avoid
counting “inconsistent” homomorphisms that, for example, map the first vertex to s and the
second to π(t) because we do not know how many of these homomorphisms exist.

I Theorem 13. ⊕HomsToH is ⊕P-complete for every involution-free cactus graph H that
contains a hardness gadget.

Proof (sketch). Using Theorem 6, it suffices to reduce ⊕IS to ⊕r-PinnedHomsToH where
r = |V (H)|. Let G be the graph whose independent sets we wish to count and let Γ =
(β, s, t, O, i,K, k, w) be a hardness gadget in H. Let p be the pinning function that maps
every H-vertex v to OrbH(v) and every other vertex of GΓ to V (H) and let Φ be the set of
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homomorphisms from GΓ to H that satisfy p. Let I(G) be the set of independent sets in G.
We claim that |Φ| ≡ |I(G)| (mod 2).

It can be shown that any φ ∈ Φ acts as an automorphism on the H-vertices. Let
Φπ ⊆ Φ be set of homomorphisms where this automorphism is π. Writing id for the trivial
automorphism, every φ ∈ Φid has φ(s) = s and, for all G-vertices v, φ(v) ∈ O ∪ {i} ∪K.
For each G-vertex v, |{φ ∈ Φid | φ(v) ∈ K}| is even because, when φ(v) ∈ K, Pv,w(φ(v)) can
map to an even number of k(φ(v))-walks in H. So, to compute |Φid| modulo 2, it suffices
to count the homomorphisms φ ∈ Φid where φ(v) ∈ O ∪ {i} for all G-vertices v. For such a
homomorphism, let Sφ be the set of G-vertices mapped to i. If S ∈ I(G), each G-vertex not
in S can map to any of the odd number of elements of O and, for each edge e, we must have
φ(ve) = s and Pt,e can map to an odd number of β-walks in H. If S /∈ I(G), there are an even
number of homomorphisms φ with Sφ = S because, if adjacent G-vertices x and y map to i,
there are an even number of ways to map the paths Pt,(x,y)x and Pt,(x,y)y to (1 + β)-walks
in H. Thus, |Φid| ≡ |I(G)| (mod 2). For any automorphism π of H, |Φπ| = |Φid|, so
|Φ| = |Φid| |AutH|. H is involution-free so, by Cauchy’s Group Theorem [16], |Aut(H)| is
odd, so |Φ| ≡ |Φid| ≡ |I(G)| (mod 2). J

We can now prove our main result.

I Theorem 5. Let H be a simple graph with every edge in at most one cycle. If the involution-
free reduction of H has at most one vertex, then ⊕HomsToH is solvable in polynomial time.
Otherwise, ⊕HomsToH is complete for ⊕P under polynomial-time Turing reductions.

Proof. Let H ′ be the involution-free reduction of H. If H ′ has at most one vertex then
⊕HomsToH ′ is trivially solvable in polynomial time. By Lemma 1, every graph G satisfies
|Hom(G,H)| ≡ |Hom(G,H ′)| (mod 2) so ⊕HomsToH is also solvable in polynomial time.

If H ′ has more than one vertex, then some component H1 of H ′ has more than one
vertex (since H ′ is involution-free). Also, H1 is involution-free. Since H1 is an induced
subgraph of H, it is a cactus graph. By Theorems 10 and 13, ⊕HomsToH1 is ⊕P-hard. By
Lemma 2, ⊕HomsToH ′ is ⊕P-hard. But Lemma 1 gives a reduction from ⊕HomsToH ′ to
⊕HomsToH, so ⊕HomsToH is also ⊕P-hard. J
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Abstract
The strong relationship between topology and computations has played a central role in the devel-
opment of several branches of theoretical computer science: foundations of functional program-
ming, computational geometry, computability theory, computable analysis. Often it happens
that a given function is not computable simply because it is not continuous. In many cases, the
function can moreover be proved to be non-computable in the stronger sense that it does not
preserve computability: it maps a computable input to a non-computable output. To date, there
is no connection between topology and this kind of non-computability, apart from Pour-El and
Richards “First Main Theorem”, applicable to linear operators on Banach spaces only.

In the present paper, we establish such a connection. We identify the discontinuity notion,
for the inverse of a computable function, that implies non-preservation of computability. Our
result is applicable to a wide range of functions, it unifies many existing ad hoc constructions
explaining at the same time what makes these constructions possible in particular contexts, sheds
light on the relationship between topology and computability and most importantly allows us
to solve open problems. In particular it enables us to answer the following open question in the
negative: if the sum of two shift-invariant ergodic measures is computable, must these measures
be computable as well? We also investigate how generic a point with computable image can be.
To this end we introduce a notion of genericity of a point w.r.t. a function, which enables us to
unify several finite injury constructions from computability theory.
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F.4.1 Mathematical Logic/Computability theory

Keywords and phrases Computability theory, computable analysis, finite injury, generic set

Digital Object Identifier 10.4230/LIPIcs.STACS.2014.362

1 Introduction

Many problems in classical computability theory [13] and computable analysis [12, 17] amount
to studying the computability of some function f defined on continuous spaces such as the
Cantor space or the space of real numbers. One is usually interested in three increasingly
stronger notions of computability for f :
(i) f(x) is computable for every computable x;
(ii) f(x) is computable relative to x for every x;
(iii) f(x) is computable relative to x for every x, uniformly in x.

In the first case we say that f is computably invariant (terminology introduced in [1]).
In the third case we simply say that f is computable. It happens that many interesting
functions are not computable and even not computably invariant. For instance Braverman
and Yampolsky proved that the function mapping a parameter to the corresponding Julia set
does not satisfy (ii); they later strengthened that result by proving that it does not satisfy
(i) either. By contrast, the function mapping a parameter to the corresponding filled Julia
set does satisfy condition (ii), while it does not satisfy (iii) because it is discontinuous [2].
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While functions that are not computable often fail to be computably invariant, the proof
of the former is usually much simpler than the proof of the latter. Indeed, it is often based
on the fundamental result that a computable function must be continuous. Hence proving
that a function is not computable is often a purely topological argument.

However proving that a function is not computably invariant is usually much more
challenging, as a counterexample must be constructed, by encoding the halting set or by
using more involved computability-theoretic arguments based on priority methods, e.g. Our
point is that topology is still at play in many computability-theoretic constructions1. Usually
the construction of a computable element whose image is not computable implicitly makes use
of the discontinuity of the function. Of course mere discontinuity is not sufficient in general
to carry out such a construction: there exist discontinuous functions that are computably
invariant, such as the floor function or the function that maps a real number to its binary
expansion. More is needed and our question is: what discontinuity property is needed to
make such a construction possible?

Such discontinuity properties have already been sought by several authors. Pour-El and
Richards “First Main Theorem” [12] shows that in the case of linear operators with c.e.
closed graph, if the operator is unbounded (i.e., discontinuous) then it is not computably
invariant (it is actually an equivalence). Their result subsumes many ad hoc constructions,
such as Myhill’s differentiable computable function whose derivative is not computable [10].
As part of their open problem no. 7, Pour-El and Richards ask whether their First Main
Theorem can be extended to nonlinear operators. A generalization of their theorem to certain
algebraic structures was proved by Brattka [1], applicable to operators on the set of compact
subsets of R.

In these results, the underlying algebraic structures enable the authors to provide
counterexamples via explicit expressions (such as linear combinations of basic elements
with well-chosen weights) by encoding the halting set, which contrasts with many situations
in computability theory where explicit constructions are rarely possible and priority meth-
ods are often needed to build counterexamples (Friedberg-Muchnik construction of Turing
incomparable c.e. sets, e.g.). This observation allows one to hope for stronger results whose
proofs involve more complicated, non-explicit constructions.

In this paper we present such a result, applicable to inverses of computable functions. We
work on effective topological spaces and effective Polish spaces without additional structure,
which makes our result applicable in many situations. We introduce a topological notion,
irreversibility of a function, whose effective version entails the existence of a non-computable
point whose image is computable. We think that this notion is rather simple to verify
on particular instances. The proof of the result implicitly uses the priority method with
finite injury. We think that our discontinuity notion is rather natural and, in concrete
situations, much easier to verify than constructing a computable element whose pre-image is
not computable. In other words, our result is not merely an abstract generalization of existing
constructions, but a powerful theorem that provides insight into computability theory, as
illustrated by the numerous examples we give.

This work was originally motivated by the following question, left open in [4]: are there
two non-computable shift-invariant ergodic measures whose sum is computable? As an
application of our main result, we positively answer this question.

1 for instance the role of Baire category in computability theory has been revealed by several authors
(see [9] e.g.)
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364 Irreversible computable functions

We push our investigation further by studying the following question: how non-computable
can a point with a computable image be? We introduce a notion of genericity of a point w.r.t.
a function and prove that generic points with computable images exist. The construction
unifies several finite injury arguments.

The paper is organized as follows: in Section 2 we introduce basic notions of computable
analysis; in Section 3 we introduce a notion of continuous invertibility at a point and prove
that for “almost” every point, if a function is computably invertible at that point then it
is continuously invertible there (Theorem 7). In Section 4 we introduce the notion of an
irreversible function, which in substance expresses that a function is topologically hard to
inverse. In Section 5 we present our main result: a function that is topologically hard to
inverse is computably hard to inverse, in particular it maps a non-computable point to
a computable image. In Section 5.1 we present an application of our main result to the
non-computability of the ergodic decomposition. In Section 6 we introduce a notion of
genericity w.r.t. a function which unifies several finite injury constructions.

A complete version of the paper with all the proofs is available at http://hal.inria.
fr/hal-00915952. In the present version, we avoid some technical considerations that are
necessary for the proofs of the results but not for their understanding.

2 Background and notations

We assume familiarity with basic computability theory on the natural numbers. We implicitly
use Weihrauch’s notions of computability on effective topological spaces, based on the
standard representation (see [17] for more details), however we do not express them in terms
of representations.

2.1 Notations

In a metric space (X, d), if x ∈ X and r ∈ (0,+∞) then we denote the open ball with center
x and radius r by B(x, r) = {x′ ∈ X : d(x, x′) < r}. We denote the corresponding closed
ball by B(x, r) = {x′ ∈ X : d(x, x′) ≤ r}. The Cantor space of infinite binary sequences, or
equivalently subsets of N, is denoted by 2N. The halting set, denoted ∅′, is the set of numbers
of Turing machines that halt. It is a noncomputable set that is computably enumerable
(c.e.).

2.2 Effective topology

An effective topological space (X, τ,B) consists of a topological space (X, τ) together with
a countable basis B = {B0, B1, . . .} numbered in such a way that the finite intersection
operator is computable. An open subset U ⊆ X is effectively open if U =

⋃
k∈W Bk for some

c.e. set W ⊆ N.
To a point x ∈ X we associate N(x) = {n ∈ N : x ∈ Bn}. By an enumeration of N(x)

we mean a total function f : N→ N whose range is N(x). A point x is computable if N(x) is
c.e., i.e. if N(x) has a computable enumeration.

Given points x, y in effective topological spaces X,Y respectively, we say that y is
computable relative to x if there is an oracle Turing machine M that, given any enumeration
of N(x) as oracle, outputs an enumeration of N(y). We denote it by Mx = y. In other
words, y is computable relative to x if N(y) is enumeration reducible to N(x). As proved
by Selman [14] and pointed out by Miller [8], y is computable relative to x if and only if

http://hal.inria.fr/hal-00915952
http://hal.inria.fr/hal-00915952
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every enumeration of N(x) computes an enumeration of N(y) (uniformity is not explicitly
required, but is a consequence).

A (possibly partial) function f : X → Y is computable if there is a machine M such that
for every x ∈ dom(f), Mx = f(x). A computable function is always continuous.

2.3 Effective Polish spaces

An effective Polish space is a topological space such that there exists a dense sequence
s0, s1, . . . of points, called simple points and a complete metric d inducing the topology,
such that all the reals numbers d(si, sj) are computable uniformly in (i, j). Every effective
Polish space can be made an effective topological space, taking as canonical basis the open
balls B(s, r) with s simple point and r positive rational together with a standard effective
numbering.

In an effective Polish space, a point x is computable if and only if for every ε > 0 a simple
point s can be computed, uniformly in ε, such that d(s, x) < ε.

We will be concerned with computability and Baire category, so we will naturally meet
the notion of a 1-generic point: a point that does not belong to any “effectively meager set”
in the following sense.

I Definition 1. x ∈ X is 1-generic if x does not belong to the boundary of any effective
open set. In other words, for every effective open set U , either x ∈ U or there exists a
neighborhood B of x disjoint from U .

By the Baire category theorem, every Polish space is a Baire space so 1-generic points
exist and form a co-meager set.

3 A non-uniform result

Let X be an effective Polish space, Y an effective topological space and f : X → Y a (total)
computable function.

To introduce informally the results of this section, assume temporarily that f is one-to-one.
If f−1 is computable, i.e. if every x is computable relative to f(x) uniformly in x, then f−1

is continuous. As mentioned earlier uniformity is crucial here: that some x is computable
relative to f(x) does not imply in general that f−1 is continuous at f(x). Theorem 7 below
surprisingly shows that a non-uniform version can still be obtained, valid at most points.

Let us now make it precise and formal. We do not assume anymore that f is one-to-one.
When focusing on the problem of inverting a function, one comes naturally to the following

basic notions:
f is invertible at x if x is the only pre-image of f(x),
f is locally invertible at x if x is isolated in the pre-image of f(x).

If one has access to x via its image only, then x is determined unambiguously in the
first case, with the help of a discrete advice (a basic open set isolating x) in the second
case. However, “being uniquely determined” is not sufficient in practice: physically or
computationally, one cannot know entirely f(x) in one step, but progressively as a limit of
finite approximations. We need to consider stronger, topological versions of the two basic
notions of invertibility, expressing that x can be recovered from the knowledge of its image
given by finer and finer neighborhoods.

STACS’14
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I Definition 2. Let f : X → Y be a function. We say that f is continuously invertible at x
if the pre-images of the neighborhoods of f(x) form a neighborhood basis of x, i.e. for every
neighborhood U of x there exists a neighborhood V of f(x) such that f−1(V ) ⊆ U .

We say that f is locally continuously invertible at x if there exists a neighborhood B of x
such that the restriction of f to B is continuously invertible at x, i.e. for every neighborhood
U of x there exists a neighborhood V of f(x) such that B ∩ f−1(V ) ⊆ U .

Observe that these notions are very natural when investigating the problem of inverting
a function: we think that they are not technical ad hoc conditions.

Every effective topological space Y has a countable basis hence is sequential, i.e. continuity
notions can be expressed in terms of sequences, which may be more intuitive. We will be
particularly interested in the negations of these notions, which we characterize now.

I Proposition 3.1. f is not continuously invertible at x if and only if there exist δ > 0 and a
sequence xn such that d(x, xn) > δ and f(xn) converges to f(x).

f is not locally continuously invertible at x if and only if for every ε > 0 there exist δ > 0
and a sequence xn such that ε > d(x, xn) > δ and f(xn) converges to f(x).

Let us illustrate these notions on a few examples.

I Example 3. If f is one-to-one then f is continuously invertible at x if and only if f−1 is
continuous at f(x).

I Example 4. The real function f(x) = x2 is continuously invertible exactly at 0, and locally
continuously invertible everywhere (for x 6= 0 take for B an open interval avoiding 0).

I Example 5. The projection π1 : 2N → 2N which maps A1⊕A2 = {2n : n ∈ A1} ∪ {2n+ 1 :
n ∈ A2} to A1 is not locally continuously invertible anywhere. Indeed, given A1, A2 ∈ 2N,
A1 ⊕A2 is not isolated in the pre-image by π1 of A1 = π1(A1 ⊕A2).

I Example 6. Let X be the Cantor space 2N with the product topology τ generated by the
cylinders [u], u ∈ 2∗, Y be the Cantor space with the positive topology τScott generated by
the sets {A ⊆ N : F ⊆ A} where F varies among the finite subsets of N. The computable
elements of the two effective topological spaces are the computable sets and the c.e. sets
respectively. Consider the enumeration operator Enum := id : X → Y . Enum is computable
and one-to-one but its inverse is discontinuous. More precisely, (i) it is continuously invertible
exactly at N, (ii) it is locally continuously invertible exactly at the co-finite sets: if A is
co-finite then let B be a cylinder specifying all the 0’s in A, every cylinder containing A is
the intersection of a Scott open set with B.

In general continuous invertibility at a point is strictly stronger than local continuous
invertibility. This is not the case for linear operators, where a dichotomy appears. Following
Pour-El and Richards [12], by a linear operator T : X → Y between Banach spaces we mean
a linear function T : D(T )→ Y where D(T ) is a subspace of X.

I Proposition 3.2. Let X,Y be Banach spaces and T : X → Y a one-to-one linear operator.
If T−1 is bounded then T is continuously invertible everywhere.
If T−1 is unbounded then T is nowhere locally continuously invertible.

Proof. The first point simply follows from the fact that T−1 is continuous. Assume that
T−1 is unbounded. There exists a sequence an ∈ X such that ‖an‖ = 1 and ‖T (an)‖ → 0.
Let x ∈ X and ε > 0. Take δ = ε/3 and define xn = x+ 2δan: T (xn) converges to T (x) and
ε > ‖x− xn‖ > δ for all n. J
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Observe that in the case when T is not one-to-one, T is also nowhere locally continuously
invertible, with exactly the same proof (one can take an = a for some a with ‖a‖ = 1 and
‖T (a)‖ = 0).

We now come to our first result.

I Theorem 7. Let f : X → Y be a computable function and x ∈ X a 1-generic point.
If x is computable relative to f(x) then f is locally continuously invertible at x.

Proof idea. Assume that f is not locally continuously invertible at x and that there is a
Turing machine M that computes x on oracle f(x). We show that x belongs to the boundary
of an effective open set U , i.e. that x is not 1-generic.

Given a point y, there are two possible ways in which a machine may fail to compute y
from f(y): either it diverges, or it outputs something that is incompatible with y. The latter
can be recognized in finite time: we then say that Mf(y) positively fails to compute y. Our
effective open set U is the set of points y such that Mf(y) positively fails to compute y.

First, if f is not continuously invertible at x, there exists δ > 0 and a sequence xn
such that d(xn, x) > δ and f(xn) converges to f(x). If n is sufficiently large then f(xn) is
arbitrarily close to f(x) so Mf(xn) computes an arbitrarily refined approximation of x. If we
take n so large that Mf(xn) computes x at precision < δ/2, then Mf(xn) positively fails to
compute xn so xn belongs to U .

Now, if f is not locally continuously invertible at x then xn can be taken arbitrarily close
to x, so x belongs to the closure of U . J

In the sequel we introduce a condition on f which roughly means that f is “almost
nowhere” locally continuously invertible and that entails (i) the existence of an x that is not
computable relative to f(x) (Theorem 13) and, better, (ii) the existence of a non-computable
x such that f(x) is computable (Theorem 20).

4 Reversibility

We define two dual notions for a function: reversibility (Section 4.1) and irreversibility
(Section 4.2). In the sense of Baire category, a reversible function is continuously invertible
almost everywhere; an irreversible function is almost nowhere locally continuously invertible.

4.1 Reversible functions
Let X,Y be T0 topological spaces. For a continuous function f : X → Y , the following are
equivalent:

f is one-to-one and f−1 : f(X)→ X is continuous,
the initial topology of f is the topology of X, i.e. for every open set U ⊆ X there exists
an open set V ⊆ Y such that U = f−1(V ).

A function satisfying these conditions can be reversed in the sense that x can be recovered
from f(x) for every x: x is not only uniquely determined by f(x), but a neighborhood basis
of x can be progressively constructed from a neighborhood basis of f(x).

We first consider a slight weakening of this notion.

I Definition 8. We say that f is reversible if for every non-empty open set U ⊆ X there is
an open set V ⊆ Y such that ∅ 6= f−1(V ) ⊆ U .

We say that f is effectively reversible if V = VU can moreover be computed from U (basic
open set).
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I Proposition 4.1. If f is continuous and reversible then it is continuously invertible at every
point in a dense Gδ-set.

If f is computable and effectively reversible then there is a dense effective Gδ-set D such
that f|D is one-to-one and its inverse is computable on f(D), i.e. x is uniformly computable
from f(x) when x ∈ D.

In particular if x is 1-generic then x is computable relative to f(x).

4.2 Irreversible functions
We now consider the dual notion: an irreversible function is a function that is not reversible,
not even locally.

I Definition 9. f is irreversible if for every open set B ⊆ X the restriction f|B : B → f(B)
is not reversible.

Formally, f is irreversible if for every non-empty open set B there exists a non-empty
open set UB ⊆ B such that there is no open set V satisfying ∅ 6= f−1(V ) ∩B ⊆ UB .

In other words, each pre-image of an open set that intersects B does so outside UB. If
x ∈ UB then we will never know it from f(x), even with the help of the advice x ∈ B.

Observe that one can assume w.l.o.g. that f−1(V ) ∩B * UB. Indeed, one can replace
UB by some ball B(s, r) such that B(s, r) ⊆ UB .

An application of an irreversible function f to x comes with a loss of information about
x, that can hardly be recovered. Being irreversible is orthogonal to not being one-to-one: the
function x 7→ x2 is not one-to-one but not irreversible: x can be (continuously or computably)
recovered from x2; a one-to-one function can be irreversible if its inverse is dramatically
discontinuous (examples of such functions will be encountered in the sequel).

In terms of sequences, f is irreversible if and only if for every B there exists a non-empty
open set UB ⊆ B such that for every x ∈ UB there is a sequence xn ∈ B \ UB such that
f(xn) converges to f(x).

As announced, the set of points at which an irreversible function is locally continuously
invertible is small in the sense of Baire category.
I Proposition 4.2. Let f be irreversible. There is a dense Gδ-set D such that f is not locally
continuously invertible at any x ∈ D.

In other words, for almost every x the application of f to x comes with a “topological
information” loss.

The preceding proposition does not rule out the possibility that the restriction of f to a
“large” set be continuously invertible (for instance, the characteristic function of the rational
numbers is nowhere continuous, but its restriction to the co-meager set of irrational numbers
is continuous). The next assertion shows that this is not possible.
I Proposition 4.3. Let f be irreversible and C ⊆ X be such that f|C : C → f(C) is an
homeomorphism. Then C is nowhere dense.

Proof. Assume the closure of C contains a ball B. UB ∩ C is non-empty. Let x ∈ UB ∩ C.
There exists a sequence xn ∈ B \ UB such that f(xn) converges to f(x). By density of C
in B, xn can be taken in C. As f|C is an homeomorphism and f(xn) converges to f(x), xn
should converges to x and eventually enter UB , which gives a contradiction. J

I Example 10. Let f be a constant function defined on the Polish space X. f is irreversible
if and only if X is perfect, i.e. has no isolated point.
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I Example 11. The first projection π1 : 2N → 2N from Example 5 is irreversible. Indeed, to
B = [w], associate UB = [w00]. The intersection with [w] of the pre-image of any cylinder
cannot be contained in [w00]: knowing arbitrarily many bits of π1(A) and the first |w| bits
of A does not give any information about the next odd bit of A, so it does not enable one to
guess that A belongs to [w00].

In the definition of an irreversible function (Definition 9), B and UB can be assumed
w.l.o.g. to be basic balls.

I Definition 12. f is effectively irreversible if UB can be computed from B.

The following result is the effective version of Proposition 4.3.

I Theorem 13. If f is effectively irreversible then for every 1-generic x, x is not computable
relative to f(x).

Proof. The dense Gδ-set provided by Proposition 4.2 is effective when f is effectively
irreversible so it contains every 1-generic point. Hence for every 1-generic x, f is not locally
continuously invertible at x. We now apply Theorem 7. J

In other words, if x is 1-generic then the application of f to x comes with an “algorithmic
information” loss. So if f is effectively irreversible then there exists some x that is not
computable relative to f(x).

4.3 Examples
Several well-known results in computability theory can be interpreted using Theorem 13 as
consequences of the effective irreversibility of some computable function.

I Example 14. Consider the enumeration operator of Example 6. Enum is effectively
irreversible: to each cylinder B = [w] associate UB = [w0].

Applying Theorem 13 then gives: if A is 1-generic then A and N \A have incomparable
enumeration degrees. Such an A was first proved to exist by Selman [14].

I Example 15. The projection π1 : 2N → 2N from Examples 5 and 11 is effectively irreversible.
Applying Theorem 13 to π1 and symmetrically to the second projection π2 gives Jockush and
Posner’s result [6] that if A = A1 ⊕A2 is 1-generic then A1 and A2 are Turing incomparable,
which implies Kleene-Post theorem, taking a ∅′-computable 1-generic set.

I Example 16. Jockush [7] proved that every 1-generic A ∈ 2N is c.e.a., i.e. A computes
some B such that A is c.e. relative to B but not computable relative to B. The proof goes as
follows: let f(A) = {〈i, j〉 : i ∈ A ∧ 〈i, j〉 /∈ A} (where 〈〉 is a computable one-to-one pairing
function such that 〈i, j〉 > i). f is computable, if A is 1-generic then A is c.e. in f(A) as
i ∈ A ⇐⇒ ∃j, 〈i, j〉 ∈ f(A). We show that f is effectively irreversible, which by Theorem
13 implies that if A is 1-generic then A �T f(A).

First observe that f is not one-to-one: given A and i such that i /∈ A and 〈i, 0〉 /∈ A,
there exists Â 6= A such that f(Â) = f(A). Add 〈i, 0〉 to A, and each time some k is added,
add all the pairs 〈k, j〉 that are not already in. One easily checks that f(Â) = f(A). As a
result, given a cylinder B = [u], let UB = [u] ∩ {A : i /∈ A and 〈i, 0〉 /∈ A}. For every A ∈ UB
there is Â ∈ B \ UB such that f(Â) = f(A), so f−1f(A) intersects B \ UB: knowing f(A)
and that A ∈ B does not enable one to know that A ∈ UB .
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Again, linear operators provide a large class of examples. An effective Banach space
is a Banach space which is an effective Polish space with the metric induced by the norm,
such that 0 is a computable point and the vector space operations are computable functions.
Many classical Banach spaces R, C[0, 1] (with the uniform norm) or L1[0, 1] are effective
Banach spaces.

I Proposition 4.4. Let X,Y be effective Banach spaces and T : X → Y a computable linear
operator. Assume that either T is not one-to-one or T is one-to-one and T−1 is unbounded.
Then T is effectively irreversible.

I Example 17. Applying Proposition 4.4 and Theorem 13 to the integration operator that
maps f ∈ C[0, 1] to F : x 7→

∫ x
0 f(t) dt gives that if f ∈ C[0, 1] is 1-generic then f is not

computable relative to its primitive F that vanishes at 0.

I Example 18. Applying Proposition 4.4 and Theorem 13 to the canonical injection from
C[0, 1] to L1[0, 1] gives that if f ∈ C[0, 1] is 1-generic then it is not computable relative to
itself, as an element of L1[0, 1]. In other words, the description of f as an element of L1[0, 1]
contains strictly less algorithmic information than the description of f as an element of
C[0, 1].

I Example 19. A function f : N → N can be described by enumerating its graph or by
enumerating the complement of its graph. The former alternative gives in general strictly
more information about the function than the latter. Let us make it precise.

Every function F with finite domain induces the cylinder [F ] of functions f : N → N
extending F . The product topology on the Baire space B is generated by the cylinders. The
negative topology is generated by the complements of the cylinders, as a subbasis. The
identity id : (B, τ)→ (B, τneg) is computable: from f one can enumerate the cylinders that
are incompatible with f , but the converse cannot be done. id is effectively irreversible: to a
cylinder B = [F ], associate UB = [F ] ∪ {n 7→ 0}] where n is fresh, i.e. not in the domain of
F .

By Theorem 13, if f : N → N is 1-generic then it is not computable relative to every
co-enumeration of its graph.

5 The constructive result

We now present the main result of the paper. It is the constructive version of Theorem 13 as
it makes f(x) computable. The construction uses a priority argument with finite injury.

I Theorem 20. If f is effectively irreversible then there exists a non-computable x such that
f(x) is computable.

The proof is given in the appendix. The proof uses the priority method with finite
injury, which can be seen as a game between a player, computing f(x), and infinitely many
opponents (all the Turing machines) trying to compute x.

5.1 Application to the ergodic decomposition
We now present an application of Theorem 20. Let P be a Borel probability measure P over
the Cantor space. P is computable if the real numbers P [w] are uniformly computable. P is
shift-invariant if P [w] = P [0w] + P [1w] for each finite string w. P is ergodic if it cannot be
written as P = 1

2 (P1 + P2) with P1 6= P2 both shift-invariant.
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The ergodic decomposition theorem says that every shift-invariant measure can be uniquely
decomposed into a convex combination (possible uncountable) of ergodic measures. Our
question is: given a computable shift-invariant measure, can we compute in a sense its ergodic
decomposition? This question was implicitly addressed by V’yugin [16] who constructed a
counter example: a countably infinite combination of ergodic measures which is computable
but not effectively decomposable. In [4] we raised the following question: does the ergodic
decomposition become computable when restricting to finite combinations? As an application
of Theorem 20, we solve the problem and prove that it is already non-effective in the finite
case:

I Theorem 21. There exist two ergodic shift-invariant measures P and Q such that neither
P nor Q is computable but P +Q is computable.

The strategy is as follows: the mapping (P,Q) 7→ P +Q is computable, two-to-one on
the space E × E of pairs of ergodic measures and we prove

I Theorem 22. The function (P,Q) 7→ P +Q defined on E × E is effectively irreversible.

which implies the result applying Theorem 20.

6 Genericity

Given an effectively irreversible function f ,
Theorem 13 tells us that if x is 1-generic then x is not computable relative to f(x),
Theorem 20 tells us that there exist non-computable x such that f(x) is computable.

The two results are “disjoint” in the sense that in general a single x cannot at the same
time be 1-generic and have a computable image, except for some particular functions like
constant functions. We raise the following question: is it possible to bring the two results
closer together? How far can x be from being computable, given that f(x) is computable?
How generic can x be?

We now give an answer to that question. We recall that a topological space always comes
with an order called the specialization order : x ≤ y iff every neighborhood of x is also a
neighborhood of y. x ≤ y means that if one describes x by listing its basic neighborhoods
then one can never distinguish x from y. When the space is Hausdorff, the specialization
order is trivial. Here ≤ denotes the specialization order on the target space Y of f .

I Definition 23. x is f -generic if x is 1-generic in the subspace ↑f x := {x′ : f(x) ≤ f(x′)}.
In other words, x is f -generic if for every effective open set U , either x ∈ U or there exists a
neighborhood B of x such that B ∩ U ∩ ↑f x = ∅.

For instance, taking the first projection π1 : 2N → 2N of Example 15, A = A1 ⊕ A2 is
π1-generic iff A1 is 1-generic relative to A2.

Here we focus on a few particular instances of this notion, when f is the identity from a
space to itself with two different topologies. We will consider

1. the enumeration operator Enum = id : (2N, τprod)→ (2N, τScott) (Examples 6 and 14),
2. id : (2N, τprod)→ (2N, τlex) where τlex is generated by the sets {y ∈ 2N : x <lex y} and
3. id : (CL(2N), τhit-or-miss)→ (CL(2N), τmiss). Here, CL(2N) is the set of non-empty closed

subsets of the Cantor space. τmiss is generated by the sets Uu = {P ∈ CL(2N) : P∩[u] = ∅}
where u ∈ 2∗. τhit-or-miss is generated by the sets Uu together with their complements.

Definition 23 is instantiated as follows:
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I Definition 24. 1. A generic c.e. set x is a c.e. set that is 1-generic in the subspace {y ∈
2N : x ⊆ y}.

2. A generic left-c.e. real x is a left-c.e. real that is 1-generic in the subspace {y ∈ 2N :
x ≤lex y}.

3. A generic Π0
1-class P is a Π0

1-class that is 1-generic in the subspace {Q ∈ CL(2N) : P ⊇ Q}.

A generic element belongs to every effective open set that is dense above it, for the
corresponding specialization order (while a 1-generic elements belongs to every effective open
set that is dense along it). The next result is the sought combination of Theorems 13 and 20.

I Theorem 25. There exists a co-infinite generic c.e. set, a co-infinite generic left-c.e. real
and a generic Π0

1-class without isolated points.

Proof idea. Kurtz built a left-c.e. weakly 1-generic real (see [11]). The construction even
gives a generic left-c.e. real. The construction of a generic c.e. set and of a generic Π0

1-class are
exactly the same, replacing the lexicographic order by inclusion ⊆ of sets and reverse inclusion
of classes respectively, which are the specialization orders of the underlying topologies. J

Theorem 25 is indeed a strengthening of Theorem 20: in Theorem 7, the 1-genericity
assumption can actually be weakened to f -genericity (at least for the particular functions
under consideration).
I Proposition 6.1. In each one of the three cases, if x is generic inside ↑f x and f is not
locally continuously invertible at x then x is not computable.

Proof. Using compactness of the space, one can show that f is not locally continuously
invertible at x iff x is not isolated in ↑f x, i.e. x belongs to the closure of ↑f x \ {x}. If x
is computable then the complement of {x} is an effective open set, so x cannot be generic
inside ↑f x. J

Theorem 25 embodies many simple finite injury arguments as Friedberg-Muchnik theorem.
I Proposition 6.2. Let A be a co-infinite generic c.e. set. A is hypersimple, A = A1 ⊕ A2
where A1 and A2 are Turing incomparable, A is not autoreducible.

Proof. Same argument as for 1-generic sets, observing that the involved open set is not only
dense along A, but even above A. For instance, to prove that A2 �T A1, given a Turing
functional φ, let U = {A1 ⊕A2 : ∃n, φA1(n) = 0 ∧A2(n) = 1}. If φA1 = A2 then replacing a
0 in A2 by a 1 arbitrarily far gives an element of U arbitrarily close to A1 ⊕A2 that is above
(i.e. is a superset of) A1 ⊕A2. J

It happens that the co-infinite generic c.e. sets are exactly the p-generic sets defined by
Ingrassia [5].

Downey and LaForte [3] proved the existence of non-computable left-c.e. reals x all
of whose presentations are computable: each prefix-free c.e. set A of finite binary strings
satisfying

∑
w∈A 2−|w| = x is actually a computable set. Stephan and Wu [15] proved that

any such real is strongly Kurtz-random. It must even be a generic left-c.e. real.
I Proposition 6.3. If x is a non-computable left-c.e. real all of whose presentations are
computable then x is a generic left-c.e. real.

Proof. Let U be an effective open set that does not contain x: we must find y > x such that
[x, y) is disjoint from U . First replace U by V = U ∪ [0, x). Let A be a prefix-free c.e. set
such that V =

⋃
w∈A[w]. The set A<x = {w ∈ A : w <lex x} is a presentation of x hence it
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is computable, so A>x = {w ∈ A : w >lex x} = A \A<x is c.e. hence y := inf
⋃
w∈A>x

[w] is
right-c.e. As x is not computable and x ≤ y, one has x < y and we get the result as [x, y) is
disjoint from U . J

I Proposition 6.4. A generic Π0
1-class without isolated point has no computable member.

Proof. Let x be computable. Consider the collection U = {P : x /∈ P}. U is an effective
open set in the space (CL(2N), τhit-or-miss) (and even in the topology τmiss). U is dense and
better: for every P without isolated point, there exist Q ⊆ P in U arbitrarily close to P , so
U is dense below P (here the specialization order is the reverse inclusion). As a result, if P
is a generic Π0

1-class without isolated point then P belongs to U , i.e. x /∈ P . J
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Abstract
Fragments of first-order logic over words can often be characterized in terms of finite monoids or
finite semigroups. Usually these algebraic descriptions yield decidability of the question whether
a given regular language is definable in a particular fragment. An effective algebraic characteri-
zation can be obtained from identities of so-called omega-terms. In order to show that a given
fragment satisfies some identity of omega-terms, one can use Ehrenfeucht-Fraïssé games on word
instances of the omega-terms. The resulting proofs often require a significant amount of book-
keeping with respect to the constants involved. In this paper we introduce Ehrenfeucht-Fraïssé
games on omega-terms. To this end we assign a labeled linear order to every omega-term. Our
main theorem shows that a given fragment satisfies some identity of omega-terms if and only if
Duplicator has a winning strategy for the game on the resulting linear orders. This allows to
avoid the book-keeping.

As an application of our main result, we show that one can decide in exponential time whether
all aperiodic monoids satisfy some given identity of omega-terms, thereby improving a result of
McCammond (Int. J. Algebra Comput., 2001).

1998 ACM Subject Classification F.4.1 Mathematical Logic, F.4.3 Formal Languages

Keywords and phrases regular language, first-order logic, finite monoid, Ehrenfeucht-Fraïssé
games, pseudoidentity

Digital Object Identifier 10.4230/LIPIcs.STACS.2014.374

1 Introduction

By combining a result of McNaughton and Papert [12] with Schützenberger’s characterization
of star-free languages [16], a given language over finite words is definable in first-order logic
if and only if its syntactic monoid is finite and aperiodic. The implication from left to right
can be shown using Ehrenfeucht-Fraïssé games, see e.g. [17]. A similar result for two-variable
first-order logic FO2 was obtained by Thérien and Wilke [19]: A language is definable in FO2

if and only if its syntactic monoid belongs to the variety DA. Both the variety DA and the
class of finite aperiodic monoids can be defined using identities of omega-terms. Roughly
speaking, omega-terms are words equipped with an additional operation, the ω-power. IfM is
a finite monoid, then there exists a positive integer ωM such that uωM = (uωM )2 for all u ∈M .
We call uωM the idempotent generated by u. Every mapping h : Λ→M uniquely extends to
omega-terms over the alphabet Λ by setting h(uv) = h(u)h(v) and h(uω) = h(u)ωM . Now,
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the monoid M satisfies an identity u = v of omega-terms u and v over Λ if for every mapping
h : Λ → M we have h(u) = h(v). A finite monoid is aperiodic if and only if it satisfies
aω = aωa, and it is in DA if and only if it satisfies (abc)ωb(abc)ω = (abc)ω, see e.g. [15].
Showing that some first-order fragment F satisfies an identity u = v of omega-terms u, v
usually works as follows. Suppose F does not satisfy u = v. Then there exists a formula
ϕ ∈ F such that the syntactic monoid of L(ϕ) does not satisfy u = v. The depth n of the
formula ϕ defines an n-round Ehrenfeucht-Fraïssé game on instances of u and v (i.e., on finite
words which are obtained by replacing the ω-powers by fixed positive integers depending
on n). Giving a winning strategy for Duplicator yields a contradiction, thereby showing
that F satisfies u = v. Usually, playing the game on u and v involves some non-trivial
book-keeping since one has to formalize intuitive notions such as positions being near to one
another or being close to some border. For first-order logic and for FO2 the book-keeping is
still feasible [17, 5] whereas for other fragments such as the quantifier alternation inside FO2

this task becomes much more involved (and therefore other techniques are applied [10, 18]).
Instead of defining new instances of a given omega-term depending on the fragment and

the number of rounds in the Ehrenfeucht-Fraïssé game, we give a single instance which works
for all fragments of first-order logic and any number of rounds. In addition, we allow an
infinite number of rounds. The fragments we consider in this paper rely on an abstract notion
of logical fragments as introduced in [9]. We show that a fragment F satisfies an identity of
omega-terms if and only if Duplicator has a winning strategy for the Ehrenfeucht-Fraïssé
game for F on the instances of the omega-terms. These instances are labeled linear orders
which, in general, are not finite words.

An obvious application of our main result is the simplification of proofs showing that
some fragment F satisfies a given identity of omega-terms. The main reason is that with
this new approach one can avoid the book-keeping. It is slightly less straightforward that
one can use this approach for solving word problems for omega-terms over varieties of finite
monoids. Let V be a variety of finite monoids. Then the word problem for omega-terms
over V is the following: Given two omega-terms u and v, does every monoid in V satisfy the
identity u = v? This problem was solved for various varieties, see e.g. [2, 11, 13]. Using our
main result, one approach to solving such word problems is as follows. First, find a logical
fragment for V. Second, find a winning strategy for Duplicator on omega-terms satisfied by
this fragment. Third, use this winning strategy for finding the desired decision algorithm. In
the case of aperiodic monoids, we use this scheme for improving the decidability result of
McCammond [11] by showing that the word problem for omega-terms over aperiodic monoids
is solvable in exponential time.

Historically, the greek letter ω is used for two different things which are frequently used
thoughout this paper: First, the idempotent power of an element and second, the smallest
infinite ordinal. In order to avoid confusion in our presentation, we chose to follow the
approach of Perrin and Pin [14] by using π instead of ω to denote idempotent powers. In
particular, we will use the exponent π in omega-terms which is why we will call them π-terms
in the remainder of this paper.

2 Preliminaries

As mentioned above, one of the central notions in this paper are so called π-terms. In order
to make their interpretation by several semantics possible in a uniform way, we follow an
algebraic approach. A π-algebra is a structure (U, · , π) comprised of an associative binary
operation · and a unary operation π on a carrier set U . The application of · is usually written
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as juxtaposition, i.e., uv = u · v, and the application of π as uπ. A π-term is an arbitrary
element of the free π-algebra TΛ generated by Λ, where Λ is a countably infinite set which is
fixed for the rest of this paper. We also use this set as a universe for letters (of alphabets).

Monoids as π-Algebras. Let M be a monoid. For any k ≥ 1 we extend M to a π-algebra,
called k-power algebra on M , by defining uπ = uk for u ∈ M . Suppose that M is finite.
An element u ∈ M is idempotent if u2 = u. We extend M to another π-algebra, called
idempotency algebra on M , by defining uπ for u ∈M to be the unique idempotent element in
the set {uk | k ≥ 1 }. In fact, there are infinitely many k ≥ 1, called idempotency exponents
of M , such that for each u ∈ M the element uk is idempotent, i.e., the k-power algebra
and the idempotency algebra on M coincide. An identity s = t of π-terms s, t ∈ TΛ holds
in M if every π-algebra morphism h from TΛ into the idempotency algebra on M satisfies
h(s) = h(t).

The set of all finite words over an alphabet A ⊆ Λ is A∗. Let L ⊆ A∗ be a language
over a finite alphabet A ⊆ Λ. The syntactic congruence of L is the equivalence relation
≡L on A∗ defined by u ≡L v if xuy ∈ L is equivalent to xvy ∈ L for all x, y ∈ A∗. In fact,
≡L is a monoid congruence on A∗. The quotient monoid ML = A∗/≡L is called syntactic
monoid of L. It is finite precisely if L is regular. Suppose that L is regular and let k ≥ 1
be an idempotency exponent of ML. Then the map sending each w ∈ A∗ to its ≡L-class is
a π-algebra morphism from the k-power algebra on A∗ onto the idempotency algebra on
ML. Thus, any identity s = t of π-terms s, t ∈ TΛ holds in ML if and only if every π-algebra
morphism h from TΛ into the k-power algebra on A∗ satisfies h(s) ≡L h(t).

Generalized Words. The third semantic domain we consider is the class of generalized
words. A generalized word (over Λ) is a triple u = (Pu,≤u, `u) comprised of a (possibly
empty) linear ordering (Pu,≤u) being labeled by a map `u : Pu → Λ. The set dom(u) = Pu
is the domain of u, its elements are called positions of u. We write u(p) instead of `u(p) for
p ∈ Pu. The order type of u is the isomorphism type of (Pu,≤u). We regard any finite word
w = a1 . . . an ∈ Λ∗ as a generalized word by defining dom(w) = [1, n], ≤w as the natural
order on [1, n] and w(k) = ak for k ∈ [1, n]. On that view, generalized words indeed generalize
finite words. As of now, we mean “generalized word” when writing just “word”. Two words u
and v are isomorphic if there exists an isomorphism f of linear orderings from (dom(u),≤u)
to (dom(v),≤v) such that u(p) = v(f(p)) for all p ∈ dom(u). We identify isomorphic words.
We denote the set of all (isomorphism classes of) countable words by ΛLO. The exponent LO
is for linear order. We regard Λ∗ as a subset of ΛLO.

Let u, v ∈ ΛLO be two words. Their concatenation is the word uv ∈ ΛLO defined by
dom(uv) = dom(u) ] dom(v), ≤uv makes all positions of u smaller than those of v and
retains the respective orders inside u and inside v, and (uv)(p) is u(p) if p ∈ dom(u) and
v(p) if p ∈ dom(v). The set ΛLO with concatenation forms a monoid. On finite words this
concatenation coincides with the usual definition and hence Λ∗ is a submonoid of ΛLO.

It is customary to regard n ∈ N also as the order type of the natural linear ordering on
[1, n]. We extend the notion of the n-power algebra on ΛLO to arbitrary countable order
types τ as follows. Let (T,≤T ) be a linear ordering of isomorphism type τ . The τ -power of
any word u ∈ ΛLO is the word uτ ∈ ΛLO defined by dom(uτ ) = dom(u)× T , (p, t) ≤uτ (p′, t′)
if t <T t′ or if t = t′ and p ≤u p′, and (uτ )(p, t) = u(p). We extend the monoid ΛLO to
a π-algebra, called τ -power algebra on ΛLO, by defining uπ = uτ for u ∈ ΛLO. We denote
by J · Kτ the unique π-algebra morphism from TΛ into this π-algebra mapping each a ∈ Λ to
the word consisting of a single position which is labeled by a. Finally, notice that there are
two definitions of the n-power algebra on ΛLO around, but actually they coincide.
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Logic over Words. For the rest of this paper, we fix a countably infinite set V of (first-order)
variables x, y, z, . . . . The syntax of first-order logic over words is given by

ϕ ::= > | ⊥ | empty | x = y | λ(x) = a | x < y | x ≤ y | suc(x, y) | min(x) | max(x) |
¬ϕ | (ϕ ∨ ϕ) | (ϕ ∧ ϕ) | ∃xϕ | ∀xϕ ,

where x, y ∈ V and a ∈ Λ. The set of all formulae is denoted by FO. Brackets can be omitted
when originating no ambiguity. The free variables FV(ϕ) of a formula ϕ ∈ FO are defined as
usual. A sentence is a formula ϕ with FV(ϕ) = ∅.

We only give a brief sketch of the semantics of formulae. Let X ⊆ V be a finite set of
variables. An X-valuation on u is a pair 〈u, α〉 consisting of a word u ∈ ΛLO and a map
α : X→ dom(u). It is a model of a formula ϕ ∈ FO with FV(ϕ) ⊆ X, in symbols 〈u, α〉 |= ϕ,
if u satisfies the formula ϕ under the following assumptions:

variables range over positions of u and free variables are interpreted according to α,
> is always satisfied, ⊥ never, and empty only in case dom(u) = ∅,
the function symbol λ is interpreted by the labeling map `u : dom(u)→ Λ and
the predicates <, ≤, suc, min and max are evaluated in the linear ordering (dom(u),≤u),
where suc(x, y) means that y is the immediate successor of x.

We identify any word u ∈ ΛLO with the only ∅-valuation on u, namely 〈u, ∅〉 with ∅ also
denoting the empty map. Thus, for sentences ϕ the meaning of u |= ϕ is well-defined. Let
A ⊆ Λ be a finite alphabet and ϕ ∈ FO a sentence. Due to the result of Büchi, Elgot, and
Trakhtenbrot [4, 7, 20], the language over A defined by ϕ, namely LA(ϕ) = {w ∈ A∗ | w |= ϕ },
is regular. A language L ⊆ A∗ is definable in a class F ⊆ FO of formulae if there exists a
sentence ϕ ∈ F such that L = LA(ϕ).

Fragments. We reintroduce (a slight variation of) the notion of a fragment as a class of
formulae obeying natural syntactic closure properties [9]. A context is a formula µ with a
unique occurrence of an additional constant predicate ◦ which is intended to be a placeholder
for another formula ϕ ∈ FO. The result of replacing ◦ in µ by ϕ is denoted by µ(ϕ).
Unfortunately, the notion of a fragment as defined in [9, Definition 1] is slightly too weak for
our purposes. We require one more natural syntactic closure property, namely condition 4.
in Definition 2.1 below. Condition 6. is missing in the exposition in [9]. Nevertheless, since
we only add requirements, every fragment in our sense is still a fragment in the sense of [9].

I Definition 2.1. A fragment is a non-empty set of formulae F ⊆ FO such that for all
contexts µ, formulae ϕ,ψ ∈ FO, a ∈ Λ and x, y ∈ V the following conditions are satisfied:
1. If µ(ϕ) ∈ F , then µ(>) ∈ F , µ(⊥) ∈ F , and µ(λ(x) = a) ∈ F .
2. µ(ϕ ∨ ψ) ∈ F if and only if µ(ϕ) ∈ F and µ(ψ) ∈ F .
3. µ(ϕ ∧ ψ) ∈ F if and only if µ(ϕ) ∈ F and µ(ψ) ∈ F .
4. If µ(¬¬ϕ) ∈ F , then µ(ϕ) ∈ F .
5. If µ(∃xϕ) ∈ F and x 6∈ FV(ϕ), then µ(ϕ) ∈ F .
6. If µ(∀xϕ) ∈ F and x 6∈ FV(ϕ), then µ(ϕ) ∈ F .

It is closed under negation if the following condition is satisfied:
7. If ϕ ∈ F , then ¬ϕ ∈ F .

It is order-stable if the following condition is satisfied:
8. µ(x < y) ∈ F if and only if µ(x ≤ y) ∈ F .

It is suc-stable if the following two conditions are satisfied:
9. If µ(suc(x, y)) ∈ F , then µ(x = y) ∈ F , µ(max(x)) ∈ F and µ(min(y)) ∈ F .
10. If µ(min(x)) ∈ F or µ(max(x)) ∈ F , then µ(empty) ∈ F .
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Table 1 A single round of the F-game in configuration S = (G, 〈u, α〉, 〈v, β〉).

1. Spoiler 2. Spoiler 3. Duplicator 4. resulting configuration
chooses Qx chooses q in chooses r in S[Qx, q, r]

Qx = ∃x dom(u) dom(v) (G/∃x, 〈u, α[x/q]〉, 〈v, β[x/r]〉)
Qx = ∀x dom(v) dom(u) (G/∀x, 〈u, α[x/r]〉, 〈v, β[x/q]〉)

Qx = ¬∃x dom(v) dom(u) (G/¬∃x, 〈v, β[x/q]〉, 〈u, α[x/r]〉)
Qx = ¬∀x dom(u) dom(v) (G/¬∀x, 〈v, β[x/r]〉, 〈u, α[x/q]〉)

Examples for fragments in this sense include all classes of formulae which are obtained from
full first-order logic FO by limiting the quantifier depth (e.g., FOn), the number of quantifier
alternations (e.g., Σn and Πn), the number of quantified variables (e.g., FOm), the available
predicates (e.g., first-order logic FO[<] without min, max, suc) or combinations of those.

The quantifier depth qd(ϕ) of a formula ϕ ∈ FO is defined as usual. A fragment F has
bounded quantifier depth if there is an n ∈ N such that qd(ϕ) ≤ n for all ϕ ∈ F . For any
n ∈ N and every fragment F the set Fn = {ϕ ∈ F | qd(ϕ) ≤ n } is a fragment of bounded
quantifier depth. Moreover, the fragment Fn is order-stable (respectively suc-stable) in
case F has the according property.

3 Ehrenfeucht-Fraïssé Games for Arbitrary Fragments

In this section, we introduce an Ehrenfeucht-Fraïssé game for arbitrary fragments of first-order
logic on generalized words and develop its basic theory. Before we can describe this game,
we need to define some notation. In the following, we call the “negated quantifiers” ¬∃ and
¬∀ also quantifiers. The set of all quantifiers (in this sense) is Q = {∃,∀,¬∃,¬∀}. For a
quantifier Q ∈ Q and a variable x ∈ V, the reduct of F by Qx is the set

F/Qx = {ϕ ∈ FO | Qxϕ ∈ F } .

Whenever this set is not empty, it is a fragment as well.
Now, let F be a fragment and u, v two words over Λ. We are about to describe the

F-game on (u, v). A configuration of this game is a triple S = (G, 〈u, α〉, 〈v, β〉) comprised
of a non-empty, iterated reduct G of F and X-valuations 〈u, α〉 and 〈v, β〉 on u and v

for the same arbitrary finite subset X ⊆ V. To emphasize the set X, we also speak of
an X-configuration. The game starts in the ∅-configuration (F , u, v) and goes on for an
arbitrary—possibly infinite—number of rounds. Assuming that the game is currently in
configuration S = (G, 〈u, α〉, 〈v, β〉), a single round proceeds as follows (see Table 1 for a
summary of this procedure):
1. Spoiler chooses a quantifier Q ∈ Q and a variable x ∈ V such that G/Qx 6= ∅.
2. Spoiler chooses a position q (like “quest”) in the domain of u if Q ∈ {∃,¬∀} or in the

domain of v if Q ∈ {∀,¬∃}.
3. Duplicator chooses a position r (like “reply”) in the domain of the other word.
4. The resulting configuration S[Qx, q, r] consists of the reduct G/Qx and the extension of the

valuations 〈u, α〉 and 〈v, β〉 by variable x at positions q and r, accordingly. Whenever Q is
a negated quantifier, the role of the two extended valuations is additionally interchanged
(see the last column of Table 1 for a formal definition of S[Qx, q, r]).

Whenever a player cannot perform a choice because G contains no more quantified
formulae or the domain of the according word is empty, the game immediately stops and
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the other player wins. Besides the inability of Duplicator to move, the winning condition
for Spoiler is to reach an X-configuration (G, 〈u, α〉, 〈v, β〉) such that there exists a literal
ϕ ∈ G with FV(ϕ) ⊆ X and 〈u, α〉 |= ϕ but 〈v, β〉 6|= ϕ; in this case the game immediately
stops. Duplicator’s goal is simply to prevent Spoiler from winning. In particular, Duplicator
wins all games that go on forever. Due to this circumstance, the F -game is determined, i.e.,
either Spoiler or Duplicator has a winning strategy on (u, v).
I Remark. The F -game is quite asymmetric since Spoiler is not allowed to choose before his
first move whether he wants to play on (u, v) or on (v, u). This may lead to the situation
that he has a winning strategy on (u, v) but not on (v, u) or vice versa. This asymmetry
is owed to the circumstance that F might not be closed under negation. As soon as F is
assumed to be closed under negation this phenomenon disappears and Spoiler has a winning
strategy on (u, v) if and only if he has a winning strategy on (v, u). We also note that, in
general, the winning condition for Spoiler can be asymmetric since it does not rely on any
notion of isomorphism. J

If the quantifier depth of a fragment F is bounded by n ∈ N, the F-game lasts at most n
rounds. In particular, for any fragment F the Fn-game can be regarded as an n-round version
of the F-game. For instance, the FOn-game resembles the classical n-round Ehrenfeucht-
Fraïssé game. The following result is an adaption of the Ehrenfeucht-Fraïssé Theorem to
the F-game for fragments of bounded quantifier depth.

I Theorem 3.1. Let F be a fragment of bounded quantifier depth. For all words u, v ∈ ΛLO

the following are equivalent:
1. u |= ϕ implies v |= ϕ for all sentences ϕ ∈ F and
2. Duplicator has a winning strategy in the F-game on (u, v).

A proof of this theorem can easily be achieved along the lines of a proof of the classical
version, cf. [8]. In fact, such a proof reveals that the implication “2. ⇒ 1.” even holds if the
quantifier depth of F is not bounded. In contrast, the implication “1. ⇒ 2.” substantially
relies the boundedness of the quantifier depth of F . If ζ denotes the order type of the
integers Z, then Duplicator has a winning strategy in the FOn-game on (aζ , aζ+ζ) for each
n ∈ N and hence aζ |= ϕ implies aζ+ζ |= ϕ for all sentences ϕ ∈ FO, but Spoiler has a
winning strategy in the infinite FO-game on (aζ , aζ+ζ).

The objective of the remainder of this section is to identify additional requirements on F
and/or u, v such that the boundedness of the quantifier depth can be omitted. It turns out
that the property introduced in Definition 3.2 below in combination with suc-stability of the
fragment is sufficient for this purpose and still allows for the applications in Section 4. The
order types of the sets N, Z, Q and Z<0 ordered naturally are denoted by ω, ζ, η and ω∗,
respectively. Then ω + ζ · η + ω∗ is the order type of the word aω

(
aζ

)
ηaω

∗ , where a ∈ Λ.

I Definition 3.2. Let % = ω+ζ ·η+ω∗. A word u ∈ ΛLO is %-rational if it can be constructed
from the finite words in ΛLO using the operations of concatenation and %-power only or,
equivalently, if u = JtK% for some π-term t ∈ TΛ.

I Theorem 3.3. Let F be a suc-stable fragment. For all %-rational words u, v ∈ ΛLO the
following are equivalent:
1. u |= ϕ implies v |= ϕ for all sentences ϕ ∈ F and
2. Duplicator has a winning strategy in the F-game on (u, v).

As already mentioned, the implication “2. ⇒ 1.” can be shown using the very same proof as
for the according implication of Theorem 3.1. The key idea behind proving the implication
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“1. ⇒ 2.” is as follows: Theorem 3.1 provides us for each n ∈ N with a winning strategy
for Duplicator in the Fn-game on (u, v). A winning strategy in the F-game is obtained by
defining a limit of all those strategies. This limit process relies on the %-rationality of the
underlying words and is formalized by Lemma 3.6 below. A major ingredient of its proof is
Proposition 3.4.

In order to keep notation concise, we abbreviate the circumstance that Duplicator has
a winning strategy in a configuration S = (F , 〈u, α〉, 〈v, β〉) by 〈u, α〉 .F 〈v, β〉. Since the
F -game is determined, 〈u, α〉 6.F 〈v, β〉 hence means that Spoiler has a winning strategy in S.
The relation .F is reflexive and transitive, i.e., a preorder on the set of all configurations. It
induces an equivalence ≈F defined by 〈u, α〉 ≈F 〈v, β〉 if 〈u, α〉 .F 〈v, β〉 and 〈v, β〉 .F 〈u, α〉.

I Proposition 3.4. Let F be a suc-stable fragment, k ∈ N and 〈ui, αi〉, 〈vi, βi〉 Xi-valuations
with mutually disjoint Xi for i ∈ [1, k]. If 〈ui, αi〉 .F 〈vi, βi〉 for each i ∈ [1, k], then
〈u1 · · ·uk, α1 ∪ · · · ∪ αk〉 .F 〈v1 · · · vk, β1 ∪ · · · ∪ βk〉. J

I Lemma 3.5. Let F be a suc-stable fragment with quantifier depth bounded by n ∈ N and
u, v ∈ ΛLO. If u .F v, then um .F v% and u% .F vm for all m ≥ 2n+1 − 1. J

The following lemma formalizes the limit process mentioned above.

I Lemma 3.6. Let F be a suc-stable fragment, x ∈ V and 〈u, α〉 an X-valuation on a
%-rational word u ∈ ΛLO. For every infinite sequence (qi)i∈N ∈ dom(u)N there exists
a position q ∈ dom(u) such that for all n ∈ N there are arbitrarily large i ∈ N with
〈u, α[x/qi]〉 .Fn 〈u, α[x/q]〉.

Proof. To simplify notation, we call a position q with the property above a 〈u, α〉-limit point
of the sequence (qi)i∈N (w.r.t. to F and x). Using this terminology, we have to show that
every sequence (qi)i∈N ∈ dom(u)N possesses a 〈u, α〉-limit point. Since neither α[x/qi] nor
α[x/q] would depend on α(x), we may simply assume that x 6∈ X. We proceed by induction
on the %-rational construction of u.

Base case: u is finite. Since dom(u) is finite, there exists a q ∈ dom(u) such that q = qi
for infinitely many i ∈ N. Thus, q is a 〈u, α〉-limit point of (qi)i∈N.

Inductive step 1: u = v1v2 with %-rational words v1, v2. The valuation 〈u, α〉 splits
into valuations 〈v1, β1〉 and 〈v2, β2〉 such that α = β1 ∪ β2. For either ` = 1 or ` = 2
we have qi ∈ dom(v`) for infinitely many i ∈ N. Let I be the set of these i. By the
induction hypothesis, there is a 〈v`, β`〉-limit point q ∈ dom(v`) of the subsequence (qi)i∈I .
Proposition 3.4 implies that q is also a 〈u, α〉-limit point of (qi)i∈N.

We split the inductive step for %-powers in two parts, one for X = ∅ and another for X 6= ∅.

Inductive step 2: u = v% with a %-rational v and X = ∅. Let (P,≤P ) be a linear ordering
of isomorphism type % such that dom(u) = dom(v)×P . For each i ∈ N we write qi = (si, pi).
For every p ∈ P let �τ p and �τ p be the order types of the suborders of (P,≤P ) induced by the
open intervals (−∞, p) and (p,+∞), respectively. Then % = �τ p + 1 + �τ p. Due to the nature
of %, each of �τ p and �τ p is either finite or equals %. However, the case that �τ p and �τ p both
are finite at the same time cannot occur. Accordingly, we distinguish three cases:

Case 1: �τ pi = �τ pi = % for infinitely many i ∈ N. Let I be the set of these i. By the
induction hypothesis, there exists a 〈v, ∅〉-limit point s ∈ dom(v) of the subsequence (si)i∈I .
We pick some j ∈ I. Proposition 3.4 reveals that q = (s, pj) is a 〈u, α〉-limit point of (qi)i∈N.

Case 2: �τ pi is finite and �τ pi = % for infinitely many i ∈ N. Let I be the set of these i.
If there is an order type which occurs infinitely often among the �τ pi with i ∈ I, the same
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argumentation as in Case 1 applies. Henceforth, we assume that such an order type does
not exist. By the induction hypothesis, the subsequence (si)i∈I possesses a 〈v, ∅〉-limit point
s ∈ dom(v). Let p ∈ P be arbitrary with �τ p = �τ p = %. We show that q = (s, p) is a
〈u, α〉-limit point of (qi)i∈N.

Let n ∈ N. Due to the choice of I and s, there are arbitrarily large i ∈ I such that
�τ pi is of size at least 2n+1 − 1 and 〈v, ∅[x/si]〉 .Fn 〈v, ∅[x/s]〉. Lemma 3.5 then implies
v

�τ pi .Fn v
%. Since also v

�τ pi .Fn v
%, Proposition 3.4 yields 〈u, ∅[x/qi]〉 .Fn 〈u, ∅[x/q]〉.

Case 3: �τ pi = % and �τ pi is finite for infinitely many i ∈ N. Symmetric to Case 2.

Inductive step 3: u = v% with a %-rational v and X 6= ∅. Let (P,≤P ) be as above. Recall
that X is supposed to be finite. Let p̃1 <P · · · <P p̃k be an enumeration of all positions
p ∈ P for which there exists a variable y ∈ X with α(y) ∈ dom(v) × {p}. We consider
the open intervals P0 = (−∞, p̃1), P` = (p̃`, p̃`+1) for ` ∈ [1, k − 1], and Pk = (p̃k,+∞) in
(P,≤P ). For ` ∈ [0, k] we let τ` be the order type of the suborder induced by P`. Then
% = τ0 + 1 + τ1 + 1 + · · ·+ 1 + τk and hence u = vτ0vvτ1v · · · vvτk . Due to the nature of %,
each τ` is either finite or equals %. Since for every finite τ` the word vτ` is the concatenation
of τ` copies of v, the factorization of u above is an alternative %-rational construction of u.
This construction has the additional property that α does not map into the %-powers v%
but only in the individual intermediate copies of v. Thus, the induction hypothesis and the
inductive steps 1 and 2 above yield the claim. J

Now, we are prepared to prove the remaining implication of Theorem 3.3.

Proof of Theorem 3.3, “1. ⇒ 2.”. We show that Duplicator can maintain the invariant
of staying in configurations which are good for her. A configuration (G, 〈u, α〉, 〈v, β〉) of
the F-game on (u, v) is considered to be good for Duplicator if 〈u, α〉 .Gn 〈v, β〉 for every
n ∈ N. Statement 1. and Theorem 3.1 imply that the initial configuration (F , u, v) is good.
Moreover, good configurations do not meet Spoiler’s winning condition as they particularly
satisfy 〈u, α〉 .G0 〈v, β〉. Consequently, it suffices to provide a strategy for Duplicator which
never leaves the set of good configurations since such a strategy is a winning strategy.

Suppose Spoiler chooses the quantifier Qx and the quest q in a good configura-
tion (G, 〈u, α〉, 〈v, β〉). We only demonstrate the case Q = ∃, where q ∈ dom(u).
For every i ∈ N we have 〈u, α〉 .Gi+1 〈v, β〉 and hence there exists ri ∈ dom(v)
such that 〈u, α[x/q]〉 .Gi+1/∃x 〈v, β[x/ri]〉. Since Gi+1/∃x = (G/∃x)i, this is the
same as 〈u, α[x/q]〉 .(G/∃x)i 〈v, β[x/ri]〉. Due to Lemma 3.6 applied to the sequence
(ri)i∈N, there exists r ∈ dom(v) such that, for every n ∈ N, there are arbitrarily
large i ∈ N with 〈v, β[x/ri]〉 .(G/∃x)n 〈v, β[x/r]〉. We show that the configuration
S[∃x, q, r] = (G/∃x, 〈u, α[x/q]〉, 〈v, β[x/r]〉) is good again.

Let n ∈ N. Due to the choice of r, there is an i ≥ n with 〈v, β[x/ri]〉 .(G/∃x)n 〈v, β[x/r]〉.
Above, the position ri was chosen such that 〈u, α[x/q]〉 .(G/∃x)i 〈v, β[x/ri]〉. Since n ≤ i,
this implies 〈u, α[x/q]〉 .(G/∃x)n 〈v, β[x/ri]〉 and in turn 〈u, α[x/q]〉 .(G/∃x)n 〈v, β[x/r]〉. J

4 Ehrenfeucht-Fraïssé Games on Identities

Identities play an important role in the study of the expressive power of first-order fragments.
A recurring problem is to show that a certain identity of π-terms holds in the syntactic
monoid/semigroup of every language definable in the fragment under consideration. Theo-
rems 4.1 and 4.2 below can remarkably simplify this task, as demonstrated at the end of
this section. In fact, the two theorems are just slight variations of one another and the sole
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reason for having two theorems is that the suc-predicate does not play well with syntactic
monoids but only with syntactic semigroups.

I Theorem 4.1. Let F be an order-stable fragment not containing the predicates suc, min,
max and empty. For all π-terms s, t ∈ TΛ the following are equivalent:
1. The identity s = t holds in the syntactic monoid of every language definable in F .
2. Duplicator has winning strategies in the F-games on (JsK%, JtK%) and (JtK%, JsK%).

I Theorem 4.2. Let F be a suc-stable and order-stable fragment. For all π-terms s, t ∈ TΛ
the following are equivalent:
1. The identity s = t holds in the syntactic semigroup of every language definable in F over

non-empty words.
2. Duplicator has winning strategies in the F-games on (JsK%, JtK%) and (JtK%, JsK%). J

The main ingredients of the proofs of both theorems are Theorem 3.3 and [9, Proposition 2]
which is restated as Proposition 4.3 below.

I Proposition 4.3. Let F be a fragment, A,B ⊆ Λ finite alphabets and h a monoid morphism
from A∗ into B∗. Suppose the following:
1. If F contains the predicate ≤ or <, then F is order-stable or h(A) ⊆ B ∪ {ε}.
2. If F contains the predicate suc, min, max or empty, then ε 6∈ h(A).
Then h−1(L) is F-definable whenever L ⊆ B∗ is F-definable.

Applying this proposition to F-games yields that monoid morphisms satisfying the two
conditions above preserve the existence of winning strategies for Duplicator.

I Corollary 4.4. Let F , A, B and h be as in Proposition 4.3 satisfying conditions 1. and 2..
Moreover, let F be a suc-stable. Then u .F v implies h(u) .F h(v) for all u, v ∈ A∗.

Proof. Let u, v ∈ A∗ with u .F v. Since finite words are %-rational and due to Theorem 3.3,
it suffices to show that h(u) |= ϕ implies h(v) |= ϕ for all sentences ϕ ∈ F . Consider a sentence
ϕ ∈ F . By Proposition 4.3, there is a sentence ψ ∈ F such that LA(ψ) = h−1(

LB(ϕ)
)
.

Altogether, h(u) |= ϕ implies u |= ψ and since u .F v this implies v |= ψ which in turn
implies h(v) |= ϕ. J

The following corollary is an immediate consequence of Proposition 3.4 and Lemma 3.5.

I Corollary 4.5. Let F be a suc-stable fragment whose quantifier depth is bounded by n ∈ N
and let t ∈ TΛ be a π-term. Then JtK% ≈F JtKm for all m ≥ 2n+1 − 1. J

The previous results allow us to show Theorems 4.1 and 4.2. However, since their proofs are
as similar as their statements, we only demonstrate the first one.

Proof of Theorem 4.1. Let A ⊆ Λ be the finite set containing all a ∈ Λ appearing in s or t.
We show both implications separately.

“1. ⇒ 2.”. By Theorem 3.3, it suffices to show for every sentence ϕ ∈ F that JsK% |= ϕ if
and only if JtK% |= ϕ. Consider a sentence ϕ ∈ F and put n = qd(ϕ). We put L = LA(ϕ) and
let k ≥ 2n+1 − 1 be an idempotency exponent of ML. We consider an arbitrary π-algebra
morphism h from TA into the k-power algebra on A∗ with h(a) = a for each a ∈ A. Because
s = t holds in ML, we have h(s) ≡L h(t). Since h(s) = JsKk as well as h(t) = JtKk and by
Corollary 4.5, we obtain h(s) ≈Fn JsK% and h(t) ≈Fn JtK%. Altogether, we conclude that
JsK% |= ϕ if and only if h(s) |= ϕ if and only if h(t) |= ϕ if and only if JtK% |= ϕ.
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“2. ⇒ 1.”. Let B ⊆ Λ be a finite alphabet and L ⊆ B∗ a language defined by a sentence
ϕ ∈ F . Let n = qd(ϕ) and k ≥ 2n+1 − 1 be an idempotency exponent of ML. We have to
show that every π-algebra morphism g from TA into the k-power algebra on B∗ satisfies
g(s) ≡L g(t). Consider such a morphism g and let h be the unique monoid morphism from
A∗ into B∗ defined by h(a) = g(a) for each a ∈ A. Then g(s) = h(JsKk) and g(t) = h(JtKk).
Corollary 4.5 and the assumption JsK% ≈F JtK% yield JsKk ≈Fn JsK% ≈Fn JtK% ≈Fn JtKk. We
conclude g(s) ≈Fn g(t) by Corollary 4.4. By Proposition 3.4, we obtain ug(s)v ≈Fn ug(t)v
for all u, v ∈ B∗. Since ϕ ∈ Fn, this finally implies g(s) ≡L g(t). J

In the remainder of this section, we demonstrate two applications of Theorem 4.1 by providing
quite short proofs of two well-known results. The following corollary can be obtained by
combining a result of McNaughton and Papert [12] with Schützenberger’s characterization
of star-free languages [16]. A more direct proof can, for instance, be found in [17]. A finite
monoid M is called aperiodic if the identity aπa = aπ holds in M .

I Corollary 4.6. The syntactic monoid of every first-order definable language is aperiodic.

Proof. The predicates suc, min, max and empty can be expressed in FO[<]. By Theorem 4.1,
it suffices to show JaπaK% ≈FO[<] JaπK%. The property %+ 1 = % of the order type % implies
JaπaK% = JaπK% and the claim follows. J

The second application relates definability in FO2[<] to the class DA. The fragment FO2[<]
consists of all formulae not containing the predicates suc, min, max and empty which quantify
over two fixed variables x1, x2 ∈ V only. The class DA consists of all finite monoids in which
the identity (abc)πb(abc)π = (abc)π holds. A significant amount of book-keeping is involved
when showing that the syntactic monoid of every FO2[<]-definable language is in DA by
applying the classical Ehrenfeucht-Fraïssé game approach, see e.g. [5]1. On the other hand,
the abstract idea of this proof is very simple: Duplicator copies every move near the left and
near the right border, and he does not need to care in the center. We now show that this
idea can easily be formalized when using Theorem 4.1.

I Corollary 4.7. The syntactic monoid of any language definable in FO2[<] is in DA.

Proof. Let s = (abc)πb(abc)π and t = (abc)π. Again by Theorem 4.1, it suffices to show
JsK% ≈FO2[<] JtK%. With u = (abc)ω(abc)ζ·η and v = (abc)ζ·η(abc)ω∗ we obtain

JsK% = u(abc)ω
∗
b(abc)ω v and JtK% = u(abc)ω

∗
(abc)ω v .

Since FO2[<] is closed under negation and due to Proposition 3.4, it further suffices to show
that Duplicator has a winning strategy in the FO2[<]-game on(

(abc)ω
∗
b(abc)ω, (abc)ω

∗
(abc)ω

)
.

The strategy is to choose a reply that is labeled by the same letter as the request and such
that the positions corresponding to x1 and x2 are in the same order in both words. This is
always possible, since in both words there are always infinitely many positions to the left
(respectively to the right) of any position which are labeled by a given letter from a, b, c. J

1 Actually, the proof given in [5] does not use the language of Ehrenfeucht-Fraïssé games, but it can easily
be restated this way.
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5 The Word Problem for π-Terms over Aperiodic Monoids

The word problem for π-terms over aperiodic monoids was solved by McCammond [11] by
computing normal forms. In the process of computing these normal forms the intermediate
terms can grow and, to the best of our knowledge, neither the worst-case running time nor
the maximal size of the intermediate terms has been estimated (and it seems to be difficult
to obtain such results). In this section we give an exponential algorithm for solving the word
problem for π-terms over aperiodic monoids. Our algorithm does not compute normal forms
as π-terms; instead we show that the evaluation under J · K% can be used as a normal form
for π-terms.

I Theorem 5.1. Given two π-terms s, t ∈ TΛ, one can decide whether the identity s = t

holds in every aperiodic monoid in time exponential in the size of s and t.

The proof is a reduction to the isomorphism problem for regular words, cf. [3]. These
generalized words particularly include all %-rational words and can be described by expressions
similar to π-terms but using ω-power, ω∗-power and dense shuffle instead of the π-power.
Due to [3, Theorem 79], one can decide in polynomial time whether two such expressions
describe isomorphic words. The characterization underlying the reduction is as follows:

I Proposition 5.2. For all π-terms s, t ∈ TΛ the following conditions are equivalent:
1. The identity s = t holds in every aperiodic finite monoid.
2. JsK% = JtK%.

Proof. “1. ⇒ 2.”. The results in [11] imply that the identity s = t can be deduced from
the following list of axioms, where n ≥ 1:

(uv)w = u(vw) (uπ)π = uπ (un)π = uπ

uπuπ = uπ uπu = uuπ = uπ (uv)πu = u(vu)π .

As a matter of fact, the %-power algebra on ΛLO satisfies these axioms as well. Consequently,
JsK% = JtK% can be proved along a deduction of the identity s = t from the axioms.

“2. ⇒ 1.”. Due to Eilenberg’s Variety Theorem [6], the pseudovariety of aperiodic monoids
is generated by the class of syntactic aperiodic monoids. The latter are precisely the syntactic
monoids of first-order definable languages [12, 16]. By Theorem 4.1 the identity s = t holds
in the syntactic monoid of every such language. J

Proof of Theorem 5.1. In order to apply the decision procedure from [3, Theorem 79], we
have to translate s and t into expressions generating the same words and which do not
use %-power but ω-power, ω∗-power and dense shuffle instead. Such a translation can be
based on the identity u% = uω

(
uω

∗
uω

)η
uω

∗ which holds for all words u ∈ ΛLO. Therein, the
η-power is a special case of the dense shuffle. Since this translation leads to a blow-up which
is exponential in the number of nested applications of π-powers within s and t, we can decide
JsK% = JtK% in time at most exponential in the size of s and t. J

6 Summary

For every π-term t we define a labeled linear order JtK%, and every first-order fragment F
over finite words naturally yields a (possibly infinite) Ehrenfeucht-Fraïssé game on labeled
linear orders. The important property of these constructions is that F satisfies an identity
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s = t of π-terms s and t if and only if Duplicator has a winning strategy in the F-game on
JsK% and JtK%. We note that JtK% does not depend on F . Usually showing that a fragment F
satisfies an identity s = t requires a significant amount of book-keeping which in most cases
is not part of the actual proof idea. Our main results Theorem 4.1 and Theorem 4.2 allow to
formalize such proof ideas without further book-keeping, see e.g. Corollary 4.7. A probably
less obvious application of our main result are word problems for π-terms over varieties of
finite monoids. We show that the word problem for π-terms over aperiodic finite monoids is
solvable in exponential time (Theorem 5.1), thereby improving a result of McCammond [11].

Several possible extensions of our result come to mind: Other implicit operations (see [1]
for further details on implicit operations), logical fragments beyond classical first-order logic,
and other structures such as infinite words, trees or Mazurkiewicz traces.
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Abstract
The sparse suffix sorting problem is to sort b = o(n) arbitrary suffixes of a string of length n using
o(n) words of space in addition to the string. We present an O(n) time Monte Carlo algorithm
using O(b log b) space and an O(n log b) time Las Vegas algorithm using O(b) space. This is a
significant improvement over the best prior solutions by Bille et al. (ICALP 2013): a Monte Carlo
algorithm running in O(n log b) time and O(b1+ε) space or O(n log2 b) time and O(b) space, and
a Las Vegas algorithm running in O(n log2 b+b2 log b) time and O(b) space. All the above results
are obtained with high probability not just in expectation.
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1 Introduction

Given a string T of length n and a set of b positions in T , the sparse suffix sorting problem is
to sort the set of suffixes of T starting at those positions. The problem can be easily solved in
O(n) time and space by constructing the suffix array, i.e., by sorting the set of all suffixes of
T [8]. However, if the space is restricted to O(b) words in addition to the string the problem
becomes more difficult. A straightforward solution is to use plain string sorting without
taking advantage of the overlaps between the suffixes, but this requires at least Ω(nb) time
in the worst case since the total length of the suffixes as separate strings is Ω(nb). More
generally, we are interested in space–time tradeoffs, i.e., solutions using O(s) words of extra
space for s ∈ [b..n].

An efficient sparse suffix sorting algorithm has many potential applications. In the
space-efficient Burrows–Wheeler transform algorithm in [9], sparse suffix sorting is used
for two purposes: to sort a random sample of suffixes in order to partition the suffix array
into approximately equal parts, and then to sort each of those parts separately. A similar
approach might be useful for external memory and distributed suffix array construction.
A sorted random sample of suffixes might be useful for estimating various measures and
statistics on the string, but this direction has not been studied much because, until recently,
there was no efficient algorithm for sorting a random sample. The full suffix array has
numerous applications in text indexing and mining [1]. If application specific information
allows us to focus on a smaller set of text positions, a full text index can be replaced with a
much smaller sparse text index [2], the construction of which requires sparse suffix sorting.
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There are many results for efficiently sorting certain special types of sets of suffixes
(see [2]), but the general case of sorting an arbitrary set of suffixes has proved to be much
harder. We are aware of two previous results improving on the naive bounds mentioned
above. One uses the technique of difference cover sampling [4, 8] for sorting the suffixes in
O(n2/s) time and O(s) extra space for any s ∈ [b..n] [8, Sect. 8]. The other result, by Bille et
al. [2], is a Monte Carlo algorithm running in O(n log2 b/ log(1 + s/b)) time and O(s) extra
space. In particular, it runs in O(n log2 b) time when using O(b) space and in O(n log b) time
when using O(b1+ε) space for any constant ε > 0. Bille et al. also describe a deterministic
verification algorithm to obtain a Las Vegas algorithm running in O(n log2 n+ b2 log b) time
using O(b) words of extra space.

In this paper, we improve on the results of Bille et al. by presenting a randomized Monte
Carlo algorithm that runs in O(n+ (nb/s) log s) time using O(s) words of extra space for
any s ∈ [b..n]. In particular, the time is O(n log b) when using O(b) space and O(n) when
using O(b log b) space. As with the algorithm of Bille et al., our algorithm may produce an
incorrect answer but the probability of this happening can be made smaller than n−c for any
constant c. In addition, we obtain a faster Las Vegas algorithm by describing a deterministic
verification algorithm running in O(n log b) time using O(b) words of extra space.

Our algorithms use some of the same basic tools and techniques as those of Bille et al.,
but in a quite different way. Karp–Rabin fingerprints have a key role in both Monte Carlo
algorithms, but our underlying sorting algorithm is the optimal radix sorting of Paige and
Tarjan [11] rather than the quicksort of Bille et al. Similarly to Bille et al., our verification
algorithm utilizes the transitivity of equality by finding cycles in graphs connecting substrings
that are supposed be equal, but our algorithms for processing the graphs are entirely different.

2 Problem and Model of Computation

Let T = T [1..n] be a string of length n. To simplify algorithms, we assume that T [n] is a
unique character, ensuring that the set of suffixes is prefix-free. For i ∈ [1..n], let Ti = T [i..n]
denote the suffix of length n− i+ 1 and let lcp(i, j) denote the length of the longest common
prefix between the suffixes Ti and Tj . Let S ⊆ [1..n] be a set of b positions in T . The problem
we want to solve is to sort the set of suffixes TS = {Ti : i ∈ S} lexicographically.

The sparse suffix array SSA[1..b] is the array containing the positions in S in the
lexicographical order of the suffixes. The associated LCP array LCP[2..b] contains the
longest common prefix lengths for adjacent suffixes in the sorted set, that is, LCP[i] =
lcp(SSA[i],SSA[i − 1]) for all i ∈ [2..b]. Given the arrays SSA and LCP, we can easily
compute the sparse suffix tree SST for TS in O(b) time [2] (see Section 4 for a definition of
SST ). Conversely, SSA and LCP can be constructed in O(b) time by a depth first traversal
of SST . If we are given SSA but not LCP, we can easily compute the LCP in O(n log b)
time and O(b) extra space using the techniques of Bille et al. [2] or the ones in this paper.
Thus sorting the suffixes is the key problem. The Monte Carlo sorting algorithm of Section 4
outputs SST and the deterministic verification algorithm of Section 5 takes SSA and LCP
as input.

The model of computation is the word RAM with word size Ω(logn). For the most part,
our algorithms operate in the comparison model, i.e., we only assume that characters can
be compared in constant time. However, for fingerprint computation in the Monte Carlo
algorithm, we need the stronger assumption that, for any character a, we can in constant
time compute an integer representation ρ(a) such that ρ(a) = ρ(b) if and only if a = b. Note
that we do not assume that the integer representation can be used for order comparison.
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3 Basic Techniques

3.1 Karp–Rabin fingerprints
Let q be a prime and choose r ∈ [0..q − 1] uniformly at random.1 The fingerprint for a
substring of T [i..j] is defined as

FP [i..j] =
j∑
k=i

ρ(T [k]) · rj−k mod q .

Clearly, if T [i..i + `] = T [j..j + `] then FP [i..i + `] = FP [j..j + `]. On the other hand, if
T [i..i+ `] 6= T [j..j + `] then FP [i..i+ `] 6= FP [j..j + `] with a probability at least 1− `/q [6].
Since we are comparing only substrings of equal length, the number of different possible
substring comparisons is less than n3. Thus, for any positive constant c, we can set q to be a
prime larger than nc+4 (but still small enough to fit in O(1) words) to make the fingerprint
function perfect with probability at least 1− n−c.

The fingerprint of a string of length ` can obviously be computed in O(`) time, but for
Karp–Rabin fingerprints [10], we can additionally use the following equations to compute
fingerprints more efficiently from existing fingerprints. For all i ≤ j ≤ k,

FP [i..j + 1] = FP [i..j] · r + ρ(T [j + 1]) mod q
FP [i..k] = FP [i..j] · rk−j + FP [j + 1..k] mod q

FP [j + 1..k] = FP [i..k]− FP [i..j] · rk−j mod q
(1)

3.2 Grouping
By grouping, we mean the task of ordering a multiset so that equal elements are grouped
together but the groups can be in arbitrary order. Suppose we have a zero-initialized array
A of s words. Given k = o(s) integers from a universe of size s, we can group but not sort
the integers in O(k) time by a simple distribute-and-collect procedure while leaving A in
the zero-initialized state ready to be reused. Thus d such grouping tasks can be executed
in O(s+ kd) time. Sorting could be done in O(s+ kd) time offline (as a single batch) but
online sorting would require O(sd) time. The online setting occurs in radix sorting. Thus,
grouping k integers from a universe of size u > s by a modified LSD radix sort with radix s
can be done in O(s+ k logs u) time while sorting would need O(s logs u) time. A prominent
example of this technique is the string sorting algorithm of Paige and Tarjan [11]. It uses a
similar modification of MSD radix sorting into a grouping algorithm to construct an unsorted
compact trie of the strings, and then sorts the child edges of all nodes in one batch. Our
suffix sorting algorithm has the same structure, though the unsorted trie construction is
different and not based on MSD radix grouping (but does involve LSD radix grouping).
Grouping and unsorted compact tries have a key role in our algorithm because fingerprints
cannot be used for order comparisons.

3.3 String periodicity
An integer p ∈ [0..m−1] is a period of a string X[1..m] if X[i] = X[i+p] for all i ∈ [1..m−p].
A basic result on periods is the following:

1 The choice of r is the only random operation in the algorithm.
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I Lemma 1 (Weak Periodicity Lemma [7]). If p1 and p2 are periods of a string X[1..m] and
p1 + p2 ≤ m, then gcd(p1, p2) is a period of X too.

Our verification algorithm uses this in the form of the following generalization to multiple
periods:

I Corollary 2. Integers p1, p2, . . . , pk ∈ [0..dm/2e] are periods of a string X[1..m] if and only
if gcd(p1, p2, . . . , pk) is a period of X.

The value gcd(p1, p2, . . . , pk) can be computed in O(k + logm) time using the Euclidean
algorithm [3]. Note that zero is a period of all nonempty strings, and all of the above holds
for 0-periods too if we define gcd(p, 0) = p for all p.

4 Monte Carlo Algorithm

In this section, we describe a Monte Carlo algorithm for sparse suffix sorting. The output
is actually the sparse suffix tree SST of the b suffixes in TS , but this is equivalent to suffix
sorting as explained above. The construction of SST uses a novel technique of gradual
refinement.

We start by defining a relaxed form of compact tries. An `-strict compact trie is a rooted
tree, where each internal node has at least two children. The edges are labelled by strings,
and induced by the edge labelling, each node v is labelled by the concatenation of the edge
labels from the root to v. For any two edges with the same parent node, their labels must be
different, one label cannot be a prefix of the other, and the labels cannot share a common
prefix of length ` (`-strictness). The trie is ordered if the child edges of each node are
lexicographically ordered by their labels. The standard compact trie is the (unique) ordered
1-strict compact trie.

An `-strict sparse suffix tree `-SST for the set TS is an `-strict compact trie with b leaves
representing exactly the suffixes in TS . The edge labels are substrings of T and can be
represented in constant space by pointers to T . Thus the size of an `-SST is O(b) words.
The standard sparse suffix tree SST (the desired output of the algorithm) is the ordered
1-SST .

The algorithm begins by constructing `-SST for ` = 2dlogne, which is just the root and b
leaves with the edges labelled by the suffixes. Then, in each round of the computation, the
algorithm halves the value of ` and computes an `-SST from the 2`-SST until ` = 1. Given
the 1-SST , we can sort the child edges of all nodes using O(b log b) character comparisons to
obtain SST .

To compute `-SST from 2`-SST , we perform the following steps:
1. For each edge with a label of length at least `, compute the fingerprint FP [i..i+ `− 1],

where i is the starting position of the edge label in T .
2. Use LSD radix grouping to group all edges from Step 1 using the key (u, f), where u is

the parent node of the edge and f is the fingerprint from Step 1.
3. For each group of at least two edges with the same key (u, f), add a new node v and an

edge (u, v) to the tree. The new node v becomes the parent node of the edges in the
group. The label of (u, v) has length ` and the starting position is taken from one of
the old edges. The labels of the old edges are shortened by ` by moving the starting
positions forward by ` positions. If v is the only child of u after the stage, we remove u
by concatenating its parent and child edges.
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It is easy to check that the tree resulting from the above steps (i) is still a valid compact trie,
(ii) retains the labels of all nodes inherited from 2`-SST , and (iii) satisfies the `-strictness
condition. It is thus a valid `-SST .

The remaining detail is how to compute the fingerprints. We assume that we can use
O(s) words of extra space for some s ∈ [b..n]. We divide the string T into blocks of size
h = n/s. For all i ∈ [1..n/h], we compute and store the values FP [1..ih] and rih mod q. We
can then compute the fingerprint of any substring of T of length ` in O(min(`, n/s)) time
using Equations (1).

I Theorem 3. Any set of b suffixes of a string of length n can be sorted correctly with high
probability in O(n+ (bn/s) log s) time using O(s) words of space in addition to the string for
any s ∈ [b..n].

Proof. With high probability, there are no fingerprint collisions, which is enough to ensure
the correctness of the algorithm by the above discussion.

Most of the data structures including the tree fit in O(b) space during the whole compu-
tation. We need O(s) space for the precomputed fingerprints and powers of r, as well as for
the bucket array in LSD radix grouping. Thus the total space requirement is O(s) words in
addition to the string T .

The time complexity is dominated by the fingerprint computation. The initialization of
the precomputed fingerprints needs O(n) time. In the first log(s) rounds (i.e., while ` ≥ n/s),
each fingerprint computation in Step 1 takes O(n/s) time, and in the later rounds O(`) time.
Thus the total time for fingerprint computation is O(n + (bn/s) log s). In Step 2 of each
round, we are grouping O(b) integers of O(logn)-bits each using a bucket array of size s,
which takes O(b logs n) time. The total grouping time is O(b log2 n/ log s) = O((bn/s) log s).
Everything else can be done in O(b logn) = O((bn/s) log s) time. J

By choosing s = b and s = b log b, we obtain the following results.

I Corollary 4. Any set of b suffixes of a string of length n can be sorted correctly with high
probability in O(n log b) time using O(b) words of space in addition to the string.

I Corollary 5. Any set of b = O(n/ logn) suffixes of a string of length n can be sorted
correctly with high probability in O(n) time using O(b log b) words of space in addition to the
string.

Note that if b log b = ω(n), we can use a full suffix array construction algorithm to sort
TS in O(n) time and space (assuming a proper integer alphabet where strings can be radix
sorted).

5 Las Vegas Algorithm

In this section we describe a deterministic algorithm to check if the arrays SSA and LCP are
correct. Assuming SSA contains a permutation of set S and besides the trivial sanity checks
of LCP, we need to verify if the conditions

T [ai..ai + `i − 1] = T [bi..bi + `i − 1]
T [ai + `i] < T [bi + `i]

(2)

are satisfied for i ∈ [2..b], where ai = SSA[i− 1], bi = SSA[i] and `i = LCP[i].
Checking the second condition takes only O(b) time. A naive verification of the first one,

however, requires O(bn) operations in the worst-case. We now describe a faster algorithm.
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The first version runs in O(n log2 b) time. A refinement yielding O(n log b) time is presented
next.

5.1 O(n log2 b) time algorithm
Let m0 = 3 · 2blog(n/3)c and mh = m0/2h for h > 0. A substring of T of length mh for some
h is called a segment. Any substring can be covered by at most two (possibly overlapping)
segments. Thus we can replace the b substring equalities with at most 2b segment equalities.
A pair of segments whose equality we need to verify is called a twin pair. A twin pair of
segments of length mh is called an h-pair and its two segments are called h-segments.

The algorithm maintains two lists of segments, L and R. Initially, both lists contain
all twin pair segments, with L sorted by the left endpoint (i.e., the starting position of the
substring in T ) and R sorted by right endpoint. Each segment is linked to its twin in the
same list. We sort the lists once in O(b log b) time in the beginning and maintain the sorted
order afterwards. During the algorithm the size of each list never grows beyond the initial
size of at most 4b. The lists L and R are processed symmetrically (left–right symmetry) and
completely independently of each other. We focus on describing the algorithm for L.

5.1.1 Overview
The algorithm operates in log b rounds. In the h-th round, h ∈ [0..blog bc], we process all
h-pairs in L. The set of all h-pairs is partitioned into two subsets, fully checked pairs and
partially checked pairs. The former, relatively small subset is verified by a direct brute-force
comparison of the substrings. If a mismatch is detected, the verifier exits with a negative
answer. Otherwise, we use the knowledge gained during these naive checks to indirectly
verify the equality of the middle third of every partially checked pair. All fully checked pairs
are removed from L and each partially checked h-pair is replaced by its left half (i.e., the
(h+ 1)-pair with the same left endpoints), to obtain the list for the next round. After log b
rounds, all segments on the list have length O(n/b) and can be checked by brute-force in
O(n) total time.

Consider an initial twin pair that is partially checked and replaced by its first half, which
in turn is partially checked and replaced etc., until eventually a pair is fully checked. The
verified middle thirds of these pairs together with the final, fully checked pair completely cover
the leftmost two thirds of the initial pair. Therefore, if the verifier did not exit prematurely
due to a mismatch, the leftmost two thirds of each segment is confirmed to be equal to the
leftmost two thirds of its twin. The symmetric processing of the list R will similarly verify
all rightmost two thirds resulting in a complete verification.

5.1.2 A single round in detail
Suppose we are at round h and denote m = mh. We start by constructing an undirected
multigraph G = Gh from the list L. Consider a partition of T into blocks of size B = Bh =
m/d6 log b+18e. Each block corresponds to one vertex in G. We associate every h-segment in
L with the block containing the left endpoint. For any h-pair in L we create an edge between
the vertices associated with the two segments of the pair. Isolated vertices are omitted during
the construction, thus the resulting graph has |V (G)| = O(min(b, (n/m) log b)) vertices and
|E(G)| ≤ 2b edges. This graph is essentially the same as the one in [2].

We start a breadth-first search from an arbitrary vertex v of G. The search continues
as long as each new BFS layer (the subset of vertices with the same shortest distance to v)
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at least doubles the total size of the BFS tree. Denote the constructed tree as F and the
subgraph of G containing all edges inspected during the BFS as G′. Note that F and G′
contain the vertices of the last layer but no edges with both ends in the last layer. The
h-pairs associated with the tree edges E(F ) are chosen as fully checked pairs and the brute
force comparisons are performed. The h-pairs associated with non-tree edges E(G′) \E(F )
become partially checked pairs. We will next describe how to indirectly verify the equality
for the middle m/3 positions of those pairs.

Let A be an arbitrary h-segment associated with the root v of F . By M we denote the
substring of A of length 2m/3 centered exactly in the middle of A.

I Lemma 6. Suppose all h-pairs corresponding to edges of F were successfully verified. Then
every h-segment associated with some vertex of G′ contains M as a substring.

Proof. First note that the height of F is at most log b+ 2. Let U be an arbitrary segment
associated with a vertex u ∈ V (G′). Consider the sequence of segments starting with A,
containing all twin pairs associated with the edges on the path from v to u in F , and ending
with U . Each adjacent pair of segments in this sequence is either a fully checked pair or is
associated with the same vertex. In the former case, the segments are verified to be identical.
In the latter case, the segments overlap by more than m−B and the relative position of M
inside the segments differ by less than B. Over the whole sequence, the relative position of
M changes by less than B(log b+ 3) ≤ m/6. Since M starts at a distance of m/6 from both
ends of A, all segments in the sequence including U must contain M . J

We exploit this fact as follows. Let {ui, uj} ∈ E(G′)\E(F ) be an arbitrary edge associated
with a twin pair {Ui, Uj}. Let di (dj) be the relative position of M inside Ui (Uj).

I Lemma 7. If M has period p = |di − dj |, then a substring of length m/3 centered in the
middle of Ui matches the corresponding substring in Uj. Otherwise Ui 6= Uj.

Proof. If we align Ui and Uj , the occurrences of M inside the segments overlap by k =
|M |−p ≥ m/3. M has period p if and only if that overlapping part is equal in both segments.
The lemma follows from the facts that the overlapping parts contain the middle thirds and
are contained in the whole segments. J

Each non-tree edge of G′ generates one periodicity query for M . In order to efficiently
answer all queries we observe that p cannot exceed m/3 = |M |/2, thus all queries can
be reduced to a single one using Corollary 2 (in Section 3). If the reduced periodicity
query returns true, we obtain the equality of middle third for all h-pairs associated with
E(G′) \ E(F ). Otherwise, Lemma 7 implies that there must be a mismatch in some pair,
and hence the verifier returns a negative answer and exits.

After processing G′, the edges E(G′) are deleted from G along with the vertices that
become isolated. The procedure is then repeated for the remaining part of the graph and
this continues until the graph is empty.

I Lemma 8. Round h of verification takes O(b+ |V (Gh)|mh) time and O(b) extra space.

Proof. The list L is sorted, thus building G takes O(b) time and space. All BFS searches
require O(|V (G)| + |E(G)|) = O(b) time in total. The stopping criterion for the BFS
implies that deleting the set E(G′) along with the introduced isolated vertices removes at
least |V (G′)|/2 vertices from G, thus the BFS trees have altogether O(|V (G)|) edges. The
brute-force checking of all twin pairs associated with such edges therefore takes O(|V (G)|m)
time.
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The relative position of M can be easily tracked during the BFS, hence the generation of
the periodicity queries of Lemma 7 for all non-tree edges can be done in O(b) time. Reducing
the number of periodicity queries using Corollary 2 consumes O(b+ g logm) time in total,
where g ≤ |V (G)| is the number of subgraphs G′ processed during the round, and the reduced
periodicity queries can be executed in O(gm) time. Thus total time for all partial checks is
O(b+ gm) = O(b+ |V (G)|m). J

Note that O(b+ |V (Gh)|mh) = O(n log b) for all h. We perform O(log b) rounds, after
which we verify the remaining segments in O(n) time, hence we obtain the following result.

I Theorem 9. The correctness of a sparse suffix tree constructed for a set of b suffixes of
a string of length n can be deterministically verified in O(n log2 b) time and O(b) words of
space in addition to the string.

5.2 O(n log b) time algorithm
The time complexity of the verification algorithm is dominated by the O(|V (Gh)|mh) time
spent in each round h for brute force comparisons and partial checks. The number of vertices
is bounded by O(n log b/mh) but can be smaller. In this section we show how to modify
the algorithm to reduce the number of vertices in the graphs, which decreases the overall
verification time to O(n log b). The reduction is accomplished by moving segments in a way
that concentrates them on certain areas while other areas become empty. The empty areas
contribute no vertices to the graphs.

The movement of segments happens at the end of each round. Consider the end of round h
when all h-pairs on the list L have been removed or replaced. Let i and j be the left endpoints
of the segments in some h-pair that was fully checked during the round, i.e., we know that
T [i..i + mh − 1] = T [j..j + mh − 1]. If an h′-segment in L for some h′ > h is completely
inside T [i..i + mh − 1] it can be moved to the corresponding position in T [j..j + mh − 1]
without affecting the correctness of the verification. If we move all segments in L that are
inside T [i..i+mh − 1], there are no left endpoints in the region [i..i+mh/2− 1] anymore
and we say that the region [i..i+mh/2− 1] has been cleared.

However, a region that has been cleared may not stay cleared as other moves in the same
round or later rounds may reintroduce left endpoints to the region. In the case of the moves
in the same round, this is easy to avoid by doing all moves either leftwards or rightwards. As
shown later, we cannot fix the direction in advance but have to choose the better direction
separately for each round. However, in a single round, all moves are made in the same
direction, and it is easy to see that by processing the fully checked pairs in the appropriate
order, all cleared regions will stay cleared. Moves in later rounds are more problematic. The
cleared region [i..i+mh/2− 1] may be almost completely overlapped by a (h+ 1)-segment
with the left endpoint at i− 1 and moves to this (h+ 1)-segment can undo the clearance. To
avoid this, we will be more selective with the moves.

Let hlast = blog bc be the last round in the algorithm, and recall that Bh = mh/d6 log b+
18e. Define dh = (hlast−h+2)Bh/2 for all h ∈ [0..hlast]. If we are moving from T [i..i+mh−1]
to T [j..j +mh − 1], we will move segments if and only if their left endpoint is in the source
region [i..i+ dh], i.e., only the source region will be cleared. The left endpoints are moved to
the target region [j..j+dh]. Source and target regions are both called move regions. The next
two lemmas establish the key properties of move regions. The first lemma shows that the
source region is a subregion of [i..i+mh/2− 1] and thus can indeed be cleared. The second
one shows that a sufficiently large part of a cleared source region is permanently cleared.
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I Lemma 10. dh < mh/12 for all h ∈ [0..hlast].

Proof. We just need to note that hlast − h+ 2 < log b+ 3 and Bh ≤ mh/(6(log b+ 3)). J

I Lemma 11. If a source region [i..i+ dh] is cleared in round h, then the region [i+ dh −
Bh..i+ dh] cannot be uncleared in later rounds.

Proof. Consider the worst case scenario with regard to unclearing [i..i+ dh]. Assume there
is an (h+ 1)-segment with left endpoint at i− 1 and a target region extending to i− 1 +dh+1.
An (h + 2)-segment moved to the end of the target region has a target region extending
to i − 1 + dh+1 + dh+2, an (h + 3)-segment moved to the end of that target region has
a target region extending to i − 1 + dh+1 + dh+2 + dh+3 and so on. Thus no more than
Dh =

∑hlast
h′=h+1 dh′ leftmost positions of [i..i + dh] can be uncleared. We will show by

induction that Dh = dh −Bh, which proves the lemma.
Clearly, Dhlast = 0 = dhlast − Bhlast . Assume then that Dh+1 = dh+1 − Bh+1 and note

that Bh = 2Bh+1. Thus, Dh = Dh+1 + dh+1 = 2dh+1 −Bh+1 = (hlast − (h+ 1) + 1)Bh+1 =
(hlast − h)Bh/2 = dh −Bh. J

In order to perform the segment moves efficiently, we will implement the list L as a list
of sets, each of which contains segments with the same left endpoint and is implemented as a
linked list. This representation supports all the operations we need in the basic algorithm,
but additionally we can now remove a full set from the list, insert the set in a different
place in the list or merge the set with a different set, all in constant time. When a segment
belonging to a fully checked pair is removed from L, we remove it from the corresponding set
but add a special node to L in front of the set and store a pointer to the special node in the
corresponding move region. If a set contains multiple fully checked segments, they share a
single special node. By moving the sets (but not the special nodes) we can execute all the
moves from one source region in O(dh) = O(mh) time. Thus the cost of the move operations
is no higher than the cost of the brute force checks.

Due to possibly overlapping move regions, the order in which the moves are made has to
be chosen with some care, but it is still possible to completely clear all the source regions in
one round as long as all moves are made in the same direction. The direction, leftwards or
rightwards, is chosen in each round so that the total area of the permanently cleared regions
is maximized.

Finally, we need a minor modification to the way the algorithm deals with the special
case, where the subgraph G′ consists of a single vertex and one or more selfloop edges. In
this case, one of the pairs associated with the edges is fully checked while others are partially
checked. This does not affect the time complexity of the round, but ensures that every vertex
is adjacent to at least one fully checked edge.

I Theorem 12. The correctness of a sparse suffix tree constructed for a set of b suffixes of
a string of length n can be deterministically verified in O(n log b) time and O(b) words of
space in addition to the string.

Proof. Except for the segment moves, the algorithm operates as before and, as explained
above, the segment moves do not compromise the correctness of the verification. Thus the
algorithm is correct. The space complexity is clearly still O(b).

To prove the time complexity, we will show that the total area covered by the permanently
cleared regions in round h is Θ(|V (Gh)|mh/ log b). The costs of the form O(|V (Gh)|mh) are
distributed over the positions in the permanently cleared regions. Then every position gets
charged for at most O(log b) over the whole algorithm, and thus the total cost is O(n log b).
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Every vertex in the graph Gh is associated with a fully checked segment and each such
segment contains a potential permanently cleared region (PPCR) of size Bh. The direction
of moves decides whether a PPCR becomes a PCR. Two PPCRs can overlap only if they
are associated with the same vertex or two vertices representing adjacent blocks. Thus
there are at least |V (Gh)|/2 non-overlapping PPCRs and their total coverage is at least
Bh|V (Gh)|/2 = Θ(|V (Gh)|mh/ log b). The total coverage of the actual PCRs is at least half
of that since we choose the direction to maximize the coverage. Note also that computing
the coverage resulting from each direction can be done in O(b) time. J

I Corollary 13. Any set of b suffixes of a string of length n can be sorted correctly using
O(b) words of space in addition to the string in time that is O(n log b) with high probability.

6 Concluding Remarks

The time–space complexity of sparse suffix sorting has been a major open problem for a
long time. Our new algorithms achieving the time–space product of O(nb log b) are a major
step towards a solution but open problems remain. Perhaps the main open problem is the
deterministic time–space complexity: the best deterministic algorithms have a time–space
product of O(n2). Can our algorithms be made deterministic? Perhaps the use of fingerprints
in the Monte Carlo algorithm can be replaced with a deterministic technique. Or perhaps
the deterministic verification algorithm can be transformed into a sorting algorithm.

Some of the techniques developed in this paper, such as the `-strict compact tries and
their incremental construction, may have applications outside sparse suffix sorting. The
concepts behind the verification algorithm could be useful not only as algorithmic tools but
as analysis tools. For example, a major open problem is the size of the smallest grammar of
a string particularly in comparison to the size of the Lempel–Ziv factorization of the same
string [5]. This problem too involves pairs of identical substrings that overlap each other.
The basic overlap graph was introduced in [2] but our algorithms reveal new combinatorial
properties of this graph.
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Abstract
We design two deterministic polynomial time algorithms for variants of a problem introduced
by Edmonds in 1967: determine the rank of a matrix M whose entries are homogeneous linear
polynomials over the integers. Given a linear subspace B of the n×n matrices over some field F,
we consider the following problems: symbolic matrix rank (SMR) is the problem to determine the
maximum rank among matrices in B, while symbolic determinant identity testing (SDIT) is the
question to decide whether there exists a nonsingular matrix in B. The constructive versions of
these problems are asking to find a matrix of maximum rank, respectively a nonsingular matrix,
if there exists one.

Our first algorithm solves the constructive SMR when B is spanned by unknown rank one
matrices, answering an open question of Gurvits. Our second algorithm solves the constructive
SDIT when B is spanned by triangularizable matrices, but the triangularization is not given
explicitly. Both algorithms work over finite fields of size at least n + 1 and over the rational
numbers, and the first algorithm actually solves (the non-constructive) SMR independent of the
field size. Our main tool to obtain these results is to generalize Wong sequences, a classical
method to deal with pairs of matrices, to the case of pairs of matrix spaces.
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1 Introduction

In [8] Edmonds introduced the following problem: Given a matrix M whose entries are
homogeneous linear polynomials over the integers, determine the rank of M . The problem is
the same as determining the maximum rank of a matrix in a linear space of matrices over
the rationals. In this paper we consider the same question and certain of its variants over
more general fields.
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Let us denote by M(n,F) the linear space of n × n matrices over a field F. We call a
linear subspace B ≤M(n,F) a matrix space. We define the symbolic matrix rank problem
(SMR) over F as follows: given {B1, . . . , Bm} ⊆ M(n,F), determine the maximum rank
among matrices in B = 〈B1, . . . , Bm〉, the matrix space spanned by Bi’s. The constructive
version of SMR is to find a matrix of maximum rank in B (this is called the maximum rank
matrix completion problem in [12] and in [19]). We refer to the weakening of SMR, when
the question is to decide whether there exists a nonsingular matrix in B, as the symbolic
determinant identity testing problem (SDIT), the name used by [20] (in [15] this variant is
called Edmonds’ problem). The constructive version in that case is to find a nonsingular
matrix, if there is one in B. We will occasionally refer to any of the above problems as
Edmonds’ problem.

The complexity of the SDIT depends crucially on the size of the underlying field F. When
|F| is a constant then it is NP-hard [5], on the other hand if the field size is large enough
(say ≥ 2n) then by the Schwartz-Zippel lemma [25, 30] it admits an efficient randomized
algorithm [21]. Obtaining a deterministic polynomial-time algorithm for the SDIT would
be of fundamental importance, since Kabanets and Impagliazzo [20] showed that such an
algorithm would imply strong circuit lower bounds which seem beyond current techniques.

Previous works on Edmonds’ problems mostly dealt with the case when the given matrices
B1, . . . , Bm satisfy certain property. For example, Lovász [22] considered several cases of
SMR, including when the Bi’s are of rank 1, and when they are skew symmetric matrices of
rank 2. These classes were then shown to have deterministic polynomial-time algorithms
[12, 23, 16, 13, 11, 19], see Section 1.1 for more details.

Another direction also studied is when instead of the given matrices, the generated matrix
space B = 〈B1, . . . , Bm〉 satisfies certain property. Since such a property is just a subset of all
matrix spaces, we also call it a class of matrix spaces. Gurvits [15] has presented an efficient
deterministic algorithm for the SDIT over Q, when the matrix space satisfies the so called
Edmonds-Rado property, whose definition we shall review in Section 1.1. For now we only
note that this class includes R1, the class of rank-1 spanned matrix spaces, where a matrix
space B is in R1 if and only if B has a basis consisting of rank-1 matrices. This fact was first
shown by Lovász [22] via a theorem of Rado and Edmonds [24, 9, 28]. Gurvits stated as an
open question the complexity of the SMR for R1 over finite fields [15, page 456].

The difference between properties of matrices and properties of matrix spaces is critical
for Edmonds’ problems. For example, given matrices B1, . . . , Bm, it is presumably hard1 to
determine whether B = 〈B1, . . . , Bm〉 is in R1, and to find generating rank-1 matrices for B.
Thus the existence of algorithms for SMR when the Bi’s are rank-1 does not immediately
imply algorithms for matrix spaces in R1.

Our results are in line with Gurvits’ work, namely we present algorithms for two classes
of matrix spaces. To be specific, we consider R1, the class of rank-1 spanned matrix spaces,
and the class of (upper-)triangularizable matrix spaces, where a matrix space B ≤M(n,F) is
triangularizable if there exist nonsingular C,D ∈M(n,F′), where F′ is some extension field
of F, such that for all B ∈ B, the matrix DBC−1 is upper-triangular.

To ease the description of our results, we make a few definitions and notations. We denote
by rank(B) the rank of a matrix B, and we set corank(B) = n− rank(B). For a matrix space
B we set rank(B) = max{rank(B) | B ∈ B} and corank(B) = n− rank(B). We say that B is
singular if rank(B) < n, that is if B does not contain a nonsingular element, and nonsingular

1 At present, we are not aware of the deterministic complexity of computing a rank-1 basis for matrix
spaces in R1. Gurvits made a similar comment in [14].
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otherwise. For a subspace U ≤ Fn, we set B(U) = 〈B(u) | B ∈ B, u ∈ U〉. Let c be a
nonnegative integer. We say that U is a c-singularity witness of B, if dim(U)−dim(B(U)) ≥ c,
and U is a singularity witness of B if for some c > 0, it is a c-singularity witness.

Note that if there exists a singularity witness of B then B can only be singular. Let us
define the discrepancy of B as disc(B) = max{c ∈ N | ∃ c-singularity witness of B}. Then it
is also clear that corank(B) ≥ disc(B). We now state our main theorems.

I Theorem 1. Let F be either Q or a finite field. There is a deterministic polynomial-time
algorithm which solves the SMR if B is spanned by rank-1 matrices. If the size of the
field F is at least n + 1, the algorithm solves the constructive SMR, and it also outputs a
corank(B)-singularity witness.

I Theorem 2. Let F be either Q or a finite field of size at least n+ 1. There is a determin-
istic polynomial-time algorithm which solves the constructive SDIT if B is triangularizable.
Furthermore, over finite fields, when B is singular it also outputs a singularity witness.

We remark that Theorem 1 remains true if we weaken the assumptions by only requiring
that B is rank-1 spanned over some extension field of F rather than over F. Also, instead of
assuming that the whole space B is rank-1 spanned it is sufficient to suppose that a subspace
of B of co-dimension one is spanned by rank-1 matrices. While the first extension can be
achieved easily, the second extension requires some more work (though mostly technical).

1.1 Comparison with previous works
The idea of singularity witnesses was already present in Lovász’s work [22]. Among other
things, Lovász showed that for the rank-1 spanned case, the equality corank(B) = disc(B)
holds, by reducing it to Edmonds’ Matroid Intersection theorem [9], which in turn can be
deduced from Rado’s matroidal generalization of Hall’s theorem [24] (see also [28]). Inspired
by this fact, Gurvits defined the Edmonds-Rado property as the class of matrix spaces
which are either nonsingular, or have a singularity witness. He listed several subclasses
of the Edmonds-Rado class, including R1 (by the aforementioned result of Lovász) and
triangularizable matrices. A well-known example of a matrix space without the Edmonds-
Rado property is the linear space of skew symmetric matrices of size 3 [22].

As we stated already, Gurvits has presented a polynomial-time deterministic algorithm
for the SDIT over Q for matrix spaces with the Edmonds-Rado property. Therefore over Q,
his algorithm covers the SDIT for R1 and for triangularizable matrices. Our algorithms are
valid not only over Q but also over finite fields. In the triangularizable case we also deal with
the SDIT, but for R1 we solve the more general SMR. In fact, it is not hard to reduce SMR
for the general to SMR for the triangularizable case (see Lemma 26 in [18]), so solving SMR
for the triangularizable case is as hard as the general case. In both cases the algorithms
solve the constructive version of the problems, and they also construct singularity witnesses,
except for the SDIT over the rationals. Finally, they work in polynomial time when the field
size is at least n+ 1. Moreover, for R1 the algorithm solves the non constructive SMR in
polynomial time regardless of the field size, settling the open problem of Gurvits.

Over fields of constant size, the SMR has certain practical implications [16, 17], but is
shown to be NP-hard [5] in general. Some special cases have been studied, mostly in the
form of the mixed matrices, that is linear matrices where each entry is either a variable or
a field element. Then by restricting the way variables appear in the matrices some cases
turn out to have efficient deterministic algorithms, including when every variable appears
at most once ([16], building on [12, 23]), and when the mixed matrix is skew-symmetric
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and every variable appears at most twice ([13, 11]). Finally in [19], Ivanyos, Karpinski and
Saxena present a deterministic polynomial-time algorithm for the case when among the input
matrices B1, . . . , Bm all but B1 are of rank 1.

As a computational model of polynomials, determinants with affine polynomial entries
turn out to be equivalent to algebraic branching programs (ABPs) [27, 4] up to a polynomial
overhead. Thus the identity test for ABPs is the same as SDIT. For restricted classes of
ABPs, (quasi)polynomial-time deterministic identity test algorithms have been devised (cf.
[10] and the references therein). Note that identity test results for SDIT and ABPs are in
general incomparable. For an application of SDIT to quantum information processing see [6].

Let us comment briefly on the main technical tool we use in our algorithms. We generalize
the first and second Wong sequences for matrix pencils (essentially two-dimensional matrix
spaces) which have turned out to be useful among others in the area of linear differential-
algebraic equations (see the recent survey [26]). These were originally defined in [29] for a
pair of matrices (A,B), and were recently used to compute the Kronecker normal form in a
numerical stable way [2, 3]. We generalize Wong sequences to the case (A,B) where A and
B are matrix spaces, and show that they have analogous basic properties to the original ones.
We relate the generalized Wong sequences to Edmonds’ problems via singularity witnesses.
Essentially this connection allows us to design the algorithm for R1 using the second Wong
sequence, and the algorithm for triangularizable matrix spaces using the first Wong sequence.
We remark that techniques similar to the second Wong sequence were already used in [19].

Organization. In Section 2 we define Wong sequences of a pair of matrix spaces, and present
their basic properties. In Section 3 the connection between the second Wong sequence and
singularity witnesses is shown. Based on this connection we introduce the power overflow
problem, and reduce the SMR to it. We also prove here Theorem 1 under the hypothesis
that there is a polynomial time algorithm for the power overflow problem. In Section 4 we
show an algorithm for the power overflow problem that works in polynomial time for rank-1
spanned matrix spaces. In Section 5 the algorithm for Theorem 2 is outlined, which works
for triangularizable matrix spaces. The readers are referred to the full version [18] for certain
missing details, and some discussion on the Edmonds-Rado class and some subclasses.

2 Wong sequences for pairs of matrix spaces

For n ∈ N, we set [n] = {1, . . . , n}. We use 0 to denote the zero vector space. In this
section we generalize the classical Wong sequences of matrix pencils to the situation of
pairs of matrix subspaces. This is the main technical tool in this work. Let V and V ′ be
finite dimensional vector spaces over a field F, and let Lin(V, V ′) be the vector space of
linear maps from V to V ′. We set n = dim(V ) and n′ = dim(V ′). For A ∈ Lin(V, V ′), and
linear subspaces A ≤ Lin(V, V ′), U ≤ V and W ≤ V ′, we define A(U) = {A(u) | u ∈ U},
A(U) = 〈{A(u) | A ∈ A, u ∈ U}〉, A−1(W ) = {v ∈ V | A(v) ∈W}, and A−1(W ) = {v ∈ V |
∀A ∈ A, A(v) ∈W}. Observe that A(U), A(U) are linear subspaces of V ′, whereas A−1(W )
and A−1(W ) are subspaces of V . Also note that A(U) = 〈∪A∈AA(U)〉 and A−1(W ) =
∩A∈AA−1(W ). Moreover, if A is spanned by {A1, . . . , Am}, then A(U) = 〈∪i∈[m]Ai(U)〉,
and A−1(W ) = ∩i∈[m]A

−1
i (W ). Some easy and useful facts are the following.

I Fact 3. For A,B ≤ Lin(V, V ′), and U, S ≤ V , W,T ≤ V ′, we have:
1. If U ⊆ S and W ⊆ T , then A(U) ⊆ A(S) and A−1(W ) ⊆ A−1(T );
2. If B(U) ⊆ A(U) and B(S) ⊆ A(S), then B(〈U ∪ S〉) ⊆ A(〈U ∪ S〉);
3. If B−1(W ) ⊇ A−1(W ) and B−1(T ) ⊇ A−1(T ), then B−1(W ∩ T ) ⊇ A−1(W ∩ T );
4. A−1(A(U)) ⊇ U , and A(A−1(W )) ⊆W .
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We now define the two Wong sequences for a pair of matrix subspaces.

I Definition 4. Let A,B ≤ Lin(V, V ′). The sequence of subspaces (Ui)i∈N of V is called the
first Wong sequence of (A,B), where U0 = V , and Ui+1 = B−1(A(Ui)). The sequence of
subspaces (Wi)i∈N of V ′ is called the second Wong sequences of (A,B), where W0 = 0, and
Wi+1 = B(A−1(Wi)).

When A = 〈A〉 and B = 〈B〉 are one dimensional matrix spaces, the Wong sequences for
(A,B) coincide with the classical Wong sequences for the matrix pencil Ax−B [29, 2]. The
following properties are straightforward generalizations of those for classical Wong sequences.
We start by considering the first Wong sequence.
I Proposition 5. Let (Ui)i∈N be the first Wong sequence of (A,B). Then for all i ∈ N, we
have Ui+1 ⊆ Ui. Furthermore, Ui+1 = Ui if and only if B(Ui) ⊆ A(Ui).

Proof. Firstly we show that Ui+1 ⊆ Ui, for every i ∈ N. For i = 0, this holds trivially. For
i > 0, by Fact 3 (1) we get Ui+1 = B−1(A(Ui)) ⊆ B−1(A(Ui−1)) = Ui, since Ui ⊆ Ui−1.

Suppose now that B(Ui) ⊆ A(Ui), for some i. Then Ui ⊆ B−1(B(Ui)) ⊆ B−1(A(Ui))
respectively by Fact 3 (4) and (1), which gives Ui+1 = Ui. If B(Ui) 6⊆ A(Ui) then there
exist B ∈ B and v ∈ Ui such that B(v) 6∈ A(Ui). Thus v 6∈ B−1(A(Ui)) = Ui+1, which gives
Ui+1 ⊂ Ui. J

Given Proposition 5, we see that the first Wong sequence stabilizes after at most n
steps at some subspace. That is, for any (A,B), there exists ` ∈ {0, . . . , n}, such that
U0 ⊃ U1 ⊃ · · · ⊃ U` = U`+1 = . . . . In this case we call the subspace U` the limit of (Ui)i∈N,
and we denote it by U∗.
I Proposition 6. U∗ is the largest subspace T ≤ V such that B(T ) ⊆ A(T ).

Proof. By Proposition 5 we know that U∗ satisfies B(U∗) ⊆ A(U∗). Consider an arbitrary
T ≤ V such that B(T ) ⊆ A(T ), we show by induction that T ⊆ Ui, for all i. When i = 0 this
trivially holds. Suppose that T ⊆ Ui, for some i. Then by repeated applications of Fact 3 we
have T ⊆ B−1(B(T )) ⊆ B−1(A(T )) ⊆ B−1(A(Ui)) = Ui+1. J

Analogous properties hold for the second Wong sequence (Wi)i∈N. In particular the
sequence stabilizes after at most n′ steps, and there exists a limit subspace W ∗ of (Wi)i∈N.
We summarize them in the following proposition.
I Proposition 7. Let (Wi)i∈N be the second Wong sequence of (A,B). Then
1. Wi+1 ⊇Wi, for all i ∈ N. Furthermore, Wi+1 = Wi if and only if B−1(Wi) ⊇ A−1(Wi).
2. The limit subspace W ∗ is the smallest subspace T ≤ V ′ s.t. B−1(T ) ⊇ A−1(T ).

It is worth noting that the second Wong sequence can be viewed as the dual of the first
one in the following sense. Assume that V and V ′ are equipped with nonsingular symmetric
bilinear forms, both denoted by 〈, 〉. For a linear map A : V → V ′ let AT : V ′ → V

stand for the transpose of A with respect to 〈, 〉. This is the unique map with the property
〈AT(u), v〉 = 〈u,A(v)〉, for all u ∈ V ′ and v ∈ V . For a matrix space A, let AT be the space
{AT|A ∈ A}. For U ≤ V , the orthogonal subspace of U is defined as U⊥ = {v ∈ V | 〈v, u〉 = 0
for all u ∈ U}. Similarly we define W⊥ for W ≤ V ′. Then we have ((AT)−1(U)))⊥ = A(U⊥),
and (AT(V ))⊥ = A−1(V ⊥). It can be verified that if (Wi)i∈N is the second Wong sequence
of (A,B) and (Ui)i∈N the first Wong sequence of (AT,BT), then Wi = U⊥i . We note that
the duality of Wong sequences was, already derived in [2] for pairs of matrices.

For a matrix space A and a subspace U ≤ V given in terms of a basis we can compute
A(U) by applying the basis elements for A to those of U and then selecting a maximal set of
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linearly independent vectors. A possible way of computing A−1(U) for U ≤ V ′ is to compute
first U⊥, then AT(U⊥) and finally A−1(U) = (AT(U⊥))⊥. Therefore we have
I Proposition 8. Wong sequences can be computed using (n+ n′)O(1) arithmetic operations.

Unfortunately, we are unable to prove that over the rationals the bit length of the entries
of the bases describing the Wong sequences remain polynomially bounded in the length
of the data for A and B. However, in Section 3.1 we show that if A = 〈A〉, then the first
few members of the second Wong sequence which happen to be contained in im(A) can be
computed in polynomial time using an iteration of multiplying vectors by matrices from a
basis for B and by a pseudo-inverse of A.

We also observe that if we consider the bases for A and B as matrices over an extension
field F′ of F then the members of the Wong sequences over F′ are just the F′-linear spaces
spanned by the corresponding members of the Wong sequences over F. In particular, the
limit of the first Wong sequence over F is nontrivial if and only if the limit of the first Wong
sequence over F′ is nontrivial.

3 The second Wong sequence and singularity witnesses

3.1 The connection
As in Section 2, let V and V ′ be finite dimensional vector spaces over a field F, of respective
dimensions n and n′. For A ∈ Lin(V, V ′) we set corank(A) = dim(ker(A)). For B ≤
Lin(V, V ′), the concepts of c-singularity witnesses, disc(B) and corank(B), defined for the
case when n = n′, can be generalized naturally to B. We also have that corank(B) ≥ disc(B),
and that a corank(B)-singularity witness of B does not exist necessarily. Let A ∈ B, and
consider (Wi)i∈N, the second Wong sequence of (A,B). The next lemma states that the limit
W ∗ is basically such a witness under the condition that it is contained in the image of A.
Moreover, in this specific case the limit can be computed efficiently.

I Lemma 9. Let A ∈ B ≤ Lin(V, V ′), and let W ∗ be the limit of the second Wong sequence
of (A,B). There exists a corank(A)-singularity witness of B if and only if W ∗ ⊆ im(A). If
this is the case, then A is of maximum rank and A−1(W ∗) is a corank(B)-singularity witness.

Proof. We prove the equivalence. Firstly suppose thatW ∗ ⊆ im(A). Then dim(A−1(W ∗)) =
dim(W ∗) + dim(ker(A)). Since W ∗ = B(A−1(W ∗)) and dim(ker(A)) = corank(A), it follows
that A−1(W ∗) is a corank(A)-singularity witness of B.

Let us now suppose that some U ≤ V is a corank(A)-singularity witness, that is
dim(U) − dim(B(U)) ≥ corank(A). Then dim(U) − dim(A(U)) ≥ corank(A) because
A ∈ B. Since the reverse inequality always holds without any condition on U , we have
dim(U) − dim(A(U)) = corank(A). Similarly we have dim(U) − dim(B(U)) = corank(A)
which implies that dim(A(U)) = dim(B(U)), and therefore A(U) = B(U). For a subspace
S ≤ V the equality dim(S) − dim(A(S)) = corank(S) is equivalent to ker(A) ⊆ S, thus
we have ker(A) ⊆ U from which it follows that U = A−1(A(U)). But then B−1(A(U)) =
B−1(B(U)) ⊇ U = A−1(A(U)). Since W ∗ is the smallest subspace T ≤ V ′ satisfying
B−1(T ) ⊇ A−1(T ), we can conclude that W ∗ ⊆ A(U).

The existence of a corank(A)-singularity witness obviously implies that A is of maximum
rank, and when W ∗ ⊆ im(A) we have already seen that A−1(W ∗) is a corank(A)-singularity
witness of B. Since corank(A) = corank(B), it is also a corank(B)-singularity witness. J

We would like to find an efficient way of testing whether W ∗ ⊆ im(A) for a given
A ∈ B. In the computation of the limit W ∗ of the second Wong sequence of (A,B) the



G. Ivanyos, M. Karpinski, Y. Qiao, and M. Santha 403

computationally hard step is applying iteratively A−1. We overcome this difficulty by
introducing a pseudo-inverse of A in the computation. We describe now this method.

Let n = dim(V ) and n′ = dim(V ′). First of all we assume without loss of generality that
n = n′. Indeed, if n < n′ we can add as a direct complement a suitable space to V on which
B acts as zero, and if n > n′, we can embed V ′ into a larger space. In terms of matrices, this
means augmenting the elements of B by zero columns or zero rows to obtain square matrices.
This procedure affects neither the ranks of the matrices in B nor the singularity witnesses.

We say that a nonsingular linear map A′ : V ′ → V is a pseudo-inverse of A if the
restriction of A′ to im(A) is the inverse of the restriction of A to a direct complement of
ker(A). Such a map can be efficiently constructed as follows. Choose a direct complement
U of ker(A) in V as well as a direct complement U ′ of im(A) in V ′. Then take the map
A′0 : im(A)→ U such that AA′0 is the identity of im(A) and take an arbitrary nonsingular
linear map A′1 : U ′ → ker(A). Finally let A′ be the direct sum of A′0 and A′1.

I Lemma 10. Let A ∈ B ≤ Lin(V, V ′) and let A′ be a pseudo-inverse of A. There exists a
corank(A)-singularity witness of B if and only if (BA′)i(ker(AA′)) ⊆ im(A), for all i ∈ [n].
This can be tested in polynomial time, and if the condition holds then A is of maximum rank
and A′(W ∗) is a corank(B)-singularity witness which also can be computed deterministically
in polynomial time.

Proof. It follows from Lemma 9 that a corank(A)-singularity witness exists if and only if
Wi ⊆ im(A), for i = 1, . . . , n. Observing that (BA′)i(ker(AA′)) ⊆ Wi for i = 1, . . . , n, to
prove the equivalence it is sufficient to show that if (BA′)i(ker(AA′)) ⊆ im(A) for i = 1, . . . , n
then Wi = (BA′)i(ker(AA′)) for i = 1, . . . , n. The proof is by induction. For i = 1 the
claim W1 = BA′(ker(AA′)) holds since ker(AA′) = A′−1(ker(A)). For i > 1, by definition
Wi = BA−1(Wi−1). Since every subspace W ≤ im(A) satisfies A−1W = A′W + ker(A),
where + denotes the direct sum, we get Wi ⊆ BA′(Wi−1) + B(ker(A)). Observe that
B(ker(A)) = W1. We will show that W1 ⊆ BA′(Wi−1) and then we conclude by the inductive
hypothesis. We know that W1 ⊆Wi−1 from the properties of the Wong sequence, therefore
it is sufficient to show that Wi−1 ⊆ BA′(Wi−1). But Wi−1 = AA′(Wi−1) since Wi ⊆ im(A)
and A′ is the inverse of A on im(A).

Based on this equivalence, testing the existence of a corank(A)-singularity witness can be
accomplished by a simple algorithm, [18, Lemma 10] for details.

If we find that the condition holds then A′(W ∗) by Lemma 9 is a corank(B)-singularity
witness, and it can be easily computed from W ∗. J

3.2 The power overflow problem
For A ∈ B ≤ Lin(V, V ′), we would like to know whether A is of maximum rank in B. With
the help of the limit W ∗ of the second Wong sequence of (A,B) we have established a
sufficient condition: we know that if W ∗ ⊆ im(A) then A is indeed of maximum rank. Our
results until now do not give a necessary condition for the maximum rank. Now we show that
the second Wong sequence actually allows to translate this question to the power overflow
problem (PO) which we define below. As a consequence an efficient solution of the PO
guarantees an efficient solution for the SMR. The reduction is mainly based on a theorem of
Atkinson and Stephens [1] which essentially says that over big enough fields, in 2-dimensional
matrix spaces B, the equality corank(B) = disc(B) holds.

I Proposition 11 ([1]). Assume that |F| > n, and let A,B ∈ Lin(V, V ′). If A is a maximum
rank element of 〈A,B〉 then there exists a corank(A)-singularity witness of 〈A,B〉.
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Combining Lemma 10 and Proposition 11 we get also an equivalent condition for A being
of maximum rank.

I Lemma 12. Assume that |F| > n. Let A ∈ B ≤ Lin(V, V ′), and let A′ be a pseudo-inverse
of A. Then A is of maximum rank in B if and only if for every B ∈ B and for all i ∈ [n], we
have

(BA′)i(ker(AA′)) ⊆ im(A).

Proof. First observe that A is of maximum rank in B if and only if for every B ∈ B, it is of
maximum rank in 〈A,B〉. For a fixed B, by Proposition 11 and Lemma 10, A is of maximum
rank in 〈A,B〉 exactly when (〈B,A〉A′)i(ker(AA′)) ⊆ im(A), for all i ∈ [n]. From that we
can conclude since A′ is the inverse of A on im(A). J

This lemma leads us to reduce the problems of deciding if A is of the maximum rank, and
finding a matrix of rank larger than A when this is not the case, to the following question.
I Problem 13 (The power overflow problem). Given D ≤ M(n,F), U ≤ Fn and U ′ ≤ Fn,
output D ∈ D and ` ∈ [n] s.t. D`(U) 6⊆ U ′, if there exists such (D, `). Otherwise say no.

The power overflow problem admits an efficient randomized algorithm when |F| = Ω(n).
For the rank-1 spanned case we show a deterministic solution regardless of the field size.

I Theorem 14. Let D ≤M(n,F) be spanned by rank-1 matrices. Then there exists D ∈ D
and ` ∈ [n] such that D`(U) 6⊆ U ′ if and only if there exists ` ∈ [n] such that D`(U) 6⊆ U ′.
The power overflow problem for D can be solved deterministically in polynomial time.

Using this result whose proof is given in Section 4 we are now ready to prove Theorem 1.
Proof of Theorem 1. First we suppose that |F| ≥ n+ 1. Let A be an arbitrary matrix in
B. The algorithm iterates the following process until A becomes of maximum rank.

We run the algorithm of Lemma 10 to test whether (BA′)i(ker(AA′)) ⊆ im(A) for i ∈ [n].
If this condition holds then A is of maximum rank, and the algorithm also gives a corank(B)-
singularity witness. Otherwise we know by Theorem 14 that there exists B ∈ B and i ∈ [n]
such that (BA′)i(ker(AA′)) 6⊆ im(A). We apply the algorithm of Theorem 14 with input
BA′, ker(AA′) and im(A), which finds such a couple (B, i). Lemma 12 applied to 〈A,B〉
implies that A is not of maximum rank in 〈A,B〉. If A has rank r ≤ n − 1 which is not
maximal in 〈A,B〉, then the determinant of an appropriate (r + 1) × (r + 1) minor is a
nonzero polynomial of degree at most r+ 1 which has at most r+ 1 ≤ n roots. We then pick
n + 1 arbitrary field elements λ1, . . . , λn+1, and we know that for some 1 ≤ j ≤ n + 1 we
have rank(A+ λjB) > rank(A). We replace A by A+ λjB and restart the process.

At the end of each iteration, by a reduction procedure described in [7] we can achieve
that the matrix A, written as a linear combination of B1, . . . , Bm has coefficients from a
fixed subset K ⊆ F of size n+ 1. In fact, if A = α1B1 + α2B2 . . .+ αmBm has rank r then
for at least one κ1 ∈ K the matrix κ1B1 + α2B2 . . .+ αmBm has rank at least r. This way
all the coefficients αj can be replaced with an appropriate element from K.

As in each iteration we either stop (and conclude with A being of maxiaml rank), or
increase the rank of A by at least 1, the number of iterations is at most n. Also, each
iteration takes polynomial many steps since the processes of Lemma 10 and Theorem 14 are
polynomial. Therefore the overall running time is also polynomial. J

We can compute the maximum rank over a field of size less than n+ 1 by running the
above procedure over a sufficiently large extension field. The maximum rank will not grow if
we go over an extension. This follows from the fact that the equality corank(B) = disc(B)
holds over any field if B is spanned by an arbitrary matrix and by rank one matrices, see [19].
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4 The power overflow problem for rank-1 spanned matrix spaces

In this section we prove Theorem 14. Given subspaces U,U ′ of Fn as well as a basis
{D1, . . . , Dm} for a matrix space D ≤M(n,F), we will show is that in polynomial time we
can decide if D`(U) 6⊆ U ′ for some `, and if this holds then find D ∈ D s.t. D`(U) 6⊆ U ′.

Formally let ` = `(D) be the smallest integer j s.t. Dj(U) 6⊆ U ′ if such an integer exists,
and n otherwise. We start by computing ` and for 1 ≤ j ≤ `, bases Tj for Dj . Set T1 =
{D1, . . . , Dm}. If Dj(U) 6⊆ U ′ then we set ` = j and stop constructing further bases. If j = n

and Dn(U) ⊆ U ′ then we stop the algorithm and output no. Otherwise we compute Tj+1 by
selecting a maximal linearly independent set form the products of elements in Tj and T1.

We are now looking for D such that D`(U) 6⊆ U ′. For i ∈ [`], we define subspaces Hi of
D, which play a crucial role in the algorithm:

Hi = {X ∈ D | D`−jXDj−1(U) ⊆ U ′, j = 1, . . . , i− 1, i+ 1, . . . , `}.
That is, X ∈ Hi if and only if whenever X appears in a place other than the ith in a product
P of ` elements from D then P (U) ⊆ U ′. The subspaces Hi can be computed as follows.
Let x1, . . . , xm be formal variables, an element in D can be written as X =

∑
k∈[m] xkDk.

The condition D`−jXDj−1(U) ⊆ U ′ is equivalent to the set of the following homogeneous
linear equations in the variables xk: 〈Z(

∑
k∈[m] xkDk)Z ′u, v〉 = 0, where Z is from T`−j , Z ′

is from Tj−1, u is from a basis for U and v is from a basis for U ′⊥. Thus Hi can be computed
by solving a system of polynomially many homogeneous linear equations. Note that the
coefficients of the equations are scalar products of vectors from a basis for U ′⊥ by vectors
obtained as applying products of ` matrices from {D1, . . . , Dm} to basis elements for U . The
definition of Hi implies the following.

I Lemma 15. For a matrix X = X1 + . . .+X` with Xi ∈ Hi, we have X`(U) ⊆ U ′ if and
only if X` · · ·X2X1(U) ⊆ U ′.

Proof. We haveXm =
∑
σXσ(`) · · ·Xσ(1), where the summation is over the maps σ : [`]→ [`].

When σ is not the identity map then there exists an index j such that σ(j) 6= j. Then
Xσ(`) · · ·Xσ(1)(U) ⊆ U ′ by the definition of Hσ(j). J

In general, Hi can be 0. In our setting, due to the existence of rank one generators,
fortunately this is far from the case. Recall that ` is the smallest integer such that D`(U) 6⊆ U ′.

I Lemma 16. We have H` · · ·H1(U) 6⊆ U ′.

Proof. Assume that D is spanned by the rank one matrices C1, . . . , Cm. Then there exist
indices k1, . . . , k` such Ck`

· · ·Ck1(U) 6⊆ U ′. We show that Cki
∈ Hi, for i ∈ [`], this

implies immediately H` · · ·H1(U) 6⊆ U ′. Assume by contradiction that Cki
6∈ Hi, for some

i ∈ [`]. Then D`−jCkiDj−1(U) 6⊆ U ′, for some j 6= i. On the other hand Cki satisfies
D`−iCki

Di−1(U) 6⊆ U ′. Since Cki
is of rank 1 we have Cki

Dj−1(U) = Cki
Di−1(U), which

yields that neither D`−iCkiDj−1(U) nor D`−jCkiDi−1(U) is contained in U ′. However one
of these products is shorter than `, contradicting the minimality of `. J

To finish the algorithm, we compute bases for products Hi · · ·H1, for i ∈ [n], in a way
similar to computing bases for Di. Then we search the basis of H` for an element Z such
that ZH`−1 · · ·H1(U) 6⊆ U ′. We put X` = Z and continue searching the basis of H`−1 for
an element Z such that X`ZH`−2 · · ·H1(U) 6⊆ U ′. Continuing the iteration, Lemma 16
ensures that eventually we find Xi ∈ Hi, for i ∈ [`], such that X` · · ·X1(U) 6⊆ U ′. We set
D = X1 + . . .+X`, then by Lemma 15 we have D`(U) 6⊆ U ′. We return D and `. 2
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5 The first Wong sequence and triangularizable matrix spaces

Here we only give a proof outline of Theorem 2, and the reader is referred to the full version
[18, Section 5] for details. Our task is to determine whether there exists a nonsingular
matrix in a triangularizable matrix space, and finding such a matrix if exists. Let F′ be an
extension field of F, and recall that B ≤M(n,F) is triangularizable if there exist nonsingular
C,D ∈ M(n,F′), s.t. ∀B ∈ B, DBC−1 is upper triangular. Our starting point is the
following lemma, which connects first Wong sequences with singularity witnesses.

I Lemma 17. Let A ∈ B ≤ M(n,F), and let U∗ be the limit of the first Wong sequence
of (A,B). Set d = dim(U∗). Then either U∗ is a singularity witness of B, or there exist

nonsingular matrices P,Q ∈M(n,F), such that ∀B ∈ B, QBP−1 is of the form
[

X Y

0 Z

]
,

where X is of size d× d, and B is nonsingular in the X-block.

Lemma 17 suggests a recursive algorithm: take an arbitrary A ∈ B and compute U∗,
the limit of the first Wong sequence of (A,B). If we get a singularity witness, we are done.
Otherwise, if U∗ 6= 0, as the X-block is already nonsingular, we only need to focus on the
nonsingularity of Z-block which is of smaller size. To make this idea work, we have to satisfy
essentially two conditions. We must find some A such that U∗ 6= 0, and to allow for recursion
the specific property of the matrix space B we are concerned with has to be inherited by the
subspace corresponding to the Z-block. It turns out that in the triangularizable case these
two problems can be taken care of by the following Lemma.

I Lemma 18. Let B ≤ F be given by a basis {B1, . . . , Bm}, and suppose that there exist
nonsingular matrices C,D ∈M(n,F′) such that Bi = DB′iC

−1 and B′i ∈M(n,F′) is upper
triangular for every i ∈ [m]. Then we have the following.
1. Either ∩i∈[m] ker(Bi) 6= 0, or there exists j ∈ [m] and 0 6= U ≤ Fn s.t. Bj(U) = B(U).
2. Suppose there exist j ∈ [m] and 0 6= U ≤ Fn s.t. Bj(U) = B(U), and dim(U) =

dim(Bj(U)). Let B∗i : Fn/U → Fn/B(U) be the linear map induced by Bi, for i ∈ [m].
Then B∗ = 〈B∗1 , . . . , B∗m〉 is triangularizable over F′.

Proof. 1. Let {ei | i ∈ [n]} be the standard basis of F′n, and ci = C(ei) and di = D(ei) for
i ∈ [n]. If B′i(1, 1) = 0 for all i ∈ [m] then c1 is in the kernel of every Bi’s. If there exists j
such that B′j(1, 1) 6= 0, we set U ′ = 〈c1〉 ≤ F′n. Then it is clear that 〈d1〉 = Bj(U ′) = B(U ′).
It follows that the first Wong sequence of (Bj ,B) over F′ has nonzero limit, and therefore
the same holds over F. We can choose for U this limit.

2. First we recall that for a vector space V of dimension n, a complete flag of V is
a nested sequence of subspaces 0 = V0 ⊂ V1 ⊂ · · · ⊂ Vn = V . For A ≤ Lin(V, V ′) with
dim(V ) = dim(V ′) = n, the matrix space A is triangularizable if and only if ∃ complete flags
0 = V0 ⊂ V1 ⊂ · · · ⊂ Vn = V and 0 = V ′0 ⊂ V ′1 ⊂ · · · ⊂ V ′n = V ′ s.t. A(Vi) ⊆ V ′i for i ∈ [n].

For U ≤ Fn, let F′U be the linear span of U in F′n. We think of Bi’s and B∗i ’s as linear
maps over F′ in a natural way. Let ` = dim(F′n/F′U). For 0 ≤ i ≤ n set Si = 〈c1, . . . , ci〉 and
Ti = 〈d1, . . . , di〉. Obviously B(Si) ⊆ Ti for 0 ≤ i ≤ n. Let S∗i = Si/F′U and T ∗i = Ti/B(F′U),
and consider S∗0 ⊆ · · · ⊆ S∗n and T ∗0 ⊆ · · · ⊆ T ∗n . We claim that ∀i ∈ [n], dim(S∗i ) ≥ dim(T ∗i ).
This is because as Ti ∩ B(F′U) ⊇ Bj(Si ∩ F′U), by dim(F′U) = dim(Bj(F′U)), dim(Bj(Si ∩
F′U)) ≥ dim(Si ∩ F′U). Thus dim(Si ∩ F′U) ≤ dim(Ti ∩ B(F′U)), and dim(S∗i ) ≥ dim(T ∗i ).
As B∗(S∗i ) ⊆ T ∗i , dim(S∗i+1) − dim(S∗i ) ≤ 1, and dim(T ∗i+1) − dim(T ∗i ) ≤ 1, there exist
two nested sequences S∗0 ⊂ S∗j1

⊂ · · · ⊂ S∗j`
= S∗n and T ∗0 ⊂ T ∗k1

⊂ · · · ⊂ T ∗k`
= T ∗n ,

s.t. dim(Sjh
) = dim(Tkh

) = h. Furthermore, by dim(S∗i ) ≥ dim(T ∗i ), jh ≤ kh, thus
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B∗(S∗jh
) ⊆ B∗(S∗kh

) ⊆ T ∗kh
, ∀h ∈ [`]. That is, the two nested sequences are complete flags,

and B∗ is triangularizable over F′. J

Given the above preparation, we can now outline the algorithm for Theorem 2.
Proof of Theorem 2. First we consider finite fields. The algorithm recurses on the size
of the matrices, with the base case being the size one. It checks at the beginning whether
∩i∈[m] ker(Bi) = 0. If this is the case then it returns ∩i∈[m] ker(Bi) which is a singularity
witness. Otherwise, for all i ∈ [m], it computes the limit U∗i of the first Wong sequence for
(Bi,B). By Lemma 18 (1) there exists j ∈ [m] such that U∗j 6= 0 and Bj(U∗j ) = B(U∗j ). The
algorithm then recurses on the induced actions B∗i ’s of Bi’s, which are also triangularizable
by Lemma 18 (2). When B is nonsingular the algorithm should return a nonsingular matrix.
This nonsingular matrix is built step by step by the recursive calls, at each step we have to
construct a nonsingular linear combination of Bj and the matrix returned by the call. For
this we need n+ 1 field elements.

The case of the rational numbers can be reduced to the case of finite fields. Let b be a
bound on the absolute values of entries in Bi’s. It can be shown that there exists a prime
number p of value polynomially bounded by log b and n s.t. the following holds: let B′i
be the matrix Bi modulo p. When B is triangularizable and nonsingular then the matrix
space spanned by B′i is triangularizable over an extension field of Fp and nonsingular. If
B is singular, modulo any prime the matrix space is singular. So we enumerate all prime
numbers up to the given polynomial bound, and for each prime use the algorithm over finite
fields. J
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Abstract
Toward the ultimate goal of separating L and P, Cook, McKenzie, Wehr, Braverman and
Santhanam introduced the tree evaluation problem (TEP). For fixed h, k > 0, FTh(k) is given
as a complete, rooted binary tree of height h, in which each internal node is associated with a
function from [k]2 to [k], and each leaf node with a number in [k]. The value of an internal node
v is defined naturally, i.e., if it has a function f and the values of its two child nodes are a and b,
then the value of v is f(a, b). Our task is to compute the value of the root node by sequentially
executing this function evaluation in a bottom-up fashion. The problem is obviously in P and
if we could prove that any branching program solving FTh(k) needs at least kr(h) states for any
unbounded function r, then this problem is not in L, thus achieving our goal. The above authors
introduced a restriction called thrifty against the structure of BP’s (i,e., against the algorithm
for solving the problem) and proved that any thrifty BP needs Ω(kh) states. This paper proves a
similar lower bound for read-once branching programs, which allows us to get rid of the restriction
on the order of nodes read by the BP that is the nature of the thrifty restriction.
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1 Introduction

Settling the P vs. NP question is obviously the biggest goal of theoretical computer science,
but the fact is that almost nothing is known for separation of other complexity classes, either.
For example, separation of L (= Log space) and P, which has been much less popular than P
vs. NP, should be equally important to make clear the whole view of complexity classes. To
this end, Cook, McKenzie, Wehr, Braverman and Santhanam introduced a simple but very
general problem called the tree evaluation problem (TEP) [3]. For fixed h, k > 0, FTh(k) is
given as a complete, rooted binary tree of height h in which each internal node is associated
with a function from [k]2 to [k], and each leaf node with a number in [k]. The value of an
internal node v is defined naturally, i.e., if it has a function f and the values of its two child
nodes are a and b, then the value of v is f(a, b). Our task is to compute the value of the
root node by sequentially executing this function evaluation in a bottom-up fashion. Note
that the original definition in [3] is based on a d-ary tree. In this paper, we only consider a
binary tree for our TEP.

Our computation model is branching programs (BP’s) that are sometimes more useful
to discuss complexity bounds rather than Turing machines (TM’s) especially for problems
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having relatively low complexities like TEP. It is known that the size of a branching program
(the number of its states) and the space of a TM are closely related, namely a lower bound
s(n) for BP’s size implies a lower bound Θ(log(s(n))) for TM’s space. It then turns out that
if we can prove that any BP solving FTh(k) needs at least kr(h) states for any unbounded
function r, then this problem is not in L. Since it is obviously in P, we would be able to
separate L and P. For details of these observations, see [3].

It is not hard to construct a branching program that computes FTh(k) of size O(kh)
(see Fig. 3 given later) and this construction strongly seems optimal. As mentioned above,
we only need a much more moderate bound, kr(h), and that is the natural reason why we
think this problem would fit our goal. In fact, [3] proves, by using the black pebbling game
[10][2], that if our BP’s satisfy a certain property, called the thrifty restriction, then we do
need Ω(kh) states. The thrifty restriction roughly means that when the BP reads an internal
node v (actually reads its associated function), it has already read all the values of the v’s
subtree. Thus this algorithmic restriction strongly restricts the order of tree nodes that are
read by the BP. (The thrifty restriction also applies to nondeterministic BP’s, in which case
its meaning is more subtle.) The authors claim that this restriction is “natural,” but we
can of course think of different kind of BP’s that guess (read) function values first and then
check the leaf values if they actually realize the function values. In fact our lower bound
proof gets messy in this case.

Recall that we have another popular restriction type of BP’s, namely the read-once
restriction, where a read-once BP reads each input value at most once in any computation
path. In fact the above O(kh) construction is not only thrifty but also read-once and [14]
proves that if our BP is both thrifty and read-once, then this explicit construction with
(k + 1)h − k states is absolutely optimum. Now the natural question is what if we impose
only the read-once restriction.

Our contribution. It is shown that if a read-once BP B solves FTh(k), then B needs Ω(kh)
states, thus proving a lower bound on the size of read-once BP’s similar to that of thrifty
BP’s. Actually B needs to be read-once only for states reading leaf values, i.e., the result
holds for even less restricted BP’s such that in every computation path, if the last leaf-reading
state s reads a leaf node v, any state appearing before s on the path does not read v. Note
that there is no restriction at all on states reading internal nodes (associated with functions).
Furthermore, since our main lemma bounds the number of only leaf-reading states, we do
not have to care about the number of these non-leaf-reading states.

Since there are no restrictions on the order of nodes visited by the BP any longer, there is
no obvious way of directly using the pebbling game for lower bound proof. Instead, we use a
similar notion from a slightly different angle, namely we use what we call a cut configuration,
a set of the values of h− 1 nodes that "cut" paths between leaf nodes and the root of the
given FTh(k). The key lemma (Lemma 5) is that if a last leaf-reading state accepts two
or more inputs having different cut configurations, then the function part in the inputs is
severely restricted, which means the number of different inputs whose paths go through this
state is very small. Thus there must be a lot of inputs whose function part does not have
this restriction, and we can imply that those inputs have only one cut configuration for any
of the last leaf-reading states. For such a fixed function part, the number of inputs having
that cut configuration for the last leaf-reading state is easily bounded from above. Thus
follows the lower bound for the number of such states. Of course there should still exist a
big gap between this class of BP’s and general ones, but at least we can get rid of the issue
of node orders visited by BP’s, which was quite annoying for the attempt of generalising our
lower bound proofs.
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Our proof depends on another important lemma (Lemma 3) that relates the number of
leaf-reading states and the number of states reading second-leaves (the leaves located at
height h − 1). This lemma holds for general BP’s and gives us a by-product. Namely, as
shown in Section 4, we can obtain a k3 lower bound for general BP’s for the height-3 TEP,
which is the same as [3] but with a simpler proof.

Related Work. Other than the lower bounds for thrifty BP’s, [3] includes several important
results, for instance, it gives a lower bound, k3, for unrestricted BP’s solving FT3(k), which is
tight up to the constant factor. This is still the best lower bound for general BP’s solving TEP.
[7] studies mainly nondeterministic BP’s for TEP. Its main result is that "bitwise-independent"
thrifty nondeterministic BP’s for TEP have at least 1

2k
h/2 states, which is tight against the

upper bounds shown in [3]. Their main technique is so-called the entropy method developed
in [6]. See [3] for several other attempts trying to separate relatively low complexity classes.
For instance [4] studies the complexity of BP’s solving GEN (known to be P-complete) that
asks a certain kind of reachability to a target element repeatedly using a binary operation.

Studies on branching programs have been quite popular since their introduction by Masek
[8], and there is a large literature if it is restricted to studies on their size lower bounds
(the following is only a small fraction): The best general deterministic lower bound is still
Ω(n2/(logn)2), which was proved almost half a century ago by Nečiporuk [9]. Note that
the above lower bound for FT3(k) is Ω(n3/2/(logn)5/2) in terms of the binary input length.
(For a general d-ary TEP, [3] obtains a stronger Ω(n2/(log(n))2) lower bound applying the
Nečiporuk method.) Against read-once branching programs, we have much better lower
bounds. In 1984, Žák [15] first obtained a super-polynomial lower bound, Ω(2

√
n−logn), for

the half-clique function, which was improved to more than 2n/3−o(n) by Wegener [13]. For
the triangle parity function, Ajtai [1] gave a 2cn lower bound and the value of c was later
improved by Simon(1993) [12]. Jukna [5] relaxed the read-once restriction to the k-read-once
restriction (i.e., all variables except k ones are read-once). He obtained a lower bound of
2Ω(( n

k )1/2) for k = O(n/ logn) and this is extended by Žak [11] into a hierarchy theorem
based on this value k.

2 Preliminaries

For the Tree Evaluation Problem (TEP), FTh(k), we are given a complete binary tree Th of
height h with nodes 1 through 2h−1 (see Fig. 1 for h = 3). Each internal node 1 ≤ i ≤ 2h−1−1
is associated with some explicit function fi : [k]2 7→ [k], where [k] = {1, 2, . . . , k}. Each leaf
node j (2h−1 ≤ j ≤ 2h − 1) is associated with a number in [k]. Our task is to compute the
value of the function f1 at the root node in the natural way: Suppose that we have inputs
f1, f2, f3, a4, a5, a6, a7 for the tree of Fig. 1. Then the value we want to obtain is

f1(f2(a4, a5), f3(a6, a7)).

Note that each fi is given as an explicit sequence of values, e.g., fi(1, 1), fi(1, 2), fi(1, 3),
fi(2, 1), fi(2, 2), fi(2, 3), fi(3, 1), fi(3, 2), fi(3, 3) for k = 3. In some cases, it is convenient
to use a k × k matrix instead of the above sequence. For instance Fig. 2 shows an example
of f1,f2,f3 for h = 3. Now if (a4, a5, a6, a7)=(3, 3, 1, 2), then the solution for this inputs is
f1(f2(3, 3), f3(1, 2))= f1(3, 2)= 1. In our lower bound proof, the nodes located at height
h− 1 (parents of leaves) play an important role. We call them second-leaves.

Our computation model is a (deterministic) branching program (BP) B, which is a directed,
rooted, acyclic graph. Its vertices are called states including a unique initial state and k sink

STACS’14
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32 1
54 76

Figure 1 F T3(3).

1 2 3123
1 2 3123

1 2 31233 1 22 2 13 3 3 2 1 23 2 11 2 3 2 1 32 2 31 1 1
Figure 2 Example of f1, f2, f3.

states. Each non-sink state (or simply a state if no confusion would arise) has k outgoing
edges labelled by 1 through k, while each sink state has no outgoing edges. Each state has a
label of the form (i1, i2, i3) or j, where 1 ≤ i1 ≤ 2h−1−1, 1 ≤ i2, i3 ≤ k and 2h−1 ≤ j ≤ 2h−1.
Each sink state has a label l where 1 ≤ l ≤ k. A BP B computes the solution of TEP
in the following way. Suppose that our input is I = (f1(1, 1), f1(1, 2), . . . , f2h−1−1(k, k),
a2h−1 , . . . , a2h−1). Then its computation path, P , for input I is defined as follows. P starts
from the initial state. If P is now at a state with label (i1, i2, i3), then P is extended by the
edge labelled by fii(i2, i3). If P is at a state with label j, then it is extended by the edge
labelled by aj . We often say that B "reads" the input attached to the node i1 (a non-leaf
node) or j (a leaf) and branches due to its value between 1 and k. P ends with some sink
state; if its label is l, then the outcome of the computation is l. If this outcome is equal to
the correct solution for all possible inputs I, then we say B solves FTh(k).

Fig. 3 shows an example of a BP that solves FT3(3). The computation path for the input
previously given (f1, f2, f3 in Fig. 2, and (a4, a5, a6, a7) =(3, 3, 1, 2) ) is given by a thick line.
A BP is called read-once if all paths from the root to sinks do not have two or more same
labels. The BP in Fig. 3 is read-once.

Our lower bound proof is based on the following simple idea: Suppose that A (|A| = m1)
is a carefully selected subset of all the possible inputs for FTh(k). Let B be any (read-once)
BP that solves FTh(k). Then our proof says that we can always select a set S of states such
that each computation path corresponding to each input in A goes through some state in S
and any state in S accepts computation paths of at most m2 inputs in A, concluding that
|S| is at least m1/m2. To introduce such an input set A, we consider the following constraint
for functions fi: Suppose that

X =


α11 α12 · · · α1k

α21
. . . · · · α2k

...
...

. . .
...

αk1 α12 · · · αkk


is the matrix representation of fi. Then it has to satisfy the following three constraints:
(i) α11 . . . α1k (= the first row) is a permutation of (1, . . . , k) (ii) α11 . . . αk1 (= the first
column) is a permutation of (1, . . . , k) (iii) For ∀j ≥ 2, αj1 . . . αjk is a permutation that can
be written as δl(α11 . . . α1k) for some 1 ≤ l ≤ k where δ is the cyclic permutation

δ =
(

1 2 · · · k − 1 k

2 3 · · · k 1

)
and δl is a composition of l δ’s. Thus each row is a permutation, and it is not hard to see
that each column is also a permutation. X is fixed by determining its first row and the
first column, and hence there are k!(k − 1)! different fi’s. Let F be the class of functions
satisfying these constraints. In this paper, we assume that our function fi is always selected
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Figure 3 An example of a read-once branching program solving F T3(3).

from F unless otherwise stated (but of course, our BP’s must give correct solutions for all
inputs). Now here are easy but important lemmas.

I Lemma 1. Suppose that two inputs I and I ′ (their function parts satisfy the constraint)
are exactly the same except only one leaf value at node j. Then the final value of FTh(k) is
different between I and I ′.

Proof. Suppose that the final value is the same and consider the path from the root to
j. Since the root value is the same and the leaf value is different, there must be a node i
on the path such that the value of i is the same but the value of i’s next node i′ on the
path is different, say, a in I and a′ in I ′. Let i′′ be the sibling of i′ (both i′ and i′′ have i
as their parent). Then the value of i′′ is the same, say b, in both I and I ′. Thus we have
fi(a, b) = fi(a′, b) for a 6= a′, which contradicts that fi ∈ F . J

I Lemma 2. Suppose that a BP B solves FTh(k). Then (1) for any internal node i of
FTh(k) and for any a, b ∈ [k], there must be a state whose label is (i, a, b) in B. (2) If P is
a legal computation path, then for any leaf node j, P includes a state that reads j.

Proof. For (2), suppose that P corresponds to input I and it does not read j. Then consider
another input I ′ which is different from I only in j. Then B obviously outputs the same
value for I and I ′, contradicting the previous lemma. (1) is proved similarly by considering
two inputs I and I ′ that differ only in fi(a, b) and such that both inputs actually use fi(a, b)
(meaning the values of i’s two children are a and b under I and I ′). Note that if I satisfies
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(i,a,b) i

(i,a’,b’)

Figure 4 Modification rules(i), (ii) and (iii).

the restriction, then I ′ does not. Now one can see, exactly as in the proof of the previous
lemma, that the final value is different between I and I ′, but B outputs the same value, a
contradiction. J

The next lemma (hinted by Th. 5.8 and Th. 5.9 of [3]) relates the number of states
reading leaf nodes and the number of state reading second-leaf nodes. By this lemma, we
can increase the degree of k by one in the lower bound given in the next section. Note that
this lemma holds for general BP’s (and see Sec. 4 for its by-product).

I Lemma 3. For h ≥ 1, if there is a BP Bh+1 solving FTh+1(k) such that the number of
states that read second-leaf nodes is n, then there is a BP Bh solving FTh(k) such that the
number of states that read leaf nodes is at most n/k2. Furthermore, if Bh+1 is read-once, so
is Bh, also.

Proof. we construct Bh from the given Bh+1 as follows. Let i be a second-leaf node of
FTh+1(k) and (a, b) is a pair of inputs to fi such that the number of states in Bh+1 that
read fi(a, b) is less than or equal to the number of states reading fi(a′, b′) for any (a′, b′).
Let m be the number of such state s reading fi(a, b). By Lemma 2, there is at least one state
that reads fi(a, b) for any (a, b) ∈ [k]× [k]. So, m is at most (1/k2)×(the number of states
that read fi). Now we make the following modification against Bh+1 (see Fig. 4). The basic
idea is that we fix the values of the two child (leaf) nodes of i to a and b. Then i looks like a
leaf node of FTh(k) and among the states in Bh+1 that read i, only 1/k2 ones survive by the
following construction. This holds for any i and hence the lemma holds. (i) Change the label
of the above m states from (i, a, b) to i. (Namely this state reads a leaf node of FTh(k).)
(ii) Suppose that j1 and j2 are the two leaf nodes whose parent is i. Then we remove all
the states q of Bh+1 that read j1 (j2, respectively) by connecting q’s incoming edges to the
state to which the edge from q labelled by a (b, respectively) goes. (iii) We remove all the
state q of Bh+1 that read fi(a′, b′), ((a′, b′) 6= (a, b)), by connecting q’s incoming edges to
the state to which the edge from q labelled by 1 goes (this “1” is not important or it may be
any number in [k]).

We repeat this change for all second-leaf nodes of FTh+1(k), obtaining Bh. We omit the
proof that this construction is correct, since it is almost obvious from the construction. J
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Figure 5 Involved nodes in CC(I, j).

3 Lower Bounds

In this section we obtain a lower bound for the number of states that read leaf nodes of
FTh(k). Then combining it with Lemma 3, we obtain a better lower bound for the number
of states that read second-leaf nodes of FTh(k). Recall that our input satisfies the constraint
(its functions belong to F ) and all BPs in this section are read-once. Let B be a BP that
solves FTh(k) and P be its arbitrary computation path. (To avoid confusion, we sometimes
say that P is a legal computation path to emphasise that P is based on an input whose
function part satisfies the constraint.) Then by Lemma 2, P reads all leaf values (for any
leaf j, there is a state in P that reads j). Let q be the last state on P that reads a leaf value,
i.e., there is no state after q on P that reads a leaf. Since B is read-once, q is also the last
leaf-reading state on any other legal computation path that includes q. Thus, as far as we
are looking at only legal computation paths, we can define a last leaf-reading state without
specifying a computation path.

Now we define our key tool in the proof in this section. Suppose that I = (f1, . . . , f2h−1−1,
a2h−1 , . . . , a2h−1) is currently associated with FTh(k) and let j be a leaf. Then the cut
configuration (CC ) for I with respect j, denoted as CC(I, j), is defined as follows.

CC(I, j) = (a1, a2, . . . , ah−1)

where, (i) a1 is the value of j’s sibling and (ii) if ai, 1 ≤ i ≤ h− 2, is the value of node x,
ai+1 is the value of the sibling of x’s parent (see Fig. 5). Suppose that we know functions f1
to f2h−1−1. Then if we further know these h− 1 values as well as the value of j, then we can
compute the solution (= the value of node 1). In fact, it is well-known that we can compute
the solution in such a way that we need at most (h− 1)dlog ke memory space at any stage of
its computation (by recursively obtaining the values of a1, a2, and so on, in this order first,
then the associated function values from bottom to top). What will be done in the rest of
this section is to count the number of legal inputs with a certain restriction on its CC that
go through a last leaf-reading node. Our first lemma is an upper bound on the number of
inputs having a single CC.

I Lemma 4. Fix functions f1, . . . , f2h−1−1, an arbitrary leaf node, j, and an arbitrary
(a1, . . . , ah−1), ai ∈ [k]. Then the number of leaf values whose CC with respect to j is
(a1, . . . , ah−1) is at most k2h−1−h+1

Proof. Let Tv be a subtree of FTh(k) whose root is a node v at height i of FTh(k). Let
v1, . . . , v2i−1 (we used a simplified numbering) be the leaf nodes of Tv, and g(v1, . . . , v2i−1)
be the value of v. We first calculate the number of different leaf values (b1, . . . , b2i−1) such
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that g(b1, . . . , b2i−1) = a for a fixed a ∈ [k]. For fixed b1, . . . , b2i−1−1, g(b1, . . . , b2i−1−1, x) is
a function from [k] to [k] (denoted by g′(x)). By lemma 1, g′(x1) 6= g′(x2) if x1 6= x2, in
other words, g′ is a bijection. Hence, for any a ∈ [k], value b ∈ [k] such that g′(b) = a is
fixed. Since this holds for any b1, . . . , b2i−1−1, the number of leaf values b1, . . . , b2i−1 such
that g(b1, . . . , b2i−1) = a is k2i−1−1.

Now we calculate the number N of leaf values such that their CC with respect to leaf j is
(a1, . . . , ah−1). Let the node taking value ai be vi. See Fig. 5 again. First, note that node j
can take any of the k values. Next, the value of node v1 is fixed to a1; it takes only one value.
Since node v2 is a top node of a subtree with height 2, its leaf nodes can take k22−1−1 = k

different values by the above fact. Similarly, v3’s leaf nodes can take k23−1−1 = k3 different
values and so on. Therefore,

N = k · 1 · k · k3 · · · · · k2h−2−1

= k · k21+22+···+2h−2−(h−2)

= k · k2h−1−2−(h−2) = k2h−1−(h−1)
J

Now we are ready to prove our main lemma. We divide an input (f1, . . . , f2h−1−1, a1,
. . . , a2h−1) into two parts, the function part (f-part) f = (f1, . . . , f2h−1−1) and the leaf value
part (l-part) l = (a1, . . . , a2h−1). Let B be any (read-once) BP solving FTh(k) and s be any
last leaf-reading state, reading a leaf j. Let c1 and c2 be two different CC’s with respect
to j whose inputs have the same f-part, and G(c1, c2, s) be the set of such f-parts ( i.e., if
f ∈ G(c1, c2, s), then there are two l-parts a1 and a2 such that (f ,a1) and (f ,a2) have CC’s
c1 and c2, respectively). Note that there are (k!(k − 1)!)2h−1−1 different f-parts in total and
we denote this number by N0.

I Lemma 5. Suppose that k is a prime number. Then for any c1, c2, s, |G(c1, c2, s)| ≤ N0
k
k!

Proof. Let c1 = (a1, . . . , ah−1), c2 = (b1, . . . , bh−1), and let v1, . . . , vh−1 be the nodes
providing these two CC values. Also let g1, . . . .gh−1 be the functions associated with
v1, . . . , vh−1 producing both c1 and c2 (for different leaf values). Recall that s is a last
leaf-reading state (reading node j) and our BP is read-once. Hence, the value of j is first
read at s, which means two computation paths realizing c1 and c2 are not affected by the
value of j until the state s. Furthermore, these paths must go to the same sink-node for each
fixed value a of the node j, because after the state s our BP reads only function values being
the same for c1 and c2.

g1(a1, g2(a2, . . . , gh−1(ah−1, a) . . . )) = g1(b1, g2(b2, . . . , gh−1(bh−1, a) . . . )) (1)

Note that for a fixed ah−1, gh−1(ah−1, a) is a bijection form [k] to [k] and can be
represented as a permutation

δh−1 =
(

1 2 · · · k

α1 α2 · · · αk

)
where α1 . . . αk are the (ah−1)th row of the matrix of gh−1. Using similar representations for
g1 to gh−2, (1) can be written as

δ1δ2 . . . δh−1 = δ′1δ
′
2 . . . δ

′
h−1 (2)
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where δi is the (ai)th row of (the matrix of) gi and δ′i is the (bi)th row of gi. Due to our
constraint for gi, we can write δ′i = δliδi for some 0 ≤ li ≤ k − 1 (recall that δ is the cyclic
permutation).

Now (2) can be rewritten as

δ1δ2 . . . δh−1 = δl1δ1δ
l2δ2 . . . δ

lh−1δh−1

Suppose that ai and bi are the first different values in the two CC’s (i,e., a1 = b1, . . . ai−1 =
bi−1). Then l1 = l2 = · · · = li−1 = 0 and hence

δ1δ2 . . . δh−2δh−1 = δl1δ1δ
l2δ2 . . . δh−2δ

lh−1δh−1

⇔ δiδi+1 . . . δh−2 = δliδiδ
li+1δi+1 . . . δ

lh−1

⇔ δi = δliδiδ
li+1δi+1 . . . δ

lh−1δ−1
h−2 . . . δ

−1
i+1

⇔ δ∗ = δ−1
i δcδi (3)

where δ∗ = (δli+1 . . . δ−1
i+1)−1 and δc = δli .

Now let

δi =
(
α1 α2 · · · αk
1 2 · · · k

)
and δ∗ =

(
1 2 · · · k

β1 β2 · · · βk

)
,

Then (3) can be written as(
1 2 · · · k

β1 β2 · · · βk

)
=
(

1 2 · · · k

α1 α2 · · · αk

)(
1 2 · · · k

1 + c 2 + c · · · k + c

)(
α1 α2 · · · αk
1 2 · · · k

)
=
(
α1 α2 · · · αk
α1+c α2+c · · · αk+c

)
where 1 + c, . . . , k + c are all MOD k. Note that δ∗ and δc are conjugate and therefore their
cycle structures are the same. Since δ is the cyclic permutation, δc has a single cycle and
therefore δ∗ also has a single cycle.

It then turns out that if we fix α1 to d ∈ [k], then by the left hand side, d should be
mapped to βd, meaning α1+c = βd. Then again by the left hand side, βd should be mapped
to ββd

, meaning α1+2c = ββd
, and so on. Namely once α1 is fixed, all the other αi’s are

sequentially fixed one after another or δi itself is fixed. Since k is prime, this sequence of
value transfer does not end in the middle. Thus we have at most k different possibilities
for δi (due to k different values for α1). Recall that δi can take k! different permutation in
general. (The whole matrix is determined by fixing the first row and the first column, but it
should be noted that it is also determined by fixing any row and then any column). But now
there are only k possibilities as shown above. So the number of different gi is at most N0

k
k!

for each combination of other h − 2 functions. Note that s may have another CC, say c3,
other than c1 and c2. Then we have another restriction for functions, which results in even a
smaller number of possible functions. Thus it is enough to consider only the case that the
state s has two different CC’s, for the upper bound of the lemma. J

Now we imply a contradiction if the number of leaf-reading states is less than kh−1,
through the following two lemmas.
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I Lemma 6. Suppose that s1, s2, . . . , skh−1−1 are kh−1 − 1 different last leaf-reading states
of the BP B. Then there is an f-part f0 such that for any si (1 ≤ i ≤ kh−1 − 1), if inputs
(f0,a1) and (f0,a2) go through si, their CC’s are the same.

Proof. We count the number of f-parts f that do not satisfy the condition of the lemma. By
Lemma 5, there are N0 · kk! such f for each combination of state si, CC c1 and CC c2. Note
that we have kh−1 − 1 si’s and there are at most kh−1 different CC’s in general. Therefore
the number of such f ’s is at most

N0 ·
k

k! · (k
h−1 − 1) · (kh−1)2 ≤ N0k

3h−2/k!,

which is strictly less than N0 for a large (prime) k. Thus an f0 of the lemma must exists. J

I Lemma 7. B needs at least kh−1 last leaf-reading states.

Proof. Suppose B has at most kh−1 − 1 last leaf-reading states. Then by Lemma 6, there is
an f-part f0 such that inputs having this f0 as their f-part show at most one CC for any of
these last leaf-reading states. However, Lemma 4 shows each state accepts at most k2h−1−h+1

l-parts, meaning these kh−1− 1 states accept at most k2h−1−h+1 · (kh−1− 1) < k2h−1 l-values
in total. Since each of the all k2h−1 l-values must be accepted by some last leaf-reading state,
this is a contradiction. J

I Theorem 8. Any read-once BP Bh solving FTh(k) needs at least kh states.

Proof. The contraposition of Lemma 4 claims that if the number of leaf-reading states of Bh
is at least m, then the number of second-leaf-reading states of Bh+1 is at least k2m. Now
the theorem is immediate from Lemma 7. J

4 General Branching Programs for Height-3 TEP

Recall that Lemma 3 holds for general BPs. Also it turns out that the TEP of height two is
somewhat special. Thus we can obtain the following general lower bound for BPs for the
height-3 TEP with a simpler proof than that of [3].

I Theorem 9. Any (general) BP solving FT3(k) needs at least k3 states.

Proof. Due to Lemma 3, it suffices to show that any BP solving FT2(k) needs at least k
leaf-reading states. In the following, we show it needs at least k+ 1 leaf-reading states, which
is optimal by a construction similar to that of Fig. 3. Recall that FT2(k) has three nodes,
1, 2 and 3, where node 1 is associated with a function f1 and nodes 2 and 3 are leaf nodes.
Suppose that we have a BP B that solves FT2(k) and that has at most k leaf-reading states.
We fix f1 to an arbitrary function in F and then B can be modified to the BP that reads
only leaf nodes; we also denote this BP by B.

We give a new label (in addition to the original label of B), a set of pairs (a,b), 1 ≤ a, b ≤ k,
to each state and each edge of B by the following rule: (i) The initial node of B has label
{(a, b) | 1 ≤ a, b ≤ k}, i.e., the set of all possible pairs. (ii) Suppose that a state s has a
label S and an edge e from s reads node 2 to get value i. Then the label to the edge e is
{(i, b) | 1 ≤ b ≤ k} ∩ S, namely the (possibly empty) set of pairs in S whose first element is i.
Similarly for the case that s reads node 3 (we do the same thing with the second element
of the pair). (iii) Suppose that all the edges entering state s already have labels. Then the
label of s is the union of the labels of those incoming edges. Now it is easy to see that such
labels “describe” an execution of B in the following sense: Suppose that the label of an edge
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e includes a pair (a, b). Then the computation path of B goes through this edge e if and only
if the values of nodes 2 and 3 are a and b, respectively (and f1 is the current fixed function).

Now suppose for contradiction that B has at most k states other than k sink states and
we look at edges that go to these sink states. Note that the number of all edges is k2 since
each of the k states has k edges. Also note that B has to read both of the two leaf states in
its computation path, so at least one edge goes to non-sink states. Consequently the number
of the above (going to sink states) edges is at most k2 − 1. Since the total number of pairs is
k2, it is impossible to map all those pairs to the edges in a one-to-one fashion, or one of the
following two cases must happen:
1. Some pair (a, b) does not appear in any label of these edges. B obviously does not do a

correct computation when the values of nodes 2 and 3 are a and b, respectively.
2. Some edge has two (or more) pairs, say (a, b) and (a′, b′). Notice that if the state this

edge outgoes from reads node 2, then we have a = a′. Then the computation of B is not
correct again since the output would be the same if the values of node 2 is the same and
the values of node 3 are different (recall that our f1 is in F ). Similarly for the case that
the state reads node 3 (then b = b′).

Thus we can conclude that such B is not a correct BP. J

5 Concluding Remarks

The obvious future work is to remove the read-once restriction. Since our main lemma
(Lemma 5) heavily depends on the read-once restriction, we do not have any specific
approaches to this ultimate goal at this moment. There are a couple of more reasonable
sub-goals: One is to prove that if a BP B is thrifty, then B can be converted to a read-once
BP without increasing the number of leaf-reading states drastically, or equivalently, to prove
that reading a same leaf node twice or more do not help much in thrifty BP’s. Another
possibility is to attack the case for h = 4. This seems more tractable since we can restrict
ourselves to the number of leaf-reading states of BP’s for FT3(k) that have several specific
properties as shown in [3]. Also this lower bound will outperform the longstanding one by
Nečiporuk [9].
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Abstract
We prove that the maximum speed and the entropy of a one-tape Turing machine are computable,
in the sense that we can approximate them to any given precision ε. This is counterintuitive, as
all dynamical properties are usually undecidable for Turing machines. The result is quite specific
to one-tape Turing machines, as it is not true anymore for two-tape Turing machines by the
results of Blondel et al., and uses the approach of crossing sequences introduced by Hennie.
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1 Introduction

The Turing machine is probably the most well known of all models of computation. This
particular model has many variations, that all lead to the same notion of computability.
The simplest model is the Turing machine with just one tape and one head, that we will
consider in this paper.

From the point of view of computability, this model is equivalent to all others. From the
point of view of complexity, however, the situation is very different. Indeed, it is well known
[6, 5, 19] that a language (of finite words) accepted by such a Turing machine in linear time
is always regular. More precisely, it can be proven that if such a Turing machine is in time
O(n) on all inputs, then there is a constant k so that, on any input, the machine passes at
most k times in any given position.

We will consider in this paper the Turing machine as a dynamical system: The execution
is starting from any given configuration c, i.e. any initial state, and any initial tape, and
we will observe the evolution. While the Turing machine is a model of computation, it
is however quite important in the study of dynamical systems. It was intensively studied
by Kurka [11], and Moore [14, 15] proved that they can be embedded in various “classical”
dynamical systems. As an example, the uncomputability of the entropy of a Turing machine,
by Blondel et al. [2] can be used to deduce the uncomputability of the entropy of piecewise-
affine maps, proven by Koiran [10] in a different way.

However, these undecidability results are usually obtained for Turing machines with two
tapes; The basic idea is to use one tape to simulate a given Turing machineM and to control
the other tape, that will only move its head without doing any computation or reading any
symbol. The computational complexity of the new Turing machine will come from the first
tape, but the dynamical complexity will come from the second tape.

There is a reason why these results use Turing machines with two tapes. We will prove
that some dynamical quantities for one-tape Turing machines are actually computable, in
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the sense that there is an algorithm that, given any ε > 0, produces an approximation of the
quantity up to ε. The two quantities we consider are the speed and the entropy of a Turing
machine. While the most theoretically important quantity is the entropy, we will focus our
discussion in the introduction to the speed, which is easier to conceive.

The speed of a Turing machine measures how fast the head goes to infinity. Informally,
the speed is greater than α if we can find a configuration c for which the Turing machine is
roughly in position αn after n units of time. Note that if α is nonzero, this means that it
takes a time n/α = O(n) to be in position n. Now, if we recall a previous result, one-tape
Turing machines with running time O(n) on all inputs recognize only regular languages.
We will prove, using the same techniques, that this also applies to the maximum speed:
If the maximum speed is nonzero, hence the running time on some infinite configuration
is (asymptotically) linear, then there is a regular (ultimately periodic) configuration that
achieves this maximum speed.

This paper is organized as follows. In the first section, we introduce the formal definitions
of the speed and entropy of a Turing machine. In the next section, we proceed to prove the
three main theorems: The speed and the entropy are computable, and the speed is actually
a rational number, achieved by a ultimately periodic configuration.

2 Definitions

We assume the reader is familiar with Turing machines. A (one-tape) Turing machine M
is a (total) map δM : Q × Σ 7→ Q × Σ × {−1, 0, 1} where Q is a finite set called the set of
states, and Σ a finite alphabet.

Now, the best way to see it as a dynamical system might seem unorthodox at first. The
idea is to consider the Turing Machine as having a moving tape rather than a moving head:
A configuration is then an element of C = Q×ΣZ, and the mapM on C is defined as follows:
M((q, c)) = (q′, c′) where δM (q, c(0)) = (q′, a, v), c′(−v) = a and c′(i) = c(i + v) for all
i 6= −v. This distinction is particularly important for the definition of the entropy to be
technically correct. However it is more convenient to consider the Turing machines as we
are used to, and we will say “the Turing machine is in position i” rather than “the tape has
moved i positions to the right”.

The speed
Given a configuration c ∈ C, the speed ofM on c is the average number of cells that are read
per unit of time. Formally, let sn(c) be the number of different cells read during the first
n steps of the evolution of the Turing Machine M on input c. Note that sn is subadditive:
sn+m(c) ≤ sn(c) + sm(Mn(c)).

I Definition 2.1.

s(c) = lim sup sn(c)
n

, s(c) = lim inf sn(c)
n

.

We give two examples.
Consider a Turing machine with two states q1, q2. On q1, the Turing machine goes to
q2 without changing the position of the head. On q2 the Turing machine goes right and
changes back to q1. Then s(c) = s(c) = 1/2 for all c.
Consider a Turing machine with two states {L,R} (for Left and Right) and two symbols
{a, b}. In state q, when the machine reads a symbol a, it goes in the direction q. When
the machine reads a symbol b, it writes a symbol a instead and changes direction. On
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Figure 1 Three different behaviors of the same Turing machine on three different inputs. In the
first one, the speed is 1. In the second one the speed is 0. In the third one, the speed is between
1/3 and 1/2. Time goes bottom-up.

input c = (R,w) where w contains only the symbol a, the Turing machine will only go
to the right, and s(c) = s(c) = 1. On input c = (R,w) where w contains only the symbol
b, the Turing machine will zigzag, and will reach the n-th symbol to the right in time
O(n2), hence will see only O(

√
(n)) symbols in time n, hence s(c) = s(c) = 0. On input

c = (R,w) where w contains b only at all positions (−2)i, the Turing machine will have
read (for n even) 2n + 2n−1 symbols at time 2n+1 + 2n − 2 and s(c) = 1/2, but only
2n−1 + 2n−2 at time 2n+1 + 2n−2 − 2, and s(c) = 1/3. This is illustrated on Figure 1.

Now we define the speed of a Turing machine as the maximum of its average speed on
all configurations:

I Definition 2.2.

S(M) = max
c∈C

s(c) = max
c∈C

s(c) = lim
n

sup
c

sn(c)
n

= inf
n

sup
c

sn(c)
n

.

The fact that all these definitions are equivalent, and that the maximum speed is indeed
a maximum (it is reached by some configuration), is a consequence of the subadditivity of
(sn)n∈N, see [4, Theorem 1.1] or [13] for a more combinatorial proof.

The entropy
The (topological) entropy of a Turing machine is a quantity that measures the complexity
of the trajectories. It represents roughly the average number of bits needed to represent the
trajectories.

For a configuration c, the trace of c is the word u ∈ (Σ×Q)N where ui contains the letter
in position 0 of the tape and the state at the i-th step during the execution of M on input
c. We note T (c) the trace of c and T (c)|n the first n letters of the trace. Finally, we denote
by Tn = {T (c)|n, c ∈ C}

Then the entropy can be defined by

I Definition 2.3.

H(M) = lim
n

1
n

log |Tn| = inf
n

1
n

log |Tn| .

The limit indeed exists and is equal to the infimum as (log |Tn|)n∈N is subadditive. This
definition is a specialized version for (moving tape) Turing machines of the general definition
of entropy, and was proven equivalent in [16].

STACS’14
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We now look again at the examples. In the first case, T (c)|n can take roughly |Σ|n/2

different values, and H(M) = 1/2 log |Σ|. In the second case, the first n letters of T (c) can
contain at most

√
n symbols (b, L) or (b, R) (the maximum is obtained for a configuration

with only b). As a consequence, Tn is of size at most
∑

i≤
√

n

(
n

i

)
≤
√
n

(
n√
n

)
so that

H(M) = 0.
It is possible to give a definition for the entropy that is very similar to the speed. For

this, we use Kolmogorov complexity. The (prefix-free) Kolmogorov complexity K(x) of a
finite word x is roughly speaking the length of the shortest program that outputs x.

A precise definition of Kolmogorov complexity can be found in [3]. Here we just recall a
couple of its properties:

For any alphabet Σ, there exists constants c and c′ so that for all words u over Σ,
K(u) ≤ |u| log |Σ|+ 2 log |u|+ c and for all words u, v, K(uv) ≤ K(u) +K(v) + c′.
For any computable function f , there exists a constant c so that K(f(w)) ≤ K(w) + c

whenever f(w) is defined.

For a trace t, define the lower and upper complexity of t by K(t) = lim inf K(t|n)
n and

K(t) = lim sup K(t|n)
n .

I Theorem 2.4 ([1, 18]). H(M) = max
c∈C

K(T (c)) = max
c∈C

K(T (c)).

From this definition, it will not be surprising that we can obtain results on both speed
and entropy using the same arguments.

3 Computability of the speed and the entropy

We will prove in this section that the speed and the entropy of a TM are computable. The
proof goes as follows. By the definition of the speed as an infimum, we can compute a
sequence sn so that S(M) = inf sn. So it is sufficient to find a (computable) sequence s′n so
that S(M) = sup s′n to be able to approximate the speed to any given precision ε.

To find such a sequence s′n, it is sufficient to find configurations cn of near maximal
speed. To do that, we need to better understand configurations of maximal speed.

First, we will establish (Propositions 3.1 and 3.2) that a configuration of maximal speed
(entropy) cannot do too many zigzags, and must be only finitely many times at any given
position. The idea is that revisiting cells that were already visited is a loss of time (and
complexity), so the machine should avoid doing it. In the same vein, we can prove that the
zigzags must not be too large (Proposition 3.3): the time of the first and last visit of a given
cell must be roughly equivalent (ln(c) ∼ fn(c) in the notation of this proposition).

All this work allows us to redefine the problem as a graph problem: given a weighted
(infinite) graph, find the path of minimum average weight (Proposition 3.5). Using the
graph approach, we will then prove (Theorem 3.6) that this average minimum weight can
be well approximated by considering only finite graphs. Finally, the speed and entropy for
finite graphs are easy to compute (Theorems 3.7 and 3.9), which ends the proof.

In each section, the proofs will always be done first for the speed, then for the entropy.
We deliberately choose to have similar proofs in both cases, to help to understand the proof
for the entropy, which is more complex. In particular, some statements about the speed are
probably a bit more elaborate than they need to be.
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3.1 Biinfinite tapes are no better
The first step in the proof is to simplify the model: we will prove that to achieve the
maximum speed (resp. maximum complexity), we only need to consider configurations that
never cross the origin, i.e., that stay always on the same side of the tape. This seems quite
natural, as changing from a position i > 0 to a position j < 0 costs at least i+ (−j) steps,
and might greatly reduce the average speed of the TM on this configuration.

I Proposition 3.1. Let c be a configuration for which S(M) = limn
sn(c)

n and suppose S(M) >
0. Then, during the computation on input c, the head of M is only finitely many times in
any given position i.

Proof. We prove only the result for i = 0, the result for all i follows by considering M t(c)
for some suitable t. We suppose by contradiction that the head of M is infinitely often in
position 0.

Let k be an integer. As S(M) > 0, there must exist a time t for which the head is in
position ±k. Let t be the first time when this happens. We may suppose w.l.o.g that at
time t the head is in position +k. Now let t′k be the next time the head was in position 0,
and finally let tk be the time at which the head was at its rightmost position in the first t′k
steps.

First, by definition stk
(c) = st′

k
(c). Furthermore, t′k ≥ tk +stk

(c)/2. Indeed by definition
of t, the leftmost position in the first tk steps is at most −(k − 1) so the TM went further
to the right than to the left in the first tk steps, so that the rightmost position is at least in
position stk

(c)/2. Remark also that tk ≥ k (by definition).
From this we obtain

st′
k

t′k
≤ stk

tk + stk
/2 ≤

stk

tk

1 + stk

2tk

.

By taking a limsup on both sides we obtain

S(M) ≤ S(M)
1 + S(M)

2

.

A contradiction. J

I Proposition 3.2. Let c be a configuration for which H(M) = limn
K(T (c)|n)

n and suppose
H(M) > 0. Then for any position i, the head of M is only finitely many times in position i.

Proof. It’s exactly the same proof. Note that K(T (c)t′
k
) ≤ K(T (c)tk

) +O(log t′k) (The first
t′k bits of T (c) can be recovered if we know only the first tk bits, and the number of bits
we want to recover), and t′k ≥ tk + K(T (c)tk

)/(2 log |Σ|) + O(log tk) (Indeed K(T (c)tk
) ≤

n log |Σ| + O(log tk) where n = stk
(c) is the number of bits read during times t ≤ tk, and

t′k ≥ tk + n/2), from which we get the same contradiction. J

These two propositions state that we only have to deal with configurations that never
reach the position i = 0 once they leave it at t = 0 (replace c by Mp(c) for a suitable p).

If we deal with the disjoint union of the Turing machine M and its mirror (exchange left
and right) M̃ , we may now assume, and we do in the rest of this section, that the maximum
speed and complexity is reached with a configuration that never goes to negative positions
i < 0 and, if S(M) > 0 (resp. H(M) > 0), that passes only finitely many times to any given
position.
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3.2 A reformulation
Recall that we suppose in the following sections that the maximum speed is obtained for a
configuration that never goes to negative positions.

Let us call fn(c) (f for first) the first time the TM reaches position n. Then the average
speed on a configuration c (for which the Turing machine never goes in negative positions)
can be defined equivalently as limn

n
fn(c) . We prove now a stronger statement.

Let us call ln(c) the last time the TM reaches position n. If the TM does not reach
position ±n, or if it reaches it infinitely often, let ln(c) =∞.

I Proposition 3.3.

S(M) = max
c

lim sup n

ln(c) = max
c

lim inf n

ln(c) ,

H(M) = max
c

lim sup
K(c|n)
ln(c) = max

c
lim inf

K(c|n)
ln(c) .

If the speed (resp. entropy) is nonzero, the maximum is reached for some configuration
c for which ln(c) is never infinite. In particular, for this configuration, ln(c) ∼ fn(c)

Proof. It is clear that S(M) and H(M) are upper bounds, as n ≤ sfn(c)(c) and K(c|n) ≤
K(T (c)|fn(c)) +O(logn). In particular the result is true if S(M) = 0 (resp. H(M) = 0).

We first deal with the speed. Let c be a configuration of maximum speed. By the
previous subsection, we may suppose that c never reaches negative positions.

Let tn = ln(c). Let p be the rightmost position the head reaches before tn and t′n the
first time this position is reached. Note that stn

(c) = st′
n
(c) = p (no negative position is

ever reached)
From this we get lim tn

t′
n

= lim tn

stn (c)
st′

n
(c)

t′
n

= 1.
Note also that t′n ≥ n and tn ≥ t′n + stn

− n. (The TM is at position st′
n

= stn
at time

t′n and at position n at time tn.)
Hence

n

tn
≥ t′n − tn

tn
+ stn

tn
.

From which the result follows.
For the entropy, the proof is almost the same. From K(T (c)tn) = K(T (c)t′

n
) +O(log tn),

we get again that limn
t′

n

tn
= 1.

Now K(T (c)tn
) ≤ K(cn) + (tn − t′n) log |Σ| + O(log tn) (the first tn bits of T (c) can be

recovered if we know tn and the first p bits of c, hence if we know the first n bits of c and
the p− n ≥ tn − t′n next bits), from which the result follows again. J

3.3 Crossing sequences
First denote by C+ the set of configurations c on which:

The Turing machine never reaches any positions i < 0.
The Turing machine never reaches the position 0 again once it leaves it at t = 0.
For any i > 0, the head of the Turing is only finitely many times in position i.

In the previous section we proved that we only have to deal with configurations in C+.
The core of the proof is based on crossing sequences, introduced by Hennie [6] to obtain

complexity lower bounds for one-tape TM.
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Let c be a configuration in C+. The crossing sequence at boundary i is the sequence of
states of the machine when its head crosses the boundary between the i-th cell and the i+1-
th cell. We denote by Ci(c) the crossing sequence at boundary i. Note that C0(c) consists
of a single state, which is the initial state of c (the machine never reaches the position 0
anymore) and Ci(c) is finite for i > 0.

Crossing sequences have the following property: Ci(c) represents all the exchange of
information between the positions j ≤ i and the positions j > i of the tape. In particular,
if Ci(c) = Cj(c′) for two configurations c, c′, and if we consider the configuration c̃ that is
equal to c up to i then equal to c′ (shifted by i− j so that the j+ 1-th cell of c′ becomes the
i + 1-th cell of c̃), then the Turing machine on c̃ will behave exactly like c on all positions
before i, and as c′ (shifted) on positions after i. Hence the crossing sequences capture exactly
the behavior of the Turing machine.

The main idea is now that the computation of a Turing machine can be seen as a path
on a graph of crossing sequences, where vertices represent crossing sequences and edges link
consecutive crossing sequences.

To do this, we now consider the following labeled graph (automaton) G: The vertices
of G are all finite words over the alphabet Q (all possible crossing sequences), and there
is an edge from w to w′ labeled by a ∈ Σ if w and w′ are compatible, in the sense that it
seems possible to find a configuration and a position i so that Ci(c) = w, Ci+1(c) = w′ and
a is the letter at position i + 1 in c (said otherwise, w and w′ are two consecutive crossing
sequences for some configuration c). The exact definition is as follows. We define recursively
two subsets L and R of Q∗ ×Q∗ × Σ as follows:

(ε, ε, a) ∈ L, (ε, ε, a) ∈ R
If δ(q1, a) = (q2, b,−1) then (q1q2w,w

′, a) ∈ L iff (w,w′, b) ∈ L
If δ(q1, a) = (q2, b,+1) then (q1w, q2w

′, a) ∈ L iff (w,w′, b) ∈ R
If δ(q1, a) = (q2, b,−1) then (q2w, q1w

′, a) ∈ R iff (w,w′, b) ∈ L
If δ(q1, a) = (q2, b,+1) then (w, q1q2w

′, a) ∈ R iff (w,w′, b) ∈ R
Then there is an edge from w to w′ labeled a if and only if (w,w′, a) ∈ L.

Note that this echoes a similar definition for two-way finite automata given in [7, 2.6]
where (w,w′, a) ∈ L is called “w left-matches w′” (The note in Example 2.15 is particularly
relevant). The exact definition above is also hinted at in [17].

Let us explain briefly these conditions. Suppose δ(q1, a) = (q2, b,+1), and suppose that
the Turing machine at some point arrives in some cell i from the left, in the state q1 and
sees a. Then by definition, the first symbol from Ci(c) must be q1. By definition of the
local rule δ, the Turing machine will enter state q2 and go right so that the first symbol in
Ci+1(c) will be q2. Now, the next time the Turing machine will come into the cell i, it must
be coming from the right, and when it does it will see the symbol b. This explains the rule
(q1w, q2w

′, a) ∈ L iff (w,w′, b) ∈ R, where w and w′ represent the crossing sequences after
the second time the Turing machine comes to the cell i.

Now it is clear that a configuration c defines a path in this graph G, and that we can
recover the speed of the configuration from the graph, as explained in the following.

A path in the graph G is a sequence p = {(wi, ui)}i<N where wi is a vertex of G and ui

a letter from Σ so that (wi, wi+1, ui) ∈ L for all i < N − 1. A valid path is an infinite path
(N =∞) so that w0 consists of one single letter (state). We denote by P(G) the set of valid
paths of a graph G.

The following facts are obvious:

I Fact 3.4. For any c ∈ C+, {(Ci(c), ci)}i≥0 is a valid path in G.

STACS’14



428 Computability of the entropy of one-tape Turing machines

Furthermore, for any valid path p = {(wi, ui)}i≥0, there exists a configuration c ∈ C+ so
that ui = ci and Ci(c) is a prefix of wi.
Note that it is indeed possible for wi to be strictly larger than Ci(c).

We are now able to redefine the speed and the complexity based on the graph G. If p is a
finite path (N is finite), the length of p is |p| = N , the weight of p is weight(p) =

∑
i<N |wi|,

and the complexity of p is K(p) = K(u0 . . . uN−1)
If p = (ui, wi)i≥0 is an infinite path, and p|n = (ui, wi)i≤n, the average speed of p is

s(p) = lim inf |p|n|
weight(p|n) and the average complexity of p is K(p) = lim inf K(p|n)

weight(p|n) . We
define similarly s(p) and K(p).

Now note that
∑

i<n |Ci(c)| is bounded from below by the first time the TM goes to the
position n, and from above by the last time the TM goes to position n. So by the previous
section
I Proposition 3.5.

S(M) = max
p∈P(G)

s(p) = max
p∈P(G)

s(p) ,

H(M) = max
p∈P(G)

K(p) = max
p∈P(G)

K(p) .

Now to obtain the main theorems, let Gk be the subgraph of G obtained by taking only
the vertices of size |wi| ≤ k.

I Theorem 3.6.

S(M) = sup
k

sup
p∈P(Gk)

s(p) ,

H(M) = sup
k

sup
p∈P(Gk)

K(p) .

This means we only have to consider finite graphs to compute the speed (resp. entropy).
We will prove in the next section that the speed and the entropy are computable for finite
graphs, which will give the result.

Before going to the proof, some intuition. Let p be a path of maximum speed S(M) > 0.
For the speed to be nonzero, vertices of large weight cannot be too frequent in p. Now the
idea is to bypass these vertices (by using other paths in the graph G) to obtain a new path
p′ with almost the same average speed. For the speed, it’s actually possible to obtain a path
p′ of the same speed (this will be done in the next section). However, for the entropy, it
is likely that these paths were actually of great complexity so that their removal gives us a
path of smaller (yet very near) average complexity.

Proof. First, the speed. One direction is obvious by definition. We suppose that S(M) > 0,
otherwise the result is trivial. Let p be a path of maximum speed.

Let k be any integer so that 1/k < S(M). For any vertex w and w′ of size less or equal
to k so that p goes through w and w′ in that order, choose some finite path P (w,w′) from
w to w′. Now let K be an upper bound on the weights of all those paths.

The idea is now simple: we will change p so that it will not go through any vertices w
of size |w| > K: Whenever there is a vertex w̃ of size greater than K, we will look at the
last vertex w before it of size less or equal to k, and to the first vertex w′ after it of size
less or equal to k, and we will replace the portion of this path by P (w,w′). Let’s call p′ this
new path. Note that there must exist such a vertex w′, otherwise all vertices will be of size
greater than k after some time, which means the speed on p is less than 1/k, a contradiction.
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Now we prove this construction works. First, p is of average speed S(M), hence there
exists an integer n so that for all m ≥ n

m

weight(p|m) ≥ S(M)/2 .

Now let m so that the vertex wm of p is of size less than k. We will look at how the m
first positions of p were changed into p′. Let m′ be the position of the vertex wm in p′ (wm

still appears in p′ as we only change vertices of size greater than k).
By the above inequality, it is clear that in the m first position of the path p, there is

at most 2m/(kS(M)) vertices of size greater than k. All other vertices still appear in p′,
so that m′ ≥ m − 2m/(kS(M)). Furthermore, at each time, we replace a finite path by a
path of smaller weight (each path was of weight at least K, and each new one is of weight
at most K).

As a consequence, for this new path p′ we have

m′

weight(p′|m′)
≥ m− 2m/(kS(M))

weight(p|m) .

Hence

s(p′) ≥ S(M)− 2/k .

We have proven that some path in GK is at least 2/k to the optimal speed, which proves
the result.
The proof for the entropy is, as always, very similar. We start from 1/k < H(M)/(log |Σ|)),
which guarantees that infinitely many vertices are of weight less than k. As before, we will
choose K greater than all weights, but now also greater than k|Q|k+1.

First, K(p|n) ≤ n log |Σ|+ O(logn), so K(p) ≤ s(p) log |Σ|, so we may choose n so that
for all m ≥ n

m

weight(p|m) ≥ H(M)/(2 log |Σ|) .

Let α = 2 log |Σ|/H(M). With this notation, this implies that for every m ≥ n, there
are at most mα/k (resp. mα/K) vertices of size at least k (resp K) in the first m positions
of p.

We now have to evaluate K(p′|m′). p|m can be recovered from p′|m′ by deleting some
letters and inserting new ones.

First remark that there are at most mα/K vertices of size at least K in pm, so we did at
most mα/K cuts. In each cut, we inserted at most |Q|k+1 letters (the maximal length of a
path P (w,w′)), so we deleted at most |Q|k+1mα/K ≤ mα/k letters from p′|m′ . In particular
m′ ≤ m(1 + α/k)

We only cut vertices of size at least k, and there are at most mα/k such vertices, so we
added at most mα/k letters to p′|m′ . In particular m′ ≥ m(1− α/k).

Now the letters we deleted from p′|m′ can be encoded into a word over {0, 1} (specifying
which letters we deleted) with at most mα/k symbols “1”. For each size l ≤ mα/k, there are

at most
(

m′

mα/k

)
words with l symbols “1”, so each such word has complexity at most

the logarithm of this number (up to a logarithmic factor to specify l), that is m′E(α/(k −
α)) + o(m) where E(p) = −p log p− (1− p) log(1− p).

We do the same for the letters we add to p′, but we also need to know which letters we
had, which can be described by a word of size mα/k and we obtain
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K(p′|m′) ≥ K(pm)− 2m′E(α/(k − α))− dmα/ke dlog |Σ|e+ o(m) .

Now weight(p′|m′) ≤ weight(p|m) and weight(p′|m′) ≥ m′ ≥ m(1− α/k):

K(p′|m′)
weight(p′|m′)

≥ K(pm)
weight(pm) − 2E(α/(k − α))− α

k − α
dlog |Σ|e+ o(1) .

Now take the limit (superior) as m tends to infinity:

K(p′) ≥ H(M)− 2E(α/(k − α))− α

k − α
dlog |Σ|e .

Now the quantity to the right tends to H(M) when k tends to infinity, which proves the
result. J

3.4 The main theorems
Now we can explain how to use the last result to prove the main theorems. As hinted above,
we only have to be able to compute the speed (and the entropy) from below.

I Theorem 3.7. There exists an algorithm that, given a Turing machine M and a precision
ε, computes S(M) to a precision ε.

Proof. We only have to explain how to compute the maximum speed for a finite graph G.
First, we may trim G so that all vertices are reachable from a vertex of size 1. It is then
obvious that the maximum speed is obtained by a path that goes to then follow a cycle
of minimum average weight, so the maximum speed is exactly the inverse of the minimum
average weight. This is easily computable, see [9] for an efficient algorithm. J

We can say a bit more

I Theorem 3.8. The maximum speed of a Turing machine S(M) is a rational number. It
is reached by a configuration which is ultimately periodic.

Proof. We suppose that S(M) > 0 otherwise the result is clear. We will prove that the
sequence supp∈Gk

s(p) is stationary. Let k = 1 + d1/S(M)e. Let K = k(k + 1)|Q|k+1.
Now we look at supp∈GK′ s(p) for some K ′ ≥ K. The maximum is reached for some path

that reach some cycle of minimum average weight.
Note that this cycle cannot be of length greater than (k + 1)|Q|k+1. Indeed, denote by

m the length of this cycle. As there are at most |Q|k+1 vertices in this cycle of length at
most k, the average speed on this cycle is less than

m

(k + 1)(m− |Q|k+1) ≤ 1/k < S(M) .

Now, there cannot be any vertices in this cycle of length at least k(k+1)|Q|k+1. otherwise
the average speed would be less than

(k + 1)|Q|k+1

k(k + 1)|Q|k+1 ≤ 1/k < S(M) .

Hence this cycle is already in GK .
Now if we look at the cycle of minimal average weight in GK that can be reached in G,

hence in GP from some P , then it is clear that S(M) is exactly the inverse of the average
weight of this cycle, and it is reached for some path p in GP that reaches then follows this
cycle. J
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Note that, while the maximum speed is a rational number, there is no algorithm that actually
computes this rational number (we are only able to approximate it up to any given precision).
This can be proven by an adaptation of the proof of the undecidability of the existence of a
periodic configuration in a Turing machine [8].

Now we do the same for the entropy:

I Theorem 3.9. There exists an algorithm that, given a Turing machine M and a precision
ε, computes H(M) to a precision ε.

Proof. We only have to explain how to compute the maximum complexity for a finite graph
G. However, we do not know how to do this in the whole generality. We will only prove how
to do it for the graphs Gk, that have an additional property, the diamond property: given
two vertices w,w′ and a word u, there is at most one path from w to w′ labeled by u.

First we trim Gk so that any vertex of Gk is reachable from a vertex of size 1.
For a given k, we consider a set Bk of infinite words over the alphabet (Q × Σ) ∪ Q

defined as follows: A word is in Bk if and only if it does not contain more than k − 1
consecutive letters in Q, more than 1 consecutive letters in Q × Σ, and all factors of the
form (a, q)w(b, q′)w′(c, q′) satisfy than there is a edge from qw to q′w′ labeled by b.

Now it it clear that if p = {(ui, qiwi)}i≥0 is an infinite path in Gk, then the word
(u0, q0)w0(u1, q1)w1 . . . is a word of Bk. Conversely, any word of Bk, up to the deletion of
at most k + 1 letters at its beginning, represents a path in Gk.

Moreover, K((u0, q0)w0 . . . (un, qn)wn) = K(u0 . . . un) +O(1) = K(p|n) +O(1). Indeed,
we can recover all the states knowing only w0 and wn, as the graph has no diamond.
Furthermore, the length of (u0, q0)w0 . . . (un, qn)wn is exactly weight(p|n).

This means that the maximum complexity on the graph Gk can be computed as:

sup
w∈Bk

lim sup K(w0 . . . wn)
n

.

And we know how to compute this. Indeed, Bk is what is called a subshift of finite type
(it is defined by a finite set of forbidden words), for which the above quantity is exactly the
entropy (!) of Bk [1, 18], which is easy to compute, see e.g., [12].

To better understand what we did in this theorem, the intuition is as follows: Computing
the entropy of the trace is difficult, but the trace can be approximated by taking into
account only configurations for which we cross at most k times the frontier between any two
consecutive cells. For this approximation Tk of the trace, we can reorder the letters inside
the trace so that transitions corresponding to the same position are consecutive, and this
does not change the entropy. However, it makes it easier to compute. J

Open Problems

From the point of view of dynamical systems, the entropy and the speed (called the maximal
Lyapunov exponent) are among the few well known invariants, and thus the result is quite
important in this context. However, from the point of view of computer science, it also makes
sense to look at the average speed, and we are currently trying to compute this number.

An important open problem is to strengthen the last theorem, and actually character-
ize the exact numbers that can arise as entropies of Turing machines. It cannot be all
nonnegative computable numbers, as an enumeration of Turing machines would give us an
enumeration of these numbers, which is impossible by an easy diagonalization argument.
We have examples showing that the supremum in the theorem is not always reached, which
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means it might be possible to obtain different numbers with Turing machines than with
finite graphs (which are well known), but the main question remain open.

Finally, the situation for Turing machines with two tapes is not clear. Of course, we
know that the speed (resp. entropy) is not computable [2] (there is no algorithm that given
a Turing machine and a precision ε computes the speed up to ε), but we know of no example
where the speed (resp. the entropy) is not a computable number.

Acknowledgements. The author thanks the anonymous referees for various comments that
led to noticeable improvements to the quality of this article.
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Abstract
The problem of computing optimal network tolls that induce a Nash equilibrium of minimum
total cost has been studied intensively in the literature, but mostly under the assumption that
these tolls are unrestricted. Here we consider this problem under the more realistic assumption
that the tolls have to respect some given upper bound restrictions on the arcs. The problem of
taxing subnetworks optimally constitutes an important special case of this problem. We study
the restricted network toll problem for both non-atomic and atomic (unweighted and weighted)
players; our studies are the first that also incorporate heterogeneous players, i.e., players with
different sensitivities to tolls.

For non-atomic and heterogeneous players, we prove that the problem is NP-hard even for
single-commodity networks and affine latency functions. We therefore focus on parallel-arc net-
works and give an algorithm for optimally taxing subnetworks with affine latency functions. For
weighted atomic players, the problem is NP-hard already for parallel-arc networks and linear
latency functions, even if players are homogeneous. In contrast, for unweighted atomic and
homogeneous players, we develop an algorithm to compute optimal restricted tolls for parallel-
arc networks and arbitrary (standard) latency functions. Similarly, for unweighted atomic and
heterogeneous players, we derive an algorithm for optimally taxing subnetworks for parallel-arc
networks and arbitrary (standard) latency functions.

The key to most of our results is to derive (combinatorial) characterizations of flows that are
inducible by restricted tolls. These characterizations might be of independent interest.
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1 Introduction

Motivation and Background. It is a well-known fact that selfish route choices in network
routing applications result in outcomes that are undesirable for the society as a whole. In
urban road traffic, for example, selfish route choices lead to unnecessary traffic jams, thereby
causing environmental pollution, waste of natural resources, time and money. The Texas
A&M Transportation Institute states in its 2012 Urban Mobility Report [13, page 1]: “The
2011 data are consistent with one past trend, congestion will not go away by itself – action is
needed! [...] The problem is very large. In 2011, congestion caused urban Americans to travel

© Tomas Jelinek, Marcus Klaas, and Guido Schäfer;
licensed under Creative Commons License CC-BY

31st Symposium on Theoretical Aspects of Computer Science (STACS’14).
Editors: Ernst W. Mayr and Natacha Portier; pp. 433–444

Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

http://dx.doi.org/10.4230/LIPIcs.STACS.2014.433
http://creativecommons.org/licenses/by/3.0/
http://www.dagstuhl.de/lipics/
http://www.dagstuhl.de


434 Computing Optimal Tolls with Arc Restrictions and Heterogeneous Players

5.5 billion hours more and to purchase an extra 2.9 billion gallons of fuel for a congestion
cost of $121 billion.”

Road pricing is recognized to be one of the most effective means to reduce congestion in
networks. The idea is to let the users pay for the usage of certain segments of the network by
imposing tolls. Typically, such tolls incite the users to change their commuting behavior, e.g.,
by opting for alternative, possibly slightly longer routes, avoiding certain parts of the network
at peak hours, etc. As a result, the network becomes less congested because the traffic is
better distributed through the network. Currently, road pricing systems are implemented
successfully in several large cities across the world (like in Singapore, Kopenhagen, Tel Aviv,
London, Dubai, etc.). A fundamental problem in this context is to determine tolls such that
the overall congestion of the underlying network is reduced.

In this paper, we study the problem of computing optimal tolls for the arcs of a given
network that induce a Nash equilibrium of minimum total cost. This problem has been
studied intensively in the literature for decades. One of the earliest articles addressing this
problem is due to Beckman, McGuire and Winsten [1], where they show that marginal
cost tolls induce an optimal flow as Nash equilibrium in non-atomic network routing games.
However, most previous studies were conducted under the assumption that the tolls are
unrestricted. This assumption is too simplistic in many situations and significantly limits
the applicability of such tolls in practice. For example, by using marginal cost tolls we lose
the ability to control which arcs of the network are tolled and by how much. Clearly, this is
undesirable in real-world applications where one can impose tolls only on certain arcs of the
network and wants to ensure that they do not exceed predefined amounts.

Only recently, researchers have started to investigate more refined network toll problems
like the taxing subnetworks problem [8, 10], in which only a subset of the arcs can be tolled,
or the restricted network toll problem [2], in which tolls have to respect some upper bound
restrictions on the arcs. All three studies [2, 8, 10] focus on the case of non-atomic players
that are homogeneous, i.e., all players are assumed to have equal sensitivities to tolls. Here
we further advance these investigations.

Our Contributions. We study the restricted network toll problem [2] both for non-atomic
and atomic (unweighted and weighted) players. In our studies we consider for the first time
also the case of heterogenous players, i.e., players may have different sensitivities to tolls.
Capturing heterogenous players is particularly important if it comes to applications where
users experience different disutilities of travel time and monetary cost (due to the tolls). As
it turns out, the heterogenous player case gives rise to several new challenges in devising
algorithms for the computation of optimal restricted tolls.

The main contributions presented in this paper are as follows:
In Section 3 we consider the case of non-atomic, heterogeneous players. We prove that
the problem of computing optimal restricted tolls is NP-hard even for single-commodity
networks with affine latency functions. In light of this negative result, we then focus
on parallel-arc networks and derive a combinatorial characterization of flows that are
inducible by restricted tolls. Exploiting this characterization, we derive an optimal
algorithm for taxing subnetworks with affine latency functions.
In Section 4 we consider atomic players. We first observe that for weighted players the
problem of computing optimal restricted tolls is NP-hard already for parallel-arc networks
with linear latency functions (even if the players are homogeneous). We therefore focus
on unweighted players and parallel-arc networks with standard latency functions and
derive an optimal algorithm to compute restricted tolls for homogeneous players. Further,
we obtain an optimal algorithm for taxing subnetworks for heterogeneous players.
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As in previous works [2, 8, 10], most of our exact algorithms work only for parallel-arc
networks. However, our studies also reveal that this is basically unavoidable, unless one
is willing to resort to approximation algorithms (assuming that P 6= NP). Moreover, from
a practical point of view the restricted network toll problem for parallel-arc networks is
still very well motivated: for example, it captures the problem of pricing fast-lanes (or
priority-lanes) of highways that can be used to bypass heavy traffic (like in Tel-Aviv).

Our Techniques. The main difficulty that we face here in designing algorithms to compute
optimal restricted tolls is that the underlying problem is a bi-level optimization problem:
the feasible tolls constitute a compact set over which we wish to optimize the cost of the
corresponding Nash equilibria (which in turn are determined by the tolls). Typically, such
bi-level optimization problems are hard to tackle.

The key to most of our algorithmic results is to derive characterizations of flows that are
inducible by restricted tolls. For the unrestricted case, several such characterizations can be
found in the literature (see, e.g., [4, 6, 9, 15]). Moreover, some of them can be adapted to also
incorporate upper bound restrictions on tolls. For example, Fleischer et al. [6] characterize
the inducibility of a flow for non-atomic, heterogeneous players by the existence of an optimal
solution satisfying certain minimality conditions for a cleverly chosen linear program. The
upper bound restrictions can easily be added to this LP formulation such that the same
characterization continues to hold. However, the crux is that we cannot simply use this
characterization here because it reveals very little about the structure of the flows that are
inducible by these restricted tolls. In contrast, we derive characterizations that reveal some
structural properties of the inducible flows which we then exploit to design our algorithms.

Related Work. Beckman, McGuire and Winsten [1] proved that for non-atomic, homo-
geneous players marginal cost tolls induce an optimal flow as a Nash equilibrium. The
existence of such tolls for non-atomic, heterogeneous players has first been established for
single-commodity networks by Cole, Dodis and Roughgarden [4] and then extended to
multi-commodity networks by Yang and Huang [15] (see also the independent works by
Fleischer, Jain and Mahdian [6] and Karakostas and Kolliopoulos [9]). Fleischer [5] shows
that for single-commodity networks linear tolls (in terms of the maximum latency of the
optimal flow) are sufficient to enforce an optimal flow as Nash equilibrium.

In the literature one distinguishes between tolls that are weakly-optimal, i.e., at least one
induced Nash equilibrium is an optimal flow, and strongly-optimal, i.e., every induced Nash
equilibrium is an optimal flow. Swamy [14] proved the existence of weakly-optimal tolls for
atomic, heterogeneous players and splittable flow. For atomic, homogeneous players and
unsplittable flow, Caragiannis, Kaklamanis and Kanellopoulos [3] show that for linear latency
functions strongly-optimal tolls do not exist for multi-commodity networks or if the players
are weighted. They also show that strongly-optimal tolls exist for parallel-arc networks
with linear latency functions and unweighted players. Subsequently, Fotakis and Spirakis [7]
proved that weakly-optimal tolls can be computed efficiently for single-commodity networks
and that these tolls are strongly-optimal for series-parallel networks.

In this paper, we focus on the computation of weakly optimal tolls. Most related to our
work are the recent articles [2, 8, 10]. As already mentioned, these studies concentrate on the
case of non-atomic players that are homogeneous. Hoefer, Olbrich and Skopalik [8] study the
problem of optimally taxing subnetworks. They show that this problem is NP-hard for two-
commodity networks and affine latency functions by a non-trivial reduction from partition.
We borrow several insights of their proof to establish NP-hardness for single-commodity
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networks and affine latency functions in the case of heterogeneous, non-atomic players here.
They also derive an algorithm to compute optimal tolls for parallel-arc networks and affine
latency functions. Recently, Kleinert et al. [10] extended the algorithm in [8] for optimally
taxing subnetworks for parallel-arc networks to more general latency functions. The algorithm
guarantees polynomial running time for instances satisfying the inverse concavity property
(see [10] for details). The restricted network toll problem considered here was introduced
by Bonifaci, Salek and Schäfer [2]. The authors show that optimal restricted tolls can be
computed efficiently for parallel-arc networks and affine latency functions and also derive
bounds on the efficiency of restricted tolls for multi-commodity networks and polynomial
latency functions.

2 Preliminaries

We provide formal definitions of the concepts introduced in the Introduction. Suppose
we are given an instance I = (G = (V,A), (`a)a∈A, (si, ti)i∈[k], (ri)i∈[k]) of the non-atomic
network routing game, where G is a directed graph with latency functions (`a)a∈A and k
commodities (si, ti)i∈[k] of demand (ri)i∈[k]. The goal of every player is to send his flow
along a shortest latency path from its source si to its destination ti. Let Pi denote the set of
all simple directed si, ti-paths in G and define P := ∪i∈[k]Pi. An outcome of the game is a
flow f : [k]× P → R+ that is feasible, i.e.,

∑
P∈Pi

f iP = ri for every i ∈ [k]. Given a flow f ,
the total flow on arc a ∈ A is defined as fa :=

∑
i∈[k]

∑
P∈P:a∈P f

i
P . The set of arcs used by

commodity i is denoted by A+
i and we define A+ = ∪i∈[k]A

+
i . We define the latency of a

path P ∈ P with respect to f as `P (f) :=
∑
a∈P `a(fa). The total cost C(f) of f is given

by its average latency, i.e., C(f) :=
∑
P∈P fP `P (f). A flow that minimizes C(·) is called

optimal and denoted by f∗. A feasible flow f is called a Nash flow (or Wardrop flow) with
respect to ` := (`a)a∈A if

∀i ∈ [k], ∀P ∈ Pi, f iP > 0 : `P (f) ≤ `P ′(f) ∀P ′ ∈ Pi. (1)

Atomic network routing games are very similar. The only difference to the non-atomic
setting is that the flow for each commodity has to be routed along a single path, i.e.,
∀i ∈ [k], ∃!P ∈ Pi such that f iP = ri. What is refered to as commodity i ∈ [k] in the
non-atomic setting, is considered a player of weight ri in the atomic setting. (Note that
we do not assume that the commodities are distinct. Thus, different players might have
the same source and destination.) A flow can be regarded as a mapping from [k] into P.
On parallel arc networks, a(i) may be used to denote the arc player i uses in a given flow.
Players are said to be unweighted if ri = 1 for all i ∈ [k]. In the atomic setting, a feasible
flow is a Nash flow when

∀i ∈ [k], ∀P ∈ Pi, fP > 0 :
∑
a∈P

`a(fa) ≤
∑
a∈P ′

`a(fa + ri) ∀P ′ ∈ Pi. (2)

Throughout this paper, we assume that the latency functions are non-negative, non-
decreasing, differentiable and semi-convex, i.e., x · `a(x) is convex for every arc a ∈ A; such
latency functions are also called standard [11]. In the non-atomic setting, the cost of a Nash
flow is unique if the latency functions are standard; this property is not guaranteed to hold
for atomic players.

We study the restricted network toll problem as introduced in [2]: We are given an instance
I of the network routing game and threshold values θ := (θa)a∈A on the arcs. The goal is to
determine non-negative tolls τ := (τa)a∈A for the arcs of the network that obey the bounds
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defined by the threshold functions (θa)a∈A. More formally, a toll vector τ = (τa)a∈A is called
θ-restricted if for every arc a ∈ A, 0 ≤ τa ≤ θa. Additionally, we are given a non-negative
vector of player sensitivities (also called types) α := (αi)i∈[k]. αi represents the fraction
of how a player of type i values the cost of one unit of time (latency) compared to one
unit of money (toll).1 Without loss of generality, we assume that 0 < α1 ≤ α2 ≤ · · · ≤ αk
throughout this paper. When αi = αj for all i, j ∈ [k], we say the players are homogeneous
with respect to their sensitivity to toll; otherwise, we call them heterogeneous. In the former
case, we can assume without loss of generality that α is normalized to 1.

Given a feasible flow f , we define the combined cost that a player of type i experiences
by traversing arc a ∈ A as φia(fa) = `a(fa) + αiτa(fa). The goal of a player of type i is to
choose a path P that minimizes the combined cost `P (f) + αiτP , where τP :=

∑
a∈P τa. For

θ-restricted tolls τ , let fτ denote a Nash flow that is induced by τ , i.e., fτ is a Nash flow
with respect to the combined costs (φi)i∈[k]. Given the restrictions θ = (θa)a∈A on the arcs, a
θ-restricted toll vector τ is optimal if there exists a Nash flow fτ that is inducible by τ whose
cost satisfies C(fτ ) ≤ C(f τ̄ ) for all Nash flows f τ̄ that are inducible by θ-restricted tolls τ̄ .
The optimization problem that we are considering in this paper is to compute θ-restricted
tolls that are optimal.

An important special case of the θ-restricted network toll problem is the so-called taxing
subnetworks problem [8]. Here we are given a set T ⊆ A of arcs that are taxable arbitrarily
while the arcs in N := A \ T are non-taxable. This problem is equivalent to setting θa =∞
for every a ∈ T and θa = 0 for every a ∈ N .

3 Non-Atomic Players

We focus on the non-atomic, heterogeneous player case in this section. We first prove that the
problem of computing optimal θ-restricted tolls is NP-hard for single-commodity networks.

I Theorem 1. The problem of deciding whether there exist θ-restricted tolls that induce a
flow of social cost at most K is NP-complete, even for single-commodity networks and affine
latency functions with non-atomic and heterogeneous players.

Our proof is an adaptation of the NP-hardness result for taxing subnetworks for two-
commodity instance, affine latency functions and homogeneous players presented in [8]. The
idea is to ‘mimic’ the behavior of their two-commodity instance by a single-commodity
instance. To this aim, we have to overcome several difficulties. The proof is involved and
due to lack of space deferred to the full version of the paper.

In light of Theorem 1, we subsequently restrict our attention to parallel-arc networks.
We first establish a combinatorial characterization of inducible flows which we then use to
derive an optimal algorithm for taxing subnetworks.

3.1 Characterization for Parallel-Arc Networks
We present a characterization of flows that are inducible by θ-restricted tolls in parallel-arc
networks. Our approach is algorithmic: We first derive an algorithm for computing tolls
that induce a given flow without any restrictions. We then show that the computed tolls
are component-wise minimal and use this insight to derive our final characterization. Our
characterization holds for arbitrary latency functions.

1 Note that players having the same source and destination might still have different sensitivities in our
setting because we do not assume that the commodities are distinct.
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Algorithm 1: Computation of flow-inducing tolls
Input: flow f =

∑
i∈[k] f

i

Output: tolls τ = (τa)a∈A inducing f
1 τ ← 0
2 for a = 2→ m+ do
3 ∆a ← `a−`a−1

α̂min(a)

4 for ā = 1→ (a− 1) do τā ← τā + ∆a

5 end
6 return τ

We assume that we have k different player types. Let f = (f i)i∈[k] be a given flow, where
f i is the flow of player type i. Note that if f is fixed then all latencies of the arcs become
constants. For notational convenience, we will therefore omit the reference to f and write
`a to refer to `a(fa). Throughout this section we assume that A = [m] and that the arcs
are ordered such that `1 ≤ `2 ≤ · · · ≤ `m. This is without loss of generality because we can
always relabel the arcs accordingly.

Let m+ = max{a ∈ A+} be the arc of largest latency that is used under f . For every
arc a ∈ A we define L(a) := {a′ ∈ A | a′ ≥ a} as the set of arcs that succeed a in the
order above (including a). Note that the latency of every arc in L(a) is at least `a. We
use α̂min(a) to refer to the minimal sensitivity of a player that uses an arc in L(a), i.e.,
α̂min(a) = min{αi | A+

i ∩ L(a) 6= ∅}; we adopt the convention that α̂min(a) =∞ if no such
player exists.

Algorithm 1 describes the computation of a toll vector τ inducing f . We first establish
some properties of this algorithm. It will turn to be convenient to view the algorithm as
operating in phases, where a phase corresponds to the execution of the outer for-loop (Lines
2–5) for a fixed a ∈ {2, . . . ,m+}.

I Lemma 2. Let τ be the toll vector computed by Algorithm 1. Then for every two arcs
â, ǎ ∈ A with â ≥ ǎ it holds τǎ − τâ =

∑â
a=ǎ+1

`a−`a−1
α̂min(a) .

Proof. Note that τǎ and τâ remain zero during phases a = 2, . . . , ǎ and are increased by the
same amount ∆a in phases a = â+ 1, . . . ,m+. In phase a ∈ {ǎ+ 1, . . . , â}, τǎ is increased
by ∆a, while τâ remains zero. The claim follows from the definition of ∆a = `a−`a−1

α̂min(a) . J

The following theorem gives a characterization of flows that are inducible by unrestricted
tolls.

I Theorem 3. A flow f = (f i)i∈[k] of non-atomic, heterogeneous players with sensitivities
0 < α1 ≤ α2 ≤ · · · ≤ αm is inducible by unrestricted tolls if and only if

∀i, j ∈ [k] with αi > αj , ∀a ∈ A+
i , ∀ā ∈ A

+
j : `a ≥ `ā. (3)

Intuitively, the above condition states that a flow is inducible if more sensitive players
are routed on arcs with larger latencies.

Proof. Assume for the sake of contradiction that f is inducible and (3) does not hold, i.e.,
there exist i, j ∈ [k] with αi > αj and arcs a ∈ A+

i , ā ∈ A
+
j such that `a < `ā. Note that f

is a Nash flow with respect to the combined costs because it is inducible. Since a ∈ A+
i and

ā ∈ A+
j , we have

`a + αiτa ≤ `ā + αiτā or, equivalently, `ā − `a ≥ αi (τa − τā) . (4)
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`ā + αjτā ≤ `a + αjτa or, equivalently, `ā − `a ≤ αj (τa − τā) . (5)

Note that `ā − `a > 0 by assumption and αj > 0. Inequality (5) therefore implies that
τa − τā > 0. Combining (4) and (5), we obtain αj (τa − τā) ≥ αi (τa − τā) . Dividing both
sides by τa − τā > 0 leads to a contradiction because αj < αi by assumption.

Now suppose that (3) holds. We show that f is inducible by the tolls τ computed by
Algorithm 1. Assume for the sake of contradiction that f is not a Nash flow with respect to
the combined cost. Then for some player i there exist arcs a ∈ A+

i and ā ∈ A satisfying

`a + αiτa > `ā + αiτā or, equivalently, `a − `ā > αi(τā − τa). (6)

Let ǎ = min{a, ā} and â = max{a, ā}. By Lemma 2, the difference in toll is

τǎ − τâ =
â∑

a′=ǎ+1

`a′ − `a′−1

α̂min(a′) . (7)

Recall that α̂min(a′) = min{αj | A+
j ∩ L(a′) 6= ∅}. We distinguish two cases:

Case 1: ā ≤ a. We have â = a ∈ A+
i and thus a ∈ L(a′) for every a′ ∈ {ǎ + 1, . . . , â}.

As a consequence, α̂min(a′) ≤ αi. Now (7) implies that αi(τā − τa) ≥ `a − `ā, which is a
contradiction to (6).

Case 2: ā > a. We have ǎ = a ∈ A+
i . Note that by assumption all arcs in A+

j ∩ L(a′)
satisfy αj ≥ αi for every a′ ∈ {ǎ + 1, . . . , â}. Thus, α̂min(a′) ≥ αi and (7) implies that
αi(τa − τā) ≤ `ā − `a, which is a contradiction to (6). J

The following lemma is crucial in order to obtain our characterization of flows that are
inducible by θ-restricted tolls.

I Lemma 4. Let f be an inducible flow. Then the tolls τ computed by Algorithm 1 are
component-wise minimal tolls that induce f .

Proof. Assume for the sake of contradiction that τ is not component-wise minimal, i.e., there
exists a toll vector τ ′ which induces f and τ ′a < τa for some arc a ∈ A. Choose ā ∈ A as the
arc with largest latency such that τ ′ā < τā. Note that the toll that Algorithm 1 imposes on
arc m+ ∈ A+ is τm+ = 0. Because τā > 0 there must exist at least one arc in A+ whose
latency is strictly larger than `ā. Let â ∈ A+ be an arc which has minimal latency among
such arcs, i.e.,

â = arg min{`a | a ∈ A+, `a > `ā}.

Let i be the least toll sensitive player that uses arc â. By Lemma 2, τā − τâ = `â−`ā

αi
. Note

that for player i the combined costs of â and ā are equal because

φiâ(τ) = `â + αiτâ = `ā + αiτâ + αi

(
`â − `ā
αi

)
= `ā + αiτā = φiā(τ).

Further, φiā(τ ′) < φiā(τ) because τ ′ā < τā. Because f is a Nash flow with respect to τ ′ it
follows that φiâ(τ ′) ≤ φiā(τ ′). Therefore, φiâ(τ ′) ≤ φiā(τ ′) < φiā(τ) = φiâ(τ). This implies that
τ ′â < τâ which is a contradiction to the choice of ā. J

I Theorem 5. A flow f = (f i)i∈[k] for non-atomic, heterogeneous players with sensitivities
0 < α1 ≤ α2 ≤ · · · ≤ αm is inducible by θ-restricted tolls if and only if
1. ∀i, j ∈ [k] with αi > αj, ∀a ∈ A+

i , ∀ā ∈ A
+
j : `a ≥ `ā.

2. ∀a ∈ A: θa ≥ τa, where τ is the toll vector computed by Algorithm 1 for f .

STACS’14



440 Computing Optimal Tolls with Arc Restrictions and Heterogeneous Players

Proof. Let f be inducible by θ-restricted tolls τ ′. Clearly, f is also inducible by unrestricted
tolls and the first condition therefore follows by Theorem 3. Let τ be the toll vector computed
by Algorithm 1. Then f is also inducible by τ . By Lemma 4, we have τa ≤ τ ′a for every
arc a ∈ A because τ is component-wise minimal. Since τ ′ is θ-restricted we conclude that
τa ≤ τ ′a ≤ θa for every arc a ∈ A, which proves the second condition.

Next, suppose that Conditions 1 and 2 hold. Then f is inducible by unrestricted tolls
by Theorem 3. In particular, the proof of Theorem 3 shows that the tolls τ computed by
Algorithm 1 induce f . Condition 2 now establishes that τ is θ-restricted, which concludes
the proof. J

3.2 Taxing Subnetworks

Bonifaci, Salek and Schäfer [2] derive a polynomial-time algorithm for computing optimal
θ-restricted tolls for homogeneous, non-atomic players on parallel-arc networks with affine
latency functions. We show that this algorithm can be used to determine optimal tolls for
taxing subnetworks in the presence of heterogeneous players.

Suppose we are given an instance of the taxing subnetworks problem with affine latency
functions and k player classes with sensitivities (αi)i∈[k] and demands (ri)i∈[k]. Let T ⊆ A
and N := A \ T be the sets taxable and non-taxable arcs, respectively. Set r :=

∑
i∈[k] ri

and L = maxa∈A `a(r)−mina∈A `a(0). Note that for homogeneous players and parallel-arc
networks the maximum toll needed to induce a given flow is at most L. We can therefore
define an instance of the θ-restricted toll problem with θa = L for every a ∈ T and θa = 0 for
every a ∈ N . Now, compute an optimal θ-restricted toll vector τ for demand r by running
the algorithm in [2]. Let fτ = (fτa )a∈A be the resulting Nash flow. The idea now is to
turn the arc flow fτ = (fτa )a∈A into a player flow f = (f i)i∈[k] such that the properties of
Theorem 5 are satisfied. To this aim, we decompose fτ into k player flows f = (f i)i∈[k] in
such a way that more sensitive players are assigned flow from higher latency arcs. We call
this the canonical decomposition of fτ .

I Theorem 6. Let f = (f i)i∈[k] be the canonical decomposition of the flow fτ as described
above. Then f is an optimal θ-restricted flow.

Proof. Because fτ is inducible by θ-restricted tolls for homogeneous players, it holds that
for every a ∈ N and ā ∈ A+, `a(fa) ≥ `ā(fā). In particular, all the arcs in N+ := N ∩ A+

have equal latencies and the latencies of arcs in N \ N+ are at least as large. Now, the
canonical decomposition guarantees that the resulting flow f satisfies (3) of Theorem 3. We
can thus use Algorithm 1 to generate tolls which induce f for heterogenous players (as in
the proof of Theorem 3). Further, these tolls will not impose any tolls on N because there
is no flow-carrying arc with a latency larger than the one in N+. Since fτa =

∑
i∈[k] f

i
a for

every a ∈ A, the total cost is not altered by this decomposition.
We next prove optimality. Let f = (fi)i∈[k] be an optimal flow inducible by θ-restricted

tolls for the game with heterogenous players. Consider the arc flow defined as fa :=
∑
i∈[k] f

i
a.

As before, we know that for every a ∈ N and ā ∈ A+, `a(fa) ≥ `ā(fā). If N ∩A+ 6= ∅ then
the maximum latency arc that is used must be in N and all arcs in N have latencies at least
as large as this arc. Otherwise, N ∩A+ = ∅. In either case, we do not need to impose any
toll on the arcs in N to induce f . We conclude that f is also inducible by θ-restricted tolls
for homogeneous players. Thus, the total cost of an optimal flow inducible by θ-restricted
tolls for homogenous players is at most the cost of one for heterogeneous players. J
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4 Atomic Players

We turn to the problem of computing optimal θ-restricted tolls for parallel-arc networks
with atomic players. Roughgarden [12] proved that it is NP-hard to compute an optimal
flow for weighted atomic players in parallel-arc networks with linear latency functions. As
a consequence, computing optimal tolls is NP-hard in this setting, even for homogeneous
players and without restrictions on the tolls. We therefore assume that the players are
homogeneous and unweighted.

4.1 Characterization of flows inducible by θrestricted tolls
We first derive a characterization of inducible flows for unweighted homogeneous players on
parallel arc networks.

I Lemma 7. A flow f of unweighted homomogeneous players on a parallel arc network
({s, t}, A) is inducible by θ-restricted tolls if and only if

`a(fa + 1) + θa ≥ `â(fâ) ∀a ∈ A, (8)

where â := arg maxa∈A+ `a(fa).

Proof. Suppose that the restriction in Equation (8) holds. Then the tolls τ defined by
τa = max{0, `â(fâ)− `a(fa + 1)} are clearly non-negative and θ-restricted. Furthermore, for
any a ∈ A+ and ā ∈ A,

`a(fa) + τa ≤ max{`a(fa), `a(fa) + `â(fâ)− `a(fa + 1)}
≤ max{`a(fa), `â(fâ)} = `â(fâ) ≤ `ā(fā + 1) + τā.

This means no player has an incentive to change its choice. Suppose Equation (8) is not
satisfied. Then there is an arc a ∈ A such that `a(fa + 1) + θa < `â(fâ). Then for any
θ-restricted toll vector τ , `a(fa + 1) + τa < `â(fâ) + τâ. A player on arc â will therefore want
to switch to arc a, which means that the flow is not inducible by θ-restricted tolls. J

4.2 Optimal θRestricted Tolls on Parallel-Arc Networks
We exploit the above characterization to obtain an optimal algorithm to compute θ-restricted
tolls for unweighted homogeneous players. The idea of the algorithm is to first guess the arc
â ∈ A which is the maximum latency flow-carrying arc in a optimal solution and then the
amount i ∈ [k] of flow on it. We then compute for every other arc a ∈ A \ {â} the minimum
required flow such that Equation (8) is satisfied; call this flow the inducible basis f0. Every
flow that contains the inducible basis f0 is guaranteed to be inducible by θ-restricted tolls.
We can thus disregard the restrictions and complete f0 in the optimal way (as described in
Algorithm 2).

I Lemma 8. Algorithm 2 returns a flow which is cost minimal among all flows which contain
the inducible basis f0, ship d extra units and for which the latencies of used arcs do not
exceed L, if such a flow exists.

Proof. Suppose such a flow exists. We show that throughout the algorithm there exists
an optimal solution f∗ which has at least as much flow on each arc as the current flow f .
Consider the ith iteration of the algorithm. In this iteration the algorithm increases the flow
on ā by one. (Note that because an optimal solution exists, such an arc always exists.) By
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Algorithm 2: Algorithm for optimal completion of inducible basis f0

Input: network ({s, t}, A, `), flow f0, demand d and latency cap L
Output: optimal flow f ≥ f0 such that `a(fa) ≤ L, if it exists
1 f ← f0

2 while d > 0 do
3 Ā← {a ∈ A | `a(fa + 1) ≤ L}
4 if Ā = ∅ then return failure
5 ā← arg mina∈Ā(fa + 1)`a(fa + 1)− fa`a(fa)
6 fā ← fā + 1
7 d← d− 1
8 end

Algorithm 3: Algorithm for finding an optimal flow inducible by θ-restricted tolls
Input: network ({s, t}, A, `, θ) and player count k
Output: optimal flow f∗ inducible by θ-restricted tolls
1 f∗ ← (k, . . . , k)
2 for â ∈ A do
3 for i ∈ [k] do
4 f0

â ← i

5 d← k − i
6 for a ∈ A \ {â} do
7 f0

a ← min{n ∈ [k] | `a(n+ 1) + θa ≥ `â(i)}
8 d← d− f0

a

9 end
10 if d ≥ 0 and maxa∈A+ `a(f0

a ) ≤ `â(i) then
11 L← `â(i)
12 f ← optimal completion of f0 (using Algorithm 2)
13 if flow completion succeeded and C(f) < C(f∗) then f∗ ← f

14 end
15 end
16 end

our definition of Ā, the resulting latency is at most L. Now suppose there is no optimal
solution f∗ such that f∗ā ≥ fā. Then after iteration i− 1, there exists an optimal solution f∗
which ‘agreed’ with the algorithm’s flow and an arc a such that f∗a > fa. Then in this flow
f∗, if we move one unit of flow from a to ā, the change in social cost would be

(f∗ā + 1)`ā(f∗ā + 1)− f∗ā `ā(f∗ā ) + (f∗a − 1)`a(f∗a − 1)− f∗a `a(f∗a ). (9)

By the choice of ā and the convexity of x · `a(x),

(f∗ā + 1)`ā(f∗ā + 1)− f∗ā `ā(f∗ā ) ≤ (f∗ā + 2)`ā(f∗ā + 2)− (f∗ā + 1)`ā(f∗ā + 1)
= (fā + 1)fā(fā + 1)− fā`ā(fā)
≤ (fa + 1)fa(fa + 1)− fa`a(fa)
≤ f∗a `a(f∗a )− (f∗a − 1)`a(f∗a − 1).

So the change in the social cost (9) is non-positive. Therefore the optimal solution f∗ can be
altered without increasing the social cost so that it ‘agrees’ again with f , a contradiction. J

We summarize the algorithm for finding an optimal flow inducible by θ-restricted tolls in
Algorithm 3.
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I Theorem 9. Algorithm 3 finds in polynomial time a flow of minimum total cost which is
inducible by θ-restricted tolls.

Proof. Atomic network routing games with unweighted atomic players admit at least one
Nash equilibrium. Since the number of feasible flows is finite, there exists an optimal solution
f∗. Let â be its maximum latency arc and i the flow on this arc. Consider the iteration of the
algorithm with the same choice of â and i. The algorithm then puts as much flow on every
arc to ensure that it can stand its toll. Because f∗ is inducible under θ-restrictions, it must
ship at least as much flow on every arc. After this, the algorithm finds a cost-minimal flow of
d units on the arcs A \ {â} with the added restriction that â remains the maximum-latency
arc. Because of this restriction, the resulting flow remains inducible under θ-restrictions.
It does this by increasing flow on the arc in such a way that the increase in social cost is
minimized. This produces an optimal solution by Lemma 8. It is not hard to see that the
algorithm never outputs a flow which is not inducible by θ-restricted tolls. It puts as much
flow on every arc a such that it can stand its toll `â(fâ)− `a(fa + 1). If this requires more
flow than there is demand, the flow is discarded and will never be returned. J

I Remark. Note that once an optimal flow inducible by θ-restricted tolls is found we can
extract the respective tolls as described in the proof of Lemma 7.

4.3 Optimally Taxing Subnetworks with Heterogeneous Players
With the help of Algorithm 3, we can also compute an optimal solution to the taxing
subnetworks problem on parallel-arc networks with heterogeneous players. We compute this
optimal flow in polynomial time by the following steps: Run Algorithm 3 on the given network
with k players and θ-restrictions as given. This returns a flow (fa)a∈A. We decompose this
arc flow into a player flow (f i)i∈[k] by assigning the most sensitive players to the arcs in N
arbitrarily and the remaining players to the arcs in T using the canonical decomposition
described in Section 3.2.

I Theorem 10. The process described above generates an optimal θ-restricted flow.

Proof. First we show that the flow is inducible by tolls on T . Run Algorithm 3 on the network
({s, t}, T ) to define tolls on arcs T . Since the canonical decomposition decomposes the flow
on T , these tolls discourage players on T to change to a different arc in T . Furthermore, the
maximum latency arc â in T+ has a zero toll. Now note that for the flow f to be inducible in
the homogeneous case, for every a ∈ N, ā ∈ A+ it must hold that `a(fa + 1) ≥ `ā(fā). Since
players on T have no incentive to switch to â, they surely do not have any incentive to switch
to an arc in N . Now consider the players on N . They would not change to another arc in
N , or f would not be in equilibrium. Let a′ be the maximum latency arc in A+. Suppose
a′ ∈ N . We impose an additional toll to all arcs in T of max{`a′(fa′)− `â(fâ)/ᾱ, 0}, where
ᾱ := mini:a(i)∈N αi denotes the minimum sensitivity amongst players on N . Then the cost
that a player on N sees on â is at least

`â(fâ) + ᾱ · `a
′(fa′)− `â(fâ)

ᾱ
= `a′(fa′).

Since the players on â have no incentive to change to other arcs in T , neither do players in
N , as their sensitivity to toll is at least as high. Because this extra toll is added to all arcs
in T , the players on T are still in equilibrium. Consider an arbitrary user i that uses an arc
in T . Then on arc â it sees cost of at most

αi ·
`a′(fa′)− `â(fâ)

ᾱ
+ `â(fâ) ≤ `a′(fa′)− `â(fâ) + `â(fâ) = `a′(fa′),
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so no player on T has an incentive to switch to N . Now let the maximum latency arc a′ ∈ T .
Then â = a′. Because the players on T cannot gain by deviating to a different arc in T , for
some player i ∈ [k] such that a(i) = â,

αi · τa + `a(fa) ≥ `â(fâ) ∀a ∈ T.

Since ᾱ > αi, for every user on some ā ∈ N

ᾱ · τa + `a(fa) ≥ αi · τa + `a(fa) ≥ `â(fâ) ≥ `ā(fā) ∀a ∈ T.

So the decomposed flow is inducible by tolls.
It remains to prove optimality. Take an optimal solution to the heterogeneous variant of the

problem. Again we know that for every a ∈ N, ā ∈ A+ it must hold that `a(fa+1) ≥ `ā(fā), or
it can never be induced by tolls which are zero on N . For arc flow f ′ defined by f ′a :=

∑k
i=1 f

i
a,

the component-wise minimal tolls that induce these are equal to max{0, `â(fâ)− `a(fa + 1)}
for a ∈ A. Then for a ∈ N , τa = 0. So the minimum cost solution to the heterogeneous
problem is at most that of the homogeneous variant, which proves optimality. J

References
1 M. Beckmann, B. McGuire, and C. Winsten. Studies in the Economics of Transportation.

Yale University Press, New Haven, 1956.
2 V. Bonifaci, M. Salek, and G. Schäfer. Efficiency of restricted tolls in non-atomic network

routing games. In Proc. 4th Symp. on Algorithmic Game Theory, pages 302–313, 2011.
3 I. Caragiannis, C. Kaklamanis, and P. Kanellopoulos. Taxes for linear atomic congestion

games. ACM Transactions on Algorithms, 7(1):1–31, 2010.
4 R. Cole, Y. Dodis, and T. Roughgarden. Pricing network edges for heterogeneous selfish

users. In Proc. 35th Symp. on Theory of Computing, pages 521–530, 2003.
5 L. Fleischer. Linear tolls suffice: New bounds and algorithms for tolls in single source

networks. Theoretical Computer Science, 348(2-3):217–225, 2005.
6 L. Fleischer, K. Jain, and M. Mahdian. Tolls for heterogeneous selfish users in multicom-

modity networks and generalized congestion games. In Proc. 45th Symp. on Foundations
of Computer Science, pages 277–285, 2004.

7 D. Fotakis and P. Spirakis. Cost-balancing tolls for atomic network congestion games. In
Proc. 3rd Workshop on Internet and Network Economics, pages 179–190, 2007.

8 M. Hoefer, L. Olbrich, and A. Skopalik. Taxing subnetworks. In Proc. 4th Workshop on
Internet and Network Economics, pages 286–294, 2008.

9 G. Karakostas and S. G. Kolliopoulos. Edge pricing of multicommodity networks for het-
erogeneous selfish users. In Proc. 45th Symp. on Foundations of Computer Science, pages
268–276, 2004.

10 I. Kleinert, M. Klimm, T. Harks, and R. H. Möhring. Computing network tolls with support
constraints. Networks, to appear.

11 T. Roughgarden. The price of anarchy is independent of the network topology. Computer
and Systems Sciences, 67(2):341–364, 2003.

12 T. Roughgarden. On the severity of Braess’s paradox: Designing networks for selfish users
is hard. Computer and Systems Sciences, 72(5):922–953, 2006.

13 D. Schrank, B. Eisele, and T. Lomax. TTI’s 2012 urban mobility report, 2012.
http://d2dtl5nnlpfr0r.cloudfront.net/tti.tamu.edu/documents/mobility-report-2012.pdf.

14 C. Swamy. The effectiveness of stackelberg strategies and tolls for network congestion
games. ACM Transactions on Algorithms, 8(4):1–19, 2012.

15 H. Yang and H.-J. Huang. The multi-class, multi-criteria traffic network equilibrium and
systems optimum problem. Transportation Research B, 38(1):1 – 15, 2004.



Approximation of smallest linear tree grammar∗

Artur Jeż†1 and Markus Lohrey2

1 MPI Informatik, Saarbrücken, Germany / University of Wrocław, Poland
2 University of Siegen, Germany

Abstract
A simple linear-time algorithm for constructing a linear context-free tree grammar of size
O(r2g logn) for a given input tree T of size n is presented, where g is the size of a minimal
linear context-free tree grammar for T , and r is the maximal rank of symbols in T (which is a
constant in many applications). This is the first example of a grammar-based tree compression
algorithm with an approximation ratio polynomial in g. The analysis of the algorithm uses an ex-
tension of the recompression technique (used in the context of grammar-based string compression)
from strings to trees.
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1 Introduction

Grammar-based compression has emerged to an active field in string compression during
the last 10 years. The principle idea is to represent a given string s by a small context-
free grammar that generates only s; such a grammar is also called a straight-line program
(SLP). For instance, the word (ab)1024 can be represented by the SLP with the productions
A0 → ab and Ai → Ai−1Ai−1 for 1 ≤ i ≤ 10 (A10 is the start symbol). The size of this
grammar is much smaller than the size (length) of the string (ab)1024. In general, an SLP
of size n (the size of an SLP is usually defined as the total length of all right-hand sides
of productions) can produce a string of length 2Ω(n). Hence, an SLP can be seen indeed
as a succinct representation of the generated word. The principle task of grammar-based
string compression is to construct from a given input string s a small SLP that produces s.
Unfortunately, finding a size-minimal SLP for a given input string is hard: Unless P = NP
there is no polynomial time grammar-based compressor, whose output SLP has size less
than 8569/8568 times the size of a minimal SLP for the input string [4], and so there is
no polynomial time grammar-based compressor G with an approximation ratio of less than
8569/8568. In general the approximation ratio for G is defined as the function αG with

αG(n) = max size of the SLP produced by G with input x
size of a minimal SLP for x ,

where the max is taken over all strings of length n (over an arbitrary alphabet). The best
known polynomial time grammar-based compressors [4, 9, 17, 18] have an approximation
ratio of O(log(n/g)), where g is the size of a smallest SLP for the input string (each of them
works in linear time).
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At this point, the reader might ask, what makes grammar-based compression so attractive.
There are actually several reasons: The output of a grammar-based compressor (an SLP) is
a clean and simple object, which may simplify the analysis of a compressor or the analysis
of algorithms that work on compressed data (see [13] for a survey). Moreover, there are
grammar-based compressors which achieve very good compression ratios. For example
RePair [12] performs very well in practice and was for instance used for the compression of
web graphs [5]. Finally, the idea of grammar-based string compression can be generalized to
other data types as long as suitable grammar formalisms are known for them. The last point
is the most important one for this work. In [3], grammar-based compression was generalized
from strings to trees (a tree in this paper is always a rooted ordered tree over a ranked
alphabet, i.e., every node is labelled with a symbol and the rank of this symbol is equal
to the number of children of the node). For this, context-free tree grammars were used.
Context free tree grammars that produce only a single tree are also known as straight-line
context-free tree grammars (SLCF tree grammars). Several papers deal with algorithmic
problems on trees that are succinctly represented by SLCF tree grammars, see [13] for a
survey. In [14], RePair was generalized from strings to trees, and the resulting algorithm
TreeRePair achieved excellent results on real XML data trees. Other grammar-based tree
compressors were developed in [15]. But none of these compressors has an approximation
ratio polynomial in g: For instance, in [14] a series of trees is constructed, where the n-th tree
tn has size Θ(n), there exists an SLCF tree grammar for tn of size O(logn), but the grammar
produced by TreeRePair for tn has size Ω(n) (similar examples can be constructed for the
compressors in [3, 15]).

In this paper, we give the first example of a grammar-based tree compressor, called
TtoG, with an approximation ratio of O(logn) assuming the maximal rank r of symbols
is bounded; otherwise the approximation ratio becomes O(r2 logn). TtoG is based on the
work [9] of the first author, where grammar-based string compressor with an approximation
ratio of O(logn) is presented. The crucial fact about this compressor is that in contrast
to [4, 17, 18] it does not use the LZ77 factorization of a string (which makes the compressors
from [4, 17, 18] not suitable for a generalization to trees, since LZ77 ignores the tree structure
and no analogue of LZ77 for trees is known), but is based on the recompression technique.
This technique was introduced in [7] and successfully applied for a variety of algorithmic
problems for SLP-compressed strings [7, 8] and word equations [11, 10]. The basic idea is to
compress a string using two operations: (i) block compressions, which replaces every maximal
substring of the form a` for a letter a by a new symbol a`, and (ii) pair compression, which for
a given partition Σ`]Σr of the alphabet replaces every substring ab ∈ Σ`Σr by a new symbol
c. It can be shown that the composition of block compression followed by pair compression
(for a suitably chosen partition of the input letters) reduces the length of the string by a
constant factor. Hence, the iteration of block compression followed by pair compression
yields a string of length one after a logarithmic number of phases. By reversing the single
compression steps, one obtains an SLP for the initial string. The term “recompression” refers
to the fact, that for a given SLP G, block compression and pair compression can be simulated
on the SLP G. More precisely, one can compute from G a new grammar G′, which is not
much larger than G such that G′ produces the result of block compression (respectively, pair
compression) applied to the string produced by G. In [9], the recompression technique is
used to bound the approximation ratio of the above compression algorithm based on block
and pair compression.

In this work we generalize the recompression technique from strings to trees. The
operations of block compression and pair compression can be directly applied to chains of
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unary nodes (nodes having only a single child) in a tree. But clearly, these two operations
alone cannot reduce the size of the initial tree by a constant factor. Hence we need a third
compression operation that we call leaf compression. It merges all children of node that are
leafs into the node; the new label of the node determines the old label, the sequence of labels
of the children that are leaves, and their positions in the sequence of all children of the node.
Then, one can show that a single phase, consisting of block compression (that we call chain
compression), followed by pair compression (that we call unary pair compression), followed
by leaf compression reduces the size of the initial tree by a constant factor. As for strings,
we obtain an SLCF tree grammar for the input tree by basically reversing the sequence of
compression operations. The recompression approach again yield an approximation ratio of
O(logn) for our compression algorithm, but the analysis is technically more subtle.

Related work on grammar-based tree compression. We already mentioned that grammar-
based tree compressors were developed in [3, 14, 15], but none of these compressors has a
good approximation ratio. Another grammar-based tree compressors was presented in [1].
It is based on the BISECTION algorithm for strings and has an approximation ratio of
O(n5/6). But this algorithm used a different form of grammars (elementary ordered tree
grammars) and it is not clear whether the results from [1] can be extended to SLCF tree
grammars, or whether the good algorithmic results for SLCF-compressed trees [13] can be
extended to elementary ordered tree grammars. Let us finally mention [2], where trees are
compressed by so called top trees. These are another hierarchical representation of trees.
Upper bounds on the size of top trees are derived and compared with the size of the minimal
dag (directed acyclic graph). More precisely, it is shown in [2] that the size of the top tree is
larger than the size of the minimal dag by a factor of O(logn). Since dags can be seen as a
special case of SLCF tree grammars, our main result is stronger.

Computational model. To achieve a linear running time we employ RadixSort, see [6,
Section 8.3], to obtain a linear-time grouping of symbols. To this end some assumption on
the computational model and form of the input are needed: we assume that numbers of
O(logn) bits (where n is the size of the input tree) can be manipulated in time O(1) and
that the labels of the input tree come from an interval [1, . . , nc], where c is some constant.

1.1 Trees and SLCF tree grammars
Let us fix for every i ≥ 0 a countably infinite set Fi of letters of rank i and let F =

⋃
i≥0 Fi

be their disjoint union. Symbols in F0 are called constants, while symbols in F1 are called
unary letters. We also write rank(a) = i if a ∈ Fi. A ranked alphabet F is a finite subset of
F. We also write Fi for F ∩ Fi and F≥i for

⋃
j≥i Fi. An F -labelled tree is a rooted, ordered

tree whose nodes are labelled with elements from F , satisfying the condition that if a node v
is labelled with a then it has exactly rank(a) children, which are linearly ordered (by the
usual left-to-right order). We denote by T (F ) the set of F -labelled trees. In the following
we shall simply speak about trees when the ranked alphabet is clear from the context or
unimportant. When useful, we identify an F -labelled tree with a term over F in the usual
way. The size |t| of the tree t is its number of nodes.

Fix a countable set Y with Y ∩ F = ∅ of (formal) parameters, which are denoted by
y, y1, y2, . . .. For the purposes of building trees with parameters, we treat all parameters as
constants, and so F -labelled trees with parameters from Y ⊆ Y (where Y is finite) are simply
(F ∪ Y )-labelled trees, where the rank of every y ∈ Y is 0. However to stress the special role
of parameters we write T (F, Y ) for the set of F -labelled trees with parameters from Y . We
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identify T (F ) with T (F, ∅). In the following we talk about trees with parameters (or even
trees) when the ranked alphabet and parameter set is clear from the context or unimportant.
The idea of parameters is best understood when we represent trees as terms: For instance
f(y1, a, y2, y1) with parameters y1 and y2 can be seen as a term with variables y1, y2 and we
can instantiate those variables later on. A pattern (or linear tree) is a tree t ∈ T (F, Y ), that
contains for every y ∈ Y at most one y-labelled node. Clearly, a tree without parameters is
a pattern. All trees in this paper will be patterns, and we will not mention this assumption
explicitly in the following.

When we talk of a subtree u of a tree t, we always mean a full subtree in the sense that
for every node of u all descendents of that node in t belong to u as well. In contrast, a
subpattern v of t is obtained from a subtree u of t by replacing some of the subtrees of u by
pairwise different parameters. In this way we obtain a pattern p(y1, . . . , yn) and we say that
(i) the subpattern v is an occurrence of the pattern p(y1, . . . , yn) in t and (ii) p(y1, . . . , yn)
is the pattern corresponding to the subpattern v (this pattern is unique up to renaming of
parameters). This later terminology applies also to subtrees, since a subtree is a subpattern
as well. To make this notions clear, consider for instance the tree f(a(b(c)), a(b(d))) with
f ∈ F2, a, b ∈ F1 and c, d ∈ F0. It contains one occurrence of the pattern a(b(c)) and two
occurrences of the pattern a(b(y)).

A chain pattern is a pattern of the form a1(a2(. . . (ak(y)) . . .)) with a1, a2, . . . , ak ∈ F1.
We write a1a2 · · · ak for this pattern and treat it as a string (even though this string still
needs an argument on its right to form a proper term). In particular, we write a` for the
chain pattern consisting of ` many a-labelled nodes and we write vw (for chain patterns v
and w) for what should be v(w(y)). A chain in a tree t is an occurrence of a chain pattern
in t. A chain s in t is maximal if there is no chain s′ in t with s ( s′. A 2-chain is a chain
consisting of only two nodes (which, most of the time, will be labelled with different letters).
For a ∈ F1, an a-maximal chain is a chain such that (i) all nodes are labelled with a and (ii)
there is no chain s′ in t such that s ( s′ and all nodes of s′ are labelled with a too. Note
that an a-maximal chain is not necessarily a maximal chain. Consider for instance the tree
baa(c). The unique occurrence of the chain pattern aa is an a-maximal chain, but is not
maximal. The only maximal chain is the unique occurrence of the chain pattern baa.

For the further consideration, fix a countable infinite set Ni of symbols of rank i with
Ni ∩ Nj = ∅ for i 6= j. Let N =

⋃
i≥0 Ni. Furthermore, assume that F ∩ N = ∅. Hence,

every finite subset N ⊆ N is a ranked alphabet. A linear context-free tree grammar (there
exist also non-linear CF tree grammars, which we do not need for our purpose) or short
linear CF tree grammar is a tuple G = (N,F, P, S) such that N ⊆ N (resp., F ⊆ F) is
a finite set of nonterminals (resp., terminals), S ∈ N is the start nonterminal of rank 0,
and P (the set of productions) is a finite set of pairs (A, t) (for which we write A → t),
where A ∈ N and t ∈ T (F ∪N, {y1, . . . , yrank(A)}) is a pattern, which contains exactly one
yi-labelled node for each 1 ≤ i ≤ rank(A). To stress the dependency of A on its parameters
we sometimes write A(y1, . . . , yrank(A)) → t instead of A → t. Without loss of generality
we assume that every nonterminal B ∈ N \ {S} occurs in the right-hand side t of some
production (A→ t) ∈ P , see [16, Theorem 5]. The derivation relation ⇒G on T (F ∪N,Y )
is defined as follows: s ⇒G s′ if and only if there is a production (A(y1, . . . , y`) → t) ∈ P
such that s′ is obtained from s by replacing some subtree A(t1, . . . , t`) of s by t with each yi

replaced by ti. Intuitively, we replace an A-labelled node by the pattern t(y1 . . . , yrank(A))
and thereby identify the j-th child of A with the unique yj-labelled node of the pattern.
Then L(G) = {t ∈ T (F ) | S ⇒∗G t}.

A straight-line context-free tree grammar (or SLCF grammar for short) is a linear CF
tree grammar G = (N,F, P, S), where (i) for every A ∈ N there is exactly one production
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(A→ t) ∈ P with left-hand side A, (ii) if (A→ t) ∈ P and B occurs in t then B < A, where
< is a linear order on N , and (iii) S is the maximal nonterminal with respect to <. By
(i) and (ii), every A ∈ N derives exactly one tree from T (F, {y1, . . . , yrank(A)}); we denote
this tree by val(A) (like value). Moreover, we define val(G) = val(S), which is a tree from
T (F ). For an SLCF grammar G = (N,F, P, S) we can assume without loss of generality
that for every production (A→ t) ∈ P the parameters y1, . . . , yrank(A) occur in t in the order
y1, y2, . . . , yrank(A) from left to right. This can be ensured by a simple bottom-up rearranging
procedure.

There is a subtle point, when defining the size |G| of the SLCF grammar G: One possible
definition could be |G| =

∑
(A→t)∈P |t|, i.e., the sum of all sizes of right-hand sides. However,

consider for instance the rule A(y1, . . . , y`)→ f(y1, . . . , yi−1, a, yi, . . . , y`). It is in fact enough
to describe the right-hand side as (f, (i, a)), as we have a as the i-th child of f . On the
remaining positions we just list the parameters, whose order is known; see the above remark.
In general, each right-hand side can be specified by listing for each node its children that
are not parameters together with their positions in the list of all children. These positions
are numbers between 1 and r (it is easy to show that our algorithm TtoG creates only
nonterminals of rank at most r, see Lemma 1, and hence every node in a right-hand side has
at most r children) and therefore fit into O(1) machine words. For this reason we define the
size |G| as the total number of non-parameter nodes in all right-hand sides. If the size of a
grammar is defined as the total number of all nodes (including parameters) in all right-hand
sides, then the approximation ratio of TtoG is multiplied by an additional factor r.

Notational conventions. Our compression algorithm TtoG takes a tree T and applies to
it local compression operations, which shrink the size of the tree. With T we always denote
the current tree stored by TtoG, whereas n denotes the size of the initial input tree. The
algorithm TtoG adds fresh letters to the tree. With F we always denote the set of letters
occurring in the current tree T . The ranks of the fresh letters do not exceed the maximal
rank of the original letters. To be more precise, if we add a letter a to Fi, then F≥i was
non-empty before this addition. By r we denote the maximal rank of the letters occurring in
the input tree. By the above remark, TtoG never introduces letters of rank larger than r.

2 Compression operations

Our compression algorithm TtoG is based on three local replacement rules applied to trees:
(i) a-maximal chain compression: For a unary letter a replace every a-maximal chain

consisting of ` > 1 nodes with a fresh unary letter a` (for all ` > 1).
(ii) (a, b)-pair compression: For two unary letters a 6= b replace every occurrence of ab by a

single node labelled with a fresh unary letter c (which identifies the pair (a, b)).
(iii) (f, i1, a1 . . . , i`, a`)-leaf compression: For f ∈ F≥1, ` ≥ 1, a1, . . . , a` ∈ F0 and 0 <

i1 < i2 < · · · < i` ≤ rank(f) =: m replace every occurrence of f(t1, . . . , tm),
where tij

= aj for 1 ≤ j ≤ ` and ti is a non-constant for i 6∈ {i1, . . . , i`}, by
f ′(t1, . . . , ti1−1, ti1+1, . . . , ti`−1, ti`+1, . . . , tm), where f ′ is a fresh letter of rank rank(f)−
` (which identifies (f, i1, a1 . . . , i`, a`)).

Note that each of these operations shrinks the size of the current tree. Operations (i) and
(ii) apply only to unary letters and are direct translations of the operations used in the
recompression-based algorithm for constructing a grammar for a given string [9]. On the
other hand, (iii) is a new and designed specifically to deal with trees.
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Every application of one of our compression operations can be seen as the ‘backtracking’ of
a production of the grammar that we construct: When we replace a` by a`, we introduce the
new nonterminal a`(y) with the production a`(y)→ a`(y). When we replace all occurrences
of the chain ab by c, the new production is c(y)→ a(b(y)). Finally, for (f, i1, a1 . . . , i`, a`)-leaf
compression the production is f ′(y1, . . . , yrank(f)−`)→ f(t1, . . . , trank(f)), where tij

= aj for
1 ≤ j ≤ ` and every ti with i 6∈ {i1, . . . , i`} is a parameter (and the left-to-right order of
the parameters in the right-hand side is y1, . . . , yrank(f)−`). All these productions are for
nonterminals of rank at most r, which implies:

I Lemma 1. The rank of nonterminals defined by TtoG is at most r.

During the analysis of the approximation ratio of TtoG we also consider the nonterminals
of a smallest grammar generating the given input tree. To avoid confusion between these
nonterminals and the nonterminals of the grammar produced by TtoG, we insist on calling
the fresh symbols introduced by TtoG (a`, c, and f ′ above) letters and add them to the
set F of current letters, so that F always denotes the set of letters in the current tree T . In
particular, whenever we talk about nonterminals, productions, etc. we mean the ones of the
smallest grammar we consider. Nevertheless, the above productions for the new letters form
the grammar returned by our algorithm TtoG and we need to estimate their size. In order not
to mix the notation, we shall call the size of the rule for a new letter a the representation cost
for a and say that a represents the subpattern it replaces in T . For instance, the representation
cost of a` with a`(y) → a`(y) is `, the representation cost of c with c(y) → a(b(y)) is 2,
and the representation cost of f ′ with f ′(y1, . . . , yrank(f)−`)→ f(t1, . . . , trank(f)) is `+ 1. A
crucial part of the analysis of TtoG is the reduction of the representation cost for letters
a`: Note that instead of representing a`(y) directly by a`(y) → a`(y), we can introduce
new unary letters representing some shorter chains in a` and build longer chains using
the smaller ones as building blocks. For instance, the rule a8(y) → a8(y) can be replaced
by the rules a8(y) → a4(a4(y)), a4(y) → a2(a2(y)) and a2(y) → a(a(y)). This yields a
total representation cost of 6 instead of 8. Our algorithm employs a particular strategy for
representing a-maximal chains, which yields the total cost stated in the following lemma:

I Lemma 2 (cf. [9, Lemma 2]). Given a list `1 < `2 < · · · < `k we can represent the
letters a`1 , a`2 , . . . , a`k

that replace the chain patterns a`1 , a`2 , . . . , a`k with a total cost of
O(k +

∑k
i=1 log(`i − `i−1)), where `0 = 0.

The important property of the compression operations is that we can perform many of
them independently in an arbitrary order without influencing the outcome. Since different
a-maximal chains and b-maximal chains do not overlap (regardless of whether a = b or not)
we can perform a-maximal chain compression for all unary letters a occurring in T in an
arbitrary order (assuming that the new letters do not occur in T ). We call the resulting tree
ChainCmp(T ), and denote the corresponding procedure also chain compression.

A similar observation applies to leaf compressions: We can perform (f, i1, a1 . . . , i`, a`)-leaf
compression for all f ∈ F≥1, 0 < i1 < i2 < · · · < i` ≤ rank(f) =: m, and (a1, a2, . . . , a`) ∈ F `

0
in an arbitrary order (again assuming that the fresh letters do not occur in the T ). We
denote the resulting tree with LeafCmp(T ) and call the corresponding procedure also leaf
compression.

The situation is more subtle for unary pair compression: observe that in a chain abc we
can compress ab or bc but we cannot do both in parallel (and the outcome depends on the
order of the operations). However, as in the case of string compression [9], independent (or
parallel) (a, b)-pair compressions are possible when we take a and b from disjoint subalphabets
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F up
1 and F down

1 , respectively. In this case for each unary letter we can tell whether it should
be the parent node or the child node in the compression step and the result does not depend
on the order of the considered 2-chains, as long as new letters are outside F up

1 ∪ F down
1 .

Hence, we denote with UnaryCmp(F up
1 , F down

1 , T ) the result of doing (a, b)-pair compression
for all a ∈ F up

1 and b ∈ F down
1 (in an arbitrary order). The corresponding procedure is also

called (F up
1 , F down

1 )-compression.

3 The algorithm TtoG

In a single phase of the algorithm TtoG, chain compression, (F up
1 , F down

1 )-compression
and leaf compression are executed in this order (for an appropriate choice of the partition
F up

1 , F down
1 ).

Algorithm 1 TtoG: Creating an SLCF tree grammar
for the input tree T
1: while |T | > 1 do
2: T ← ChainCmp(T )
3: compute a partition F1 = F up

1 ] F down
1 .

Lemma 3
4: T ← UnaryCmp(F up

1 , F down
1 , T )

5: T ← LeafCmp(T )
6: return constructed grammar

The intuition behind this ap-
proach is as follows: If the tree t
in question does not have any unary
letters, then leaf compression on its
own reduces the size of t by half,
as it effectively reduces all constant
nodes, i.e. leaves of the tree, and
more than half of nodes are leaves.
On the other end of the spectrum
is the situation in which all nodes
(except for the unique leaf) are labelled with unary letters. In this case our instance is in
fact a string. Chain compression and unary pair compression correspond to the operations
of block compression and pair compression, respectively, from the earlier work of the first
author on string compression [9], where it is shown that block compression followed by pair
compression reduces the size of the string by a constant factor 3/4 (for an appropriate choice
of the partition F up

1 , F down
1 of the letters occurring in the string). The in-between cases are a

mix of those two extreme scenarios and for each of them the size of the instance drops by a
constant factor in one phase as well, see Lemma 4. We need the following lemma, which is a
modification of [9, Lemma 4]. Recall that F always denotes the set of letters occurring in T .

I Lemma 3. Assume that (i) T does not contain an occurrence of a chain pattern aa for
some a ∈ F1 and (ii) the symbols in T form an interval of numbers. Then, in time O(|T |)
one can find a partition F1 = F up

1 ] F down
1 such that the number of occurrences of chain

patterns from F up
1 F down

1 in T is at least (n1 − 3c+ 2)/4, where n1 is the number of nodes in
T with a unary label and c is the number of maximal chains in T . In the same running time
we can provide for each ab ∈ F up

1 F down
1 occurring in T a lists of pointers to all occurrences

of ab in T .

A single iteration of the main loop of TtoG is called a phase. A single phase can be
implemented in time linear to the size of the current T . The main idea is that RadixSort
is used for effective grouping in linear time and finding a partition is a simple modification
of [9, Lemma 4]. The main property of a single phase is:

I Lemma 4. In each phase, |T | is reduced by a constant factor.

Since each phase needs linear time, the contributions of all phase give a geometric series and
we get:

I Theorem 5. TtoG runs in linear time.
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4 Size of the grammar produced by TtoG: recompression

4.1 Normal form
We want to compare the size of the grammar produced by TtoG with the size of a smallest
SLCF grammar for the input tree T . For this, we first transform the minimal grammar into
a so called handle grammar and show that this increases the grammar size by a factor of
O(r), where r is the maximal rank of symbols from F occurring in T . Then, we compare the
size of a minimal handle grammar for T with the size of the output of TtoG.

A handle is a pattern t(y) = f(w1(γ1), w2(γ2), . . . , wi−1(γi−1), y, wi+1(γi+1), . . . , w`(γ`)),
where rank(f) = `, every γj is either a constant symbol or a nonterminal of rank 0, every
wj is a chain pattern, and y is a parameter. Note that a(y) for a unary letter a is a handle.
Since handles have one parameter only, for handles h1, h2, . . . , h` we write h1h2 · · ·h` for the
tree h1(h2(. . . (h`(y)))) and treat it as a string, similarly to chains patterns. We say that an
SLCF grammar G is a handle grammar (or simply “G is handle”) if the following conditions
hold:

(H1) N ⊆ N0 ∪ N1
(H2) For A ∈ N ∩ N1 the unique rule for A is of the form A(y) → u(B(v(C(w(y))))) or

A(y)→ u(B(v(y))) or A(y)→ u(y), where u, v, and w are (perhaps empty) sequences
of handles and B,C ∈ N1. We call B the first and C the second nonterminal in the
rule for A.

(H3) For A ∈ N ∩ N0 the rule for A is of the (similar) form A → u(B(v(C))) or A →
u(B(v(c))) or A→ u(C) or A→ u(c), where u and v are (perhaps empty) sequences
of handles, c is a constant, B ∈ N1, C ∈ N0, and j, k < i. Again we speak of the first
and second nonterminal in the rule for A.

Note that the representation of the rules for nonterminals from N0 is not unique. Take
for instance the rule A → f(B,C), which can be written as A → a(C) for the handle
a(y) = f(B, y) or as A → b(B) for the handle b(y) = f(y, C). For nonterminals from N1
this problem does not occur, since there is a unique occurrence of the parameter y in the
right-hand side. For a given SLCF grammar we can find an equivalent handle grammar of
similar size:

I Lemma 6. Let G be an SLCF grammar. Then there exists a handle grammar G′ such that
val(G′) = val(G) and |G′| = O(r|G|), where r is the maximal rank of the letters used in G.

For the proof one first applies the main result of [16] to make G monadic (i.e., N ⊆ N0 ∪N1).
The resulting grammar can be easily transformed into a handle grammar by considering
for each nonterminal A ∈ N ∩ N1 the path from the root to the unique occurrence of the
parameter in the right-hand side of A.

4.2 Intuition and invariants
For a given input tree T we start with a smallest handle grammar G generating T . In the
following, by g we always denote the size of this initial minimal handle grammar. With
each occurrence of a letter from F in G’s rules we associate 2 credits. During the run of
TtoG we appropriately modify G, so that val(G) = T (where T always denotes the current
tree in TtoG). In other words, we perform the compression steps of TtoG also on G. We
always maintain the invariant that every occurrence of a letter from F in G’s rules has two
credits. To this end, we issue some new credits during the modifications, and we have to
do a precise bookkeeping on the amount of issued credit. On the other hand, if we do a
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compression step in G, then we remove some occurrences of letters. The credit associated
with these occurrences is then released and can be used to pay for the representation cost
of the new letters introduced by the compression step. For unary pair compression and
leaf compression, the released credit indeed suffices to pay the representation cost for the
fresh letters, but for chain compression the released credit does not suffice. Here we need
some extra amount that will be estimated separately. At the end, we bound the size of the
grammar produced by TtoG as the sum of the initial credit assigned to G (at most 2g) plus
the total amount of issued credit plus the extra cost estimated in Section 4.6. We emphasize
that the modification of G is not performed by TtoG, but is only a mental experiment done
for the purpose of analyzing TtoG.

An important difference between our algorithm and the string compression algorithm
from the earlier paper of the first author [9] is that we add new nonterminals to G during
its modification. All such nonterminals will have rank 0 and we shall denote the set of
such currently used nonterminals by Ñ0. To simplify notation, we denote with m always
the number of nonterminals of the current grammar G, and we denote its nonterminals by
A1, . . . , Am. We assume that i < j if Ai occurs in the right-hand side of Aj , and that Am is
the start nonterminal. With αi we always denote the current right-hand side of Ai, i.e., the
productions of G are Ai → αi for 1 ≤ i ≤ m.

Suppose a compression step, for simplicity say an (a, b)-pair compression, is applied to
T . We should also reflect it in G. The simplest solution would be to perform the same
compression on each of the rules of G, hoping that in this way all occurrences of ab in val(G)
will be replaced by c. However, this is not always the case. For instance, the 2-chain ab

may occur ‘between’ a nonterminal and a unary letter: consider a grammar A1(y)→ a(y)
and A2 → A1(b(c)) and a 2-chain ab. Then it it occurs in val(A2) but this occurrence is
‘between’ A1 and b in the rule for A2. This intuitions are made precise in Section 4.3. To
deal with this problem, we modify the grammar, so that such bad cases no longer occur.
Similar problems occur also when we want to replace an a-maximal chain or perform leaf
compression. Solutions to those problems are similar and are given in Section 4.4 and
Section 4.5, respectively.

To ensure that G is handle and to estimate the amount of issued credit, we show that
the grammar preserves the following invariants, where n0 (resp. n1) is the initial number of
nonterminals from N0 (resp., N1) in G and g is the initial size of G.

(I1) G is handle.
(I2) G has nonterminals N0 ∪ N1 ∪ Ñ0, where Ñ0, N0 ⊆ N0, |N0| ≤ n0 and N1 ⊆ N1,

|N1| ≤ n1.
(I3) The number of occurrences of nonterminals from N0, N1 and Ñ0 in G are at most g,

n0 + 2n1 and (n0 + 2n1)(r − 1), respectively
(I4) The rules for Ai ∈ Ñ0 are of the form Ai → wAj or Ai → wc, where w is a string of

unary symbols, Aj ∈ N0 ∪ Ñ0 and c is a constant.

It is easy to show that (I1)–(I4) hold for the initial handle grammar G when we set Ñ0 = ∅.
The only non-trivial condition is that the number of occurrences of nonterminals from N1
is at most n0 + 2n1. However, in a rule for Ai ∈ N0 there is at most one occurrence of a
nonterminal from N1, namely the first nonterminal in this rule (all other nonterminals are
parts of handles and so they are from N0). Similarly in a rule for Ai ∈ N1 there are at most
two occurrences of nonterminals from N1.
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4.3 (F up
1 , F down

1 )-compression

We begin with some definitions that help to classify which 2-chains are easy and which hard
to compress.

For a non-empty tree or pattern t its first letter is the letter that labels the root of t. For
a pattern t(y) which is not a parameter its last letter is the label of the node above the one
labelled with y. A chain pattern ab has a crossing occurrence in a nonterminal Ai if one of
the following holds:

(C1) a(Aj) is a subpattern of αi and the first letter of val(Aj) is b
(C2) Aj(b) is a subpattern of αi and the last letter of val(Aj) is a
(C3) Aj(Ak) is a subpattern of αi, the last letter of val(Aj) is a and the first letter of val(Ak)

is b.
A chain pattern ab is crossing if it has a crossing occurrence in any nonterminal and
non-crossing otherwise. Unless explicitly written, we use this notion only in case a 6= b.

When every chain pattern ab ∈ F up
1 F down

1 is noncrossing, simulating (F up
1 , F down

1 )-
compression on G is easy: It is enough to apply (F up

1 , F down
1 )-compression to each right-hand

side of G. We denote the resulting grammar with UnaryCmp(G).

Algorithm 2 Pop(F up
1 , F down

1 ,G)
1: for i← 1 . .m− 1 do
2: if the first symbol of αi is b ∈ F down

1
then

3: if αi = b then
4: replace each Ai G rules by b
5: else remove this leading b from αi

6: replace each Ai in G rules by bAi

7: do symmetric actions for the last symbol

To distinguish between the nontermin-
als, grammar, etc. before and after the ap-
plication of UnaryCmp (or, in general, any
procedure) we use ‘primed’ symbols, i.e.
A′i, G′, T ′ for the nonterminals, grammar
and tree, respectively, after the compression
step and ‘unprimed’ symbols (i.e. Ai, G, T )
for the ones before.

It is left to assure that indeed all oc-
currences of chain patterns from F up

1 F down
1

are noncrossing. Consider for instance the grammar with the rules A1(y) → a(y) and
A2 → A1(b(c)). The pattern ab has a crossing occurrence. To deal with crossing occurrences
we change the grammar. In our example, we replace A1 with a, leaving only A2 → ab(c),
which does not contain a crossing occurrence of ab.

In general, suppose that some ab ∈ F up
1 F down

1 is crossing because of (C1). Let a(Ai) be a
subpattern of some right-hand side and let val(Ai) = b(t′). Then it is enough to modify the
rule for Ai so that val(Ai) = t′ and replace each occurrence of Ai in a right-hand side by
b(Ai). We call this action popping-up b from Ai. The similar operation of popping down a
letter a from Ai ∈ N ∩ N1 is symmetrically defined (note that both pop operations apply
only to unary letters). By Lemma 7 below, popping up and down removes all crossing
occurrences of ab. Note that the popping up and popping down can be performed for
many letters in parallel: The procedure Pop (Algorithm 2) ‘uncrosses’ all occurrences of
patterns from the set F up

1 F down
1 , assuming that F up

1 and F down
1 are disjoint subsets of F1.

Then, (F up
1 , F down

1 )-compression can be simulated on G by first uncrossing all 2-chains from
F up

1 F down
1 followed by (F up

1 , F down
1 )-compression.

I Lemma 7. Let G satisfy (I1)–(I4) and G′ = UnaryCmp(F up
1 , F down

1 ,Pop(F up
1 , F down

1 ,G)).
Then val(G′) = UnaryCmp(F up

1 , F down
1 , val(G)) and G′ satisfies (I1)–(I4). O(g+(n0 +n1)r)

credits are issued in the construction of G′, where r is the maximal rank of letters in G. The
issued credits and the credits released by UnaryCmp cover the representation cost of fresh
letters as well as their credits.
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Since by Lemma 4 we apply O(logn) many (F up
1 , F down

1 )-compressions (for different sets
F up

1 and F down
1 ) to G, we obtain:

I Corollary 8. (F up
1 , F down

1 )-compression issues in total O((g + (n0 + n1)r) logn) credits
during all modifications of G.

4.4 Chain compression
Our notations and analysis for chain compression is similar to those for (F up

1 , F down
1 )-

compression. In order to simulate chain compression on G we want to apply chain compression
to the right-hand sides of G. This works as long as there are no crossing chains: A unary
letter a has a crossing chain in a rule Ai → αi if aa has a crossing occurrence in αi, otherwise
it has no crossing chain. As for (F up

1 , F down
1 )-compression, when there are no crossing chains,

we apply chain compression to the right-hand sides of G. We denote with ChainCmp(G)
the resulting grammar.

Crossing chains are eliminated by a procedure similar to Pop: Suppose for instance that
a has a crossing chain because a(Ai) is a subpattern in a right-hand side and val(Ai) begins
with a. Popping up a does not solve the problem, since after popping, val(Ai) might still
begin with a. Thus, we keep on popping up until the first letter of val(Ai) is not a. In order
to do this in one step we need some notation: We say that a` is an a-prefix of a tree (or
pattern) t if t = a`(t′) and the first letter of t′ is not a (here t′ might be the trivial pattern
y). Similarly, we say that a` is an a-suffix of a pattern t(y) if t = t′(a`(y)) for a pattern t′(y)
and the last letter of t′ is not a (again, t′ might be the trivial pattern y). In this terminology,
we have to pop-up (resp. pop-down) the whole a-prefix (resp., a-suffix) of val(Ai) from of Ai

in one step. This is achieved by a procedure RemCrChs, which is similar to Pop. So chain
compression is done by first running RemCrChs and then ChainCmp on the right-hand
sides of G. We obtain:

I Lemma 9. Let G satisfy (I1)–(I4) and G′ = ChainCmp(RemCrChs(G)). Then val(G′) =
ChainCmp(val(G)) and G′ satisfies (I1)–(I4). O(g + (n0 + n1)r) credits are issued in the
construction of G′ and these credits are used to pay the credits for the fresh letters introduced
by ChainCmp (but not their representation cost).

Since by Lemma 4 we apply O(logn) many chain compressions to G, we get:

I Corollary 10. Chain compression issues in total O((g + (n0 + n1)r) logn) credits during
all modifications of G.

The representation cost for the new letters a` introduced by chain compression is addressed
in Section 4.6.

4.5 Leaf compression
In order to simulate leaf compression on G we perform similar operations as for (F up

1 , F down
1 )-

compression: Ideally we would like to apply leaf compression to each right-hand side of G.
However, in some cases this does not return the appropriate result. We say that the pair
(f, a) is a crossing parent-leaf pair in G, if f ∈ F≥1, a ∈ F0, and one of the following holds:

(L1) f(t1, . . . , t`) is a subtree of some right-hand side of G, where for some j we have tj = Ak

and val(Ak) = a.
(L2) For some Ai ∈ N1, Ai(a) is a subtree of some right-hand side of G and the last letter

of val(Ai) is f .
(L3) For some Ai ∈ N1 and Ak ∈ N0 ∪ Ñ0, Ai(Ak) is a subtree of some right-hand side of

G, the last letter of val(Ai) is f , and val(Ak) = a.
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When there is no crossing parent-leaf pair, we can apply leaf compression to each right-hand
side of a rule; denote the resulting grammar with LeafCmp(G). If there is a crossing
parent-leaf pair, we uncross them all by a generalisation of Pop, called GenPop, which pops
up letters from F0 and pops down letters from F≥1. The latter requires some generalisation:
If we want to pop down a letter of rank > 1, we need to pop a whole handle. This adds
new nonterminals to G as well as a large number of new letters and hence a large amount of
credit, so we need to be careful. There are two crucial details:

When we pop down a whole handle h = f(t1, . . . , tk, y, tk+1, . . . , t`), we add to the set Ñ0
fresh nonterminals for all trees ti that are non-constants, replace these ti in h by their
corresponding nonterminals and then pop down the resulting handle. In this way the
issued credit is reduced and no new occurrence of nonterminals from N0 ∪N1 is created.
We do not pop down a handle from every nonterminal, but do it only when it is needed,
i.e., if for Ai ∈ N1 one of the cases (L2) or (L3) holds. This allows preserving (I5). Note
that when the last symbol in the rule for Ai is not a handle but another nonterminal,
this might cause a need for recursive popping. So we perform the whole popping down in
a depth-first-search style.

So, for leaf compression we can proceed as in the case of (F up
1 , F down

1 )-compression and chain
compression: We first uncross all parent-leaf pairs and then compress each right-hand side
independently.

I Lemma 11. Let G satisfy (I1)–(I4) and G′ = LeafCmp(GenPop(G)). Then val(G′) =
LeafCmp(val(G)) and G′ satisfies (I1)–(I4). O(g+ (n0 +n1)r) credits are issued in the con-
struction of G′. The issued credit and the credit released by LeafCmp cover the representation
cost of fresh letters as well as their credit.

Since by Lemma 4 we apply O(logn) many leaf compressions to G, we obtain:

I Corollary 12. Leaf compression issues in total O(((n0 + n1)r + g) logn) credits during all
modifications of G.

4.6 Calculating the total cost of representing letters
The issued credit of (which is O(((n0 +n1)r+g) logn) by Corollaries 8, 10, and 12) is enough
to pay the 2 credits for every letter introduced during popping, whereas the released credit
covers the representation cost for the new letters introduced by (F up

1 , F down
1 )-compression

and leaf compression. However, the released credit does not cover the representation cost
for letters created during chain compression. The appropriate analysis is similar to [9]. The
idea is as follows: Firstly, we define a scheme of representing letters introduced by chain
compression based on the grammar G and the way G is changed by chain compression (the
G-based representation). Then, we show that for this scheme the representation cost is
bounded by O((g + (n0 + n1)r) logn). Lastly, it is proved that the actual representation
cost of letters introduced by chain compression during the run of TtoG (the TtoG-based
representation, whose cost is given by Lemma 2) is smaller than the G-based one. Hence, it
is bounded by O((g + (n0 + n1)r) logn), too. Adding this to the issued credit, we obtain the
main result of the paper:

I Corollary 13. The total representation cost of the letters introduced by TtoG (and hence
the size of the grammar produced by TtoG) is O((g + (n0 + n1)r) logn) ≤ O(g · r · logn),
where g is the size of a minimal handle grammar for the input tree T and r the maximal
rank of symbols in T .
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Together with Lemma 6 we get:

I Corollary 14. The size of the grammar produced by TtoG is O(g r2 logn), where g is the
size of a minimal SLCF grammar for the input tree T and r is the maximal rank of symbols
in T .
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Abstract
Recognizing 3-colorable graphs is one of the most famous NP-complete problems [Garey, John-
son, and Stockmeyer STOC’74]. The problem of coloring 3-colorable graphs in polynomial time
with as few colors as possible has been intensively studied: O(n1/2) colors [Wigderson STOC’82],
Õ(n2/5) colors [Blum STOC’89], Õ(n3/8) colors [Blum FOCS’90], O(n1/4) colors [Karger, Mot-
wani, Sudan FOCS’94], Õ(n3/14) = O(n0.2142) colors [Blum and Karger IPL’97], O(n0.2111)
colors [Arora, Chlamtac, and Charikar STOC’06], and O(n0.2072) colors [Chlamtac FOCS’07].
Recently the authors got down to O(n0.2049) colors [FOCS’12]. In this paper we get down to
O(n0.19996) = o(n1/5) colors.

Since 1994, the best bounds have all been obtained balancing between combinatorial and
semi-definite approaches. We present a new combinatorial recursion that only makes sense in
collaboration with semi-definite programming. We specifically target the worst-case for semi-
definite programming: high degrees. By focusing on the interplay, we obtained the biggest
improvement in the exponent since 1997.
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tions on discrete structures, G.2.2 Graph Theory – Graph algorithms
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1 Introduction

If ever you want to illustrate the difference between what we consider hard and easy to
someone not from computer science, use the example of 2-coloring versus 3-coloring: suppose
there is too much fighting in a class, and you want to split it so that no enemies end up in the
same group. First you try with a red and a blue group. Put someone in the red group, and
everyone he dislikes in the blue group, everyone they dislike in the red group, and so forth.
This is an easy systematic approach. Digging a bit deeper, if something goes wrong, you
have an odd cycle, and it is easy to see that if you have a necklace with an odd number of
red and blue beads, then the colors cannot alternate perfectly. This illustrates both efficient
algorithms and the concept of a witness. Knowing that red and blue do not suffice, we might
try introducing green, but this is already beyond what we believe computers can do.
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Formally a k-coloring of an undirected graph assigns k colors to the vertices. The coloring
is only valid if no two adjacent vertices get the same color. The validity of coloring is trivially
checked in linear time so the deciding if a graph is k-colorable is in NP.

Three-coloring is a classic NP-hard problem. It was proved hard by Garey, Johnson,
and Stockmeyer at STOC’74 [9], and was the prime example of NP-hardness mentioned by
Karp in 1975 [13]. Bipartite or 2-colorable graphs are very well-understood. How about
tripartite or 3-colorable graphs? How can we reason about them if we cannot recognize them?
Three-colorable graphs are obvious targets for any approach to NP-hard problems. With
the approximation approach, given a 3-colorable graph, that is a graph with an unknown
3-coloring, we try to color it in polynomial time using as few colors as possible. The algorithm
is allowed to fail or give up if the input graph was not 3-colorable. If a coloring is produced,
we can always check that it is valid even if the input graph is not 3-colorable. This challenge
has engaged many researchers. At STOC’82, Wigderson [17] got down to O(n1/2) colors for
a graph with n vertices. Berger and Rompel [3] improved this to O((n/(logn))1/2). Blum [4]
came with the first polynomial improvements, first to Õ(n2/5) colors at STOC’89, and then
to Õ(n3/8) colors at FOCS’90.

The next big step at FOCS’94 was by Karger, Motwani, Sudan [12] using semi-definite
programming (SDP). This came in the wake of Goemans and Williamson’s seminal use of
SDP for max-cut at STOC’94 [10]. For a graph with maximum degree ∆max, Karger et
al. got down to O(∆1/3

max) colors. Combining this with Wigderson’s algorithm, they got down
to O(n1/4) colors. Later Blum and Karger [5] combined the SDP from [12] with Blum’s [4]
algorithm, yielding an improved bound of Õ(n3/14) = Õ(n0.2142). Later improvements on
semi-definite programming have also been combined with Blum’s algorithm. At STOC’06,
Arora, Chlamtac, and Charikar [1] got down to O(n0.2111) colors. The proof in [1] is based
on the seminal result of Arora, Rao and Vazirani [2] which gives an O(

√
logn) algorithm for

the sparsest cut problem. At FOCS’07 Chlamtac [6] got down to O(n0.2072) colors. Recently,
at FOCS’12 [14], we presented a purely combinatorial approach (for the first time since Blum
[4]), getting down to Õ(n4/11) colors. Combining it with Chlamtac’s SDP [6], we got down
to O(n0.2049) colors.

Only a few lower bounds are known for the coloring of 3-colorable graphs. We know
that it is NP-hard to get down to 5 colors [11, 15]. Recently, Dinur, Mossel and Regev [7]
showed that it’s hard to color with any constant number of colors (i.e., O(1) colors) based
on a variant of the Unique Games Conjecture.

Integrality gap results [8, 12, 16] indicates that our understanding of SDP coloring
[2, 6, 12] is close to optimal, and it is therefore natural to go back and see if we can improve
things combinatorially.

In this paper we show how to color any 3-colorable n vertex graph in polynomial time
using only O(n0.19996) colors. This is the biggest single improvement in the exponent since
1997 [5], and in particular, we pass the n1/5 milestone. Our approach is combinatorial, but
aiming at a better combination with SDP, we specifically target the worst-case for SDP: high
degrees.

Technical perspective. To appreciate our result, we have to consider the interplay between
combinatorial and semi-definite methods in the above mentioned papers. A parameter ∆
is picked. Using Blum’s notion of progress, it suffices to work with graphs that either have
minimum degree ∆ or maximum degree ∆. A high minimum degree is good for combinatorial
approaches while a low maximum degree is good for semi-definite approaches. The best
bounds are obtained choosing ∆ to balance between the best semi-definite and combinatorial
approaches.
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On the combinatorial side, the coloring bounds have followed, for i = 1, 2, 3, 4, the
sequence Õ((n/∆)i/(2i−1)). Here i = 1 is from Wigderson at STOC’82 [17], i = 2 is from
Blum at STOC’89 [4], i = 3 is from Blum at FOCS’90 [4]1, and i = 4 is from Kawarabayashi
and Thorup at FOCS’12 [14]. For i→∞, the sequence approaches its limit Õ((n/∆)1/2).
Each of the above steps is based on a new combinatorial coloring idea. It is rather curious
(1) that the resulting bounds have all been of the form Õ((n/∆)i/(2i−1)), and (2) that none
of these STOC/FOCS papers skipped a step in this sequence of bounds.

For a purely combinatorial algorithm, we balance the above bounds with the trivial
∆-coloring that takes out any vertex v with < ∆ neighbors, colors the rest of the graph
inductively, and give v the first color not used in its neighborhood.

The first semi-definite solution of Karger et al. from FOCS’94 [12], got O(∆1/3) colors.
Balancing this with yet to be found Õ((n/∆)1/2) coloring, would yield Õ(n1/5) colors, which
have thus been a natural milestone. Later semi-definite approaches of Arora, Chlamtac, and
Charikar at STOC’06 [1] and Chlamtac at FOCS’07 [6], have gotten down to O(∆1/3−ε(n,∆))
colors where ε(n,∆) > 0 is a small value that decreases as complicated function of ∆. The
integrality gap from [8] implies that ε(n,∆) = o(1) for ∆ = no(1).

Chlamtac [personal communication] stated that we would pass the n1/5 milestone if the
combinatorial side could get down around Õ((n/∆)12/23) colors. This, however, is 8 steps
away in the current sequence where the first 4 steps have taken 20 years, each introducing a
new combinatorial idea.

Our goal is to improve the overall coloring bound in terms of n, and we will indeed get
down to o(n1/5) colors. Using our previous combinatorial algorithm [14] as a subroutine, we
present a novel recursion that gets us down to Õ((n/∆)12/23) colors, but only for the large
values of ∆ needed for an optimal combination with SDP. In combination with Chlamtac’s
SDP [6], we get a polynomial time algorithm that colors any 3-colorable graph on n vertices
with O(n0.19996) colors.

We note that for smaller values of ∆, our new recursion does not offer any improvement
over our previous combinatorial bound Õ((n/∆)4/7) from [14]. Instead of adding another
independent dot, we connect the dots, improving the combinatorial side only in the parameter
range of relevance for combination with SDP.

Contents. The paper is organized as follows. In a preliminary Section 2, we present
notations and basic results needed from [4]. In Section 3, we review our previous algorithm
from [14] which we shall use here as a subroutine. In Section 4 we present our novel recursion
around this subroutine. This completes the description of our new algorithm. Switching to
the analysis, in Section 5 we identify the properties of the subroutine from [14] that we need
for our recursion. This properties follow from the analysis from [14], as will be verified in a
combined journal version. In Section 6 we use these properties for an inductive analysis of
our new recursion.

2 Preliminaries

We hide logn factors, so we use the notation that Õ(x) ≤ x logO(1)(n), Ω̃(x) ≥ x/ logO(1)(n),
õ(x)) ≤ x/ logω(1)(n), and ω̃(x) ≥ x logω(1)(n).

We are given a 3-colorable graph G = (V,E) with |V | = n = ω(1) vertices. The (unknown)
3-colorings are with red, green, and blue. For a vertex v, we let N(v) denote its set of

1 The reference is to the joint journal paper
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neighbors. For a vertex set X ⊆ V , let N(X) =
⋃
v∈X N(v) be the neighborhood of X.

If Y is a vertex set, we use NY to denote neighbors in Y , so NY (v) = N(v) ∩ Y and
NY (X) = N(X) ∩ Y . We let dY (v) = |N(v) ∩ Y | and dY (X) = {dY (v) | v ∈ Y }. Then
min dY (X), max dY (X), and avg dY (X), denotes the minimum, maximum, and average
degree from X to Y .

For some color target k depending on n, we wish to find an Õ(k) coloring of G in
polynomial time. We reuse several ideas and techniques from Blum’s approach [4].

Progress

Blum has a general notion of progress towards an Õ(k) coloring (or progress for short if k is
understood). The basic idea is that such progress eventually leads to a full Õ(k) coloring of
a graph. Blum presents three types of progress towards Õ(k) coloring:
Type 0: Same color. Finding vertices u and v that have the same color in every 3-coloring.
Type 1: Large independent set. Finding an independent or 2-colorable vertex set X of size
Ω̃(n/k).
Type 2: Small neighborhood. Finding a non-empty independent or 2-colorable vertex set X
such that |N(X)| = Õ(k|X|).

In order to get from progress to actual coloring, we want k to be bounded by a near-
polynomial function f of n where near-polynomial means that f is non-decreasing and that
there are constants c, c′ > 1 such that cf(n) ≤ f(2n) ≤ c′f(n) for all n. As described in [4],
this includes any function of the form f(n) = nα logβ n for constants α > 0 and β.

I Lemma 1 ([4, Lemma 1]). Let f be near-polynomial. If we in time polynomial in n can
make progress towards Õ(f(n)) coloring of either Type 0, 1, or 2, on any 3-colorable graph
on n vertices, then in time polynomial in n, we can Õ(f(n)) color any 3-colorable graph on
n vertices.

The general strategy is to identify a small parameter k for which we can guarantee progress.
To apply Lemma 1 and get a coloring, we need a bound f on k where f is near-polynomial
in n. As soon as we find one progress of the above types, we are done, so generally, whenever
we see a condition that implies progress, we assume that the condition is not satisfied.

Our focus is to find a vertex set X, |X| > 1, that is guaranteed to be monochromatic in
every 3-coloring. This will happen assuming that we do not get other progress on the way.
When we have the vertex set X, we get same-color progress for any pair of vertices in X.
We refer to this as monochromatic progress.

Most of our progress will be made via results of Blum presented below using a common
parameter

Ψ = n/k2. (1)

A very useful tool we get from Blum is the following multichromatic (more than one color)
test:

I Lemma 2 ([4, Corollary 4]). Given a vertex set X ⊆ V of size at least Ψ = n/k2, in
polynomial time, we can either make progress towards an Õ(k)-coloring of G, or else guarantee
that under every legal 3-coloring of G, the set X is multichromatic.

The following lemma is implicit in [4] and explicit in [14].

I Lemma 3 ([14, Lemma 6]). If the vertices in a set Z on the average have d neighbors in
U , then the whole set Z has at least min{d/Ψ, |Z|} d/2 distinct neighbors in U (otherwise
some progress is made).
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Large minimum degree

Our algorithms will exploit a lower bound ∆ on the minimum degree in the graph. It is
easily seen that if a vertex v has d neighbors, then we can make progress towards Õ(d)
coloring since this is a small neighborhood for Type 2 progress. For our color target k, we
may therefore assume:

k ≤ ∆/ loga n for any constant a. (2)

However, combining with semi-definite programming (SDP) as in [5], we can assume a much
larger minimum degree. The combination is captured by the following lemma, which is
proved in [14, §VIII]:

I Lemma 4 ([5, 14]). Suppose that for some near-polynomial functions d and f , we for any
n can make progress towards Õ(f(n)) coloring for

any 3-colorable graph on n vertices with minimum degree ≥ d(n).
any 3-colorable graph on n vertices with maximum degree ≤ d(n).

Then we can make progress towards Õ(f(n))-coloring on any 3-colorable graph on n vertices.

Using the SDP from [12], we can make progress towards d(n)1/3 for graphs with degrees
below d(n), so by Lemma 4, we may assume

k ≤ ∆1/3. (3)

We can do even better using the strongest SDP result of Chlamtac from [6, Theorem 15]:

I Theorem 5 ([6]). For any τ > 6
11 there is a c > 0 such that there is a polynomial time

algorithm that for any 3-colorable graph G with n vertices and all degrees below ∆ = nτ finds
an independent set of size Ω̃

(
n/∆1/(3+3c)). Hence we can make Type 2 progress towards an

Õ
(
∆1/(3+3c)) = Õ

(
nτ/(3+3c))-coloring.

The requirement on τ and c is that c < 1/2 and λc,τ (α) = 7/3 + c+ α2/(1− α2)− (1 +
c)/τ − (

√
(1 + α)/2 +

√
c(1− α)/2)2 is positive for all α ∈ [0, c

1+c ].

I Corollary 6. In polynomial time, for any 3-colorable graph with n vertices, and all degrees
below ∆ = n0.61674333, we can make progress towards an Õ(n0.19996)-coloring.

Proof. We apply Theorem 5 with τ = 0.6167433 and c = 0.02811113. Then For α ∈ [0, c
1+c ],

it is easily verified that λc,τ (α) is minimized and positive with α = 0.0273425. Then
τ/(3 + 3c) = 0.19996. J

By Lemma 4, we may thus assume

k = n0.19996 and ∆ = n0.61674333. (4)

With this setting k is slightly smaller than (n/∆)12/23. Our original algorithm from [14] only
assumes the combinatorial bound (2), to make progress towards Õ((n/∆)4/7) coloring. It is
only in our new developments that we need the higher degrees that can be assumed via SDP.

Two-level neighborhood structure

The most complex ingredient we get from Blum [4] is a certain regular second neighborhood
structure. Let ∆ be the smallest degree in the graph G. In fact, we shall use the slightly
modified version described in [14].

Unless other progress is made, for some ∆1 = Ω̃(∆), in polynomial time [4, 14] identifies
a 2-level neighborhood structure H1 = (r1, S1, T1) in G consisting of:
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A root vertex r1. We assume r1 is colored red in any 3-coloring.
A first neighborhood S1 ⊆ N(r1) of size at least ∆1.
A second neighborhood T1 ⊆ N(S1) of size at most n/k. The sets S1 and T1 may overlap.
The edges between vertices in H1 are the same as those in G.
The vertices in S1 all have degrees at least ∆1 into T1.
For some δ1 the degrees from T1 to S1 are all between δ1 and 5δ1.

3 Review of our FOCS’12 coloring

Our algorithm makes internal use of the coloring algorithm from [14], which we review below.
It uses the above 2-level neighborhood structure H1 = (r1, S1, T1), and works on induced
subproblems (S, T ) ⊆ (S1, T1) defined in terms of a subsets S ⊆ S1 and T ⊆ T1. The edges
considered in the subproblem are exactly those between S and T in G. This edge set is
denoted E(S, T ).

With r1 red in any 3-coloring, we know that all vertices in S ⊆ S1 ⊆ N(r1) are blue or
green. We say that a vertex in T has high S-degree if its degree to S is bigger than δ1/4,
and we will make sure that any subproblem (S, T ) considered satisfies:
(i) We have more than Ψ vertices of high S-degree in T .
In [14, §IV] we implemented a subroutine cut-or-color(t, S, T ) which for a problem (S, T ) ⊆
(S1, T1) starts with an arbitrary high S-degree vertex t ∈ T . It has one of the following
outcomes:

Some progress toward a Õ(k)-coloring. Then we are done, so we assume that this does
not happen.
A guarantee that if r1 and t have different colors in a 3-coloring C3 of G, then S is
monochromatic in C3.
Reporting a “sparse cut around a subproblem (X,Y ) ⊆ (S, T )” satisfying the following
conditions:
(i) The original high S-degree vertex t has all its neighbors from S in X, that is,

NS(t) ⊆ X.
(ii) All edges from X to T go to Y , so there are no edges between X and T \ Y .
(iii) Each vertex s′ ∈ S \X has |NY (s′)| < Ψ.
(iv) Each vertex t′ ∈ T \ Y has |NY (NS(t′))| < Ψ.

Assuming cut-or-color, we now review the main recursive algorithm, monochromatic,
from [14]. It takes as input a subproblem (S, T ). The pseudo-code is presented in Algorithm 1.

Algorithm 1: monochromatic(S, T )
let U be the set of high S-degree vertices in T ;
check that U is multichromatic in G with Lemma 2; // if not, progress found and we are
done
if there is a t ∈ U such that cut-or-color(S, T, t) returns “sparse cut around (X,Y )” then

recursively call monochromatic(X,Y )
else

return “S is monochromatic in every 3-coloring”

Let U be the set of high S-degree vertices in T . By 1 we have |U | ≥ Ψ, so we can apply
Blum’s multichromatic test from Lemma 2 to U in G. Assuming we did not make progress,
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we know that U is multichromatic in every valid 3-coloring. We now apply cut-or-color to
each t ∈ U , stopping only if a sparse cut is found or progress is made. If we make progress,
we are done, so assume that this does not happen. If a sparse cut around a subproblem
(X,Y ) is found, we recurse on (X,Y ).

The most interesting case is when we get neither progress nor a sparse cut.

I Lemma 7. If cut-or-color does not find progress nor a sparse cut for any high S-degree
t ∈ U , then S is monochromatic in every 3-coloring of G.

Proof. Consider any 3-coloring C3 of G. With Lemma 2 we checked that U is multichromatic
in every 3-coloring of G including C3, so there is some t ∈ U that has a different color than r1
in C3. With this t, cut-or-color(S, T, t) guarantees that S is monochromatic in C3. Note
that different 3-colorings may use a different vertex t for the guarantee, and our algorithm
does not need to know which t are used. J

Thus, unless other progress is made, monochromatic ends up with a set S that is monochro-
matic in every 3-coloring, and then monochromatic progress can be made. However, the
correctness demands that we respect 1 and never apply monochromatic to a subproblem
(S, T ) where T has less than Ψ high S-degree vertices (otherwise Lemma 2 cannot be applied
to U).

In [14] it is proved that 1 is respected when the recursion monochromatic(S1, T1) starts
in the initial two-level structure (S1, T1) from Section 2. In each recursive step, we take the
subproblem (X,Y ) returned by cut-or-color, and recurse on (S, T ) = (X,Y ). The analysis
from [14] has the following points:

If the average degree from Y to X is at least δ1/2, then (S, T ) = (X,Y ) satisfies 1.
The set Y is of size at least ∆2

1k
2/(2n) and has at least δ1|Y | ≥ δ1∆2

1k
2/(2n) edges to S1.

The set Y has at most (40δ1n2)/(∆2
1k

4) · |T1| edges to T1 \X (this is the hard part).
We pick k = Θ((n/∆1)4/7) such that

40δ1n2

∆2
1k

4 |T1| = δ1∆2
1k

2/(4n) ≤ δ1|Y |/2.

Then the average degree from Y to X is at least δ1/2, implying 1 for (S, T ) = (X,Y ).

4 A novel outer loop for high degree graphs

As described above, the first call to Algorithm 1 is with the initial problem (S1, T1) that
is regular in the sense that the degrees from T1 to S1 are all between δ1 and 5δ1 for some
δ1. However, with a color target k below Θ((n/∆1)4/7), we can no longer guarantee that
the average degree from Y to X remains above δ1/2. To preserve the correctness, we will
stop our recursive Algorithm 1 if we get to a subproblems (X,Y ) where the average degree
from Y to X is less than δ1/2. Inside (X,Y ) we find a new regular subproblem (S2, T2)
where the degrees are between δ2 and 5δ2 for some δ2. Again we apply Algorithm 1 until the
average drops below δ2/2. We continue this new outer loop, generating a sequence of regular
subproblems (S1, T1) ⊃ (S2, T2) ⊃ (S3, T3) ⊃ · · · , until we somehow end up either making
progress, or some error event happens. In combination with SDP, our analysis will show that
this outer loop can be used to give error-free progress towards Õ(n0.19996) coloring.

The regularization is described in Algorithm 2, and it is, in itself, fairly standard. Blum
[4] used several similar regularizations.
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Algorithm 2: regularize(S, T )
Let d` = (4/3)`;
Partition the vertices of T into sets U` = {v ∈ T | dS(v) ∈ [d`, d`+1)};
Subject to d` ≥ avg dS(T )/2 let ` maximize |E(U`, S)|;
δ r ← d`/4; ∆r ← avg dU`

(S)/4;
Repeatedly remove vertices v ∈ S with dU`

(v) ≤ ∆ r and w ∈ U` with dS(w) ≤ δ r;
S r ← S; T r ← U`;
return (S r, T r,∆ r, δ r)

I Lemma 8. When regularize(S, T ) in Algorithm 2 returns (S r, T r,∆ r, δ r) then ∆r ≥
avg dT (S)/(30 lgn) and δ r ≥ avg dS(T )/8. The sets S r and T r are both non-empty. The
degrees from S r to T r are at least ∆ r and the degrees from T r to S r are between δ r and
5δ r.

Proof. Below S and U` refers to the sets before vertices are removed. We have S r and T r

denoting the sets after the vertices have been removed.
To prove ∆r ≥ avg dT (S)/(30 lgn), we first note that the sets U` with d` < avg dS(T )/2

only contain vertices of degree below (4/3)avg dS(T )/2 = (2/3)avg dS(T ), so at least 1/3 of
the edges from E(S, T ) leave vertices from sets U` satisfying the condition d` ≤ avg dS(T )/2.
There are only log4/3 n < (5/2) lgn possible values of `, and subject to the condition,
we picked ` maximizing E(S,U`). Therefore |E(S,U`)| > (1/3)|E(S, T )|/((5/2) lgn) =
(2/15)|E(S, T )|/ lgn. It follows that ∆r ≥ avg dU`

(S)/4 > avg dT (S)/(30 lgn).
The only other slightly non-trivial statement is that the sets S r and T r do not end up

empty. When we remove vertices from S, we remove at most |S|avg dU`
(S)/4 ≤ |E(S,U`)|/4

edges, and likewise for the vertices removed from U`, so these removals take away at most
half the edges. It follows that some edges remain hence that S r, T r 6= ∅. J

Our new coloring is described in Algorithm 3. Except for the possible regularization,
each round j is an iterative version of the recursive Algorithm 1. Moreover, we have made
it self-checking in the sense that we report an error if the set U of high degree vertices is
too small for 1 (“Error B” below). Also, we report an error if the set S is too small for
monochromatic progress which requires at least two same-color vertices (“Error A” below).
With k = Θ((n/∆)4/7), the analysis from [14] shows that we never get an error and that we
never get |E(S, T )| ≤ δ1|T |/2, so the regularization never happens.

The outer loop in Algorithm 3 continues until it either makes an error, or makes progress.
The progress can either be explicit with a monochromatic set, or it can happen implicitly
as part of the multichromatic test from Lemma 2. Ensuring that we make progress and no
errors happen will require a very careful choice of parameters, and we will only gain over
[14] when large minimum degree vertices are guaranteed from SDP as in (3) or (4).

5 A good round

When we start round j of Algorithm 3 with a problem (Sj , Tj ,∆j , δj), it follows directly
from Lemma 8 that the degrees from Tj to Sj are between δj and 5δj , and that the degrees
from Sj to Tj are all at least ∆j .

The journal version of this conference paper will also cover [14] and there we will make
a simple generalization of the analysis from [14] so that it applies to an arbitrary round j
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Algorithm 3: Seeking progress towards Õ(k) coloring
let (S1, T1,∆1, δ1) be the initial two-level structure from Section 2;
for j ← 1, 2, ... do // outer loop, round j

(S, T )← (Sj , Tj);
repeat // iterative version of recursive monochromatic(Sj , Tj)

if |S| ≤ 1 then return “Error A”;
U ← {v ∈ T | dS(v) ≥ δj/4};
if |U | < Ψ then return “Error B”;
check U multichromatic with Lemma 2; // if not, progress was found and we are
done
if ∃t ∈ U such that cut-or-color(S, T, t) returns “sparse cut around (X,Y )” then

(S, T )← (X,Y )
else return “S is monochromatic in every 3-coloring, so monochromatic progress
found”

until |E(S, T )| < δj |T |/2;
(Sj , Tj ,∆j , δj) = regularize(S, T );

of the outer loop in Algorithm 3—not just round 1. Below we describe the outcome of the
analysis.

The basic requirements for the analysis is that the following pre-conditions are satisfied:

∆j = ω(Ψ) (5)
δj ≥ 4∆j/Ψ (6)

Based on the pre-conditions, it will follow that no error is made in the round. Also, for any
subproblem (X,Y ) considered, it will follow that

min dY (X) ≥ ∆j (7)
|X| ≥ δj/4 (8)
|Y | ≥ ∆2

j/(2Ψ) (9)

If no progress is made in the round, we will get to a subproblem (X,Y ) where the average
degree from Y to X is smaller than δj/2. This is where we terminate the round and regularize.
Let (Xj , Yj) denote this final subproblem of round j. The most interesting part of the analysis
is to argue

|Yj | ≤ |Tj |(80n2)/(∆2
jk

4). (10)

Note here that if the upper bound from (10) is smaller than the lower bound in (9), then we
can conclude that we never get to the last subproblem (Xj , Yj), hence progress must have
be made in round j. With the parameters from [14], we get this contradiction already for
the first round j = 1. However, with a smaller k, the upper bound is higher, and then more
rounds may happen.

We say round j is good if
the pre-conditions (5) and (6) are satisfied at the beginning of the round.
No error is made during the round.
(7)–(10) are satisfied as long as no progress is made.

A simple generalization of the analysis from [14] implies

I Lemma 9 ([14]). Round j is good if and only if pre-conditions (5) and (6) are satisfied.
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6 Analysis of outer loop

Using Lemma 9 we will prove

I Theorem 10. Suppose for some integer c = O(1) that

k = ω̃
(

(n/∆)
2c+2
4c+3

)
. (11)

and for all j = 1, ..., c− 1,

(∆/k)(∆k/n)j(∆k2/n)j(j+1) = ∆j2+2j+1k 2j2+3j−1/n j
2+2j = ω̃(1). (12)

Then Algorithm 3 will make only good rounds, and make progress towards an Õ(k) coloring
no later than round c.

If we did not have the j-bound (12), we would just make c very large, with (11) converging
to (n/∆)1/2. The j-bound (12) is rather unattractive, but we need it to make sure that no
errors are made when c > 1. As an example, our previous bound k = Õ((n/∆)4/7) from [14]
corresponds to the case c = 1 in (11). To improve this bound, we need c > 1. In particular,
we need to satisfy (12) for j = 1 which becomes ∆4k4/n3 = ω̃(1). Now k ≤ (n/∆)4/7

implies ∆4(n/∆)4/7·4/n3 = ∆12/7/n5/7 = ω̃(1) ⇐⇒ ∆ = ω̃(n5/12). Thus we can only make
improvements over [14] if we restrict ourselves to sufficiently high degrees, e.g., relying on
SDP for lower degrees.

Note that if
√
n/∆ < k < n/∆, then (12) must be minimized for some unique j ∈ R.

However, since c = O(1), we can easily check (12) for all j = 1, .., c− 1 with a computer.
In the rest of this section, we will prove Theorem 10 by induction assuming (11) and

(12). Also, from Lemma 9, we know that round j is good if the pre-conditions (5) and (6)
are satisfied. First, for the base case, we will show (a) that the pre-conditions are satisfied
for round 1, and hence that round 1 is good. Next, assuming the first j rounds are good, but
no progress is made, we will show (b) that j < c and (c) that the pre-conditions of round
j + 1 are satisfied. By induction, (a), (b), and (c) imply Theorem 10.

First round

For the pre-conditions of the first round, we need

I Lemma 11. Ψ = n/k2 = ∆/nΩ(1)

Proof. Since c is constant, (11) implies k > (n/∆)1/2+Ω(1), hence Ψ = n/k2 = ∆/(n/∆)Ω(1).
Finally we need to argue (n/∆) = nΩ(1). This follows because the neighborhood of any
vertex is 2-colorable, hence we always make Type 2 progress towards Õ(n/∆) coloring. We
are only aiming for k = nΩ(1) coloring, so we would be done if (n/∆) = no(1). J

Since ∆1 = Ω̃(∆), we get Ψ = o(∆1). Pre-condition (5) for round 1 thus follows Lemma 11.
For pre-condition (6), we note that ∆1/Ψ = ∆1k

2/n and 5δ1 ≥ ∆1|S1|/[T1| = Ω̃(∆1∆k/n).
Moreover, by (3) we have k ≤ ∆1/3. Hence δ1 � 4∆1/Ψ, so pre-condition (6) is also satisfied
for round 1. Thus we conclude that both pre-conditions are satisfied for round 1, hence by
Lemma 9, round 1 is good.
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General rounds

Now for j ≤ c, we assume that the first j rounds are good but that no progress is made. We
want to prove that j < c and that the pre-conditions of round j + 1 are satisfied.

Since no progress is made, round j ends up regularizing. As in Section 5, we let Xj and
Yj denote the last values of X and Y . Then

(Sj+1, Tj+1,∆j+1, δj+1) = regularize(Xj , Yj).

We will derive inductive bounds on |Tj+1|, ∆j+1, and δj+1. From (7) and Lemma 8 with
(S, T ) = (Xj , Yj), we get

∆j+1 ≥ avg dYj
(Xj)/(30 lgn) ≥ ∆j/(30 lgn) ≥ ∆1/(30 lgn)j = Ω̃(∆). (13)

From (10) we also have

|Tj+1| ≤ |Yj | ≤ |Tj | (80n2)/(∆2
jk

4) = Õ(|Tj |n2/(∆2k4))

= Õ

(
|T1|

(
n2

∆2k4

)j)
= Õ

(
(n/k)

(
n2

∆2k4

)j)
.

From (9), we know that any Y considered, including Yj , is of size at least ∆2
j/(2Ψ) =

Ω̃(∆2/Ψ) = Ω̃(∆2k2/n), so we must have

∆2k2/n = Õ

(
(n/k)

(
n2

∆2k4

)j)
⇐⇒ k = Õ

(
(n/∆)

2j+2
4j+3

)
.

By (11) this implies that j < c.
Next we need to argue that preconditions (5) and (6) are satisfied for round j + 1. By

(13), we get that (5) follows from Lemma 11.
The critical issue is to make sure that pre-condition (6) is satisfied with δj+1 ≥ 4∆j/Ψ.

Using (7)–(10), we get that

avg dXj
(Yj) ≥ ∆j |Xj |/|Yj | = ∆j(δj/4)/Õ

(
(n/k)

(
n2

∆2k4

)j)
= Ω̃

(
∆jδj(k/n)

(
∆2k4/n2)j) .

By Lemma 8, δj+1 ≥ avg dXj
(Yj)/8, so δj+1 = δj Ω̃

(
∆j(k/n)

(
∆2k4/n2)j). Inductively,

since j = O(1) and ∆h = Ω̃(∆) for all h ≤ j, it follows that

δj = Ω̃
(
δ1(∆k/n)j−1 (∆2k4/n2)j(j−1)/2

)
.

Therefore δj+1 = Ω̃
(
δ1(∆jk/n)(∆k/n)j−1 (∆2k4/n2)j(j+1)/2

)
. Here 5δ1 ≥ |S1|∆1/|T1| =

Ω̃(∆2k/n), so we get

δj+1 = Ω̃
(

∆j(∆k/n)j+1 (∆k2/n
)j(j+1)

)
By (12) we have (∆/k)(∆k/n)j(∆k2/n)j(j+1) = ω̃(1), so

(∆k/n)j+1 (∆k2/n
)j(j+1) = ω̃(k2/n) = ω̃(1/Ψ).

Thus δj+1 = ω̃(∆j/Ψ) > 4∆j/Ψ, so pre-condition (6) is indeed satisfied for round j+ 1. This
completes our proof of Theorem 10. Our main coloring result follows.
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I Theorem 12. In polynomial time, we can color any 3-colorable n vertex graph using
Õ(n0.19996) colors.

Proof. We use Chlamtac’s SDP [6] for low degrees, so as stated in (4), for progress towards
an k = Õ(n0.19996) coloring, we may assume the minimum degree is at least ∆ = n0.61674333.
Then (n/∆)14/27 < k < (n/∆)12/23, so to satisfy (11) in Theorem 10, we set c = 6. It is
easily verified that (12) is satisfied for j = 1, ..., 5. By Theorem 10, we conclude that progress
is made within the first c = 6 rounds.

Incidentally, with our particular values of k and ∆, for an integer j, (12) reaches its
minimum with j = 5. This implies that our bounds also hold with any larger c. J
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Abstract
We study the relationship between the competitive ratio and the tail distribution of randomized
online problems. To this end, we define a broad class of online problems that includes some of
the well-studied problems like paging, k-server and metrical task systems on finite metrics, and
show that for these problems it is possible to obtain, given an algorithm with constant expected
competitive ratio, another algorithm that achieves the same solution quality up to an arbitrarily
small constant error with high probability; the “high probability” statement is in terms of the
optimal cost. Furthermore, we show that our assumptions are tight in the sense that removing
any of them allows for a counterexample to the theorem.
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Digital Object Identifier 10.4230/LIPIcs.STACS.2014.470

1 Introduction

In online computation, we face the challenge of designing algorithms that work in environments
where parts of the input are not known while parts of the output are already needed. The
standard way of evaluating the quality of online algorithms is by means of competitive
analysis, where one compares the outcome of an online algorithm to the optimal solution
constructed by a hypothetical optimal offline algorithm. Since deterministic strategies are
often proven to fail for the most prominent problems, randomization is used as a powerful
tool to construct high-quality algorithms that outperform their deterministic counterparts
against an oblivious adversary. These algorithms base their computations on the outcome of
a random source; for a detailed introduction to online problems we refer the reader to the
literature [5].

The most common way to measure the performance of randomized algorithms is to
analyze the worst-case expected outcome and to compare it to the optimal solution. With
offline algorithms, a statement about the expected outcome is also a statement about the
outcome with high probability due to Markov’s inequality and the fact that the algorithm may
be executed many times to amplify the probability of success [11]. However, this amplification
is not possible in online settings. As online algorithms only have one attempt to compute a
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reasonably good result, a statement with respect to the expected value of their competitive
ratio may be rather unsatisfying. As a matter of fact, for a fixed input, it might be the case
that such an algorithm produces results of a very high quality in very few cases (i. e., for a
rather small number of random choices), but is unacceptably bad for the majority of random
computations; still, the expected competitive ratio might suggest a better performance. Thus,
if we want to have a certain guarantee that some randomized online algorithm obtains a
particular quality, we must have a closer look at its analysis. In such a setting, we would like
to state that the algorithm does not only perform well on average, but “almost always.”

Besides a theoretical formalization of the above statement, the main contribution of this
paper is to show that, for a broad class of problems, the existence of a randomized online
algorithm that performs well in expectation immediately implies the existence of a randomized
online algorithm that is virtually as good with high probability. Our investigations, however,
need to be detailed in order to face the particularities of the framework. First, we show
that it is not possible to measure the probability of success with respect to the input size,
which might be considered the straightforward approach. Many of the known randomized
online algorithms are naturally divided into some kind of phases (e. g., the algorithm for
metrical task systems from Borodin et al. [6], the marking algorithm for paging from Fiat
et al. [8], etc.) where each phase is processed and analyzed separately. Since the phases
are independent, a high probability result (i. e., with a probability converging to 1 with an
increasing number of phases) can be obtained. However, the definition of these phases is
specific to each problem and algorithm. Also, there are other algorithms (e. g., the optimal
paging algorithm from Achlioptas et al. [2] and many workfunction-based algorithms) that
use other constructions and that are not divided into phases. As we want to establish results
with high probability that are independent of the concrete algorithms, we thus have to
measure this probability with respect to another parameter; we show that the cost of an
optimal solution is a very reasonable quantity for this purpose. Then again it turns out that,
if we consider general online problems, the notions of the expected outcome and an outcome
with high probability are still not related in any way, i. e., we define problems for which
these two measures are incomparable. Hence, we carefully examine both to which parameter
the probability should relate and which properties we need the studied problem to fulfill to
again allow a division into independent phases; finally, this allows us to construct randomized
online algorithms that perform well with a probability tending to 1 with a growing size of the
optimal cost. We show that this technique is applicable for a wide range of online problems.

Classically, results concerning randomized online algorithms commonly analyze their
expected behavior; there are, however, a few exceptions, e. g., Leonardi et al. [14] analyze the
tail distribution of algorithms for call control problems, and Maggs et al. [15] deal with online
distributed data management strategies that minimize the congestion in certain network
topologies.

Overview
In Section 2, we define the class of symmetric online problems and present the main result
(Theorem 8). The theorem states that, for any symmetric problem that fulfills certain natural
conditions, it is possible to transform an algorithm with constant expected competitive ratio
r to an algorithm having a competitive ratio of (1 + ε)r with high probability (with respect
to the cost of an optimal solution). Section 3 is devoted to proving Theorem 8. We partition
the run of the algorithm into phases such that the loss incurred by the phase changes can be
amortized; however, to control the variance within one phase, we need to further subdivide
the phases. Modelling the cost of single phases as dependent random variables, we obtain a
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supermartingale that enables us to apply the Azuma-Hoeffding inequality and thus to obtain
the result. After these investigations, we provide applications of the theorem in Section 4
where we show that our result is applicable for task systems. For the k-server problem on
unbounded metric spaces and for makespan scheduling, we show that no comparable result
can be obtained. We further elaborate the necessity of the conditions in Section 5. The
outcome is that, even though the conditions may appear strong, a weakening prohibits a
result of the same generality.

Due to space restrictions, many of the proofs are omitted and can be found in the technical
report [12].

2 Preliminaries

In this section, we fix the notation for online algorithms that we use throughout the paper.
Before we start, we need to briefly discuss the way in which online problems and instances are
formally defined. For our investigations, we have to be very careful about these definitions.
In particular, in the literature one often refers to “an online problem” when really a class
of online problems is meant, which is parameterized by some problem-specific parameters.
Let us give a few examples of problems that we study later in the paper. When speaking
about the paging problem, we really mean the class of paging problems for, e. g., different
cache sizes k. Note that there is some inconsistency in the literature as this problem is
usually referred to as “paging” (and not “k-paging”) while we speak of the “k-server problem.”
Here, k denotes the number of servers that are moved in a metric space. However, k alone
is neither sufficient to specify a member from the class of paging problems nor of k-server
problems. For paging, we also need the number of pages that may be requested in total, say
N ; for k-server the metric space (M,d) must be known, where M is a set of points and d is
a distance function.

To define the above problems entirely, we still need to give even more information by
speaking about how problem instances are initialized according to the parameters. For
example, we need to specify how the cache is initialized for the paging problem or where
the servers are located at the beginning when dealing with the k-server problem. We call
this initialization the initial situation; for paging, the initial situation is a k-tupel of distinct
integers between 1 and N , which formalizes which pages are in the cache at the beginning.
Formally, we thus have to speak of an instance of the ((k,N), (s1, . . . , sk))-paging problem.
In general, such a parameterized online problem is given by (C, I)-P where C is a sequence
of problem-specific parameters, I is a set of valid initial situations, and P is the name of the
union of all of theses problems. Formally, I is a set of valid assignments I to some of the
parameters in C and the competitiveness guarantees of any algorithm for P must be satisfied
for any I ∈ I; note that, sometimes, I is also considered a part of the input instance. To end
this discussion, note that in the literature, the initial situation is at times called the initial
configuration; in this paper, we choose another name to distinguish it from the configuration
of an algorithm (Turing machine). In the following, we will use the notation as used in the
literature and omit C; however, the initial situation I plays an important role for us and it is
given together with the actual input sequence x. Let us emphasize that, if we say that some
algorithm has some specific performance for a problem P , this means that this performance
must be guaranteed for all feasible choices of C, I, and x.

We are now ready to define online algorithms on initial situations and input instances. To
keep the presentation concise, we focus on minimization problems. The same ideas translate
to maximization problems by changing the point of view: we show that any optimal solution
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has a low profit instead of showing that the algorithmic solution has low cost. An online
algorithm A computes the output sequence A(I, x) = y = (y1, . . . , yn), where I is an initial
situation, x = (x1, . . . , xn) is an input sequence, and yi = f(I, x1, . . . , xi) for some function
f . The cost of the solution A(I, x) is denoted by Cost(I, x, y) = Cost(I, x, A(I, x)). For the
ease of presentation, we refer to the tuple that consists of the initial situation and the input
sequence, i. e., (I, x), as the input of the problem; also, we abbreviate Cost(I, x, A(I, x)) by
Cost(A(I, x)). As already mentioned, the notion of an initial situation plays an important role
in the relationship between different variants of the competitive ratio; although it is usually
omitted, our definition imposes no restriction on the studied problems and algorithms.

A randomized online algorithm R computes the output sequence Rφ(I, x) = y = (y1, . . . , yn)
such that yi is computed from φ, I, x1, . . . , xi, where φ is the content of a random tape.
By Cost(R(I, x)) we denote the random variable (over the probability space defined by φ)
expressing the cost of the solution Rφ(I, x). When dealing with randomized online algorithms
we compare the expected outcome to the one of an optimal algorithm. Note that, as usual
in such a setting, we only consider computable problems. In the context of this paper
we assume an oblivious adversary and say that a randomized algorithm is r-competitive
if there exists a constant α such that, for every initial situation I and input sequence x,
E[Cost(R(I, x))] ≤ r · Cost(Opt(I, x)) + α. For formal reasons, we define the competitive
ratio of any (randomized) online algorithm to be 1 if both x and y are empty.

In the sequel, we analyze the notion of competitive ratio with high probability. Using
paging, it can be shown that it does not make sense to measure the probability with respect
to the input length [12]. Then again, for the practical use of paging algorithms, the instances
where also the optimal algorithm makes faults are of interest. Hence, it seems reasonable to
define the term high probability with respect to the cost of an optimal solution. In this paper,
we use a strong notion of high probability requiring the error probability to be subpolynomial.

I Definition 1 (Competitive Ratio w.h.p.). A randomized online algorithm R is r-competitive
with high probability (w.h.p. for short) if, for any β ≥ 1, there exists a constant α such that
for all initial situations and input sequences (I, x) it holds that

Pr[Cost(R(I, x)) ≥ r · Cost(Opt(I, x)) + α] ≤ (2 + Cost(Opt(I, x)))−β .

First, note that the purpose of the constant 2 on the right-hand side of the formula is to
properly handle inputs with a small (possibly zero) optimum. The choice of the particular
constant is somewhat arbitrary (however, it should be greater than 1) since the α term
on the left-hand side hides the effects. However, the two notions of the expected and the
high-probability competitiveness are incomparable [12]. Nevertheless, many real-world online
problems share additional properties that guarantee a close relationship between the expected
and high-probability behavior. We now focus on the cost of a solution.

I Definition 2 (Partition Function). A partition function of an online problem is a non-
negative function P such that, for any initial situation I, the sequence of requests x1, . . . , xn,
and the corresponding solutions y1, . . . , yn, we have

Cost(I, (x1, . . . , xn), (y1, . . . , yn)) =
∑n
i=1P(I, x1, . . . , xi; y1, . . . , yi).

In other words, for a problem with a partition function, the cost of a solution is the sum
of the costs of particular answers, and the cost of each answer is independent of the future
input and output. The partition function allows us to speak of the cost of a subsequence of
the outputs. Note that any online problem for which the input instance may stop after each
request has either a unique partition function or none, because the overall cost is fixed after

STACS’14



474 Randomized Online Algorithms with High Probability Guarantees

each answer. In what follows, we further restrict the behavior, and it will be convenient to
think in terms of the “cost of a particular answer.” We may think of online problems that
have a partition function as a separate class of problems. However, all further properties
depend on specific partition functions and thus requiring a “partitionability” property would
be redundant.

I Definition 3 (Request-Boundedness). An online problem P is called request-bounded if, for
some constant F , it has a partition function P such that

∀I, x, y, i : P(I, x1, . . . , xi; y1, . . . , yi) ≤ F or P(I, x1, . . . , xi; y1, . . . , yi) =∞.

We say that P is request-bounded according to P.

Note that for any problem with a partition function there is a natural notion of a state; for
instance, it is the content of the memory for the paging problem, the position of the servers
for the k-server problem, etc. Now we provide a general definition of this notion. By a · b,
we denote the concatenation of two sequences a and b; λ denotes the empty sequence. An
input (I, x = (x1, x2, . . . , xn)) is feasible with a solution y = (y1, y2, . . . , yn) if starting from
I, x is a request sequence that is in accord with the problem definition and for each i, yi is a
feasible answer to the request xi with respect to I, (x1, x2, . . . , xi−1), and (y1, y2, . . . , yi−1).

I Definition 4 (State). Consider a partition function P , two initial situations I and I ′, two
sequences of requests x = (x1, . . . , xn) and x′ = (x′1, . . . , x′m), and two sequences of outputs
y = (y1, . . . , yn) and y′ = (y′1, . . . , y′m). The triples (I, x, y) and (I ′, x′, y′) are equivalent if,
for any sequence of requests x′′ = (x′′1 , . . . , x′′p) and a sequence of outputs y′′ = (y′′1 , . . . , y′′p ),
the input (I, x · x′′) is feasible with a solution y · y′′ if and only if the input (I ′, x′ · x′′)
is feasible with a solution y′ · y′′, and the cost of y′′ according to P is the same for both
solutions. A state s of the problem is an equivalence class over the triples (I, x, y).

Let (I, x, y) be some triple in a state s. By Opts(x′) we denote an output sequence y′ such
that y·y′ is a feasible solution for the input (I, x·x′) and Cost(I, x·x′, y·y′) ≤ Cost(I, x·x′, y·y′′)
for any feasible solution y · y′′. Note that due to the partition function, the definition of
Opts(x′) is independent of the chosen triple (I, x, y). We sometimes simplify notation and
write Cost(Opts(x′)) instead of Cost(I, x · x′, y · Opts(x′)) − Cost(I, x, y), as it is sufficient
to know the state s and x′ in order to determine the value of the function and the other
parameters are clear from the context.

I Definition 5 (Initial State). A state s is called an initial state if and only if it contains
some triple (I, λ, λ).

We chose this definition of states as it covers best the properties of online computations
as we need them in our main theorem. An alternative definition could use task systems with
infinitely many states, but the description would become less intuitive; we will return to task
systems in Section 4.1.

Intuitively, a state from Definition 4 encapsulates all information about the ongoing
computation of the algorithm that is relevant for evaluating the efficiency of the future
processing. Usually, the state is naturally described in the problem-specific domain (content
of cache, current position of servers, set of jobs accepted so far, etc.). Similar to our
discussion on initial situations, we want to emphasize that a state is independent of the
concrete algorithm. The internal state of an algorithm (Turing machine), which is a part of
its configuration, is a different notion since it may, e. g., behave differently if the starting
request had some particular value. The following properties are crucial for our approach to
probability amplification.
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I Definition 6 (Opt-Boundedness). An online problem is called opt-bounded if there exists a
constant B and a partition function such that ∀s, s′, x : |Cost(Opts(x))−Cost(Opts′(x))| ≤ B.

I Definition 7 (Symmetric Problem). An online problem is called symmetric if it is has a
partition function for which every state is initial.

Note that for symmetric problems, it follows that every sequence of requests is a feasible
input sequence. In particular, the input may end after any time step. Formally, any problem
with a partition function may be transformed into a symmetric one simply by redefining the
set of initial states. However, this transformation may significantly change the properties of
the problem. Now we are going to state the main result of this paper, namely that, under
certain conditions, the expected competitive ratio of symmetric problems can be achieved
w.h.p.

I Theorem 8. Consider an online problem P that is opt-bounded and symmetric according
to a common partition function. Suppose there is a randomized online algorithm A for P with
constant expected competitive ratio r. Then, for any constant ε > 0, there is a randomized
online algorithm A′ with competitive ratio (1 + ε)r w.h.p. (with respect to the optimal cost).

3 Proof Sketch of Theorem 8

For the ease of presentation, we first provide a proof for a restricted setting where the online
problem at hand is also request-bounded.

The algorithm A′ simulates A and, on some specific places, performs a reset operation: if
a part x′ of the input has been read so far, and a corresponding output y′ has been produced,
(I, x′, y′) belongs to the same state as (I ′, λ, λ), for some initial situation I ′, because we are
dealing with a symmetric problem; hence, A can be restarted by A′ from I ′.

The general idea to boost the probability of acquiring a low cost is to perform a reset
each time the algorithm incurs too much cost and to use Markov’s inequality to bound the
probability of such an event. However, the exact value of how much is “too much” depends
on the optimal cost of the input which is not known in advance. Therefore, the input is first
partitioned into phases of a fixed optimal cost, and then each phase is cut into subphases
based on the cost incurred so far. A reset may cause an additional expected cost of r ·B for
the subsequent phase compared to an optimal strategy starting from another state, where
B is the constant of the opt-boundedness (Definition 6), i. e., B bounds the different costs
between two optimal solutions for a fixed input for different states. We therefore have to
ensure that the phases are long enough so as to amortize this overhead.

From now on let us consider ε, r, B, F , and α to be fixed constants; recall that F originates
from the request-boundedness property of the online problem at hand (Definition 3) and α is
the constant from the definition of competitiveness. The algorithm A′ is parameterized by
two parameters C and D that depend on ε, r, B, F , and α. These parameters control the
lengths of the phases and subphases, respectively, such that C + F delimits the optimal cost
of one phase and D + F delimits the cost of the solution computed by A′ on one subphase;
we require that D > r(C + F +B + α).

Consider an input sequence x = (x1, . . . , xn), an initial situation I, and let the optimal cost
of the input (I, x) be between (k−1)C and kC for some integer k. Then x can be partitioned
into k phases x̃1 = (x1, . . . , xn2−1), x̃2 = (xn2 , . . . , xn3−1), . . . , x̃k = (xnk

, . . . , xn) in such a
way that ni is the minimal index for which the optimal cost of the input (I, (x1, . . . , xni

)) is
at least (i− 1)C. It follows that the optimal cost for one phase is at least C −F and at most
C + F , with the exception of the last phase which may be cheaper. Note that this partition

STACS’14



476 Randomized Online Algorithms with High Probability Guarantees

can be generated by the online algorithm itself, i. e., A′ can determine when a next phase
starts. There are only two reasons for A′ to perform a reset: at the beginning of each phase
and after incurring a cost exceeding D since the last reset. Hence, A′ starts each phase with a
reset, and the processing of each phase is partitioned into a number of subphases each of cost
at least D (with the exception of the possibly cheaper last subphase) and at most D + F .

Now we are going to discuss the cost of A′ on a particular input. Let us fix the input (I, x)
which subsequently also fixes the indices 1 = n1, n2, . . . , nk. Let Si be a random variable
denoting the state of the problem (according to Definition 4) just before processing request
xi, and let W (i, j), i ≤ j, be a random variable denoting the cost of A′ incurred on the input
xi, . . . , xj . The following claim is obvious.
I Claim 9. If A′ performs a reset just before processing xi, then Si captures all the information
from the past W (i, j) depends on. In particular, if we fix Si = s, W (i, j) does not depend on
W (l1, l2), for any l1 ≤ l2 ≤ i and any state s.

The overall structure of the proof is as follows. We first show in Lemma 11 that the
expected cost incurred during a phase (conditioned by the state in which the phase was entered)
is at most µ := r(C +F +B+α)/(1− p), where p := r(C +F +B+α)/D < 1. We can then
consider random variables Z0, Z1, . . . , Zk such that Z0 := kµ and Zi := (k − i)µ+

∑i
j=1 W j

for i > 0, where W i is the cost of the ith phase, clipped from above by some logarithmic
bound, i. e., W i := min{W (ni, ni+1 − 1), c log k}, for some suitable constant c. We show in
Lemma 12 that Z0, Z1, . . . , Zk form a bounded supermartingale, and then use the Azuma-
Hoeffding inequality to conclude that Zk is unlikely to be much larger than Z0. By a suitable
choice of the free parameters, this implies that Zk is unlikely to be much larger than the
expected cost of A. Finally, we show that w.h.p. Zk is the cost of the algorithm A′. In order
to argue about the expected cost of a given phase in Lemma 11, let us first show that a
phase is unlikely to have many subphases. For the rest of the proof, let Xj be the random
variable denoting the number of subphases of phase j.

I Lemma 10. For any i, s, and any δ ∈ N we have Pr[Xi ≥ δ | Sni
= s] ≤ pδ−1.

Now we can argue about the expected cost of a phase.

I Lemma 11. For any i and s it holds that E[W (ni, ni+1 − 1) | Si = s] ≤ µ.

Once the expected cost of a phase is established, we can construct the supermartingale
as follows.

I Lemma 12. For any constant c > 0, the sequence Z0, . . . , Zk is a supermartingale.

Proof. Consider a fixed c. We have to show that for each i, E[Zi+1 | Z0, . . . , Zi] ≤ Zi. From
the definition of the Zi’s it follows that Zi+1 − Zi = W i+1 − µ. Consider any elementary
event ξ from the probability space, and let Zi(ξ) = zi, for i = 0, . . . , k, be the values of the
corresponding random variables. We have

E[Zi+1 | Z0, . . . , Zi](ξ) = E[Zi+1 | Z0 = z0, . . . , Zi = zi]
= E[Zi +W i+1 − µ | Z0 = z0, . . . , Zi = zi]
= zi − µ+ E[W i+1 | Z0 = z0, . . . , Zi = zi]
= zi − µ+

∑
s E[W i+1 | Z0 = z0, . . . , Zi = zi, Sni+1 = s]

· Pr[Sni+1 = s | Z0 = z0, . . . , Zi = zi]
≤ zi − µ+

∑
s E[W (ni+1, ni+2 − 1) | Sni+1 = s] · Pr[Sni+1 = s | Z0 = z0, . . . , Zi = zi]

≤ zi − µ+ µ
∑
s Pr[Sni+1 = s | Z0 = z0, . . . , Zi = zi] = zi = Zi(ξ),

where the last inequality is a consequence of Lemma 11. J
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Now we use the following special case of the Azuma-Hoeffding inequality [1, 10].

I Lemma 13 (Azuma, Hoeffding). Let Z0, Z1, . . . be a supermartingale, such that |Zi+1−Zi| <
γ. Then for any positive real t, Pr[Zk − Z0 ≥ t] ≤ exp

(
−t2/(2kγ2)

)
.

In order to apply Lemma 13, we need the following bound.
I Claim 14. Let k be such that c log k > µ. For any i it holds that |Zi+1 − Zi| < c log k.

We are now ready to prove the subsequent lemma.

I Lemma 15. Let k be such that c log k > µ. There is a constant C (depending on F , B, ε,
r, α) such that Pr[Zk ≥ (1 + ε)rkC] ≤ exp

(
−(k ((1 + ε)rC − µ)2)/(2c2 log2 k)

)
.

Proof. Applying Lemma 13 for any positive t, we get

Pr[Zk − Z0 ≥ t] ≤ exp
(
− t2

2kc2 log2 k

)
.

Noting that Z0 = kµ and choosing t := k((1 + ε)rC − µ) the statement follows. The only
remaining task is to verify that t > 0, which can be shown by some simple calculations
[12]. J

To prove the claim of the main theorem, we show the following bound.

I Lemma 16. For any c and β > 1 there is a k0 such that for any k > k0

exp
(
−k ((1 + ε)rC − µ)2

2c2 log2 k

)
≤ 1

2(2 + kC)β .

Proof. Note that the left-hand side is of the form exp(−ηk/ log2 k) for some positive constant
η. Clearly, for any β > 1 and large enough k, it holds that exp(ηk/ log2 k) ≥ 2(2 + kC)β . J

Combining Lemmata 15 and 16, we get the following result.

I Corollary 17. There is a constant C (depending on F , B, ε, r, α) such that for any β > 1
there is a k0 such that for any k > k0 we have

Pr[Zk ≥ (1 + ε)rkC] ≤ 1/(2(2 + kC)β).

To finish the proof of the theorem we show that w.h.p. Zk is actually the cost of the
algorithm A′.

I Lemma 18. For any β > 1 there is a c and a k1 such that for any k > k1 Pr[Zk 6=
Cost(A′(I, x))] ≤ 1/(2(2 + kC)β).

Proof. Since Zk =
∑k
j=1 min{W (nj , nj+1 − 1), c log k} the event that Zk 6= Cost(A′(I, x))

happens exactly when there is some j such thatW (nj , nj+1−1) > c log k. Consider any fixed
j. Since the cost of a subphase is at most D+F , it holds that W (nj , nj+1− 1) ≤ Xj(F +D).
From Lemma 10 it follows that for any c,

Pr[W (nj , nj+1 − 1) > c log k] ≤ Pr
[
Xj ≥

⌈
c log k
F +D

⌉]
≤ p

c log k
F +D −1.

Consider the function

g(k) :=
log
(

2k
p (2 + kC)β

)
log k .
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It is decreasing, and limk 7→∞ g(k) = 1 + β. Hence, it is possible to find a constant c and a k1
such that for any k > k1 it holds that

c ≥ F +D

log(1/p) · g(k).

From that we obtain

(1/p)
c log k
F +D −1 ≥ 2k(2 + kC)β .

Thus, for this choice of c and k1, it holds that Pr[W (nj , nj+1 − 1) > c log k] ≤ p
c log k
F +D −1 ≤

1/(2k(2 + kC)β). Using the union bound, we conclude that the probability that the cost of
any phase exceeds c log k is at most 1/(2(2 + kC)β). J

Using the union bound, combining Lemma 18 and Corollary 17, and noting that the cost
of the optimum is at most kC, we get the following statement.

I Corollary 19. There is a constant C such that for any β > 1 there is a k2 such that for
any k > k2 we have

Pr[Cost(A′(I, x)) ≥ (1 + ε)rCost(Opt(I, x))] ≤ (2 + kC)−β .

To conclude the proof by showing that for any β > 1 there is some α′ such that

Pr[Cost(A′(I, x)) > (1 + ε)rCost(Opt(I, x)) + α′] ≤ (2 + kC)−β

holds for all k, we have to choose α′ large enough to cover the cases of k < k2. For these
cases, Cost(Opt(I, x)) < k2C, and hence the expected cost of A is at most rk2C, and due to
Lemma 11, the expected cost of A′ is constant. The right-hand side (2 + kC)−β is decreasing
in k, so it is at least (2 + k2C)−β , which is again a constant. From Markov’s inequality
it follows that there exists a constant α′ such that Pr[Cost(A′(I, x)) > α′] < (2 + k2C)−β
finishing the proof of the restricted setting.

3.1 Avoiding Request-Boundedness
All that is left to do is to show how to handle problems that are not request-bounded [12].
The main idea is to apply the restricted Theorem 8 to a modified request-bounded version
of the given problem. We show that there is a modified version of the algorithm such that
the computed solution has an expected competitive ratio matching the original one for the
modified problem. By ensuring that any solution to the modified problem translates to a
solution of the original problem with at most the same competitive ratio, it is enough to
apply our theorem to the modified problem to obtain an analogous result for the original
problem.

4 Applications and Lower Bounds

We now discuss the impact of Theorem 8 on task systems, the k-server problem, and paging.
Despite being related, these problems have different flavors when analyzing them in the
context of high probability results. We show that makespan scheduling does not allow for
similar results.
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4.1 Task Systems

The properties of online problems needed for Theorem 8 are related to the definition of task
systems. There are, however, some important differences.

To analyze the relation, let us recall the definition of task systems as introduced by
Borodin et al. [6]. We are given a finite state space S and a function d : S × S → R+ that
specifies the (finite) cost to move from one state to another. The requests given as input to
a task system are a sequence of |S|-vectors that specify, for each state, the cost to process
the current task if the system resides in that state. An online algorithm for task systems
aims to find a schedule such that the overall cost for transitions and processing is minimized.
From now on we will call states in S system states to distinguish them from the states of
Definition 4. The main difference between states of Definition 4 and system states is that
states depend on the sequence of requests and answers; this way there may be infinitely many
states. States are also more general than system states in that specific state transitions may
be impossible.

I Theorem 20. Let A be a randomized online algorithm with expected competitive ratio r
for task systems. Then, for any ε > 0, there is a randomized online algorithm A′ for task
systems with competitive ratio (1 + ε)r w.h.p. (with respect to the optimal cost).

4.2 The k-Server Problem

The k-server problem, introduced by Manasse et al. [16], is concerned with the movement
of k servers in a metric space. Each request is a location and the algorithm has to move
one of the servers to that location. If the metric space is finite, this problem is well known
to be a special metrical task system. Recent progress by Bansal et al. [3] suggests that
randomization might lead to an expected competitive ratio exponentially better than the
deterministic lower bound.

Theorem 20 directly implies that all algorithms with a constant expected competitive
ratio for the k-server problem in a finite metric space can be transformed into algorithms
that have almost the same competitive ratio w.h.p.

If the metric space is infinite, an analogous result is still valid except that we have to
bound the maximum transition cost by a constant. This is the case, because the proof of
Theorem 20 uses the finiteness of the state space only to ensure bounded transition costs.
Without the restriction to bounded distances, in general we cannot obtain a competitive
ratio much better than the deterministic one w.h.p.

I Theorem 21. Let (M,d) be a metric space with |M | = N constant, s ∈M be the initial
position of all servers, ` a constant and let r be the infimum over the competitive ratios of
all deterministic online algorithms for the k-server problem in (M,d) for instances with at
most ` requests. For every ε > 0, there is a metric space (M ′, d′) where for any randomized
online algorithm R for the k-server problem there is an oblivious adversary against which the
solution of R has a competitive ratio of at least r − ε with constant probability.

I Corollary 22. If we allow the metric to be infinite, then there is no (k − ε)-competitive
online algorithm w.h.p. for the k-server problem for any constant ε.

We simply use that the lower bound of Manesse et al. [16] satisfies the properties of
Theorem 21.
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4.3 Paging

Analogous to the k-server problem also the paging problem allows for the application of
Theorem 8. Thus for any paging algorithm with expected competitive ratio r there is an
algorithm with competitive ratio r(1 + ε) w.h.p.

Note that the marking algorithm is analyzed based on phases that correspond to k + 1
distinct requests, and hence the analysis of the expected competitive ratio immediately
gives the 2Hk − 1 competitive ratio also w.h.p. However, e. g., the optimal algorithm with
competitive ratio Hk due to Achlioptas et al. [2] is a distribution-based algorithm where the
high probability analysis is not immediate; Theorem 8 gives an algorithm with competitive
ratio Hk(1 + ε) w.h.p. also in this case.

4.4 Makespan Scheduling

Let us consider the classical online makespan scheduling problem P||Cmax where jobs arrive
one by one. It is well known that there is a tight deterministic bound 2− 1/m for m ∈ {2, 3}
on the competitive ratio, where m is the number of machines [9, 7]. Similar to Theorem 21,
we can show the following.

I Theorem 23. For any m, let `, k be constants depending on α and let r be the infimum
over the competitive ratios of all deterministic online algorithms for the online makespan
scheduling problem with m machines for instances with at most ` requests such that each
request is a job with an integer processing time at most k. Then for any constant ε > 0, the
lower bound on the competitive ratio w.h.p. is at least r − ε.

The restriction to integers does not weaken the result, as we may choose a suitable scaling
factor of the processing costs that allows to hide the deviation in the ε. In particular, for
m = 2 we already obtain the tight bound on the competitive ratio for ` = 3 [7] and thus
there is no (3/2− ε)-competitive algorithm w.h.p. for m = 2 and any constant ε whereas
there is an online algorithm with an expected competitive ratio of 4/3 [4].

5 Necessity of Requirements

As mentioned above, our result holds with large generality as many well-studied online
problems meet the requirements we imposed. However, the assumptions of Theorem 8 require
that for the problem at hand (1) every state is initial, and (2) ∀s, s′, x : |Cost(Opts(x)) −
Cost(Opts′(x))| ≤ B. We can show that removing any of the conditions (1) and (2) allows
for counterexamples to the theorem [12].

We would like to emphasize that the applicability of Theorem 8 is a property of problems
and not of algorithms. There are problems that do not fit the assumptions of the theorem
and still can be solved almost optimally by specific randomized online algorithms with high
probability; for instance, albeit using a weaker notion of high probability than in the previous
sections, online flow shop scheduling with unit-length tasks, F|pij = 1|Cmax, allows for such
algorithms with respect to the number of machines [12].
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Abstract
In the oracle identification problem, we are given oracle access to an unknown N -bit string
x promised to belong to a known set C of size M and our task is to identify x. We present
a quantum algorithm for the problem that is optimal in its dependence on N and M . Our
algorithm considerably simplifies and improves the previous best algorithm due to Ambainis
et al. Our algorithm also has applications in quantum learning theory, where it improves the
complexity of exact learning with membership queries, resolving a conjecture of Hunziker et al.

The algorithm is based on ideas from classical learning theory and a new composition the-
orem for solutions of the filtered γ2-norm semidefinite program, which characterizes quantum
query complexity. Our composition theorem is quite general and allows us to compose quantum
algorithms with input-dependent query complexities without incurring a logarithmic overhead
for error reduction. As an application of the composition theorem, we remove all log factors from
the best known quantum algorithm for Boolean matrix multiplication.

1998 ACM Subject Classification F.2 Analysis of Algorithms and Problem Complexity

Keywords and phrases quantum algorithms, quantum query complexity, oracle identification
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1 Introduction

Query complexity is a model of computation where quantum computers are provably better
than classical computers. Some of the great breakthroughs of quantum algorithms have
been conceived in this model (e.g., Grover’s algorithm [11]). In this paper we study the
query complexity of the oracle identification problem, the very basic problem of completely
determining a string given oracle access to it.

In the oracle identification problem, we are given an oracle for an unknown N -bit string
x, promised to belong to a known set C ⊆ {0, 1}N , and our task is to identify x while
minimizing the number of oracle queries. For a set C, we denote this problem oip(C). As
usual, classical algorithms have access to an oracle that outputs xi on input i, while quantum
algorithms have access to a unitary Ox that maps |i, b〉 to |i, b ⊕ xi〉 for b ∈ {0, 1}. For a
function f : D → E, where D ⊆ {0, 1}N , let Q(f) denote the bounded-error quantum query
complexity of computing f(x). Then oip(C) corresponds to computing the identity function
f(x) = x with D = E = C.

For example, let CN := {0, 1}N . Then the classical query complexity of oip(CN ) is N ,
since every bit needs to be queried to learn x, even with bounded error. A surprising result
of van Dam shows that Q(oip(CN )) = N/2 +O(

√
N) [19]. As another example, consider the

set CH1 = {x : |x| = 1}, where |x| is the Hamming weight of x. This is the search problem
with 1 marked item and thus Q(oip(CH1)) = Θ(

√
N) [6, 11].
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Due to the generality of the problem, it has been studied in contexts such as quantum
query complexity [1, 2], quantum machine learning [18, 5, 13] and post-quantum crypto-
graphy [8]. Several well-known problems are special cases of oracle identification, e.g., the
search problem with one marked item [11], the Bernstein-Vazirani problem [7], the oracle
interrogation problem [19] and hidden shift problems [20]. For some applications, generic
oracle identification algorithms are almost as good as algorithms tailored to the specific
application [9]. Consequently, this result improves some of the upper bounds stated in [9].

Ambainis et al. [1, 2] studied the oracle identification problem in terms of N andM := |C|.
They exhibited algorithms whose query complexity is close to optimal in its dependence on
N and M . For a given N and M , we say an oracle identification algorithm is optimal in
terms of N and M if it solves all N -bit oracle identification problems with |C| = M making
at most Q queries and there exists some N -bit oracle identification problem with |C| = M

that requires Ω(Q) queries. This does not, however, mean that the algorithm is optimal for
each set C individually, since these two parameters do not completely determine the query
complexity of the problem. For example, all oracle identification problems with M = N

can be solved with O(
√
N) queries, and this is optimal since this class includes the search

problem with 1 marked item (CH1 above). However there exists a set C of size M = N with
query complexity Θ(logN), such as the set of all strings with arbitrary entries in the first
logN bits and zeroes elsewhere.

Let oip(M,N) denote the set of oracle identification problems with C ⊆ {0, 1}N and
|C| = M . Let the query complexity of oip(M,N) be the maximum query complexity of any
problem in that set. Then the classical query complexity of oip(M,N) is easy to characterize:
I Proposition 1. The classical (bounded-error) query complexity of oip(M, N) is Θ(min{M, N}).

For M ≤ N , the upper bound follows from the observation that we can always eliminate
at least one potential string in C with one query. For the lower bound, consider any subset
of CH1 of size M . For M > N , the lower bound follows from any set C ⊇ CH1 and the upper
bound is trivial since any query problem can be solved with N queries.

Now that the classical query complexity is settled, we can move to quantum query
complexity. When quantum queries are permitted, the M ≤ N case is fully understood.
For a lower bound, we consider (as before) any subset of CH1 of size M , which is as hard
as the search problem on M bits and requires Ω(

√
M) queries. For an upper bound, we

can reduce this to the case of M = N by selecting M bits such that the strings in C are
distinct when restricted to these bits. (A proof of this fact appears in [9, Theorem 11].) Thus
Q(oip(M,N)) ≤ Q(oip(M,M)), which is O(

√
M) [1, Theorem 3].

I Proposition 2. For M ≤ N , Q(oip(M,N)) = Θ(
√
M).

For the hard regime, where M > N , the best known lower and upper bounds are the
following, from [1, Theorem 2] and [2, Theorem 2] respectively.

I Theorem 1 ([1, 2]). If N < M ≤ 2Nd for some constant d < 1, then Q(oip(M,N)) =
O(
√
N logM/logN) and for all M > N , Q(oip(M,N)) = Ω(

√
N logM/logN).

When M gets closer to 2N , their algorithm no longer gives nontrivial upper bounds. For
example, if M ≥ 2N/ logN , their algorithm makes O(N) queries. While not stated explicitly,
an improved algorithm follows from the techniques of [3, Theorem 6], but the improved
algorithm also does not yield a nontrivial upper bound when M ≥ 2N/ logN . Ambainis et al.
[2] left open two problems, in increasing order of difficulty: to determine whether it is always
possible to solve the oracle identification problem for M = 2o(N) using o(N) queries and to
design a single algorithm that is optimal in the entire range of M .

STACS’14



484 An optimal quantum algorithm for the oracle identification problem

In this paper we resolve both open problems by completely characterizing the quantum
query complexity of the oracle identification problem in the full range N < M ≤ 2N .

I Theorem 2. For N < M ≤ 2N , Q(oip(M,N)) = Θ
(√

N logM
log(N/logM)+1

)
.

The lower bound follows from the ideas in [1], but needs additional calculation. We
provide a proof in the full version of this paper [15]. The lower bound also appears in an
unpublished manuscript [3, Remark 1]. The +1 term in the denominator is relevant only
when M gets close to 2N ; it ensures that the complexity is Θ(N) in that regime.

Our main result is the algorithm, which is quite different from and simpler than that of
[2]. It is also optimal in the full range of M as it makes O

(√
N logM

log(N/logM)+1

)
queries when

M ≥ N and O(
√
M) queries when M ≤ N . Our algorithm has two main ingredients:

First, we use ideas from classical learning theory, where the oracle identification problem
is studied as the problem of exact learning with membership queries [4]. In particular,
our quantum algorithm is based on Hegedűs’ implementation of the halving algorithm [12].
Hegedűs characterizes the number of queries needed to solve the classical oracle identification
problem in terms of the “extended teaching dimension” of C. While we do not use that
notion, we borrow some of the main ideas. This is further explained in Section 2.

We now present a high-level overview of the algorithm. Say we know that the string
in the black box, x, belongs to a set S. We can construct from S a string s, known as the
“majority string,” which is 1 at position i if at least half the strings in S are 1 at position i.
Importantly, for any i, the set of strings in S that disagree with s at position i is at most half
the size of S. Now we search for a disagreement between x and s using Grover’s algorithm.
If the algorithm finds no disagreement, then x = s. If it does, we have reduced the size of S
by a factor of 2. This gives a suboptimal algorithm with query complexity O(

√
N logM).

We improve the algorithm by taking advantage of two facts: first, that Grover’s algorithm
can find a disagreement faster if there are many disagreements to be found, and second, that
there exists an order in which to find disagreements that reduces the size of S as much as
possible in each iteration. The existence of such an order was shown by Hegedűs [12].

The second ingredient of our upper bound is a composition theorem for solutions of the
filtered γ2-norm semidefinite program (SDP) introduced by Lee et al. [16] that preserves
input-dependent query complexities. We need such a result to resolve the following problem:
Our algorithm consists of k bounded-error quantum algorithms that must be run sequentially
because each algorithm requires as input the output of the previous algorithm. Let the
query complexities of the algorithms be Q1(x), Q2(x), . . . , Qk(x) on input x. If these were
exact algorithms, we could merely run them one after the other, giving one algorithm’s
output to the next as input, to obtain an algorithm with worst-case query complexity
O(maxx

∑
iQi(x)). However, since these are bounded-error algorithms, we cannot guarantee

that all k algorithms will give the correct output with high probability. One option is to apply
standard error reduction, but this would yield an algorithm making O(maxx

∑
iQi(x) log k)

queries. Instead, we prove a general composition theorem for the filtered γ2-norm SDP that
gives an algorithm making O(maxx

∑
iQi(x)) queries, as if the algorithms had no error. A

similar result is known for worst-case query complexity, but that gives a suboptimal upper
bound of O(

∑
i maxxQi(x)) queries. We prove this result in Section 3.

The oracle identification problem was also studied by Atıcı and Servedio [5], who studied
algorithms that are optimal for a given set C. The query complexity of their algorithm
depends on a combinatorial parameter of C, γ̂C , which satisfies 2 ≤ 1/γ̂C ≤ N+1. They prove
Q(oip(C)) = O(

√
1/γ̂C logM log logM). Our algorithm for oracle identification, without

modification, makes fewer queries than this. Our algorithm makes O
(√

1/γ̂C

log 1/γ̂C logM
)
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queries, which resolves a conjecture of Hunziker et al. [13]. We show this in Section 4.1. Our
composition theorem can also be used to remove unneeded log factors from existing quantum
query algorithms. As an example, we show how to improve the almost optimal Boolean
matrix multiplication algorithm that makes O(n

√
l poly(logn)) queries [14], where n is the

size of the matrices and l is the output sparsity, to an algorithm with query complexity
O(n
√
l). We show this in Section 4.2. We conclude with open questions in Section 5. Proofs

omitted due to space constraints appear in the full version of this paper [15].

2 Oracle identification algorithm

In this section we explain the ideas that go into our algorithm and prove its correctness.
We also prove the query upper bound assuming we can compose bounded-error quantum
algorithms without incurring log factors, which we justify in Section 3.

Throughout this section, let x ∈ C be the string we are trying to identify. For any set
S ∈ {0, 1}N , let maj(S) be an N -bit string such that maj(S)i is 1 if |{y ∈ S : yi = 1}| ≥
|{y ∈ S : yi = 0}| and 0 otherwise. In words, maj(S)i is b if the majority of strings in S have
bit i equal to b. Note that the string maj(S) need not be a member of S. In this paper, all
logarithms are base 2 and for any positive integer k, we define [k] := {1, 2, . . . , k}.

2.1 Basic halving algorithm
We begin by describing a general learning strategy called the halving algorithm, attributed
to Littlestone [17]. Say we currently know that the oracle contains a string x ∈ S ⊆ C. The
halving algorithm tests if the oracle string x is equal to maj(S). If it is equal, we have
identified x; if not, we look for a bit at which they disagree. Having found such a bit i, we
know that xi 6= maj(S)i, and we may delete all strings in S that are inconsistent with this.
Since at most half the strings in S disagree with maj(S) at any position, we have at least
halved the number of potential strings.

To convert this into a quantum algorithm, we need a subroutine that tests if a given
string maj(S) is equal to the oracle string x and finds a disagreement otherwise. This can
be done by running Grover’s algorithm on the bitwise xor of x and maj(S).

Algorithm 1 Basic halving algorithm

1: S ← C
2: repeat
3: Search for a disagreement between x and maj(S). If we find a disagreement, delete

all inconsistent strings from S. If not, let S ← {maj(S)}.
4: until |S| = 1

This algorithm always finds the unknown string x, since S always contains x. The loop
can run at most logM times, since each iteration cuts down the size of S by a factor of 2.
Grover’s algorithm needs O(

√
N) queries, but it is a bounded-error algorithm. For this

section, let us assume that bounded-error algorithms can be treated like exact algorithms
and need no error reduction. Assuming this, Algorithm 1 makes O(

√
N logM) queries.

2.2 Improved halving algorithm
Even assuming free error reduction, Algorithm 1 is not optimal. Primarily, this is because
Grover’s algorithm can find an index i such that xi 6= maj(S)i faster if there are many such
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indices to be found, and Algorithm 1 does not exploit this fact. Given an N -bit binary string,
we can find a 1 with O(

√
N/K) queries in expectation, where K > 0 is the number of 1s in

the string. Alternately, there is a variant of Grover’s algorithm that finds the first 1 (from
left to right, say) in the string in O(√p) queries in expectation where p is the position of the
first 1. This follows from the known O(

√
N) algorithm for finding the first 1 in a string of

size N [10], by running that algorithm on the first 2k bits, for k = 1, 2, . . . , logN . We can
now modify the previous algorithm to look for the first disagreement between x and maj(S)
instead of any disagreement.

Algorithm 2 Improved halving algorithm

1: S ← C
2: repeat
3: Search for the first disagreement between x and maj(S). If we find a disagreement,

delete all inconsistent strings from S. If not, let S ← {maj(S)}.
4: until |S| = 1

As before, the algorithm always finds the unknown string. Let r be the number of times
the loop repeats and p1, p2, . . . , pr be the positions of disagreement found. After the first
run of the loop, since a disagreement is found at position p1, we have learned the first p1
bits of x; the first p1 − 1 bits agree with maj(S), while bit p1 disagrees with maj(S). Thus
we are left with a set S in which all strings agree on these p1 bits. For convenience, we can
treat S as a set of strings of length N − p1 (instead of length N). Each iteration reduces the
effective length of strings in S by pi, which gives

∑
i pi ≤ N , since there are at most N bits

to be learned. As before, the loop can run at most logM times, thus r ≤ logM . Finally,
if we assume again that these bounded-error search subroutines are exact, this algorithm
requires O(

∑
i

√
pi) queries, which is O(

√
N logM), by the Cauchy–Schwarz inequality.

2.3 Final algorithm
While Algorithm 2 is an improvement over Algorithm 1, it is still not optimal. One reason is
that sometimes a disagreement between the majority string and x may eliminate more than
half the possible strings. This observation can be exploited by finding disagreements in such
a way as to maximize the reduction in size when a disagreement is found. This idea is due
to Hegedűs [12].

To understand the basic idea, consider searching for a disagreement between x and maj(S)
classically. The most obvious strategy is to check if x1 = maj(S)1, x2 = maj(S)2, and so on
until a disagreement is found. This strategy makes more queries if the disagreement is found
at a later position. However, we could have chosen to examine the bits in any order. We
would like the order to be such that if a disagreement is found at a later position, it cuts
down the size of S by a larger factor. Such an ordering would ensure that either we spend
very few queries and achieve a factor-2 reduction right away, or we spend more queries but
the size of S goes down significantly. Hegedűs shows that there is always a reordering of the
bits that achieves this. The following lemma is similar to [12, Lemma 3.2], but we provide a
proof for completeness.

I Lemma 3. For any S ⊆ {0, 1}N , there exists a string s ∈ {0, 1}N and a permutation σ on
N , such that for any p ∈ [N ], |Sp| ≤ |S|

max{2,p} , where Sp = {y ∈ S : yσ(i) = sσ(i) for 1 ≤ i ≤
p− 1 and yσ(p) 6= sσ(p)}, the set of strings in S that agree with s at σ(1), . . . , σ(p− 1) and
disagree with it at σ(p).
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Proof. We will construct the permutation σ and string s greedily, starting with the first
position, σ(1). We choose this bit to be one that intuitively contains the most information,
i.e., a bit for which the fraction of strings that agree with the majority is closest to 1/2. This
choice will make |S1| as large as possible. More precisely, we choose σ(1) to be any j that
maximizes |{y ∈ S : yj 6= maj(S)j}|. Then let sσ(1) be maj(S)σ(1).

In general, after having chosen σ(1), . . . , σ(k − 1) and having defined s on those bits, we
choose σ(k) to be the most informative bit assuming all previous bits have agreed with string
s on positions σ(1), . . . , σ(k− 1). This choice makes |Sk| as large as possible. More precisely,
define S̄p = {y ∈ S : yσ(i) = sσ(i) for all 1 ≤ i ≤ p}. We choose σ(k) to be any bit j that
maximizes |{y ∈ S̄k−1 : yj 6= maj(S̄k−1)j}|. Then let sσ(k) be maj(S̄k−1)σ(k).

This construction ensures that |S1| ≥ |S2| ≥ . . . ≥ |SN |. Since σ(k) was chosen
to maximize |{y ∈ S̄k−1 : yj 6= maj(S̄k−1)j}|, we have |Sk| = |{y ∈ S̄k−1 : yσ(k) 6=
maj(S̄k−1)σ(k)}| ≥ |{y ∈ S̄k−1 : yσ(k+1) 6= maj(S̄k−1)σ(k+1)}|. The size of this set is at least
|{y ∈ S̄k : yσ(k+1) 6= maj(S̄k−1)σ(k+1)}|, since S̄k ⊆ S̄k−1. We do not know the value of
maj(S̄k−1)σ(k+1) (e.g., it need not be equal to sσ(k+1)), but we do know that it is either 0 or 1.
So this term is at least min{|{y ∈ S̄k : yσ(k+1) 6= 0}|, |{y ∈ S̄k : yσ(k+1) 6= 1}|} = min{|{y ∈
S̄k : yσ(k+1) 6= sσ(k+1)}|, |{y ∈ S̄k : yσ(k+1) = sσ(k+1)}|} = min{|Sk+1|, |S̄k+1|} = |Sk+1|,
where the last equality uses |Sk| ≤ |S̄k| for all k. Finally, combining |S1|+ . . .+ |Sp| ≤ |S|
with |S1| ≥ |S2| ≥ . . . ≥ |Sp| gives |Sp| ≤ |S|/p. Combining this with |S1| ≤ |S|/2, which
follows from the definition of S1, yields the result. J

We can now state our final oracle identification algorithm.

Algorithm 3 Final algorithm

1: S ← C
2: repeat
3: Let σ and s be as in Lemma 3. Search for the first (according to σ) disagreement

between x and s. If we find a disagreement, delete all inconsistent strings from S. If not,
let S ← {s}.

4: until |S| = 1

As before, it is clear that this algorithm solves the problem. Let us analyze the query
complexity. To compute the query complexity, let r be the number of times the loop repeats.
Let p1, p2, . . . , pr be the positions of disagreement. We have

∑r
i=1 pi ≤ N , as in Algorithm 2.

Unlike the previous analysis, the bound r ≤ logM can be loose, since the size of S may
reduce by a larger factor due to Lemma 3. Instead, we know that each iteration reduces the set
S by a factor of max{2, pi}, which gives us

∏r
i=1 max{2, pi} ≤M . As before, we will assume

the search subroutine is exact, which gives us a query upper bound of O(
∑r
i=1
√
pi), subject

to the constraints
∑r
i=1 pi ≤ N and

∏r
i=1 max{2, pi} ≤ M . We solve this optimization

problem in the full version [15] to obtain the following lemma.

I Lemma 4. Let C(M,N) be the maximum value attained by
∑r
i=1
√
pi, subject to the

constraints
∑r
i=1 pi ≤ N,

∏r
i=1 max{2, pi} ≤M, r ∈ [N ] and pi ∈ [N ] for all i ∈ [r]. Then

C(M,N) = O
(√

N logM
log(N/logM)+1

)
and C(M,N) = O(

√
M).

Thus Algorithm 3 achieves the upper bound claimed in Theorem 2, under our assumption
that the search subroutine is exact. Since it is not exact, we could reduce the error with
logarithmic overhead, but it is usually unnecessary to incur this loss in quantum query
algorithms. In the next section we prove this and establish the complexity of Algorithm 3.
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3 Composition theorem for input-dependent query complexity

The primary aim of this section is to rigorously establish the query complexity of Algorithm 3.
Along the way, we will develop techniques that can be used more generally. Let us begin by
describing what we would like to prove. Algorithm 3 essentially consists of a loop repeated
r(x) times. We write r(x) to make explicit its dependence on the input x. The loop itself
consists of running a variant of Grover’s algorithm on x, based on information we have
collected thus far about x. Call these algorithms A1, A2, . . . , Ar(x). To be clear, A1 is the
algorithm that is run the first time the loop is executed, i.e., it looks for a disagreement
under the assumption that S = C. It produces an output p1(x), which is then used by A2.
A2 looks for a disagreement assuming a modified set S, which is smaller than C. Let us
say that in addition to p2(x), A2 also outputs p1(x). This ensures that the output of Ai
completely describes all the information we have collected about x. Thus algorithm Ai+1
now only needs the output of Ai to work correctly.

We can now view Algorithm 3 as a composition of r(x) algorithms, A1, A2, . . . , Ar(x). It
is a composition in the sense that the output of one is required as the input of the next
algorithm. We know that the expected query complexity of Ai is O(

√
pi(x)). If these

algorithms were exact, then running them one after the other would yield an algorithm with
expected query complexity O(

∑
i

√
pi(x)). But since they are bounded error, this does not

work. However, if we consider their worst-case complexities, we can achieve this complexity.
If we have r algorithms A1, A2, . . . , Ar with worst-case query complexities Qi, then there is
a quantum algorithm that solves the composed problem with O(

∑
iQi) queries. This is a

remarkable property of quantum algorithms, which follows from the work of Lee et al. [16].
We first discuss this simpler result before moving on to input-dependent complexities.

3.1 Composition theorem for worst-case query complexity
We now show a composition theorem for solutions of the filtered γ2-norm SDP, which implies
a similar result for worst-case quantum query complexity. This follows from the work of
Lee et al. [16], which we generalize in the next section. As discussed in the introduction, let
D ⊆ {0, 1}N , and consider functions that map D to E. For any matrix A indexed by D, we
define a quantity γ(A). (To readers familiar with the notation of [16], this is their γ2(A|∆).)

I Definition 5. Let A be a square matrix indexed by D. We define γ(A) as the following:

γ(A) := min
{|uxj〉,|vyj〉}

max
x∈D

c(x) (1)

subject to: ∀x ∈ D, c(x) = max
{∑

j

‖|uxj〉‖2,
∑
j

‖|vxj〉‖2
}

(2)

∀x, y ∈ D,
∑

j:xj 6=yj

〈uxj |vyj〉 = Axy (3)

We use γ(A) to refer to both the SDP above and its optimum value. For a function
f : D → E, let F be its Gram matrix, defined as Fxy = 1 if f(x) 6= f(y) and Fxy = 0
otherwise. Lee et al. showed that Q(f) = Θ(γ(J − F )), where J is the all-ones matrix.

More generally, they showed that this SDP also upper bounds the quantum query
complexity of state conversion. In the state conversion problem, we have to convert a given
state |sx〉 to |tx〉. An explicit description of the states |sx〉 and |tx〉 is known for all x ∈ D,
but we do not know the value of x. Since the query complexity of this task depends only
on the Gram matrices of the starting and target states, define S and T by Sxy = 〈sx|sy〉
and Txy = 〈tx|ty〉 for all x, y ∈ D. Let S 7→ T denote the problem of converting states with
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Gram matrix S to those with Gram matrix T . If F is the Gram matrix of a function f , then
J 7→ F is the function evaluation problem. Lee et al. showed that Q(S 7→ T ) = O(γ(S − T )),
which generalizes Q(f) = O(γ(J − F )).

We now have the tools to prove the composition theorem for the filtered γ2-norm SDP.

I Theorem 6 ([16]). Let f0, f1, . . . , fk be functions with Gram matrices F0, F1, . . . , Fk.
Let C1, C2, . . . , Ck be the optimum value of the SDPs for the state conversion problems
F0 7→ F1, . . . , Fk−1 7→ Fk, i.e., for i ∈ [k], Ci = γ(Fi−1 − Fi). Then, γ(F0 − Fk) ≤

∑k
i=1 Ci.

This does not appear explicitly in [16], but simply follows from the triangle inequality
γ(A+B) ≤ γ(A) +γ(B) [16, Lemma A.2]. From this we can also show an analogous theorem
for quantum query complexity, which states Q(F0 7→ Fk) = O(

∑k
i=1 Q(Fi−1 7→ Fi)). We do

not prove this claim as we do not need it in this paper.
For our application, we require a composition theorem similar to Theorem 6, but for

input-dependent query complexity. However, it is not even clear what this means a priori,
since the value γ(J − F ) does not contain information about input-dependent complexities.
Indeed, the value is a single number and cannot contain such information. However, the
SDP does contain this information and we modify this framework to be able to access this.

For example, let f be the find-first-one function, which outputs the smallest i such that
xi = 1 and outputs N + 1 if x = 0N . There is a quantum algorithm that solves this with
O(
√
f(x)) queries in expectation. Furthermore, there is a feasible solution for the γ(J − F )

SDP with c(x) = O(
√
f(x)), where c(x) is the function that appears in (2). This suggests

that c(x) gives us information about the x-dependent query complexity. The same situation
occurs when we consider the search problem with multiple marked items. There is a feasible
solution with c(x) = O(

√
N/K) for inputs with K ones. This function c(x) will serve as our

input-dependent cost measure.

3.2 Cost functions
I Definition 7 (Cost function). Let A be a square matrix indexed by D. We say c : D → R
is a feasible cost function for γ(A) if there is a feasible solution of γ(A) with values c(x) in
eq. (2). Let the set of all feasible cost functions for γ(A) be denoted Γ(A).

Note that if c is a feasible cost function for γ(J − F ), then maxx c(x) is an upper bound
on the worst-case cost, γ(J − F ), which is exactly what we expect from an input-dependent
cost. We can now prove an input-dependent analogue of Theorem 6 with c(x) playing the
role of γ(J − F ).

I Theorem 8. Let f0, f1, . . . , fk be functions with Gram matrices F0, F1, . . . , Fk. Let
c1, . . . , ck be feasible cost functions for γ(F0 − F1), . . . , γ(Fk−1 − Fk), i.e., for i ∈ [k],
ci ∈ Γ(Fi−1 − Fi). Then there is a c ∈ Γ(F0 − Fk) satisfying c(x) ≤

∑
i ci(x) for all

x ∈ D.

As in the case of Theorem 6, this follows from an analogous triangle inequality.

I Lemma 9. Let A and B be square matrices indexed by D. If cA ∈ Γ(A) and cB ∈ Γ(B),
there exists a c ∈ Γ(A+B) satisfying c(x) ≤ cA(x) + cB(x) for all x ∈ D.

This is shown by constructing a feasible solution for γ(A+B) by taking the direct sum
of vectors in a solution of γ(A) and γ(B). A proof appears in the full version [15].

In our applications, we will encounter algorithms that also output their input, i.e.,
accept as input f(x) and output (f(x), g(x)). Note that the Gram matrix of the function
h(x) = (f(x), g(x)) is merely H = F ◦G, defined as Hxy = FxyGxy.
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Such an algorithm can either be thought of as a single quantum algorithm that accepts
f(x) ∈ E as input and outputs (f(x), g(x)) or as a collection of algorithms Ae for each e ∈ E,
such that algorithm Af(x) requires no input and outputs (f(x), g(x)) on oracle input x. These
are equivalent viewpoints, since in one direction you can construct the algorithms Ae from A

by hardcoding the value of e and in the other direction, we can read the input e and call the
appropriate Ae as a subroutine and output (e,Ae(x)). Additionally, if the algorithm Af(x)
makes q(x) queries on oracle input x, the algorithm A we constructed accepts f(x) as input,
outputs (f(x), g(x)), and makes q(x) queries on oracle input x. While intuitive for quantum
algorithms, we establish this rigorously for cost functions in the full version [15]:

I Theorem 10. Let f, g : D → E be functions with Gram matrices F and G. For any e ∈ E,
let f−1(e) = {x : f(x) = e}. For every e ∈ E, let ce : f−1(e)→ R be a feasible cost function
for γ(J − Ge), where Ge denotes the matrix G restricted to those x that satisfy f(x) = e.
Then there exists a c ∈ Γ(F − F ◦G), such that c(x) = cf(x)(x).

3.3 Algorithm analysis
We can now return to computing the query complexity of Algorithm 3. Using the same
notation as in the beginning of this section, for any x ∈ C, we define r(x) to be the number
of times the repeat loop is run in Algorithm 3 for oracle input x assuming all subroutines
have no error. Similarly, let p1(x), p2(x), . . . pr(x)(x) be the first positions of disagreement
found in each run of the loop. Note that p1(x), p2(x), . . . pr(x)(x) together uniquely specify x.
Let r = maxx r(x).

We now define r functions f1, . . . , fr as f1(x) = p1(x), f2(x) = (p1(x), p2(x)), . . . , fr(x) =
(p1(x), . . . , pr(x)), where pk(x) = 0 if k > r(x). Thus if Pi are the Gram matrices of the
functions pi, then F1 = P1, F2 = P1 ◦ P2, . . . , Fr = P1 ◦ P2 ◦ · · · ◦ Pr.

We will now construct a solution for γ(J − Fr), using solutions for the intermediate
functions fi. From Theorem 8 we know that we only need to construct solutions for γ(J −
F1), γ(F1 −F2), . . . , γ(Fr−1 −Fr). From Theorem 10 we know that instead of constructing a
solution for γ(Fk − Fk+1), which is γ(Fk − Fk ◦ Pk+1), we can construct several solutions,
one for each value of fk(x). More precisely, let fk : D → Ek; then we can construct solutions
for γ(J − P ek+1) for all e ∈ Ek, where P ek+1 is the matrix Pk+1 restricted to x that satisfy
fk(x) = e.

For any k, the problem corresponding to γ(J−P ek+1) is just the problem of finding the first
disagreement between x and a known string, which is the essentially the find-first-one function.
This has a solution with cost function O(

√
f(x)), which in this case is O(

√
pk+1(x)).

I Theorem 11. Let f be the function that outputs the smallest i such that xi = 1 and
outputs N + 1 if x = 0N and let F be its Gram matrix. Then there is a c ∈ Γ(J − F ) such
that c(x) = O(

√
f(x)).

Proof. Let ak = k−1/4 and bk = 1/ak = k1/4. Define |uxj〉 = |vxj〉 as the following.

|uxj〉 = |vxj〉 =


aj , if j < f(x)
bf(x), if j = f(x)
0, if j > f(x).

This is a feasible solution for γ(J −F ). Since the constraints are symmetric in x and y, there
are two cases: either f(x) < f(y) or f(x) = f(y). In the first case,

∑
j:xj 6=yj

〈uxj |vyj〉 =∑
j=f(x)〈uxj |vyj〉 = af(x)bf(x) = 1, since x and y agree on all positions before f(x). In the
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second case,
∑
j:xj 6=yj

〈uxj |vyj〉 = 0, since x and y only disagree after position f(x) = f(y).
To compute the cost function, note that c(0N ) =

∑N
k=1 a

2
k = O(

√
N) = O(

√
f(0N )). For

x 6= 0N , c(x) =
∑f(x)−1
k=1 a2

k + b2
f(x) =

∑f(x)−1
k=1 k−1/2 +

√
f(x) = O(

√
f(x)). J

Our function is different from this one in two ways. First, we wish to find the first
disagreement with a fixed string s instead of the first 1. This change does not affect the
Gram matrix or the SDP. Second, we are looking for a disagreement according to an order σ,
not from left to right. This is easy to fix, since we can replace j with σ(j) in the definition
of the vectors in the proof above.

This shows that for any k, there is a feasible cost function for γ(J − P ek+1) with cost
c(x) = O(

√
pk+1(x)) for any x that satisfies fk(x) = e. Using Theorem 10, we get that for any

k there is a ck ∈ Γ(Fk − Fk ◦ Pk+1) with ck(x) = O(
√
pk+1(x)) for all x ∈ D. Finally, using

Theorem 8, we have a c ∈ Γ(J − Fr) with cost c(x) = O(
∑r
i=1
√
pi(x)) = O(

∑r(x)
i=1

√
pi(x)).

Since the function fr(x) uniquely determines x, we have a feasible cost function for oracle
identification with cost O(

∑r(x)
i=1

√
pi(x)), subject to the constraints of Lemma 4, which we

have already solved. Along with the lower bound, this yields the main result.

I Theorem 2. For N < M ≤ 2N , Q(oip(M,N)) = Θ
(√

N logM
log(N/logM)+1

)
.

4 Other applications

4.1 Quantum learning theory
The oracle identification problem has also been studied in quantum learning theory with the
aim of characterizing Q(oip(C)). The algorithms and lower bounds studied apply to arbitrary
sets C, not just to the class of sets of a certain size, as in the rest of the paper. We show that
Algorithm 3 also performs well for any set C, outperforming the best known algorithm. The
known upper and lower bounds for this problem are in terms of a combinatorial parameter γ̂C ,
defined by Servedio and Gortler. They showed that for any C, Q(oip(C)) = Ω(

√
1/γ̂C+ logM

logN )
[18]. Later, Atıcı and Servedio showed that Q(oip(C)) = O(

√
1/γ̂C logM log logM) [5].

While we do not define γ̂C, we can informally describe it as follows: γ̂C is the largest
α < 1, such that for any set S ⊆ C, if we know that x belongs to S, there is a bit of x that
can be queried such that size of the set of strings consistent with the answer to this query
is at most (1 − α)|S|, no matter what the oracle responds. This ensures that if we query
the oracle with the permutation of Lemma 3, which was chosen to maximize the number of
strings eliminated with a query, each query reduces the size of S by a factor of (1− γ̂C).

This adds an extra constraint to Lemma 4 of the form M
∏r
i (1− γ̂C)pi ≥ 1, since learning

pi bits will reduce the size of the remaining set by a factor of (1− γ̂C)pi . From this constraint
we get (

∑
i pi) log(1− γ̂C) ≥ − logM . Using log(1− γ̂C) ≤ −γ̂C gives

∑
i pi ≤

logM
γ̂C .

We may now replace the constraint
∑
i pi ≤ N with

∑
i pi ≤

logM
γ̂C in the optimization

problem of Lemma 4. This inequality also implies pi ≤ logM
γ̂C and r ≤ logM

γ̂C . Thus we may
simply replace all occurrences of N by logM

γ̂C in Lemma 4. This yields the following theorem,
which resolves a conjecture of Hunziker et al. [13, Conjecture 2].

I Theorem 12. Algorithm 3 solves oip(C) with O
(√

1/γ̂C

log 1/γ̂C logM
)
queries.

Since Q(oip(C)) = Ω(
√

1/γ̂C + logM
logN ), we see that Algorithm 3 makes O( Q(oip(C))2√

logQ(oip(C))
logN)

queries, which means it can be at most about quadratically worse than the optimal algorithm
for oip(C).
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4.2 Boolean matrix multiplication

In this section we show how to improve the upper bound on Boolean matrix multiplication
(BMM) from O(n

√
l poly(logn)) [14] to O(n

√
l), where n is the size of the matrices and l is

the output sparsity. Like in the analysis in Section 3, we will break up the BMM algorithm
of [14] into a sequence of algorithms Ai such that the output of Ai is the input of Ai+1, and
convert each algorithm into a feasible solution for the corresponding SDP.

The BMM algorithm is almost of this form: It uses two subroutines for graph collision,
one for the decision problem and another to find all collisions. The first subroutine solves
the problem on a bipartite graph with 2n vertices and m nonedges in O(

√
n+
√
m) queries.

Since this query complexity is not input dependent, there is a feasible SDP solution for this
problem with c(x) = O(

√
n+
√
m) using the known characterization of Lee et al. [16].

The second subroutine finds all graph collisions in an instance with λ collisions using
O(
√
nλ+

√
m) queries. This upper bound is input dependent, since λ is a function of the input.

In this subroutine, the only input-dependent algorithm is the variant of Grover’s algorithm
that uses O(

√
nk) queries to find all k ones in an n-bit string with k ones. It is easy to show

that there is a feasible cost function for this with c(x) = O(
√
nk). For example, we may

compose the SDP solution for the find-first-one function (Theorem 11) with itself repeatedly
to find all ones. The cost function of the resultant SDP will satisfy c(x) = O(

∑
i

√
pi), where

pis are the locations of the ones. By the Cauchy-Schwarz inequality this is O(
√
nk). Thus

the second subroutine has a feasible cost function c(x) = O(
√
nλ+

√
m).

The BMM algorithm breaks up the problem into n instances of graph collision. The
algorithm repeatedly searches for indices i such that the ith graph collision instance has a
collision. Then it finds all graph collisions of this instance and repeats. Instead of searching
for any i, we can search for the first i. The problem of searching for the first i that has a
graph collision is the composition of the find-first-one function (Theorem 11) and the graph
collision function. It is a composition in the sense that each input bit of the first problem
is the output bit of another problem. It is known that the optimal value of the γ SDP for
f ◦ gn is at most γ(J − F )γ(J −G). Similarly, it can be shown that there is a feasible cost
function for f ◦ g that is at most the product of the cost functions. This is similar to [16,
Lemma 5.1] or Lemma 9, but we take the tensor product instead of taking the direct sum.

Finally, let p1, . . . , pt be the positions of indices found in the algorithm. The search problem
requires O(√pi(

√
n+
√
m)) queries for each i, since it is the composition of the two above-

mentioned algorithms. The algorithm that finds all graph collisions has a feasible cost function
O(
√
nλi +

√
m), where λi is the number of graph collisions in the ith graph collision instance.

This gives a feasible cost function for BMM with cost O(
∑
i(
√
pi(
√
n+
√
m) +

√
nλi +

√
m)),

which is the same optimization problem solved in [14], without log factors. This is O(n
√
l).

5 Open questions

Our composition theorem only works for solutions of the filtered γ2-norm SDP, not for
quantum query complexity itself. While this is sufficient for our application, it would
be interesting to know if bounded-error quantum algorithms with input-dependent query
complexities can be composed in general without incurring log factors.

While the query complexity of oracle identification in terms of M and N has been fully
characterized, finding an optimal quantum algorithm for oip(C) remains open, even classically.
It would also be interesting to study time-efficient oracle identification algorithms for specific
sets C, since none of the known algorithms is known to be time efficient.
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Abstract
Wiehagen’s Thesis in Inductive Inference (1991) essentially states that, for each learning criterion,
learning can be done in a normalized, enumerative way. The thesis was not a formal statement
and thus did not allow for a formal proof, but support was given by examples of a number of
different learning criteria that can be learned enumeratively.

Building on recent formalizations of learning criteria, we are now able to formalize Wiehagen’s
Thesis. We prove the thesis for a wide range of learning criteria, including many popular criteria
from the literature. We also show the limitations of the thesis by giving four learning criteria for
which the thesis does not hold (and, in two cases, was probably not meant to hold). Beyond the
original formulation of the thesis, we also prove stronger versions which allow for many corollaries
relating to strongly decisive and conservative learning.

1998 ACM Subject Classification I.2.6 Learning

Keywords and phrases Algorithmic Learning Theory, Wiehagen’s Thesis, Enumeration Learning

Digital Object Identifier 10.4230/LIPIcs.STACS.2014.494

1 Introduction

In Gold-style learning [10] (also known as inductive inference) a learner tries to learn
an infinite sequence, given more and more finite information about this sequence. For
example, a learner h might be presented longer and longer initial segments of the sequence
g = 1, 4, 9, 16, . . .. After each new datum of g, h may output a description of a function (for
example a Turing machine program computing that function) as its conjecture. h might
output a program for the constantly-1 function after seeing the first element of this sequence
g, and then, as soon as more data is available, a program for the squaring function. Many
criteria for saying whether h is successful on g have been proposed in the literature. Gold, in
his seminal paper [10], gave a first, simple learning criterion, later called Ex-learning1, where
a learner is successful iff it eventually stops changing its conjectures, and its final conjecture
is a correct program (computing the input sequence).

Trivially, each single, describable sequence g has a suitable constant function as an
Ex-learner (this learner constantly outputs a description for g). Thus, we are interested
in sets of total computable functions S for which there is a single learner h learning each
member of S (those sets S are then called Ex-learnable).

Gold [10] showed an important class of sets of functions to be Ex-learnable:2 each

∗ We would like to thank Sandra Zilles for bringing Wiehagen’s Thesis in connection with the approach
of abstractly defining learning criteria, as well as the anonymous reviewers for their friendly and helpful
suggestions.

1 “Ex” stands for explanatory.
2 We let N = {0, 1, 2, . . .} be the set of natural numbers and we fix a coding for programs based on Turing

machines letting, for any program (code) p ∈ N, ϕp be the function computed by the Turing machine
coded to p.
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uniformly computable set of total functions is Ex-learnable; a set of functions S is uniformly
computable iff there is a computable function e such that S = {ϕe(n) | n ∈ N}. The
corresponding learner learns by enumeration: in every iteration, it finds the first index n
such that ϕe(n) is consistent with all known data, and outputs e(n) as the conjecture.

However, it is well-known that there are sets which are not uniformly computable, yet
Ex-learnable. Blum and Blum [6] gave the following example. Let e be a total computable
listing of programs such that the predicate ϕe(n)(x) = y is decidable in n, x and y. Crucially,
some of the ϕe(n) may be undefined on some arguments; these functions are not required
to be learned, but the set of all the total functions enumerated is Ex-learnable. This uses
the same strategy as for uniformly computable sets of functions, but this learning already
goes beyond enumeration of all and only the learned functions, as there are sets which are so
learnable, but not uniformly computable. The price is that the learner may give intermediate
conjectures e(n) which are programs for partial functions; this is necessarily so, as noted
in [9].

As already shown by Wiehagen [16], there are Ex-learnable sets of functions that cannot
be learned while always having a hypothesis that is consistent with the known data. Thus,
the above strategy for learning employed by Blum and Blum [6] is not applicable for all
learning tasks. In [17, 18] Wiehagen was looking for whether there is a more general strategy
which also enumerates a list of candidate conjectures and is applicable to all Ex-learnable sets.
He showed that this is indeed possible, giving an insightful characterization of Ex-learning.

A main focus of the research in inductive inference defines learning criteria that are
different from (but usually similar in flavor to) Ex-learning. For example, consistent learning
requires that each conjecture is consistent with the known data; monotone learning requires
the sequence of conjectures to be monotone with respect to inclusion of the graphs of the
computed functions. Wiehagen also gives characterizations for these learning criteria and
more. Other researchers give similar characterizations; recent work in this area includes, for
example, [1]. For any learning criterion I we are again interested in sets of total computable
functions S for which there is a single learner h which learns every function in S in the sense
specified by I; we call such S I-learnable.

Wiehagen was inspired by his work to conjecture a general structure of learning, as stated
in his Thesis in Inductive Inference [18], which we rephrase in the language of this paper:

Let I be any learning criterion. Then for any I-learnable class S, an enumeration
of programs e can be constructed such that S is I-learnable with respect to e
by an enumerative learner.

Note that [18] called a learning criterion an “inference type” and a learner an “inference
strategy”. About his thesis, Wiehagen [18] wrote that “We do not exclude that one nice day
a formal proof of this thesis will be presented. This would require ‘only’ to formalize the
notions of ‘inference type’ and ‘enumerative inference strategy’ which does not seem to be
hopeless. But up to this moment we prefer ‘verifying’ our thesis analogously as it has been
done with ‘verifying’ Church’s thesis, namely by formally proving it for ‘real’, reasonable,
distinct inference types.”

Recently, the notion of a learning criterion was formalized in [13] (see Section 2.1 for the
formal notions relevant to this paper). Our first contribution in this paper is a formalization
of “enumeration learner” in Definition 2. It is in the nature of the very general thesis that any
formalization may be too broad in some respects and too narrow in other. For example, our
formalizations exclude some learning criteria, such as finite learning, learning by non-total
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learners, and criteria featuring global restrictions on the learner. However, for the scope of
our definitions, we already get very strong and insightful results in this paper.

In Theorem 3 we discuss four different learning criteria in which the thesis does not hold.
The first one is prediction, which attaches a totally different meaning to the “conjectures”
than Ex-learning (the thesis was probably never meant to hold for such learning criteria).
The second criterion involves mandatory oscillation between (correct) conjectures, which is in
immediate contradiction to enumerative learning. The third learning criterion is transductive
learning, where the learner has very little information in each iteration. The fourth is
learning in a non-standard hypothesis space. The last two learning criteria do not contradict
enumerative learning directly, but still demand too much for learning by enumeration.

In Section 4 we show that there is a broad core of learning criteria for which Wiehagen’s
Thesis holds. For this we introduce the notion of a pseudo-semantic restriction, where only
the semantics of conjectures and possibly the occurrence of mind changes matter, but not
other parts of their syntax. Theorem 10 shows that Wiehagen’s Thesis holds in the case of
full information learning (like in Ex-learning given above, where the learner only gets more
information in each iteration) when all restrictions are pseudo-semantic, and in Theorem 16
we see that the same holds in the case of iterative learning (a learning model in which a
learner has a restricted memory). Note that these two theorems already cover a very wide
range of learning criteria from the literature, including all given by Wiehagen [18].

Finally, going beyond the scope of Wiehagen’s Thesis, we show that we can assume the
enumeration e of programs to be semantically 1-1 (each e(n) codes for a different function)
if we assume a little bit more about the learning criteria, namely that their restrictions allow
for patching and erasing (see Definition 11). This is formally shown in Theorem 13 (for
the case of full information learning) and in Theorem 17 (for the case of iterative learning).
Example criteria to which these theorems apply include Ex-learning, as well as consistent
and monotone learning. Wiehagen [18] already pointed out in special cases that one can get
such semantically 1-1 enumerations. From these results on learning with a semantically 1-1
enumeration we can derive corollaries to conclude that the learning criteria, to which the
theorems apply, allow for strongly decisive and conservative learning (see Definition 1); for
example, for plain Ex-learning, this proves (a stronger version of) a result from [15] (which
showed that Ex-learning can be done decisively). Note that all positive results are sufficient
conditions for enumerative learnability; except for the (weak) condition given in Remark 9,
we could not find interesting necessary conditions.

The benefits of this work are threefold. First, we address a long-open problem in its
essential parts. Second, we derive results about (strongly) decisive and conservative learning
in many different settings. Finally, we further develop general techniques to derive powerful
theorems applicable to many different learning criteria, thanks to general notions such as
“pseudo-semantic restriction”.

Note that we omit a number of nontrivial proofs due to space constraints.

2 Mathematical Preliminaries

We fix any computable 1-1 and onto pairing function 〈·, ·〉 : N × N → N; Whenever we
consider tuples of natural numbers as input to a function, it is understood that the general
coding function 〈·, ·〉 is used to code the tuples into a single natural number. We similarly fix
a coding for finite sets and sequences, so that we can use those as input as well. We use ∅ to
denote the empty sequence; for every non-empty sequence σ we let σ− denote the sequence
derived from σ by dropping the last listed element.
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If a function f is not defined for some argument x, then we denote this fact by f(x)↑,
and we say that f on x diverges; the opposite is denoted by f(x)↓, and we say that f on x
converges. If f on x converges to p, then we denote this fact by f(x)↓ = p. For any total
computable predicate P , we use µx P (x) to denote the minimal x such that P (x) (undefined,
if no such x exists). The special symbol ? is used as a possible hypothesis (meaning “no
change of hypothesis”).

Unintroduced notation for computability theory follows [14]. P andR denote, respectively,
the set of all partial computable and the set of all computable functions (mapping N→ N).
For any function f : N→ N and all i, we use f [i] to denote the sequence f(0), . . . , f(i− 1)
(undefined, if any one of these values is undefined).

We will use a number of basic computability-theoretic results in this paper. First, we
fix a padding function, a 1-1 function pad ∈ R such that ∀p, n, x : ϕpad(p,n)(x) = ϕp(x).
Intuitively, pad generates infinitely many syntactically different copies of the semantically
same program. We require that pad is monotone increasing in both arguments. The S-m-n
Theorem states that there is a 1-1 function s ∈ R such that ∀p, n, x : ϕs(p,n)(x) = ϕp(n, x).
Intuitively, s-m-n allows for “hard-coding” arguments to a program.

2.1 Learning Criteria
In this section we formally introduce our setting of learning in the limit and associated
learning criteria. We follow [13] in its “building-blocks” approach for defining learning criteria.
A learner is a partial computable function from N to N∪{?}. A sequence generating operator
is a function β taking as arguments a function h (the learner) and a function g (the learnee)
and that outputs a function p. We call p the conjecture sequence of h given g. Intuitively, β
defines how a learner can interact with a given learnee to produce a sequence of conjectures.

The most important sequence generating operator is G (which stands for “Gold”, who
first studied it [10]), which gives the learner full information about the learning process so
far; this corresponds to the examples of learning criteria given in the introduction. Formally,
G is defined such that

∀h, g, i : G(h, g)(i) = h(g[i]).

We define two additional sequence generating operators It (iterative learning, [16]) and Td
(transductive learning, [8]) as follows. For all learners h, learnees g and all i,

It(h, g)(i) =
{
h(∅), if i = 0; 3

h(It(h, g)(i− 1), i− 1, g(i− 1)), otherwise;

Td(h, g)(i) =


h(∅), if i = 0;
Td(h, g)(i− 1), else, if h(i− 1, g(i− 1)) = ?;
h(i− 1, g(i− 1)), otherwise.

For both of iterative and transductive learning, the learner is presented with a new datum
each turn (argument/value pair from the learnee in complete and argument-increasing order).
Furthermore, in iterative learning, the learner has access to the previous conjecture, but not
so in transductive learning; however, in transductive learning, the learner can implicitly take
over the previous conjecture by outputting “?”.

Successful learning requires the learner to observe certain restrictions, for example
convergence to a correct index. These restrictions are formalized in our next definition. A

3 h(∅) denotes the initial conjecture (based on no data) made by h.
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sequence acceptance criterion is a predicate δ on a learning sequence and a learnee. The most
important sequence acceptance criterion is denoted Ex (which stands for “Explanatory”),
already studied by Gold [10]. The requirement is that the conjecture sequence converges (in
the limit) to a correct hypothesis for the learnee (we met this requirement already in the
introduction). Formally, for any programming system4 ψ, we define Exψ as a predicate such
that

Exψ = {(p, g) ∈ R2 | ∃n0, q : ∀n ≥ n0 : p(n) = q ∧ ψq = g}.

Standardly we use Ex = Exϕ. We will meet many more sequence acceptance criteria below.
We combine any two sequence acceptance criteria δ and δ′ by intersecting them; we denote
this by juxtaposition (for example, the sequence acceptance criteria given below are meant
to be always used together with Ex).

For any set C ⊆ P of possible learners, any sequence generating operator β and any
sequence acceptance criterion δ, (C, β, δ) (or, for short, Cβδ) is a learning criterion. A
learner h ∈ C Cβδ-learns the set Cβδ(h) = {g ∈ R | δ(β(h, g), g)}. A set S ⊆ R of possible
learnees is called Cβδ-learnable iff there is a function h ∈ C which Cβδ-learns all elements of
S (possibly more). Abusing notation, we also use Cβδ to denote the set of all Cβδ-learnable
sets (learnable by some learner).

Next we define a number of further sequence acceptance criteria which are of interest for
this paper.

I Definition 1. With Cons we denote the restriction of consistent learning [4, 6] (being
correct on all known data); with Conf the restriction of conformal learning [17] (being
correct or divergent on known data); with Conv we denote the restriction of conservative
learning [2] (never abandoning a conjecture which is correct on all known data); with Mon
we denote the restriction of monotone learning [12] (conjectures make all the outputs that
previous conjectures made – monotonicity in the graphs); finally, with PMon we denote the
restriction of pseudo-monotone learning [18] (conjectures make all the correct outputs that
previous conjectures made). The following definitions formalize these restrictions.

Conf = {(p, g) ∈ R2 | ∀n∀x < n : ϕp(n)(x)↓ ⇒ ϕp(n)(x) = g(x)};
Cons = {(p, g) ∈ R2 | ∀n∀x < n : ϕp(n)(x) = g(x)};
Conv = {(p, g) ∈ R2 | ∀n : p(n) 6= p(n+ 1)⇒ ∃x < n+ 1 : ϕp(n)(x) 6= g(x)};
Mon = {(p, g) ∈ R2 | ∀i ≤ j ∀x : ϕp(i)(x)↓ ⇒ ϕp(j)(x)↓ = ϕp(i)(x)};

PMon = {(p, g) ∈ R2 | ∀i ≤ j ∀x : ϕp(i)(x)↓ = g(x)⇒ ϕp(j)(x)↓ = ϕp(i)(x)}.

An example of a well-studied learning criterion is RGConsEx, requiring convergence of the
learner to a correct conjecture, as well as consistent conjectures along the way.

Furthermore, we are interested in a number of restrictions which disallow certain kinds
of returning to abandoned conjectures. We say that a learner exhibits a U-shape when it
first outputs a correct conjecture, abandons this, and then returns to a correct conjecture.
We distinguish between syntactic U-shapes (returning to the syntactically same conjecture),
semantic U-shapes (returning to the semantically same conjecture, after semantically aban-
doning it; note that we drop the qualifier “semantic” in this case) and strong U-shapes
(outputting a semantically same conjecture after syntactically abandoning it; this is called
strong, because it leads to the stronger restriction). Forbidding these kinds of U-shapes leads

4 We call ψ a programming system iff, for all p, ψp is a computable function, and the function mapping
any p and x to ψp(x) is also (partial) computable.
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to the respective non-U-shapedness restrictions SynNU, NU and SNU. If we consider
forbidding returning to abandoned conjectures more generally, we get three corresponding
restrictions of decisiveness. We give the formal definitions here.

SynNU = {(p, g) ∈ R2 | ∀i ≤ j ≤ k : (ϕp(i) = g ∧ p(i) = p(k))⇒ p(j) = p(i)};
NU = {(p, g) ∈ R2 | ∀i ≤ j ≤ k : ϕp(i) = g = ϕp(k) ⇒ ϕp(j) = ϕp(i)};

SNU = {(p, g) ∈ R2 | ∀i ≤ j ≤ k : ϕp(i) = g = ϕp(k) ⇒ p(j) = p(i)};
SynDec = {(p, g) ∈ R2 | ∀i ≤ j ≤ k : p(i) = p(k)⇒ p(j) = p(i)};

Dec = {(p, g) ∈ R2 | ∀i ≤ j ≤ k : ϕp(i) = ϕp(k) ⇒ ϕp(j) = ϕp(i)};
SDec = {(p, g) ∈ R2 | ∀i ≤ j ≤ k : ϕp(i) = ϕp(k) ⇒ p(j) = p(i)}.

Of these variations of disallowing returning to abandoned conjectures, mostly NU [3] and
Dec [15] are well-studied, but also SNU [5, 18] drew some attention; however, almost all of
this work was done for the case of learning of languages (with the exception of [15]).

Note that the literature knows many more learning criteria than those constructible from
the parts given in this section (see the text book [11] or the survey [19] for an overview).

3 Learning by Enumeration

In this section we formally introduce our notions of learning by enumeration and derive some
easy statements from these definitions. We start with the general definition of learning by
enumeration.

I Definition 2. Let I be a learning criterion and let S ⊆ R be I-learnable by some learner
h ∈ R. We say that h learns by enumeration iff there is a 1-1 enumeration e ∈ R of possible
conjectures such that, for each g ∈ R, there is a monotonically non-decreasing function r
such that e ◦ r is the conjecture sequence of h on g. We say that a learning criterion I allows
for learning by enumeration iff each I-learnable set is I-learnable by a learner learning by
enumeration. We call e the enumeration of conjectures.

Note that, since e is required to be 1-1 and r non-decreasing, in any learning sequence of
an enumeration learner h, no once abandoned hypothesis will be returned to; such abandoned
hypotheses we call refuted. This immediately gives the following remark.
I Remark. Let h learn by enumeration. Then h learns syntactically decisively. In particular,
for any learning criterion I allowing for learning by enumeration, every I-learnable set is
I-learnable by a syntactically decisive learner.

From the wealth of (theoretically possible) learning criteria we quickly see that there are
learning criteria which do not allow for learning by enumeration. For example, the task of
prediction is typically modeled by using the sequence acceptance criterion M (for matching)
defined as {(p, g) | ∃n0∀n ≥ n0 : p(n) = g(n)}; in this case, the output of the learner is
interpreted as the prediction for the next element in the sequence, instead of as a program
(we consider the learning criterion RGM). A relaxation of the strict convergence required by
Ex is given by Fex≤k (k > 0), where a learner may oscillate between at most k different (but
correct!) hypotheses in the limit; as a somewhat unnatural variant, we let Fex=k require
oscillation between exactly k different (and correct) hypotheses. With these definitions, we
get the follwing theorem.
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I Theorem 3. The following learning criteria do not allow for learning by enumeration.
1. RGM.
2. RGFex=2.
3. RTdEx.
4. For some programming systems ψ, RGExψ.
In fact, all these learning criteria do not even allow for syntactically decisive learning; in the
case of all items except (3) not even for syntactically non-U-shaped learning.

At the side we remark that Theorem 3, (3) cannot be strengthened in the same way as
the other items: RTdEx-learning does allow for strongly non-U-shaped learning, as the next
theorem shows.

I Theorem 4. We have that every RTdEx-learnable set is so learnable by a strongly
non-U-shaped learner, i.e.

RTdSNUEx = RTdEx.

We will see in Theorem 10 that many learning criteria allow for learning by enumeration
because of a simple padding trick, by semantically (but not syntactically) repeating any
relevant conjecture infinitely in the enumeration (see below for details). In the following defi-
nition we strengthen the definition of learning by enumeration by requiring the enumeration
of hypothesis to never semantically repeat a hypothesis.

I Definition 5. A function e ∈ R is called semantically 1-1 iff, for all i, j, ϕe(i) = ϕe(j)
implies i = j. That is (by taking the contrapositive), different pre-images under e not only
give different images, but even semantically different images.

A learner h which learns by enumeration using some e ∈ R as the enumeration of
conjectures is said to learn by semantically 1-1 enumeration iff e is semantically 1-1. For I a
learning criterion, a set S ⊆ R is said to be I-learnable by semantically 1-1 enumeration
iff there is an I-learner h for S learning by semantically 1-1 enumeration. We say that a
learning criterion I allows for learning by semantically 1-1 enumeration iff each I-learnable
set S is I-learnable by semantically 1-1 enumeration.

Some of the power of learning by semantically 1-1 enumeration is shown in the following
remark, strengthening the conclusion of Remark 3.
I Remark. Let h learn by semantically 1-1 enumeration. Then h learns strongly decisively. In
particular, for any learning criterion I allowing for learning by semantically 1-1 enumeration,
every I-learnable set is I-learnable by a strongly decisive learner.

4 The Power of Enumeration Learning

In this section we give our theorems confirming Wiehagen’s Thesis for a wide range of learning
criteria. First we look at the very important family of learning criteria which use G as their
sequence generating operator (full information learning). Note that all examples given in
[18] were from this family (but did not require total learners).

We start by giving a definition for enumerative learning in the G-setting (Definition 6)
and that of pseudo-semantic restrictions (Definition 8). After this we are ready for the first
main theorem of the paper, Theorem 10, which shows that Wiehagen’s Thesis holds for
many learning criteria using G as their sequence generating operator. With Definition 11 we
introduce patching and erasing, which will allow for us to give the second main theorem of
the paper, Theorem 13, which shows that many learning criteria with G as their sequence
generating operator even allow for semantically 1-1 enumeration.
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At the end of this section, with Theorems 16 and 17 and Corollary 18 we show that all
results carry over to It as sequence generating operator.

I Definition 6. A pair (R, e) where R is a total computable predicate over pairs of numbers
and (finite) data sequences and e ∈ R is a 1-1 computable function, is called a G-style
enumeration by refutation pair iff, for all i, σ, y, R(i, σ) implies R(i, σy) (i.e., R is monotone
in the second argument, any conjecture, once refuted, stays refuted) and, for all σ, there is i
such that R(i, σ). The associated enumeration learner h(R,e) is defined such that

∀σ : h(R,e)(σ) = e(µi ¬R(i, σ)).

The following theorem is straightforward to verify.

I Theorem 7. For every δ, if h is a learner RGδ-learning by enumeration according to
Definition 2 with some enumeration of hypotheses e, then there is some R such that h = h(R,e).

In order to exclude the examples given in Theorem 3 we now make some definitions for
learning criteria which allow for learning by enumeration. Intuitively, we focus our attention
on learning criteria which consider all conjectures as ϕ-conjectures, and are only interested
in syntactic properties as far as mind changes are concerned.

I Definition 8. For all p ∈ R, we let

Sem(p) = {p′ ∈ R | ∀i : ϕp(i) = ϕp′(i)};
Mc(p) = {p′ ∈ R | ∀i : (p(i) = p(i+ 1)⇒ p′(i) = p′(i+ 1))}.

A sequence acceptance criterion δ is said to be a semantic restriction iff, for all (p, g) ∈ δ
and p′ ∈ Sem(p), (p′, g) ∈ δ. A sequence acceptance criterion δ is said to be a pseudo-semantic
restriction iff, for all (p, g) ∈ δ and p′ ∈ Sem(p) ∩Mc(p), (p′, g) ∈ δ.

Intuitively, semantic restrictions allow for arbitrarily changing the syntax of the conjec-
tures, as long as the semantics stay the same. Pseudo-semantic restrictions further require
that no additional mind changes are introduced this way.

I Example 9. Any intersection of two (pseudo-) semantic restrictions is a (pseudo-) semantic
restriction. Example semantic restrictions include Conf , Cons, Mon, PMon, NU, Dec;
pseudo-semantic restrictions include Ex, Conv, SNU and SDec. Many more learning
criteria from the literature could be added to these lists.

Example sequence acceptance criteria which are not pseudo-semantic restrictions include
M (prediction), SynNU, SynDec and several more from the literature.

With these definitions we can now formulate the first main theorem of the paper, con-
firming Wiehagen’s Thesis for a large family of G-style learning criteria.

I Theorem 10. Let δ be a pseudo-semantic restriction. Then RGδ allows for learning by
enumeration.

Proof. The proof is based on a “padding trick”: we can safely refute any hypothesis as
long as we make sure that a (syntactically different) copy of the refuted hypothesis is still
available. Formally, let S ∈ RGδ, as witnessed by a learner h ∈ R. We define a computable
predicate R and c, e ∈ R such that

c(∅) = 0;
∀σ 6= ∅ : c(σ) = µn 〈h(σ−), c(σ−)〉 ≤ 〈h(σ), n〉;
∀m,n : e(m,n) = pad(m,n); 5

∀i, σ : R(i, σ) ⇔ 〈h(σ), c(σ)〉 > i.
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Clearly, e is 1-1 and R is monotone in the second component (as c is monotone). Let
g ∈ S. Let p = G(h, g) be the conjecture sequence of h on g and p′ = G(h(R,e), g) the
conjecture sequence of h(R,e) on g. It remains to show that p′ ∈ Sem(p) ∩Mc(p). We start
with p′ ∈ Sem(p). For all j, x we have6

ϕ(p′(j), x) = ϕ(h(R,e)(g[j]), x)
= ϕ(e(µi ¬R(i, g[j])), x)
= ϕ(e(µi 〈h(g[j]), c(g[j])〉 ≤ i), x)
= ϕ(e(〈h(g[j]), c(g[j])〉), x)
= ϕ(pad(h(g[j]), c(g[j])), x)
= ϕ(h(g[j]), x)
= ϕ(p(j), x).

Hence, p′ ∈ Sem(p).
Suppose j ∈ N such that h(g[j]) = h(g[j + 1]). Then, c(g[j + 1]) = c(g[j]); hence,

for all i, R(i, g[j]) ⇔ R(i, g[j + 1]) (there are no new hypotheses rejected). Therefore,
h(R,e)(g[j]) = h(R,e)(g[j + 1]). This shows p′ ∈ Mc(p). J

We are now interested in strengthening the conclusion of Theorem 10 by restricting the
family of learning criteria under consideration. For this we introduce variations on the notion
of a pseudo-semantic restriction.

I Definition 11. Let δ be a sequence acceptance criterion. We say that δ allows for patching
iff, for all (p, g) ∈ δ and p′ ∈ Mc(p) such that all conjectures of p′ are just as the corresponding
conjectures of p, only possibly corrected for some arguments (these corrections are called
patches); we say δ allows for monotone patching if this holds for all p′ ∈ Mc(p) which patch
later conjectures in all the places that earlier conjectures are patched at. Formally, δ allows
for monotone patching iff, for all (p, g) ∈ δ and all p′ ∈ Mc(p) where there is (An)n∈N such
that

∀n < m : An ⊆ Am;

∀n, x : ϕp′(n)(x) =
{
ϕp(n)(x), if x 6∈ An;
g(x), if x ∈ An.

we have (p′, g) ∈ δ. If we drop the first requirement of monotonicity of (An)n∈N, we get the
formal definition for δ allowing for patching.

We say that δ allows for erasing iff, for all (p, g) ∈ δ and p′ ∈ Mc(p) such that all
conjectures of p′ are just as the corresponding conjectures of p, only possibly made divergent
for some arguments for which no data is known (the arguments set to diverge are called
erased); we say δ allows for monotone erasing if this holds for all p′ ∈ Mc(p) which erase in
later conjectures at at most the places that earlier conjectures were erased at (and only on
unknown data). Finally, we say δ allows for almost-monotone erasing iff monotone erasing
is violated only when the new conjecture corrects an earlier mistake; formally: δ allows for
almost-monotone erasing iff for all (p, g) ∈ δ and p′ ∈ Mc(p) we have (p′, g) ∈ δ if there is a

5 The function pad was defined in Section 2.
6 For convenience we write, for all a, z, ϕ(a, z) instead of ϕa(z).
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sequence (An)n∈N of subsets of N such that the following hold.

∀n : An ∩ {0, . . . n− 1} = ∅;
∀n,m : n ≤ m⇒ (Am ⊆ An ∨ ∃x : ϕp(m)(x) = g(x) 6= ϕp(n)(x)↓);

∀n, x : ϕp′(n)(x) =
{
ϕp(n)(x), if x 6∈ An;
↑, if x ∈ An.

Intuitively, an almost-monotone erasing erases less and less except when the new conjecture
corrects a convergent mistake, and only erases where no data is available.

For example, if some δ allows for (monotone) patching, then a RGδ-learner can always
patch all known data into the conjecture (up to the last mind change – otherwise p′ ∈ Mc(p)
will be violated). We use almost-monotone erasing in Theorem 13, where we need something
more than just monotone erasing, and do not require full erasing power for the sake of
generality. Note that any δ allowing for (monotone) patching or erasing is a pseudo-semantic
restriction.

I Example 12. Any intersection of two sequence acceptance criteria allowing for (monotone)
patching or erasing again allows for (monotone) patching or erasing, respectively; the same
holds for almost-monotone erasing. Examples of sequence acceptance criteria allowing for
patching and erasing are Conf , Cons and Ex; Mon and PMon allow for monotone patching
and monotone erasing. Mon, but not PMon, allows for almost-monotone erasing.

With the definition of a patching and erasing we can now give another main theorem of
the paper. The proof uses ideas from proofs in [18] (where, implicitly, special cases of this
theorem have been proven), as well as from [7], which gives a general technique for avoiding
U-shapes in language learning.

I Theorem 13. Let δ allow for monotone patching and almost-monotone erasing. Then RGδ

allows for learning by semantically 1-1 enumeration. Furthermore, there is an enumeration
learner which learns conservatively.

Proof. Let S ∈ RGδ as witnessed by some learner h ∈ R. As δ allows for monotone patching,
we can assume, without loss of generality, that h patches each new conjecture with the known
data at every mind change.

Let M be the set of all finite sequences σ such that either σ = ∅ or h(σ−) 6= h(σ). Note
that M is a decidable set. We can assume, without loss of generality, that M is infinite; as
otherwise we can introduce dummy members into M which will not invalidate the proof.
Thus, there is a 1-1 total computable enumeration (τi)i∈N of all and only the elements in M
respecting the order on finite sequences (i.e., for all i, j, if τi ⊆ τj , then i ≤ j; in particular,
τ0 = ∅). For all i, we let z(i) = h(τi) be the conjecture after the ith listed sequence and
n(i) = len(τi) the length of the ith sequence. We define e with s-m-n such that, for all i
and x,

ϕe(i)(x) =


ϕz(i)(x), if x < n(i) or, for all y with n(i) < y < x :

ϕz(i)(y)↓ and h(ϕz(i)[y + 1]) = z(i);
↑, otherwise.

Note that, for all i, ϕz(i)[n(i)]↓ = τi, as we assumed that h patches all known data into the
new conjecture at each mind change. In particular, this shows that e is semantically 1-1. We
define R as follows.

R(i, σ)⇔ τi and σ are ⊆-incomparable or τi ⊂ σ and ∃σ′ : τi ⊆ σ′ ⊆ σ ∧ h(σ′) 6= h(τi).
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Note that R is total computable and monotone in its second argument. Intuitively, we
always use the conjecture that h would have used, modified appropriately to ensure that the
enumeration is semantically 1-1. Clearly, (R, e) is an G-style enumeration by refutation pair.
We show that h(R,e) RGδ-learns S.

Let g ∈ S. Let p = G(h, g) be the conjecture sequence of h on g and p′ = G(h(R,e), g)
the conjecture sequence of h(R,e) on g. From the order of listing of the τi and the definition
of R we get that, for all n, p′(n) = e(i) for i such that τi is the ⊆-maximal element of M
with τi ⊆ g[n]; this also gives that h made no mind change between τi and g[n]. Thus,
we get p′ ∈ Mc(p) and, for all n, p(n) and p′(n) are semantically equivalent apart from
possibly erased arguments; let (An)n∈N be the corresponding sequence of erased sets of
arguments (which are thus exactly the arguments on which the corresponding conjecture
p′(n) is undefined). Let now n < m be such that Am 6⊆ An. Without loss of generality, n = 0
or p(n) 6= p(n− 1) and p(m) 6= p(m− 1). Thus, p′(n) = e(i) with τi = g[n] and p′(m) = e(j)
with τj = g[m]. Then we get from patching that ϕp(m)(m − 1) = g(m − 1). Furthermore,
Am contains only numbers ≥ m, and since An is closed upwards and Am 6⊆ An, we get
m− 1 6∈ An. This shows that ϕp′(n)(m− 1) = ϕe(i)(m− 1) converges; thus, it converges to
the same value as ϕp(n) on m− 1. However, this value cannot equal g(n), as this value leads
to a mind change (this we get from τj ∈M), and any value leading to a mind change would
be erased by the definition of e. J

We can see the deep power and versatility of Theorem 13 in connection with Remark 3 and
the various examples of sequence acceptance criteria fulfilling the prerequisites of Theorem 13,
which leads, for example, to the following corollary.

I Corollary 14. The following learning criteria allow for learning strongly decisively and
conservatively. RGEx; RGConfEx; RGConsEx; RGMonEx; RGConsMonEx.

At the side we remark that Theorem 13 cannot be improved to apply also to pseudo-monotone
learning, as the following Theorem shows.

I Theorem 15. There is a RGPMonEx-learnable set of functions which cannot be so
learned strongly non-U-shapedly.

Finally, we show that analogous theorems can also be derived for iterative learning.
Theorem 16 is analogous to Theorem 10, and Theorem 17 is analogous to Theorem 13; both
proofs are also analogous, but different in some details.

I Theorem 16. Let δ be a pseudo-semantic restriction. Then RItδ allows for learning by
enumeration.

I Theorem 17. Let δ allow for monotone patching and almost-monotone erasing. Then RItδ
allows for learning by semantically 1-1 enumeration. Furthermore, there is an enumeration
learner which learns conservatively.

Just as in the case of G-style learning, were we got a powerful corollary (Corollary 14),
we get the analogous corollary also for It-style learning.

I Corollary 18. The following learning criteria allow for learning strongly decisively and
conservatively. RItEx; RItConfEx; RItConsEx; RItMonEx; RItConsMonEx.
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Abstract

In this paper we describe compressed indexes that support pattern matching queries for strings

with wildcards. For a constant size alphabet our data structure uses O(n logε n) bits for any

ε > 0 and reports all occ occurrences of a wildcard string in O(m + σg · µ(n) + occ) time,

where µ(n) = o(log log logn), σ is the alphabet size, m is the number of alphabet symbols

and g is the number of wildcard symbols in the query string. We also present an O(n)-
bit index with O((m + σg + occ) logε n) query time and an O(n(log logn)2)-bit index with

O((m+ σg + occ) log logn) query time. These are the first non-trivial data structures for this

problem that need o(n logn) bits of space.
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1 Introduction

In the string indexing problem, we pre-process a source string T , so that all occurrences of a

query string P in T can be reported. This is one of the most fundamental data structure

problems. While handbook data structures, suffix arrays and suffix trees, can answer string

matching queries efficiently, they store the source string T in Θ(logn) bits of space per

symbol. In situations when massive amounts of data must be indexed, the space usage can

become an issue. Compressed indexes that use o(logn) or even H0 bits per symbol, where

H0 denotes the zero-order entropy, were studied extensively. We refer the reader to [12] for a

survey of results on compressed indexing.

In many scenarios we are interested in reporting all occurrences of strings that resemble

the query string P̃ but do not have to be identical to P̃ . The problem of approximate

pattern matching is important for biological applications and information retrieval and has

received considerable attention [3, 9, 14, 19, 1, 2]. In this paper we consider a variant of the

approximate pattern matching when the query string P̃ may contain wildcards (don’t care

symbols), and the wildcard symbol matches any alphabet symbol.

The standard indexing data structures can be used to answer wildcard pattern matching

queries. A pattern P̃ with g wildcard symbols matches σg different patterns, where σ denotes

the size of the alphabet. We can generate all patterns that match P̃ and report all occ
occurrences of these patterns (and hence all occurrence of P̃ ) in O(m ·σg+occ) time, where m

is the number of alphabet symbols. If the maximal number of wildcards in a query is bounded
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Table 1 Previous and new results on unbounded wildcard indexing; m and g denote the number

of alphabet symbols and wildcards in the query pattern.

Ref. Space Usage Query Time

[3] O(n logn) words O(m+ σg log logn+ occ)
[1] O(n) words O(m+ σg log logn+ occ)
New O(n logε n) bits O(m+ σg

√
log(3) n+ occ)

New O(n(log logn)2) bits O((m+ σg + occ) log logn)
New O(n) bits O((m+ σg + occ) logε n)

by k (k-bounded indexing), we can store a compressed trie with all possible combinations of

k wildcard symbols for every suffix. Then a query can be answered in O(|P̃ |+ occ) time, but

the total space usage is O(nk+1) words of Θ(logn) bits.

Cole et al. [3] presented an elegant data structure for k-bounded indexing. Their solution

needs O(n logk n) words of space and answers wildcard queries in O(m+ 2g log logn+ occ)
time. Very recently this has been improved in [10] to O(n logk+ε n) bits of space with the

same query time as Cole et al. [3]. Bille et al. [1] obtained another trade-off: for any pre-

defined k and β, their k-bounded index uses O(n logn logk−1
β n) words and answers queries

in O(m+βg log logn+ occ) time. These indexes can provide fast answers to wildcard queries

when the number of wildcards is small. However the space usage of the above data structures

is high even when k is a constant. For super-constant values of k (for instance, when the

maximal number of wildcards is bounded by log logn) the cost of storing the data structure

may become prohibitive.

Another line of research is the design of data structures that use linear or almost-linear

space and support queries with an arbitrarily large number of wildcards. Cole et al. [3] describe

a data structure that uses O(n logn) words and answers queries in O(m+ σg log logn+ occ)
time. Iliopoulos and Rahman [14] and Lam et al. [9] describe linear-space indexes; however,

their data structures need Θ(n) worst-case time to answer a query. Recently, Bille et al. [1]

described an O(n)-words data structure that answers queries in O(m + σg log logn + occ)
time.

When the amount of stored data is very large, even linear space usage can be undesirable.

While numerous compressed indexes for exact pattern matching are known, there are no

previously described data structures for wildcard indexing that use o(n logn) bits. In this

paper we present sublinear space indexes for wildcard pattern matching. Our results are

especially conspicuous when the alphabet size is constant. Our first data structure uses

O(n logε n) bits and reports occurrences of a wildcard pattern in O(m+ σg
√

log(3) n+ occ)
time1; henceforth ε denotes an arbitrarily small positive constant. Thus we improve both the

space usage and the query time of the previous best data structure [1]. The space usage can be

further decreased at cost of slightly increasing the query time. We describe two indexes that

use O(n) and O(n(log logn)2) bits of space; queries are supported in O((m+σg +occ) logε n)
and O((m+ σg + occ) log logn) time respectively. Previous and new results with worst-case

efficient query times are listed in Table 1.

In this paper we assume, unless specified otherwise, that the alphabet size is a constant.

But our techniques are also relevant for the case when the alphabet size is arbitrarily large. We

can obtain an O(n log σ)-bit data structure that answers queries in O((m+ σg + occ) logεσ n)

1 log(3) n = log log logn.

S TAC S ’ 1 4
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time. We can also obtain an O(n logn)-bit data structure that supports queries in O(m+
σg + occ) time if σ ≥ log logn. Other interesting trade-offs are possible and will be described

in the full version of this paper.

In Section 2, we recall some results related to compressed suffix trees and suffix arrays and

compressed data structures for a set of integers. We also define the unrooted LCP queries,

introduced in Cole et al. [3], that are the main tool in all currently known efficient structures

for wildcard indexing. In Section 3 we describe data structures that answer unrooted LCP

queries on a small subtree of the suffix tree. Our data structures need only a small number of

additional bits if the (compressed) suffix tree and suffix array of the source text are available.

In Section 4, we describe compact data structures that answer LCP queries and wildcard

pattern matching queries on an arbitrarily large suffix tree. These data structures are based

on a subdivision of suffix tree nodes into small subtrees. In Sections 5, 9, and 7 we show

how we can speed-up the data structures from [3], [1] and retain o(n logn) space usage. The

main component of our improvement is a method for processing batches of unrooted LCP

queries. In previous works [3, 1] LCP queries were answered one-by-one.

2 Preliminaries

Unrooted LCP Queries. In this paper s1 ◦ s2 denotes the concatenation of strings s1
and s2 and T denotes the suffix tree of the source text. A string str(v, u) is obtained by

concatenating labels of all edges on the path from v to u and str(u) = str(vr, u) for the

root node vr of T . A location on a suffix tree T is an arbitrary position on an edge of T ; a

location on an edge (v, u) can be uniquely identified by specifying the edge (u, v) and the

offset from the upper node of (u, v). We can straightforwardly extend the definitions of

str(ṽ, ũ) and str(ũ) to arbitrary locations ũ and ṽ. The unrooted LCP query (v, P ), defined

in [3], asks for the lowest descendant location ũ of a node v, such that str(v, ũ) is a prefix

of a string P . Thus an unrooted LCP query provides the answer to the following question:

if we were to search for a pattern P in a subtree with root v, where would the search end?

While we can obviously answer this question in O(|P |) time by traversing the trie starting at

v, faster solutions are also possible.

As in the previous works [3, 1], we consider the following two-stage scenario for answering

queries: during the first stage an arbitrary string P is pre-processed in O(|P |) time; during

the second stage, we answer queries (u, Pj) for any suffix Pj of P and any u ∈ T . Cole

et al. [3] described an O(n log2 n)-bit data structure that answers unrooted LCP queries in

O(log logn) time. Bille et al. [1] improved the space usage to linear (O(n logn) bits).

Compressed Suffix Arrays and Suffix Trees. The suffix array SA for a text T contains

starting positions of T ’s suffixes sorted in lexicographic order: SA[i] = k if the suffix T [k..n]
is the k-th smallest suffix of the text T . We will say that i is the rank of the suffix T [k..n].
An inverse suffix array stores information about lexicographic order of suffixes: SA−1[k] = i

iff SA[i] = k. We will say that a data structure provides a suffix array functionality in time

tSA if it enables us to compute SA[i] and SA−1[k] for any 1 ≤ i, k ≤ n in O(tSA) time. A

number of compressed data structures provide suffix array functionality in little time.

I Lemma 1. If the alphabet size σ = O(1), the following trade-offs for space usage s(n) and

tSA are possible: (a) s(n) = O((1/ε)n) and tSA(n) = O(logε n), or (b) s(n) = O(n log logn)
and tSA(n) = O(log logn), or (c) s(n) = O(n logε n) and tSA(n) = O(1) for any constant

ε > 0

Proof. Result (a) is shown in [17] and results (b), (c) are from [15] J
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If SA[t] = f the function Ψi(t) computes the position of the suffix T [f + i..n] in the suffix

array. This function can be computed in O(tSA) time as SA−1[SA[t] + i]. Let the string

depth of a node v ∈ T be the length str(v). If the suffix array functionality is available, we

can store the suffix tree in O(n) additional bits, so that the string depth of any node v can

be computed in O(tSA) time [18, 4, 16].

Using O(n) additional bits, we can process a string P in O(|P |tSA) time and find for any

suffix P j = P [j..|P |] of P : (i) the rank rj of P j in T and (ii) the longest common prefix

(LCP) of P j and the suffixes SA[rj ], SA[rj + 1] of T . We can obtain this information in

O(|P |tSA) time by following the suffix links in a compressed suffix tree. For completeness,

we provide a description of this procedure in [11].

Heavy Path Decomposition. Let T be an arbitrary tree. We can decompose T into disjoint

root-to-leaf paths, called heavy paths. If an internal node u ∈ T is on a heavy path p, then

its heaviest child ui (that is, the child with the greatest number of leaf descendants) is also

on p. If the child uj of u is not on p, then u has at least twice as many leaf descendants as u.

Therefore the heavy-path decomposition of T guarantees that any root-to-leaf path in T
intersects with at most logn heavy paths; we refer to [8] for details.

Searching in a Small Set. We can search in a set with a poly-logarithmic number of

elements using the data structure called an atomic heap [5]. An atomic heap on a set of

integers S, |S| = logO(1) n, uses linear space and enables us to find for any integer q the

largest e ∈ S such that e ≤ q (respectively, the smallest e ∈ S such that e ≥ q) in O(1) time.

Using the result of Grossi et al. [6], we can search in a small set using small additional space

and only one access to elements of S.

I Lemma 2 ([6], Lemma 3.3). Suppose that |S| = logO(1) n and e ≤ n for any e ∈ S. There

exists a data structure D that uses O(|S| log logn) additional bits and answers predecessor

and successor queries on S in O(1) time. When a query is answered, only one element e′ ∈ S
needs to be accessed.

3 Unrooted LCP Queries on Small Sets

In this section we describe compact data structures that answer LCP queries on a small

set of suffixes. We consider a set S that contains a poly-logarithmic number of consecutive

suffixes from the suffix array of S. Our data structure supports queries of the form (u0, P )
where u0 ∈ T0 and T0 is a subtree of the suffix tree T induced by suffixes from S; the query

answer is the lowest location ṽ ∈ T0 below ũ, such that str(u0, ṽ0) is a prefix of P . These

data structures are an important building block of data structures that will be constructed

in the following sections and a key to space-saving solution: we will show in section 4 how a

suffix tree can be divided into small subtrees. In this section we show how unrooted LCP

queries can be supported on such small subtrees. The main idea is to keep the (ranks of)

suffixes in succinct predecessor data structures that need O(log logn) additional bits per

element; we do not have to store the ranks in these data structures because they can be

retrieved in O(tSA) time using the (compressed) suffix tree and the (compressed) suffix array.

Thus we can answer unrooted LCP queries on T0 using O((log logn)2) bits per suffix. We

assume in the rest of this section that S contains f = O(log3 n) consecutive suffixes and T0
is a subtree of the suffix tree induced by suffixes from S.

I Lemma 3. There exists a data structure that uses O(f(log logn)2) additional bits of space

and answers unrooted LCP queries on T0 in O(1) time. We assume that our data structure

S TAC S ’ 1 4
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can access the suffix tree of T , the suffix array of T , the inverse suffix array of T , and a

universal look-up table of size O(ng) for an arbitrarily small positive constant g.

Proof. Let T0 denote the part of the suffix tree induced by suffixes in S. We apply the heavy

path decomposition to nodes of T0. Let S(u) denote the set that contains all strings str(w, vl)
for the parent w of u and all leaf descendants vl of u. We remark that all elements of S(u)
are suffixes of T . The global rank of a suffix Suf is its position in the suffix array of T . Let

R(u) denote the set of global ranks of all suffixes in S(u). For every node u ∈ T0 and each of

its children ui that are not on the same heavy path as u, we store a data structure D(ui).
D(ui) answers predecessor queries on R(ui). It is not necessary to store the set R(u) itself:

an arbitrary element of R(u) can be accessed using the functionality provided by the suffix

array. Suppose that the global rank of the suffix corresponding to str(w, vp), where vp is the

p-th leaf descendant of S(u), should be computed. Since we can access the suffix tree, we

can find the rank r1 of the suffix that ends in the leaf vp. Then the suffix corresponding to

str(w, vp) has rank SA[SA−1[r1] + depth(w)] where depth(w) is the string depth of the node

w in the global suffix tree. By Lemma 2, D(ui) can be stored in O(|S(ui)| log logn) bits

and answer predecessor queries in O(1) time. The total number of elements in all D(u) is

O(f log f) = O(f log logn). Thus all D(u) need O(f(log logn)2) bits or o(f) words of logn
bits. For every heavy path hj on T0 we keep a data structure Hj that contains the depths of

all nodes. Hj is also implemented as described in Lemma 2 and uses O(log logn) bits per

node.

The search for an LCP in T0 is organized in the same way as in [3]. To answer a query

(u, Pj), u ∈ T0, we start by finding l0 = lcp(Pj , SA[r]), where r is the rank of the suffix that

starts at u and ends in the leaf vh, such that u and vh are on the same heavy path. Let u′

denote the lowest node of depth d1 ≤ depth(u) + l0 that is on the same heavy path h0 in T0
as u. If d1 6= depth(u) + l0, then u′ is the answer to our query. If d1 = depth(u) + l0 and u′

is a leaf, then again u′ is the answer to our query. If d1 = depth(u) + l0 and u′ is not a leaf,

we identify the child uj of u′ that is labelled with Pj [d1 + 1]. If such a child does not exist,

then again u′ is the answer. Otherwise, we find the rank r′ of P ′j = Pj [d1 + 1..|Pj |]. Using

D(uj), we find the predecessor and the successor of r′ in S(uj).
Let Sl and Sr denote the corresponding suffixes of D(uj). We can compute ll = lcp(P ′j , Sl)

and lr = lcp(P ′j , Sr). Suppose that ll ≥ lr. Let ul be the node of depth at most depth(uj)+ lj
on the path from uj to the leaf ll containing Sl. The node ul, that can be found by answering

an appropriate level ancestor query for ll, is the answer to the original LCP query. The case

when lr > ll is handled in the same way. J

In the following two Lemmas we extend the result of Lemma 3 to the situation when

the data structure is stored in compressed form. We assume that we can compute SA[i],
SA−1[i] for any i, 1 ≤ i ≤ n, in O(tSA) time; we also assume that compressed suffix tree with

functionality described in Section 2 is available. Only additional bits necessary to support

queries on T0 are counted.

I Lemma 4. There exists a data structure that uses O(f(log logn)3) additional bits of space

and answers unrooted LCP queries on T0 in O(tSA) time. Our data structure uses a universal

look-up table of size O(ng) for an arbitrarily small positive constant g.

Proof. We use the same data structure as in the proof of Lemma 4, but SA[SA−1[r1] +
depth(w)] and depth(u) are computed in O(tSA) time. It is not necessary to store T .

Information about the heavy path decomposition of T0 can be stored in O(f) bits. We

show how this can be done in [11]. Data structures Hi need O(log logn) bits per node.
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Since queries on Hj and D(u) are answered in O(tSA) time, an unrooted LCP query is also

answered in O(tSA) time. J

The following Lemma is proved in [11].

I Lemma 5. There exists a data structure that uses O(f) additional bits of space and

answers unrooted LCP queries on T0 in O((tSA(log log logn)) time. Our data structure uses

a universal look-up table of size O(ng) for an arbitrarily small positive constant g.

4 Wildcard Pattern Queries in Less Space

Now we are ready to describe the compact data structure for wildcard indexing. Our

approach is as follows. We divide the suffix tree T into subtrees, so that each subtree has a

poly-logarithmic number of nodes and results of Section 3 can be applied to each subtree. We

also keep a tree Tm that has one representative node for each subtree and stores information

about positions of small subtrees in T . Unrooted LCP queries are answered in two steps.

First, we identify the small subtree that contains the answer using data structures on Tm.

Then we search in the small subtree using the data structure of Section 3. We select the size

of subtrees so that Tm and data structures for Tm use O(n) bits. A detailed description of

our data structure is given below.

Data Structure. Let τ = σ log2 n. We visit all leaves of the suffix tree T in left-to-right

order and mark every τ -th leaf. We visit all internal nodes of T in bottom-to-top order and

mark each node u such that at least two children of u have marked descendants. Finally the

root node is also marked.

We divide the nodes of the suffix tree into groups as follows. Let u be a marked internal

node, such that all its non-leaf descendants are unmarked. Each child ui of u contains at

most one marked leaf (because otherwise the subtree rooted at ui would contain marked

internal nodes). The subtrees rooted at children ui, . . . , ud of u are distributed among groups

Gj(u). We select indices i1 = 1, i2, . . ., it = m such that exactly one node among uij , . . .,

uij+1−1 has a marked leaf descendant. For each j, 1 ≤ j < t, all nodes in the subtrees

of uij , . . . , uij+1−1 are assigned to group Gj(u). Every Gj(u) contains O(τ) nodes. Now

suppose that a marked node u has marked descendants. We divide the children of u into

groups G(u, v) such that exactly one child ui of u in each G(u, v) has exactly one direct

marked descendant. That is, in every G(u, v) there is exactly one child ui of u satisfying one

of the following two conditions: (i) ui is marked (in this case ui is assigned to the group

G(u, ui)) or (ii) ui has exactly one marked descendant v such that there are no other marked

nodes between ui and v. The group G(u, v) also contains all nodes that are descendants of

ui but are not proper descendants of v. To make nodes of G(u, v) a subtree, we also include

u into G(u, v). The number of nodes in G(u, v) is also bounded by O(τ).
Each node w ∈ T belongs to some group Gj(u) or G(v, u). The total number of groups

is O(n/τ) because each group can be associated with one marked node. Since every Gj(u)
is a subtree, we can answer unrooted LCP queries on the nodes (and locations) of Gj(u)
implemented according to Lemma 4. Furthermore we divide every G(v, u) into two overlapping

subgroups: Gl(v, u) contains all nodes of G(v, u) that are on the path from v to u or to the

left of this path; Gr(v, u) contains all nodes of G(v, u) that are on the path from v to u or to

the right of this path. We also add the leftmost and rightmost leaf descendants of the node

u, where u is the marked node in G(v, u), to Gl(v, u) and Gr(v, u) respectively. The leaves

in each group Gl(v, u) and Gr(v, u) correspond to τ consecutive suffixes. Therefore we can
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answer unrooted LCP queries on Gl(u, v) and Gr(u, v) using Lemmas 4 or 5. The answer

to an unrooted LCP query on G(u, v) can be obtained from answers to the same query on

Gl(u, v) and Gr(u, v). The data structures for unrooted LCP queries on Gj(u), Gl(u, v) and

Gr(u, v) will be denoted Dj(u), Dl(u, v) and Dr(u, v) respectively. Each node belongs to at

most two groups; therefore all group data structures need O(n) bits of space.

The nodes of the suffix tree are stored in compressed form described in Section 2. The

depth and the string depth of any node can be computed in O(tSA) time. We can also

pre-process an arbitrary pattern in O(|P |tSA) time, so that the LCP of any suffixes P [j..|P |]
and T [i..n] can be found in O(tSA) time.

Moreover, we keep all suffixes that are stored in marked leaves of the suffix tree in a

compressed trie Tm. Nodes of Tm correspond to marked nodes of T . Unrooted LCP queries

on Tm can be answered in O(log logn) time using O((n/τ) log2 n) = O(n/σ) bits; see Lemma

11 in [11].

In every node of Tm we store a pointer to the corresponding marked node of T . We also

keep a bit vector B that keeps data about marked and unmarked nodes of T ; the order of

nodes is determined by a pre-order traversal of T . The i-th entry B[i] is set to 1 if the i-th

node (in pre-order traversal) is marked, otherwise B[i] is set to 0. Using o(n) additional bits,

we can compute the number of preceding 1’s for any position in B in O(1) time [13]. Hence

for any node u ∈ T , we can find the number of marked nodes that precede u in the pre-order

traversal of T . We also store an array Am; the i-th entry of Am contains a pointer to the

node of Tm that corresponds to the i-th marked node in T . Using B and Am, we can find the

node of Tm that corresponds to a given marked node of T in O(1) time. We will also need

another data structure to facilitate the navigation between marked nodes and its children.

For every marked node u with marked internal descendants and for all groups G(u, v), we

store the first character on the label of the edge from u to its leftmost child ui ∈ G(u, v) in a

predecessor data structure.

Queries. Consider an unrooted LCP query (u, P ). If u is marked, we find the lowest marked

descendant u′ of u, such that str(u, u′) is a prefix of P . We find the child ui of u′ such that the

edge from u′ to ui is labelled with a string si and str(u, u′) ◦ si is a prefix of P . Then we use

the data structure Dj(u) (respectively Dl(u,w) and Dr(u,w)) for the subtree that contains

ui and answer an unrooted LCP query (ui, P ′) for P ′ satisfying str(u, u′) ◦ si ◦ P ′ = P . The

answer to the latter query provides the answer to the original query (u, P ). If u is unmarked,

we start by answering the query (u, P ) using the data structure for the group that contains

u. If the answer is an unmarked node u1 (or a location ũ1 on an edge that starts in an

unmarked node), then u1 (respectively ũ1) is the answer to our query. If u1 is marked, we

answer the query (u1, P1), where P1 is the remaining suffix of P , as described above. Again

we obtain the answer to the original query (u, P ).
We can report all occurrences of P̃ = φP1φP2 . . . φPd by answering at most σd unrooted

LCP queries and σd accesses to the compressed suffix tree. For all alphabet symbols a we

find the location of the pattern aP1 by answering a wildcard LCP query. For each symbol a,

such that the location ũa of aP in T was found, we continue as follows. If ũa is a position

on an edge (ua, u′a), we check whether the remaining part of the edge label equals aP ′2 for

some symbol a and a prefix P ′2 of P2. If this is the case, we answer a query (u′a, P ′′2 ) where

P ′′2 satisfies P2 = P ′2 ◦ P ′′2 . If ũa is a node, we find the loci of patterns str(ũa) ◦ xP2, where

x denotes any alphabet symbol, as described above. We proceed in the same way until

the loci of all x1P1 . . . xmPm for any alphabet symbol xi are found. This approach can

be straightforwardly extended to reporting occurrences of a general wildcard expression
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P̃ = φk1P1φ
k2P2 . . . φ

kdPd, where φki denotes an arbitrary sequence of ki alphabet symbols

and ki ≥ 0 for 1 ≤ i ≤ d.

I Theorem 6. There exists an O(n+ ssmalln)-bit data structure that reports all occ occur-

rences of a wildcard pattern φk1P1φ
k2P2 . . . φ

kdPd in O(
∑d
i=1 |Pi|tSA+σgtsmall(n)+occ ·tSA)

time, where g =
∑m
i=1 ki; ssmall and tsmall denote the average space usage and query time of

the data structures described in Lemmas 3 or 4.

Two interesting corollaries of this result are the following indexes. We use the same

notation as in Theorem 6. If we combine Lemma 1, (a) with Lemma 5 we get tsmall = O(logε n)
and ssmall = O(1) (the query time O(logε n log(3) n) can be simplified to O(logε n) by

replacing ε with some ε′ < ε). If we plug in this result into Theorem 6, we obtain our first

main data structure.

I Corollary 7. There exists an O(n)-bit data structure that answers wildcard pattern matching

queries in O((
∑d
i=1 |Pi|+ σg + occ) logε n) time.

We remark that the result of Corollary 7 can be also extended to the case of an arbitrarily

large alphabet. In this case the index uses O(n log σ) bits and queries are answered in

(
∑d
i=1 |Pi|+ σg + occ) logεσ n) time. This variant can be obtained by using the suffix array of

Grossi et al. [7]; the compressed suffix tree uses O(n log σ) bits in this case.

If we combine Lemma 1, (b) with Lemma 5 and plug in the result into Theorem 6, we

obtain our second main data structure.

I Corollary 8. There exists an O(n(log logn)2)-bit data structure that answers wildcard

pattern matching queries in O((
∑d
i=1 |Pi|+ σg + occ) log logn) time.

5 LCP Queries for Patterns with Wildcards, σ = log log n

In the remaining part of this paper we describe faster solutions that use linear or sublinear

space. In sections 5 and 6 we describe an O(n logn)-bit data structure for σ ≥ log logn. In

section 7 we use a more technically involved variant of the same approach to obtain fast

solutions for σ < log logn.

In this section we will show how to answer a batch of LCP queries called wildcard LCP

queries. A wildcard LCP query (u, φP ) returns the loci of str(u) ◦ aP in the suffix tree of a

source text T for all a ∈ Σ such that str(u) ◦ aP occurs in T . As before, we assume that we

can preprocess some pattern P in O(P ) time; then, queries (u, P ) where P is a suffix of P

are answered. The pre-processing is the same as in Section 3.

A leaf descendant vl of a node u is a light descendant of u if vl and u are not on the same

heavy path. A wildcard tree Tu for a node u is a compressed trie that contains all strings s

satisfying a ◦ s = str(u, vl) for some symbol a and some light leaf descendant vl of u. The

main idea of our approach is to augment the suffix tree T with wilcard trees in order to

accelerate the search. To avoid logarithmic increase in space usage, only selected nodes of

wilcard trees will be stored. We explain our method for the case σ = log logn.

Let τ = σ log2 n. We mark the nodes of the suffix tree in the same way as described in

Section 4. Every τ -th leaf of T , each internal node with at least two children that have marked

descendants, and the root of T are marked. The nodes of T will be called the alphabet nodes.

We also store selected nodes from wildcard trees, further called wildcard nodes. A truncated

wildcard tree Tu is a compressed trie containing all strings s, such that a ◦ s = str(u, vl) for

some marked light leaf descendant vl of u. Each leaf-to-root path intersects O(logn) heavy

paths. Therefore each marked leaf occurs in O(logn) truncated wildcard trees. Hence the
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total number of wildcard nodes is O((n/τ) logn). Every node in each truncated wildcard

tree contains pointers to some alphabet nodes or locations on edges between alphabet nodes.

Suppose that a node v is in a wildcard subtree Tw, the parent of Tw is some node w, and the

label of v in Tw is s. For every symbol a such that sa = str(w) ◦ a ◦ s occurs in the source

text, we store a pointer from u to the location ua of sa. The total number of pointers is

equal to O(n logn(σ/τ)). We distribute alphabet nodes into groups Gj(u) and G(v, u) as

described in Section 4; data structures Dj(u), Dl(v, u), and Dr(v, u) are also defined in the

same way as in Section 4. Every pointer from a wildcard node to an alphabet node w (or

edge (u,w)) contains a reference to the group that contains w. Moreover, both alphabet

and wildcard nodes of our extended suffix tree are kept in the data structure, described in

Lemma 11 in [11], that answers unrooted LCP queries in O(log logn) time.

Queries. Suppose that a wildcard LCP query (u, φP ) must be answered. Let ah be the

first symbol in str(u, uh), where uh is the child of u that is on the same heavy path. We

answer a query ah ◦ P in O(log logn) time using the result of [1]. Next, we must find the

locus nodes of all patterns aj ◦ P , aj 6= ah. We answer an LCP query P in the truncated

wildcard tree Tu of the node u. Let w denote the node where the search for P in Tu ends

and let wr denote the root node of Tu. The node w can also be found in O(log logn) time.

1. Suppose that str(wr, w) = P . We follow pointers from w to alphabet nodes w1, . . .,

wσ marked with alphabet symbols a1,. . ., aσ. For each 1 ≤ j ≤ σ we find the group

Gr(uj) (or G(uj , vj)) that contains wj and answer an LCP query (wj , Pj) on the tree

induced by G(uj) (respectively G(uj , vj)). The string Pj is a suffix of P that satisfies

str(u, uj) ◦ Pj = aj ◦ P . Using information in the pointer from w to uj , we can find Pj
in O(1) time.

2. The pattern P can be also located between two nodes w′ and w of Tu such that str(wr, w′)
is prefix of P and P is a prefix of str(wr, w). For every j, we follow the pointers marked

with alphabet symbol aj . Suppose that pointers from w′ and w lead to locations w̃′j and

w̃j respectively. Let w′j be the lower node on the edge of w̃′j and let wj be the upper

node on the edge of w̃j . There are no marked nodes between w′j and wj . Therefore we

only need to search in the group that contains wj to complete the LCP query.

The total search time is O(log logn + σ · tsmall) where tsmall is the time needed to answer

an LCP query on a subtree of τ nodes. We use Lemma 3; hence tsmall = O(1). Since

σ = log logn, a wildcard LCP query is answered in O(log logn) = O(σ) time.

6 Wildcard Pattern Matching Queries for σ ≥ log log n

Wildcard LCP Queries. We can modify the data structure of Section 5 for the case when

the alphabet size σ ≥ log logn. We divide the alphabet Σ into groups such that every group,

except the last one, contains log logn elements. The last group contains at most log logn
elements. We will denote these groups Σ1, . . ., Σg for g = dσ/ log logn e. Instead of one

wildcard tree Tu, we will store g modified wildcard trees T 1
u , . . . , T gu in every node u ∈ T .

A wildcard tree T iu for a node u is a compressed trie that contains all strings s satisfying

a ◦ s = str(u, vl) for some symbol a ∈ Σi and some marked light leaf descendant vl of u. We

keep the same data structure for every T iu as in Section 5. Thus we answer LCP queries

for each group of log logn alphabet symbols in O(log logn) time. The total time needed to

answer a wildcard LCP query is O(dσ/ log logn e log logn) = O(σ).
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Indexing. Consider a query P̃ = φP1φP2 . . . φPd. If σ ≥ log logn, then our data structure

for wildcard LCP queries enables us to find all occurrences of P̃ by answering wildcard LCP

queries. We find the loci of all aiP1 for every aiP1 that occurs in the source text T . This

is achieved by answering a wildcard LCP query (ur, φP1). For every found location u1
i we

proceed as follows. If u1
i is in a middle of an edge e, we move one symbol down and then

check whether the remaining symbols of an e are labelled with a prefix of P2. If this is the

case and the remaining part of e is labelled with P ′2, we answer a regular LCP query (w1
i , P

′′
2 )

such that w1
i is the node at the lower end of e and P2 = P ′2 ◦P ′′2 . Using the data structure of

Bille et al. [1], an LCP query can be answered in O(log logn) time. If u1
i is a node in the

suffix tree, then we answer a wildcard LCP query (u1
i , φP2). We continue in the same manner

until the loci of all xP1 . . . xPm, where x denotes an arbitrary symbol in Σ, are found. A

general wildcard pattern φk1P1 . . . φ
kdPd is processed in the same way.

Since the maximum number of wildcard LCP queries and standard LCP queries does not

exceed σg, the total query time is O(σg). Preprocessing stage for all wildcard LCP queries

takes O(Σdi=1|Pi|) time.

I Lemma 9. Suppose that the alphabet size σ ≥ log logn. Using an O(n logn)-bit data struc-

ture, we can report all occurrences of a pattern P̃ = φk1P1φ
k2P2 . . . φ

kdPd in O(
∑d
i=1 |Pi|+

σg + occ) time, where occ is the number of times P̃ occurs in the text and g =
∑d
i=1 ki.

7 Wildcard Pattern Matching Queries for Small Alphabets

In this section we consider the case when the alphabet size σ < log logn. We use the approach

of Sections 5 and 6, but the notion of wildcard LCP queries is generalized. A t-wildcard

LCP query (u, P̃ ) for a wildcard string P̃ = φk1P1φ
k2P2 . . . φ

kdPd such that
∑
ki = t, finds

locations of all patterns str(u) ◦ P , where P = s1s2 . . . sk1P1sk1+1 . . . sk2P2 . . . st−1stPd and

si, 1 ≤ i ≤ t, are arbitrary alphabet symbols, in the suffix tree. A 1-wildcard LCP query, used

in the previous sections, takes O(log logn) time and can replace up to σ standard wildcard

queries. Hence, when the alphabet size σ is small, we cannot achieve noteworthy speed-up

in this way. A t-wildcard LCP query can replace up to σt regular LCP queries and lead to

more significant speed-up even when σ is very small. We will use iterated wildcard subtrees

in order to support s-wildcard LCP queries efficiently. Our construction consists of two parts.

We mark selected nodes in the suffix tree T and divide it into subtrees Ti of size O(τ1); we

keep a data structure that supports t1-wildcard LCP queries on the subtree T m induced by

marked nodes of T . We also mark selected nodes, further called secondary marked nodes,

in each subtree Ti and divide Ti into Ti,j of size O(τ2). Let T mi be the subtree induced by

secondary marked node of Ti; we keep a data structure that answers standard wildcard LCP

queries on T mi . Details of our data structure and parameter values can be found below.

Trees Ti and T m. Let t1 = logσ/2 log logn and τ1 = σt1 logt1+1 n. We use the same scheme

as in Section 4 to mark every τ1-th leaf and selected internal nodes, so that the suffix tree T
is divided into subtrees Ti of size O(τ1) and the number of marked nodes is O(n/τ1). Trees

Ti correspond to groups Gj(u) and G(u, v) defined in section 4.

Let T m be the tree induced by marked nodes. We iteratively augment T m with wildcard

subtrees. For any marked internal node u, the (level-1) wildcard subtree Tu is a compressed

trie containing all strings s, such that a ◦ s = str(u, vl) for some marked light leaf descendant

vl of u. We also keep a level-(i+ 1) wildcard subtree Tw for every node w in a level-i wildcard

subtree Tu. Tw contains all strings s such that a ◦ s = str(u, vl) for some alphabet symbol a

and a light leaf descendants vl of w. We construct level-i wildcard subtrees for 1 ≤ i ≤ t1.
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The parameter t1 is chosen in such way that σt1 = 2t1 log logn and t = logσ log logn. Every

node in all level-i wildcard trees has pointers to the corresponding locations in the alphabet

tree T . Each pointer also contains information about the subtree Ti
The total number of nodes and pointers in wildcard subtrees is (n/τ1)σt1 logt1 n. Level-

t wildcard subtrees can be used to answer unrooted t-wildcard LCP queries on Tm in

O(2t log logn) time; our method is quite similar to the procedure for answering wildcard

queries in [3]. Consider a query (ũ, P̃ ), where ũ is a location in the alphabet tree or in some

i-wilcard subtree. We distinguish between the following four cases. (i) If ũ is on a tree edge

and the next symbol is a wildcard, we simply move down by one symbol along that edge.

(ii) Suppose that ũ is on a tree edge e and the next symbols are a string Pn of alphabet

symbols. Let l denote the string label of the part of e below ũ, l = str(ũ, u′) where u′ is

the lower node on e. We compute o = LCP (Pn, l). and move down by min(|l|, o) symbols

along e. (iii) If ũ is a node and the next unprocessed symbol in P̃ is a wildcard, our procedure

branches and visits two locations: we move down by one symbol along the edge to the heavy

child of ũ and visit the root of the wildcard tree Tũ (if ũ is on a level-i wildcard tree, we visit

the root of the (i+ 1)-subtree Tũ). (iv) If ũ is a node and the next symbols are a string Pn of

alphabet symbols, we answer a standard LCP query (ũ, Pn). The procedure is finished when

we cannot move down from any location that is currently visited. The number of branching

points is 2t and we answer 2t standard LCP queries. We need O(σt) time to return from

locations in wildcard trees to the corresponding locations in the alphabet tree. Thus the total

time is O(2t log logn+ σt) = O(σt). When the search in T m is completed we can continue

searching in subtrees Tj . Data structures for subtrees Ti are described in [11], where we show

that an unrooted LCP query on Ti can be answered in O((log(3) n)1/2) time.

Wildcard String Matching. It follows from the above description that we can answer t1-

wildcard LCP queries in O(σt1
√

log(3) n) time. Consider now an arbitrary pattern P̃ =
φk1P1φ

k2P2 . . . φ
kdPd. We divide it into chunks P̃ [1], P̃ [2], . . ., P̃ [r], such that each chunk

P̃ [i], i ≥ 2, contains exactly t1 wildcard symbols. The chunk P [1] contains v ≤ t1 wildcard

symbols.

We start at the root and find locations of all P̃ [1] = φk1P1 . . . φ
kfPfφ

r where r ≤ kf+1. If∑f
i=1 |Pf | > (log logn) · σt, we answer at most σt standard LCP queries in O(σt log logn) =

O(
∑f
i=1 |Pi|) time. If

∑f
i=1 |Pi| ≤ (log logn) · σt, then the total length of P̃ [1] is at most

` = (log logn) · σt + t. Since σ < log logn, there are O((log logn)`) different patterns and

each of this patterns fits into one machine word. Hence, all string patterns Ps that match

P̃ [1] can be generated in O(σv) time. We keep a look-up table with locations of all strings

P , such that |P | ≤ ` in T . Using this table we find locations of all Ps that match P̃ [1] and

occur in the source text. For every such location ũ, we answer queries (ũ1, P̃ [2]), (ũ2, P̃ [3]),
. . ., where ũ1 = ũ and ũi for i > 1 is an answer to some query (ũi−1, P̃ [i]). It is easy to show

that the total query time is O(
∑d
i=1 |Pi|+ σg

√
log(3) n+ occ).

I Theorem 10. If the alphabet size σ = O(1) and σ > 2, then there exists an O(n logε n)-bit

data structure that reports all occ occurrences of a wildcard pattern φk1P1φ
k2P2 . . . φ

kdPd in

O(
∑d
i=1 |Pi|+ σg

√
log(3) n+ occ) time.

We remark that the same query time as in Theorem 10 can be also achieved for a non-constant

σ; the space usage would grow to O(n logn) bits, however. To obtain this result, we would

need to use standard (uncompressed) suffix tree and suffix array for the source data.
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Abstract
While the theory of languages of words is very mature, our understanding of relations on words
is still lagging behind. And yet such relations appear in many new applications such as veri-
fication of parameterized systems, querying graph-structured data, and information extraction,
for instance. Classes of well-behaved relations typically used in such applications are obtained
by adapting some of the equivalent definitions of regularity of words for relations, leading to
non-equivalent notions of recognizable, regular, and rational relations.

The goal of this paper is to propose a systematic way of defining classes of relations on
words, of which these three classes are just natural examples, and to demonstrate its advantages
compared to some of the standard techniques for studying word relations. The key idea is that
of a synchronization of a pair of words, which is a word over an extended alphabet. Using it,
we define classes of relations via classes of regular languages over a fixed alphabet, just {1, 2}
for binary relations. We characterize some of the standard classes of relations on words via
finiteness of parameters of synchronization languages, called shift, lag, and shiftlag. We describe
these conditions in terms of the structure of cycles of graphs underlying automata, thereby
showing their decidability. We show that for these classes there exist canonical synchronization
languages, and every class of relations can be effectively re-synchronized using those canonical
representatives. We also give sufficient conditions on synchronization languages, defined in terms
of injectivity and surjectivity of their Parikh images, that guarantee closure under intersection
and complement of the classes of relations they define.
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not closed under intersection and it is even undecidable whether the intersection of two
such languages is non-empty. Recognizable relations are just unions of products of regular
languages; examples of regular relations are prefix, equality, or equal length of words; and
examples of rational relations are suffix, subword (for instance, bb is a subword of aabbaa),
and subsequence (bb is a subsequence of abaaba: letters need not be consecutive).

There has been renewed interest in relations on words as of late. One motivation comes
from verification of safety and liveness properties of parameterized systems, where such
relations describe transitions [1, 10, 20, 29]. Another comes from graph databases, which
are actively studied as a suitable model for RDF data, social networks data, and others
[3]. Paths in graph databases are described by their labels, and need to be compared, for
instance, for their degree of similarity, e.g., their edit distance [4, 6, 23]. Yet another example
is the study of formal models underlying IBM’s tools for information extraction [16].

Many of the basic questions that arise in these new applications, however, are not the kind
of questions that had been addressed previously. Just to give an example, it is well known
that checking nonemptiness of the intersection of a rational relation and a regular relation
is an undecidable problem. But what about really used rational relations such as subword,
suffix, subsequence (as opposed to artificial codings of the halting problem) – can we test if
their intersection with regular relations is nonempty? However natural these questions are,
they were answered only recently [5].

An even more basic question relates to the very choice and structure of the main classes
of relations: recognizable, regular, and rational. They appeared in a somewhat ad hoc way,
just as analogs of different ways of defining regularity of languages, but is there another way
to explain these, and perhaps other classes as well? This is the main point of our paper: we
argue that there is a natural way to study relations on words, and we do it by explaining
how positions in words are synchronized.

As an example of synchronization, consider words w1 = ababb and w2 = baaaba. We can
represent this pair as a single word over {a, b}, by shuffling w1 and w2, i.e., interspersing
letters of w1 among letters of w2. For each position in the shuffle, we remember which word
it came from – this is indicated by the symbols 1 or 2 above the letters in the figure.

w1

w2

a b a b a a b b b
1 2 2 1 2 1 1 2 1a b a b b

b a a a b a �
��

�

a a
2 2

When we read the letters marked i, for i = 1, 2 we get the word wi. The word over {1, 2}
provides a synchronization of the pair (w1, w2) – in our example, 12212112212. We show
that the commonly occurring classes of relations over words follow the same principle:
1. to decide whether (w1, w2) is in the relation, one runs an automaton over the shuffle;
2. classes of relations are then determined by the classes of allowed synchronizations.

For instance, recognizable relations are given by synchronizations from 1∗2∗, length-
preserving regular relations by synchronizations from (12)∗, arbitrary regular relations by
synchronizations from (12)∗(1∗|2∗), and rational relations by synchronizations from (1|2)∗.

For relations, we have proper inclusions recognizable ( regular ( rational [8], making them
very different from languages. This immediately raises the question: since every recognizable
language is regular, and yet 1∗2∗ is not contained in (12)∗(1∗|2∗), there must be multiple
ways of synchronizing relations to obtain even known classes. What are these ways, and how
can they be characterized? And will those characterizations lead to new naturally appearing
classes?
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These are the questions we answer. We define three parameters of regular languages
in (1|2)∗: the shift says how often we switch between 1s and 2s, the lag says how big the
difference between the numbers of 1 and 2 is allowed to get, and shiftlag combines the two in
a certain way. Then finite shift characterizes recognizability, while finite shiftlag characterizes
regularity of relations. Finite lag, which appears to be a natural measure then, captures
another known class of relations.

We provide automata characterizations of classes of synchronization languages in terms
of the structure of cycles in the graph representations of automata. All these turn out
to be decidable. This shows one advantage of dealing with relations in terms of their
synchronizations. For instance, it is known that checking whether a given rational relation is
regular, is an undecidable problem (assuming the input is a transducer, i.e., an automaton
with output [8]). However, if the input to the problem is a synchronization language, then it
is decidable whether the relations it describes are all regular.

Another advantage of describing relations by their synchronizations is the ability to find
classes closed under intersection or complementation (rational relations, for instance, are not).
We do it by imposing decidable conditions on Parikh images of synchronization languages to
guarantee closure properties of classes of relations they give rise to.

We also look at re-synchronization of relations. For each class of relations, there may
be many different regular synchronizing languages over {1, 2}. We show that in the stand-
ard cases, there exist canonical synchronizing languages, and relations can be effectively
resynchronized using those canonical languages.

2 Recognizable, regular, and rational relations

We start with some basic notations. Throughout the paper, A stands for a finite alphabet,
N = {1, 2, . . . } for the set of positive natural numbers, and N0 for N ∪ {0}. The set of all
words over A is denoted by A∗, and the length of w in A∗ is denoted by |w|. If w = a1 . . . an,
then w[i, j] stands for the subword ai . . . aj ; in particular, w[i] is the letter ai.

Recall that there are three standard ways of defining regular languages:

Recognizability by finite monoids: the set A∗, equipped with the concatenation operation
(denoted by ‘·’, whose unit is the empty word ‘ε’) is a monoid. A set L ⊆ A∗ is recognizable
if there is a finite monoid M and a homomorphism 〈A∗, ·, ε〉 →M so that L = f−1(M0)
for some M0 ⊆M .
Definability by finite automata, say NFAs.
Definability by regular (sometimes called rational) expressions, i.e., those built from the
empty word and alphabet letters using union, concatenation, and the Kleene star.

Classical formal language theory tells us that these definitions generate the same class of
languages, known as regular languages. We now adapt them to binary relations on words.

Recognizable relations Since 〈A∗, ·, ε〉 is a monoid, A∗ × A∗ has the structure of a monoid
too. We can thus define recognizable relations as sets R ⊆ A∗ × A∗ for which there is a
finite monoid M and a morphism f : A∗ × A∗ → M such that R = f−1(M0) for some
M0 ⊆M . This class will be denoted by REC.

Regular relations Let ⊥ 6∈ A be a new alphabet letter. A pair (w1, w2) of words from A∗
can be encoded by a single word of length max(|w1|, |w2|) over the alphabet (A ∪ {⊥})×
(A∪{⊥}): its ith letter is the pair containing the ith letter of w1 and the ith letter of w2,
with ⊥ used when i is greater than the length of w1 or w2. For example, the encoding for
the words of the figure of page 519 is (a, b)(b, a)(a, a)(b, a)(b, b)(⊥, a). A regular relation
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R is given by an automaton over this alphabet: it contains pairs (w1, w2) whose encodings
are accepted by the automaton. The class of regular relations is denoted by REG.

Rational relations There are two equivalent ways of defining them. One uses regular expres-
sions, which are now built from pairs in (A ∪ {ε})× (A ∪ {ε}) using the same operations
of union, concatenation, and Kleene star. Alternatively, rational relations can be defined
by means of 2-tape automata, that have 2 heads for the tapes and one additional control;
at every step, based on the state and the letters it is reading, the automaton can enter a
new state and move some (not necessarily all) tape heads. The class of rational relations
is denoted by RAT.

Relations in REC are exactly the finite unions of products of regular languages over A
[8, 15]. Examples of relations in REG \ REC are prefix, equality, or equal length. Examples
of relations in RAT \ REG are suffix, given by

(⋃
a∈A(ε, a)

)∗ · (⋃a∈A(a, a)
)∗; subword:(⋃

a∈A(ε, a)
)∗ · (⋃a∈A(a, a)

)∗ · (⋃a∈A(ε, a)
)∗, and subsequence:

(⋃
a∈A(ε, a) ∪ (a, a)

)∗.
Note that unlike in the case of languages, where the three notions coincide, we have

REC ( REG ( RAT. The classes REC and REG are closed under intersection; however the
class of rational relations is not. In fact, one can find R ∈ REG and S ∈ RAT so that
R ∩ S 6∈ RAT. However, if R ∈ REC and S ∈ RAT, then R ∩ S ∈ RAT.

Relations in REC and REG inherit all the closure/decidability properties of regular
languages. If R ∈ RAT, then each of its projections is a regular language, and can be
effectively constructed. Hence, the nonemptiness problem is decidable for RAT. However,
testing nonemptiness of the intersection of two rational relations is undecidable. We refer to
[8, 12, 27] for basic information on these relations and their decision problems.

3 Synchronizations of relations

We now formalize the idea of synchronizations informally described in the introduction. We
write k for the set {1, . . . , k}. A synchronization of a pair (w1, w2) of words in A∗ is a word
over 2×A so that the projection on A of positions labeled i is exactly wi, for i = 1, 2 (see the
figure on page 519). Every word w in (2×A)∗ is a synchronization of a uniquely determined
pair (w1, w2), where wi is the sequence of A-letters corresponding to the symbol i in the first
position of 2× A. We denote such (w1, w2) by [[w]] and extend it to languages S ⊆ (2× A)∗
by [[S]] = {[[w]] | w ∈ S}.

For two words u = a1 · · · an ∈ A∗ and v = b1 · · · bn ∈ B∗, we write u⊗ v for the word
(a1, b1) · · · (an, bn) ∈ (A× B)∗. The main idea of our approach to relations on words comes
from two different ways of viewing words in (2× A)∗.

Every word w ∈ (2× A)∗ is a synchronization of a pair [[w]] = (w1, w2).
Every word w ∈ (2× A)∗ is of the form u⊗ v with u ∈ 2∗ and v ∈ A∗.

This makes it possible to define relations consisting of pairs [[w]] with restricted synchron-
izations, i.e., w = u⊗ v and u belongs to a given language L ⊆ 2∗.

Formally, if L ⊆ 2∗, we say that u⊗ v is L-controlled if u ∈ L; a language is L-controlled
if all its words are. We now look at relations given by L-controlled synchronizations, i.e., for
a regular language L ⊆ 2∗, let

Rel(L) = {[[S]] | S is a regular L-controlled language} (1)

If C is a class of relations over A∗, then L ⊆ 2∗ is a synchronization for C if Rel(L) ⊆ C,
that is, all relations given by L-controlled synchronizations belong to C. We remark that a
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similar approach to defining relations was used in [18], although the questions considered
were completely different.

Procedurally, each relation in Rel(L) is obtained as follows:1. Choose an automaton over 2× A;
2. consider words u⊗ v it accepts so that u ∈ L,
3. view v as a synchronization of (w1, w2) and add the pair to the relation.

This view suggests natural candidates for capturing classes REC,REG, and RAT. For
REC, relations are unions of products of regular languages, so synchronizations are of the
form 1∗2∗: one starts by going over the first word, and then over the second. For REG, they
are from (12)∗(1∗|2∗): we first go over two words letter-by-letter, and then write out the rest
of the longer word. For RAT, there are no restrictions. Indeed, we can show the following.
I Proposition 1.
(I) Rel(1∗2∗) = REC.
(II) Rel((12)∗ · (1∗|2∗)) = REG.
(III) Rel((1|2)∗) = RAT.

It is easy to see that Rel(L) is closed under union, alphabetic morphisms, and inverse
alphabetic morphisms, and that L1 ⊆ L2 implies Rel(L1) ⊆ Rel(L2).
I Remark. One may ask why we need to take both S and L regular in the definition (1)
of Rel(L). The reason why S needs to be regular is that even with regular L (e.g., 1∗),
Rel(L) would otherwise contain non-rational relations (e.g., {(anbn, ε) | n ∈ N}). If, on the
other hand, L is not regular, strange things may happen. For instance, it could be that all
relations in Rel(L) are finite, although L is infinite. Indeed, take L as the set of all words
1p for prime p. Note that there is no infinite regular L-controlled language, since it would
imply that an infinite number of distinct primes is semi-linear. Thus, all regular L-controlled
languages are finite, and Rel(L) is the set of all finite relations on A∗ × {ε} so that the first
component is of prime length.

4 Synchronizations for recognizable, regular, and rational relations

We have seen examples of languages characterizing the classes of recognizable, regular, and
rational relations, but those are not unique. There are trivial examples such as Rel(1∗2∗) =
Rel(2∗1∗) = REC, and Rel((12)∗(1∗|2∗)) = Rel((21)∗(1∗|2∗)) = REG, but others as well,
e.g., Rel(1∗2∗1∗2∗) equals REC, and Rel(((12)∗1(12)∗2)∗(1∗|2∗)) = REG.

What kind of parameters guarantee that L ⊆ 2∗ synchronizes relations in a class C, for
the classes we study here? That is, what parameters guarantee that with the synchronization
language L, we are guaranteed that the resulting relations are in C?

We now answer this question, but first we need some definitions. Given a word w over
some finite alphabet, and a letter a in the alphabet, we define #a(w) as the number of
occurrences of a in w. Given a word w ∈ 2∗, a position i ≤ |w|, and δ ∈ N, we say i is

δ-lagged if |#1(w[1, i])−#2(w[1, i])| = δ;
≥δ-lagged if |#1(w[1, i])−#2(w[1, i])| ≥ δ;
≤δ-lagged if |#1(w[1, i])−#2(w[1, i])| ≤ δ.

That is, these parameters show by how much the numbers of 1s and 2s in w ∈ 2∗ differ.
A shift of w is a position i ∈ {1, . . . , |w| − 1} so that w[i] 6= w[i+ 1]. Two shifts i < j are

consecutive if there is no shift l so that i < l < j.
Let shift(w) be the number of shifts of w, let lag(w) be the maximum lag of a position

in w, and let shiftlag(w) be the maximum n ∈ N so that w contains n consecutive shifts
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which are >n-lagged. We lift these notions to languages by taking maxima, e.g., shift(L) =
maxw∈L shift(w), and likewise for lag(L) and shiftlag(L). If words of arbitrarily large lag
(shift, or shiftlag) occur in L, we write shift(L) =∞ (and likewise for the other parameters).

Observe that finite shift and finite lag imply that shiftlag is finite, but the converse is not
true: for L = (12)∗1∗ we have shiftlag(L) <∞ and yet lag(L) = shift(L) =∞.

It turns out that finiteness of the shiftlag parameter corresponds to synchronizing regular
languages, and finiteness of shift corresponds to synchronizing recognizable languages. An
arbitrary regular L ⊆ 2∗ is guaranteed to synchronize rational languages.

As for the finite lag, it corresponds to a class of languages that is known as well. The
class REGbld of bounded length discrepancy relations [17, 27] is defined as follows. Recall the
definition of rational relations using two-tape automata. For a rational relation to be in
REGbld it is required that there be δ ≥ 0 so that in accepting runs of such automata, the heads
for the two tapes are never more than δ positions apart. It also follows from [17, 27] that
REGbld is the class

⋃
k∈N0

Rel(Lk), for Lk = (12)∗(1k|2k). Note that Rel(L0) is the class of
length preserving relations. A closely related class R≤ = {(w1, w2) ∈ A∗ × A∗ | |w1| ≤ |w2|}
[21] can be equally defined by Rel((12|2)∗).

Now we can state the characterization result.

I Theorem 1. Let L ⊆ 2∗ be a regular language. Then:
(I) L synchronizes regular relations iff shiftlag(L) <∞,
(II) L synchronizes recognizable relations iff shift(L) <∞,
(III) L synchronizes relations in REGbld iff lag(L) <∞,
(IV) L synchronizes rational relations.

Proof idea. For the ‘if’ direction of (1), one can easily show that for any regular language L
with shiftlag(L) < n there is some δ so that L ⊆ L′ for L′ = L≤δ-lag · (1∗|2∗)n, where L≤δ-lag
is the (regular) language of all words with ≤δ-lagged positions. On the other hand, it is
easy to show that Rel(L′) = REG. Since L ⊆ L′, by applying monotonicity, we then have
Rel(L) ⊆ REG.

For the ‘only if’ direction of (1), suppose that shiftlag(L) = ∞. Note that this means
that for every s, δ ∈ N there is some w ∈ L that has s consecutive shifts >δ-lagged. Let
S ⊆ (2 × {a, b})∗ consist of all words u⊗ v ∈ (2 × {a, b})∗ so that u ∈ L, and for every
i ∈ {1, . . . , |v|}, we have v[i] = a if i is a shift of u, and v[i] = b otherwise. One can show
that S is an L-controlled relation so that [[S]] ∈ RAT \ REG. J

We conclude the section with a couple of examples of applications of the main result. First,
we show that Rel((112)∗) 6⊆ REG. Indeed, note that for every s, δ, the word w = (112)δ+s is
in (112)∗ and the last s shifts of w are ≥δ-lagged. Hence, there must be some L-controlled
regular language S ⊆ (2× A)∗ so that [[S]] is not a regular relation.

As another example, we get more ways of synchronizing regular relations: given L1 =
(1k ·2k)∗, L2 = (1∗ ·2∗)k for some fixed k, we have Rel(Li) ⊆ REG (in fact, Rel(L2) ⊆ REC).

Finally, we consider the (r/s)-synchronized relations [27, p.660] studied in [11]. This class
can be defined as Rel(Lr/s), where

Lr/s = (1r2s)∗
( ⋃
r′<r

(1r
′
2∗) |

⋃
s′<s

(1∗2s
′
)
)
. (2)

It is easy to see that shiftlag(Lr/s) =∞ whenever r 6= s, and hence that (r/s)-synchronized
relations (with r 6= s) are not in REG.
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4.1 Automata theoretic characterizations
We characterized classes of relations via conditions imposed on their synchronization languages:
finite shift, lag, or shiftlag. Now we show that these conditions themselves can be characterized
using automata, or more precisely, the underlying labeled graphs of automata. It turns out
that the structure of the cycles provides the desired characterizations.

Since in this section we deal with synchronization languages, we consider automata over
the alphabet {1, 2}. For a given NFA A, we consider the transition graph GA of A as the
usual representation of the transition relation, where GA is a directed graph where states
are vertices and edges are labeled by transitions. Given a cycle C of GA, we define #a(C)
as the number of edges in C labeled with transitions reading letter a. In a heterogeneous
cycle C we have #1(C) > 0 and #2(C) > 0; otherwise a cycle is homogeneous. A cycle C is
balanced if #1(C) = #2(C), otherwise it is unbalanced (these definitions are closely related
to the notions of balanced/unbalanced oriented cycles in digraphs, cf. [19]). Note that all
balanced cycles are also heterogeneous.

Recall that the trim automaton is the result of removing all states which are not reachable
from the initial state, and all states from which no final state is reachable.

I Theorem 2. For any trim NFA A over the alphabet 2, and its transition graph GA,
(I) shiftlag(L(A)) =∞ iff

GA contains a heterogeneous unbalanced cycle, or
GA contains a path from a homogeneous to a heterogeneous cycle,

(II) shift(L(A)) =∞ iff GA has a heterogeneous cycle,
(III) lag(L(A)) =∞ iff GA has an unbalanced cycle.

Proof idea. The ‘if’ directions of all items are straightforward. For the ‘only if’ direction
of item (1), it can be shown that for n = 2|Q| + 1 (where |Q| is the number of states of
A), any accepting run of A on w ∈ L(A) so that shiftlag(w) ≥ n must induce a path on
the transition graph GA of A containing either a heterogeneous unbalanced cycle, or a
homogeneous cycle followed by a heterogeneous cycle. Once this is verified, the statement
follows. Note that since shiftlag(w) ≥ n, w must contain n consecutive >n-lagged shifts
1 ≤ a1 < a2 < · · · < an ≤ |w| in w. Since a1 is >n-lagged, there must be an unbalanced
cycle C1 contained in the path induced by the run ρ restricted to w[1, a1]. Since there is a
sufficiently large number of shifts, there must be some heterogeneous cycle C2 contained in
the path induced by the run ρ restricted to w[a1, |w|]. Of course, we have that there is a
path from C1 to C2 in GA, showing (1). J

I Corollary 3. Checking whether Rel(L(A)) ⊆ REG, Rel(L(A)) ⊆ REC or Rel(L(A)) ⊆
REGbld

2 can be done in polynomial time in the size of A.

Note that Corollary 3 does not mean that it is decidable whether a relation R ∈ RAT is
in REG (in fact, this problem is undecidable [8, Theorem 8.4-(vi)]). What one can check is
whether it has a “safe” control, in the sense that it synchronizes regular relations. Hence,
for any relation R controlled by L(A), if Rel(L(A)) ⊆ REG then R ∈ REG, but the opposite
does not necessarily hold. For example, if we take L′ = (1|2)∗, we have that Rel(L′) 6⊆ REG
but the universal relation A∗ × A∗ is obviously in REG.

5 Resynchronizing relations

We saw that different languages in 2∗ can generate the same class relations, and yet for the
commonly used classes, we have synchronization languages that somehow look canonical:
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for instance, (12)∗(1∗|2∗) for REG. Thus, we now address the question whether we can
resynchronize relations using those canonical synchronization languages, and if so, can we do
it effectively?

To pose this formally, suppose two different languages S, S′ ⊆ (2 × A)∗ controlled by
L,L′ ⊆ 2∗ respectively represent the same relation, i.e., [[S]] = [[S′]]. Then we say that S
is an L-resynchronization of S′. Given a class C of regular languages over 2, we say that
L0 ∈ C is a canonical representative of C if for every L ∈ C and every L-controlled language S
there exists an L0-resynchronization of S. In other words, for every L ∈ C and R ∈ Rel(L),
there is an L0-controlled S′ ∈ (2× A)∗ so that [[S′]] = R. If, in addition, there is a recursive
procedure that constructs such an L0-resynchronization of S, then we say that L0 is an
effective canonical representative of C.

Let RLall be the class of all regular languages over 2, and let RLfinparam stand for class
of regular languages L ⊆ 2∗ with finite parameter param, where param is lag, or shift, or
shiftlag. We also let RLlag≤δ denote the class of all regular languages L ⊆ 2∗ with lag(L) ≤ δ.

I Example 4. Take, for example, L1 = (1122)∗1∗2∗ and L2 = (12)∗(1∗|2∗), and a L1-
controlled relation S1. Since shiftlag(L1) < ∞, [[S1]] ∈ REG by Theorem 1. Further, since
by Proposition 1-(2) Rel(L2) = REG, there must be some L2-controlled relation S2 so that
[[S2]] = [[S1]]. In other words S2 is the L2-resynchronization of S1. Since Rel(L2) = REG in
fact L2 is a canonical representative of RLfinshiftlag.

I Theorem 5 (Resynchronization theorem).
(I) (12)∗(1∗|2∗) is an effective canonical representative of RLfinshiftlag;
(II) 1∗2∗ is an effective canonical representative of RLfinshift;
(III) there is no canonical representative of RLfinlag;
(IV) (12)∗(1≤δ|2≤δ) is an effective canonical representative of RLlag≤δ;
(V) 2∗ is an effective canonical representative of RLall.
If the relations are given as NFA, the synchronization procedures are in exponential time.

Proof idea. We only give the proof sketch for (1), the other items being easier.
The strongly connected components (henceforth SCC) of GA are its maximal strongly

connected subgraphs. An SCC is heterogeneous if it contains a heterogeneous cycle; an SCC
is homogeneous if it contains a cycle and all the cycles it contains are homogeneous; otherwise,
an SCC without cycles (that is, a single vertex) is an edgeless SCC. The condensation of GA
(written con(GA)) is the labeled directed acyclic graph (henceforth labeled DAG) induced
by the SCC’s of GA. This is the labeled DAG whose nodes are the SCC’s of GA, and there
is an edge labeled (q, (i, a), q′) from vertex v to vertex v′ iff v 6= v′, q belongs to the SCC v

in GA, q′ belongs to the SCC v′ in GA, and there is an edge labeled (q, (i, a), q′) from q to q′
in GA (in other words, (q, (i, a), q′) is a transition of A).

Let S ⊆ (2×A)∗ be an L-controlled regular language with shiftlag(L) <∞. Let A be an
NFA recognizing S with statespace Q, initial state q0 and set of final states QF .

Note that since the projection of S onto 2 is inside L, we can apply Theorem 2-(1) to
A, obtaining that there are no paths from homogeneous SCC’s to heterogeneous SCC’s in
GA (and there are no heterogeneous cycles C with #1(C) 6= #2(C)). Let Qhom be the set
of all vertices of GA that are reachable from a vertex of a homogeneous SCC. Note that
Qhom includes all vertices in homogeneous SCC’s, plus some vertices from edgeless SCC’s.
Also, note that the subgraph of GA induced by Qhom has no heterogeneous cycles. Let
Qhet = Q \Qhom. Hence, Qhet includes all vertices in heterogeneous SCC’s and some vertices
in edgeless SCC’s. Also, by the property before, the subgraph of GA induced by Qhet is
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Figure 1 Example of GA with the subgraphs induced by Qhom and Qhet. For simplicity we assume
that A = {a} and we hence omit the letter a when depicting edges labeled by (i, a).

connected. Figure 1 contains an example. Further, any path P in GA is of the form (1)
P · (q, τ, q′) · P ′, (2) P , or (3) P ′, where

P is a (possibly empty) path of the subgraph of GA induced by Qhet,
P ′ is a (possibly empty) path of the subgraph of GA induced by Qhom,
q ∈ Qhet, q′ ∈ Qhom, and τ is a transition of A.

Let Ahet be A restricted to Qhet, and let Ahom be A restricted to Qhom. For every pair
of states qhet ∈ Qhet and qhom ∈ Qhom, let Lqhet,qhom be the union of all

L(Ahet[q0, qhet]) · {(i, a)} · L(Ahom[qhom, qf ])

for every qf ∈ QF and (i, a) ∈ 2 × A so that (qhet, (i, a), qhom) is a transition of A. Let
Lhom =

⋃
qf∈QF

L(Ahom[q0, qf ]) and Lhet =
⋃
qf∈QF

L(Ahet[q0, qf ]). It follows that

S = Lhom ∪ Lhet ∪
⋃

qhet∈Qhet,qhom∈Qhom

Lqhet,qhom .

We show that we can build, in exponential time, a (12)∗(1∗|2∗)-controlled automaton for
each of these languages. Since the case of Lqhet,qhom is more general than Lhom and Lhet, we
will only prove this case.

Note that by definition of Ahet and Ahom, and since GA has no unbalanced heterogeneous
cycles, for every qhet ∈ Qhet, qhom ∈ Qhom, qf ∈ QF we have that lag(L(Ahet[q0, qhet])) <
∞ and shift(L(Ahom[qhom, qf ])) < ∞. This implies that lag(L(Ahet[q0, qhet])) ≤ n, and
shift(L(Ahom[qhom, qf ])) ≤ n, for n = |A|.

By the already shown item (2), there exists a (1∗2∗)-controlled automaton Ahom
qhom,qf

so that
[[L(Ahom[q0, qhom])]] = [[L(Ahom

q0,qhom
)]]. By item (4), there exists a (12)∗(1≤n|2≤n)-controlled

automaton Ahet
q0,qhet

so that [[L(Ahet[q0, qhet])]] = [[L(Ahet
q0,qhet

)]]. These automata can be built
in exponential time.

Indeed, a (12)∗(1∗|2∗)-controlled automaton for Lqhet,qhom can be built from Ahet
q0,qhet

and
all the Ahom

qhom,qf
’s for all qf ∈ QF in polynomial time, and thus the statement follows. This is

shown by a variant of (2), showing that from any (1∗2∗)-controlled automaton one can build,
in polynomial time, an equivalent automaton (in the sense of the relation it represents) that
is (12)∗(1∗|2∗)-controlled. J

6 Closure via Parikh images

It is well known that the class REG is effectively closed under Boolean operations. Although
RAT is a natural generalization of REG, it is not a Boolean algebra (let alone an effective one),
not being closed under intersection or complement [8]. Even testing whether a rational relation
is regular, or whether it has an empty intersection with a regular relation is undecidable [8].
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Since regular relations are characterized via finite shiftlag, it is natural to ask whether infinite
shiftlag somehow describes “dangerous” classes of relations. That is, does this mean for
example that for any L ⊆ 2∗ with shiftlag(L) =∞ the intersection problem is undecidable
for Rel(L)? The answer to this question is negative: take for instance L = (122)∗ with
shiftlag(L) = ∞. However, it is not hard to see that Rel(L) is effectively closed under
intersection.

This raises the question of whether there are classes C ⊆ RAT that are natural, expressive,
and well-behaved, that is, so that

REC ( C,
C is effectively closed under union, intersection and complementation (i.e., is an effective
Boolean algebra); and
C corresponds to a natural condition on the language.

Note that REG is one such example. Here we address the question from our perspective
in terms of control languages. The idea is to show sufficient conditions of synchronization
languages L so that Rel(L) is effectively closed under intersection, or an effective boolean
algebra. We state those in terms of Parikh images of languages.

Recall that the Parikh image of a word w ∈ k∗, written Π(w), is the vector of Nk0 whose
ith component contains #i(w), the number of occurrences of i in w. The Parikh image of a
language L is Π(L) = {Π(w) | w ∈ L}. It is well known that for regular and context-free
languages L, sets Π(L) are exactly the semi-linear sets in Nk0 , see [26].

A language L ⊆ k∗ is
Parikh-injective if the function Π : L→ Nk0 is injective, and
Parikh-surjective if the function Π : L→ Nk0 is surjective.

I Example 6.
(12)∗(1∗|2∗) and 1∗2∗ are Parikh-injective, while (1|2)∗ is not.
It can easily be shown that L = w∗1 · w∗2 · · ·w∗` ⊆ k∗ is Parikh-injective if ` ≤ k and
{Π(w1), . . . ,Π(w`)} generate a linear subspace of (N0)k of dimension `. For example,
(122)∗(112)∗ is Parikh-injective.
(12)∗(1∗|2∗), 1∗2∗, and (1|2)∗ are Parikh-surjective, but (122)∗(112)∗ is not Parikh-
surjective.
It is easy to see that Lr/s as defined in (2) is Parikh-injective and Parikh-surjective for
any choice of r, s. For example, if r = 2, s = 1, we have Lr/s = (122)∗(22∗|1∗2|1∗), which
is Parikh-injective and Parikh-surjective, since every element of (N0)2 is covered, and
there is only one way to reach any element of (N0)2.

We now analyze the (effective) closure of classes Rel(L) under Boolean operations. It
turns out that closure under union is free, but for closure under intersection and complement,
the newly introduced criteria serve as sufficient conditions.

I Theorem 7. Let L ⊆ 2∗ be a regular language. Then
(I) Rel(L) is effectively closed under union, alphabetic morphisms, and inverse alphabetic

morphisms;
(II) If L is Parikh-injective, then Rel(L) is effectively closed under intersection;
(III) if L is both Parikh-injective and Parikh-surjective, then Rel(L) is effectively closed

under complement.

Proof idea. We prove only item (3). Let S ⊆ (2×A)∗ be an L-controlled relation. We show
that [[S]]c = [[Sc ∩ (L⊗A∗)]], where Sc, [[S]]c denote the complement of S, [[S]] respectively,
and L⊗A∗ denotes the set of all words u⊗ v where |u| = |v|, u ∈ L and v ∈ A∗.
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[⊆] Suppose (u, v) 6∈ [[S]]. We show that there must be some w ∈ Sc ∩ (L⊗A∗) so that
(u, v) = [[w]]. By Parikh surjectivity and injectivity, there is exactly one word w′ ∈ L so
that Π(w′) = (|u|, |v|). Let w = u′⊗ v′ ∈ (2 × A)∗ be the only word so that u′ = w′ and
[[w]] = (u, v). Note that w 6∈ S and that its projection onto the first component (i.e., w′) is
in L. Therefore, w ∈ Sc ∩ (L⊗A∗).

[⊇] Assume w ∈ Sc ∩ (L⊗A∗) and suppose that [[w]] ∈ [[S]]. Then, there is some
w′ ∈ S so that [[w′]] = [[w]]. It cannot be that w′ = w, as it would be in contradiction
with w ∈ Sc ∩ (L⊗A∗). Since L is Parikh-injective, and w,w′ are L-controlled, w = w′,
as otherwise [[w′]] 6= [[w]]. This contradicts w ∈ Sc ∩ (L⊗A∗). Thus, [[w]] 6∈ [[S]] and
[[S]]c ⊇ [[Sc ∩ (L⊗A∗)]]. J

I Corollary 8. If L ⊆ 2∗ is Parikh-injective and Parikh-surjective, then Rel(L) is an effective
boolean algebra, closed under alphabetic morphisms and inverse alphabetic morphisms.

Observe that in this context, REG and REC are simply two examples of the (infinitely)
many such well-behaved classes.

I Example 9.
REC and REG are effective boolean algebras because they correspond to Rel(1∗2∗) and
Rel((12)∗(1∗|2∗)), where 1∗2∗, (12)∗(1∗|2∗) are Parikh-injective and Parikh-surjective.
Rel((122)∗(112)∗) is effectively closed under intersection.
It was shown in [11] that the class of (r/s)-synchronized relations is an effective Boolean
algebra. Our results provide an alternative proof, since Lr/s is Parikh-injective and
Parikh-surjective.

Observation. Note that Theorem 7 cannot be generalized to finite unions of Parikh-injective
languages, since for example Rel(L) for L = ((12)∗1∗)|(1∗(12)∗) is not closed under intersec-
tion. In fact, its intersection problem is undecidable. This follows from the fact that Rel(L)
contains the suffix relation and all regular relations (where the first component is longer than
the second). By [5, Theorem V.1], this problem is undecidable.

7 Future work

We presented a new way of looking at relations on words, and this new perspective opens
up several directions. An obvious one is to extend results to k-ary relations, for k > 2. We
know that exact analogs of Proposition 1, Theorem 1, and Theorem 2 continue to hold.

Another natural extension is to look for other classes of relations, say analogs of context-
free languages. In particular, one can look at a generalization of rational relations, the
pushdown relations of [14], which are those recognized by multi-tape automata with a stack or,
equivalently, by a context-free grammar. We have some preliminary results in this direction
but more work is needed.

We also would like to use the structural approach to look for better behaved classes of
relational word transducers for verification purposes, and for classes of relations that can be
effectively used in querying graph data. Finally, we would like to use it to identify classes of
well behaved relations over data words [9] and study logics over them, extending the approach
of [5, 6] with data.
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Abstract
A Boolean closed full trio is a class of languages that is closed under the Boolean operations
(union, intersection, and complementation) and rational transductions. It is well-known that the
regular languages constitute such a Boolean closed full trio. It is shown here that every such
language class that contains any non-regular language already includes the whole arithmetical
hierarchy (and even the one relative to this language).

A consequence of this result is that aside from the regular languages, no full trio generated
by one language is closed under complementation.

Our construction also shows that there is a fixed rational Kripke frame such that assigning
an arbitrary non-regular language to some variable allows the definition of any language from
the arithmetical hierarchy in the corresponding Kripke structure using multimodal logic.
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tions
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1 Introduction

The study of closure properties of language classes has a long tradition, it can be traced back
to the introduction of regular languages [10]. Among other applications, they provide insights
about whether languages belong to certain classes and, as far as they are effective, allow
the computation of representations of languages. They also often serve as a way to describe
language classes without reference to concrete generating or accepting devices: In many
cases, a language class can be described as the smallest class of languages that possesses a
given collection of closure properties and contains certain generating languages.

Here, we are concerned with Boolean closed full trios, i.e., classes closed under the
Boolean operations (union, intersection, and complementation) and rational transductions.
It is well-known that the class of regular languages constitutes a Boolean closed full trio.

This combination of closure properties is interesting for several reasons. First, in the
case of regular languages, this particular collection is exploited, for example, in the theory of
automatic structures [9], since it implies that in such structures, every first-order definable
relation can be represented by a regular language. Since emptiness is decidable for regular
languages, one can therefore decide the first-order theory of these structures.

Second, the languages definable by multimodal logic in a rational Kripke frame, i.e., a
Kripke frame in which the worlds are words and the visibility relations are given by rational
transductions, are always confined to the Boolean closed full trio generated by the values
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(that is, languages) assigned to the variables. This was observed by Bekker and Goranko [2]
and then used to show that the model checking problem for multimodal logic and rational
Kripke frames is decidable if all variables are assigned regular languages.

Third, a wide range of interesting language classes are principal full trios, i.e., full trios
that are generated by one language. Since these are always union closed, their closure
under complementation is equivalent to the class being a Boolean closed full trio. Examples
of principal full trios are the context-free languages, languages accepted by multicounter
automata (for a bounded number of counters and blind, partially blind, or with zero test [7]),
and the languages accepted by valence automata over a finitely generated monoid [6].

Hence, the question arises whether there are language classes beyond the regular languages
that enjoy these closure properties and still admit decision procedures for simple properties
such as emptiness. Our first main result (Theorem 9) states that every Boolean closed
full trio that contains any non-regular language already includes the whole arithmetical
hierarchy (and even the arithmetical hierarchy relative to this language) and thus loses
virtually all decidability properties. This is a remarkable fact, because it means that these
closure properties are so extremely powerful that even the simplest non-regular languages
allow the construction of a very large class of languages.

A large number of grammar and automata models is easily seen to exceed the regular
languages but stay within the recursively enumerable languages. Hence, Theorem 9 also
implies that the corresponding language classes are never Boolean closed full trios. We can
also conclude that other than the regular languages, no principal full trio is closed under
complementation.

It should be noted that Theorem 9 does not mean that there is no way of developing a
theory of automatic structures beyond regular languages. It might well be that some smaller
collection of closure properties suffices to obtain all first-order definable relations and still
admits a decision procedure for the emptiness problem.

Actually, it turns out that three fixed rational transductions, together with the Boolean
operations, suffice to construct all arithmetical languages from any non-regular language.
Therefore, our second main result (Theorem 14) states that there is a fixed rational Kripke
frame with three modalities such that assigning any non-regular language to a variable allows
the definition of every arithmetical language using multimodal logic.

Other results of a similar spirit on closure properties of language classes have been known
for a long time. For example, Hartmanis and Hopcroft [8] have proved that every intersection
closed full AFL containing {anbn | n ∈ N} includes the recursively enumerable languages.
Here, a full AFL is a full trio that is closed under union and the Kleene star. Furthermore,
Book [4] has shown that the arithmetical languages constitute the smallest Boolean closed full
trio that is closed under homomorphic replication, the latter of which is a generalization of
homomorphisms. Hence, our result means in Book’s result one can replace the homomorphic
replication by containment of any non-regular language. However, to the best of the authors’
knowledge, to date there is no known combination of natural closure properties that are
enjoyed by the regular languages but that yield all the recursively enumerable languages (let
alone the arithmetical hierarchy) when applied to any non-regular language.

2 Preliminaries

Let Σ be a fixed countable set of abstract symbols, the finite subsets of which are called
alphabets. Given an alphabet X, the set of words over X is denoted by X∗ and the empty
word by λ. Subsets of X∗ for alphabets X are called languages. For a language L, the
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smallest alphabet X with L ⊆ X∗ is denoted by α(L). The complement of L is defined as
L = α(L)∗ \ L. A transduction is a subset of X∗ × Y ∗ for alphabets X, Y .

Let M be a monoid with neutral element 1. An automaton over M is a tuple A =
(Q,M,E, q0, F ), in which Q is a finite set of states, E is a finite subset of Q×M ×Q called
the set of edges, q0 ∈ Q is the initial state, and F ⊆ Q is the set of final states. The step
relation ⇒A of A is a binary relation on Q ×M , for which (p, a) ⇒A (q, b) if and only if
there is an edge (p, c, q) such that b = ac. The set generated by A is then

S(A) = {a ∈M | ∃q ∈ F : (q0, 1)⇒∗A (q, a)}.

A set R ⊆M is called rational if it can be written as R = S(A) for some automaton A over
M . A rational language is also called regular. We use REG to denote the class of regular
languages.

A valence automaton over M is an automaton A over the monoid X∗ ×M , where X is
an alphabet. The language accepted by A is defined as L(A) = {w ∈ X∗ | (w, 1) ∈ S(A)}.
The class of languages accepted by valence automata over M is denoted by VA(M).

Given alphabets X and Y , a rational transduction is a rational subset of the monoid
X∗ × Y ∗. For a language L ⊆ Y ∗ and a rational transduction R, we write RL for {x ∈ X∗ |
∃y ∈ L : (x, y) ∈ R}.

A language class is a set of languages that contains at least one non-empty language. A
language class C is called a full trio (or cone) if it is closed under (arbitrary) homomorphisms,
inverse homomorphisms, and intersection with regular languages. It is well-known [3] that
a class C is a full trio if and only if it is closed under rational transductions, i.e., for every
L ∈ C and every rational transduction R, we have RL ∈ C. We call a language class Boolean
closed if it is closed under all Boolean operations (union, intersection, and complementation).
By the full trio generated by the language L we mean the smallest full trio that contains L.
A full trio is called a principal full trio if it is generated by some language.

For any language class C, we write RE(C) for the class of languages accepted by some
Turing machine with an oracle L ∈ C. Similarly, let REC(C) be the class of languages
accepted by some Turing machine that halts on every input and has access to an oracle
L ∈ C. Furthermore, let REC denote the class of recursive languages. We also write REC(L)
and RE(L) for REC({L}) and RE({L}), respectively. Then the arithmetical hierarchy (see,
for example, [11]) is defined as

Σ0 = REC, Σn+1 = RE(Σn) for n ≥ 0, AH =
⋃

n≥0
Σn.

Languages in AH are called arithmetical. The arithmetical hierarchy relative to L is defined
as

Σ0(L) = REC(L), Σn+1(L) = RE(Σn(L)) for n ≥ 0, AH(L) =
⋃

n≥0
Σn(L).

We will often encode words from an alphabet X, |X| ≥ 2, by words in {0, 1}∗. If
X = {a1, . . . , an}, then a homomorphism g : X∗ → {0, 1}∗ with g(ai) = 10i will be called a
standard encoding. For each subset Y ⊆ X, the homomorphism πY : X∗ → Y ∗ is defined by
πY (x) = x for x ∈ Y and πY (x) = λ for x ∈ X \ Y .

Let X be an alphabet. For languages L ⊆ X∗ and words u, v ∈ X∗, we write u ≡L v if
for each w ∈ X∗, we have uw ∈ L if and only if vw ∈ L. The equivalence relation ≡L is
called the Myhill-Nerode equivalence. The well-known Myhill-Nerode Theorem states that L
is regular if and only if ≡L has a finite index.
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I Remark. In the following, we will make statements about certain languages in {0, 1}∗ being
obtainable from other languages in {0, 1}∗ either by using a finite set of transductions or by
using a finite set of transductions and Boolean operations. It will then always be possible
to use larger alphabets with auxiliary symbols for the following reason. Suppose there is
a finite set S of transductions, each over the alphabet X = {a1, . . . , an}, where {0, 1} ⊆ X.
Let h : X∗ → {0, 1}∗ be a standard encoding. Then we have

h(L ∩K) = h(L) ∩ h(K), h(L ∪K) = h(L) ∪ h(K),

h(L) = h(L) ∩ h(α(L))∗, h(RL) = hRh−1(h(L)).

By induction, it follows that for every language K ⊆ X∗ that can be obtained from L ⊆ X∗
using transductions in S (and Boolean operations), we can obtain h(K) from h(L) by using
transductions in

S′ = {ρY | Y ⊆ X} ∪ {hRh−1 | R ∈ S}

(and Boolean operations), where ρY is the rational transduction in {0, 1}∗ × {0, 1}∗ that
maps M to M ∩ h(Y )∗. In particular, if K ⊆ {0, 1}∗ can be obtained from L ⊆ {0, 1}∗ using
transductions in S (and Boolean operations), we can obtain K from L by using transductions
in S′′ = S′ ∪ {h |{0,1}∗ , ρ{0,1} ◦ h−1} (and Boolean operations) by producing h(L), then h(K)
using S′ (and Boolean operations), and then ρ{0,1}(h−1(h(K))) = K. J

3 Boolean closed full trios

I Lemma 1. Let X = {0, 1}. There is a finite set F of rational transductions in X∗ ×X∗
such that each regular language K ⊆ X∗ can be obtained from any non-empty L ⊆ X∗ using
transductions in F .

Proof. It suffices to prove the lemma for K ⊆ X∗ with λ /∈ K: If λ ∈ K, K \ {λ} 6= ∅, we
can use the rational transduction Λ = {(w,w) | w ∈ X∗} ∪ {λ} ×X∗, which maps w ∈ X∗
to {w, λ}, to obtain K from K \ {λ}. If K = {λ}, we can use Λ′ = {λ} ×X∗, which maps
every w ∈ {0, 1}∗ to λ, to obtain K directly from L. We may therefore assume that K is
accepted by an automaton A = (Q,X,E, q,Qf ), where Q = {0, . . . , k}, q = 0, Qf = {1},
and E ⊆ Q×X ×Q.

Our goal is to produce the language TA of all words 10i01x110i1 · · ·xn10in , such that
i0 = 0, in = 1, and xj ∈ {0, 1} and (ij , xj+1, ij+1) ∈ E for 0 ≤ j < n. Then, clearly, the
rational transduction P that outputs only the xj will satisfy PTA = K. By the above remark,
it suffices to provide transductions over the extended alphabet Y = {0, 1,#1,#2}. The
additional symbols #1,#2 are called markers.

First we use the initial transduction I = 1(1{0, 1}10∗)∗1{0, 1}10 × {0, 1}∗ to produce
the set 1(1{0, 1}10∗)∗1{0, 1}10 from L. In the following, a word 10i01x110i1 · · ·xn10in is
called an encoding. Its factors 0ij are called state blocks and its factors 0ij 1x10ij+1 are called
transition blocks. The transduction I already guarantees that the leftmost and the rightmost
state block correspond to the initial and the final state, respectively. We now wish to remove
all words that contain a state block of length greater than k. In order to do this, we use
the transduction S1, which inserts the marker #1 in the beginning of every state block.
Furthermore, we have the transduction M1, which moves each occurrence of the marker one
position to the right (i.e. outputs 0#1 on input #10) if its right neighbor is a 0, and drops
the occurrence otherwise. We also have the transduction R, which rejects all inputs that
have a factor #10. All other words are accepted by R but stripped of their occurrences of
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#1 in the output. Then applying RMk
1 S1 yields the set of encodings with state blocks of

length at most k.
In the next step, we wish to remove from the language all encodings that contain a

transition block 10`x10m with x ∈ {0, 1}, 0 ≤ `,m ≤ k, and (`, x,m) /∈ E. To this end,
we have the transductions S2 and M2, which behave analogously to S1 and M1 by using
#2 instead of #1. We assume that S1 and S2 are defined so as to add their marker and
leave the other marker in place. We assume further that M1 and M2 move their marker
so as to overtake the other marker if necessary. Finally, we have for each x ∈ {0, 1} the
transition Rx, which rejects every word containing a transition block in which #1 is on the
right end of the left state block, #2 is on the right end of the right state block, and the
input letter is x. All other words are accepted by Rx but stripped of all occurrences of
markers. Applying RxM

m
2 S2M

`
1S1 clearly yields the set of encodings that do not contain

the transition block 10`1x10m. Therefore, we apply this sequence of transductions for each
triple (`, x,m) with 0 ≤ `,m ≤ k, x ∈ {0, 1}, and (`, x,m) /∈ E. This clearly produces
the language TA and hence K = PTA is obtained. Since we only used transductions in
{Λ,Λ′, P, I, S1, S2,M1,M2, R,R0, R1}, the lemma is proven. J

I Lemma 2. Let X be an alphabet with |X| ≥ 2. For each finite set F of rational transductions
in X∗×X∗, there are rational transductions R,S, T in X∗×X∗ such that every composition
of transductions from F can be written in the form TnSmR with m,n ∈ N.

Proof. Let 0, 1 ∈ X be distinct letters and for x ∈ {0, 1}, let Ax be the transduction
that appends x to each input word, hence Ax = {(wx,w) | w ∈ X∗}. Furthermore, let
F = {U0, . . . , Uk−1}, b = k + 1, and let U ′i be the rational transduction

U ′i = {(u10m, v10bm+i) | (u, v) ∈ Ui,m ∈ N}, U ′k = {(w,w10k) | w ∈ X∗}

for each 0 ≤ i < k. We shall prove that R = A1, S = A0, and T =
⋃

0≤i≤k U
′
i have the

desired property. Let Uin · · ·Ui0 be a composition of elements of F and let in+1 = k. We
claim that

Uin
· · ·Ui0 = Tn+2SmR for m =

n+1∑
j=0

ijb
j .

Applying SmR appends 10m to each input word. Then, each application of T to a word w10`

chooses some U ′j , but this choice will only lead to a valid computation of the transducer if `
is congruent to j modulo b. Hence, applying Tn+1 to w10m has the same effect as applying
U ′in
· · ·U ′i0

. Since the most significant digit in the b-ary representation of m is in+1 = k,
applying T once more means applying U ′k and hence removing the 10k suffix of the input
word. In the end, we applied Uin

· · ·Ui0 . J

Lemmas 1 and 2 together immediately imply the following byproduct, which might be of
independent interest.

I Corollary 3. Let X = {0, 1}. There are rational transductions R,S, T over X∗ such that
every regular language K ⊆ X∗ can be written as TnSmRX∗ for some m,n ∈ N.

We define the alphabet ∆ = {+,−, z}, whose elements will represent the operations
increment, decrement, and zero test, respectively.

I Definition 4. Let C ⊆ ∆∗ be the set of words δ1 · · · δm, δ1, . . . , δm ∈ ∆ for which there
are numbers x0, . . . , xm ∈ N such that for 1 ≤ i ≤ m:
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1. if δi = +, then xi = xi−1 + 1,
2. if δi = −, then xi = xi−1 − 1, and
3. if δi = z, then xi = xi−1 = 0.

We shall prove that from L we can construct the following language ĈL using a fixed
finite set of rational transductions and Boolean operations.

I Definition 5. Suppose the alphabets X, ∆, and {#} are pairwise disjoint. Let ĈL ⊆
(∆ ∪X ∪ {#})∗ be the set of all words

v0δ1v1 · · · δmvm#u0# · · ·un#

with δi ∈ ∆, vi ∈ X∗, uj ∈ X∗, such that uk 6≡L u` for k 6= ` and for each 1 ≤ i ≤ m there
is a 1 ≤ j ≤ n with
1. if δi = +, then vi−1 ≡L uj−1, vi ≡L uj ,
2. if δi = −, then vi−1 ≡L uj , vi ≡L uj−1, and
3. if δi = z, then j = 1 and vi−1 ≡L vi ≡L u0 = uj−1.

I Lemma 6. If L is not regular, then π∆(ĈL) = C.

Proof. In order to prove the inclusion “⊇”, let x0, . . . , xm ∈ N be numbers as in Definition 4
and suppose {x0, . . . , xm} ⊆ {0, . . . , n}. Since L is not regular, we can find words u0, . . . , un ∈
X∗ such that uk 6≡L u` for k 6= `. Now for each 0 ≤ i ≤ m, let vi = uxi . Then it can be checked
straightforwardly that v0δ1v1 · · · δmvm#u0# · · ·un# ∈ ĈL and hence δ1 · · · δm ∈ π∆(ĈL).

For the inclusion “⊆”, let δ1 · · · δm ∈ π∆(ĈL). Then there are words v0, . . . , vm ∈ X∗,
u0, . . . , un ∈ X∗ with v0δ1v1 · · · δmvm#u0# · · ·un# ∈ ĈL. By the definition of ĈL, this
means for each 1 ≤ i ≤ m, there is a 1 ≤ j ≤ n such that 1–3 of Definition 5 hold. Hence,
we can pick for each 1 ≤ i ≤ m an xi ∈ {1, . . . , n} such that 1–3 of Definition 5 hold with
j = xi. Note that since this implies vi−1 ≡L uj−1 for δi ∈ {+, z} and vi−1 ≡L uj for δi = −
and the uk are pairwise incongruent w.r.t. ≡L, this choice of xi is unique. It can now be
verified by induction on i that the conditions 1–3 of Definition 4 are satisfied. J

The following lemma is the central ingredient in our proof. The idea is to construct ĈL,
which by Lemma 6 allows us to obtain C.

I Lemma 7. Let X = {0, 1}. There is a finite set F of rational transductions such that for
any non-regular L ⊆ X∗, the language C can be obtained from L using transductions in F
and Boolean operations.

Proof. We will use the alphabet Y = X ∪ {#} ∪∆. We prove the lemma by constructing C
from L using a sequence of Boolean operations and transductions T1, . . . , T19 over Y ∗ for
which it will be clear that they do not depend on L.

There are clearly rational transductions T1 and T2 with

W1 = {u#v#w | u, v, w ∈ X∗, uw ∈ L} = T1L,

W2 = {u#v#w | u, v, w ∈ X∗, vw ∈ L} = T2L,

which means we can construct W1 and W2. Hence,

W ′ = {u#v#w | u, v, w ∈ X∗, (uw ∈ L, vw /∈ L) or (uw /∈ L, vw ∈ L)}
= (W1 ∩W2) ∪ (W1 ∩W2)
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can also be constructed. We can clearly find a rational transduction T3 with

W = {u#v | u, v ∈ X∗, u 6≡L v} = {u#v | u#v#w ∈W ′ for some w ∈ X∗} = T3W
′.

This means P = {u#v | u ≡L v} = X∗#X∗ \W = T4W , for some T4, can be constructed.
With suitable rational transductions T5, T6, we have

S = {u0#u1# · · ·un# | ui 6≡L uj for all i 6= j}
= (X∗#)∗ \ {ru#sv#t | r, s, t ∈ (X∗#)∗, u#v ∈ P} = T6T5P ,

meaning that S can be constructed as well. Let M (matching) be the set of all words
v1δv2#u1#u2 where v1, v2, u1, u2 ∈ X∗ with

if δ = +, then v1 ≡L u1 and v2 ≡L u2,
if δ = −, then v1 ≡L u2 and v2 ≡L u1, and
if δ = z, then v1 ≡L v2 ≡L u1.

Since

M = {v1+v2#u1#u2 | v1#u1 ∈ P, v2#u2 ∈ P}
∪ {v1−v2#u1#u2 | v1#u2 ∈ P, v2#u1 ∈ P}
∪ {v1zv2#u1#u2 | v1#v2 ∈ P, v1#u1 ∈ P, u2 ∈ X∗}

= (T7P ∩ T8P ) ∪ (T9P ∩ T10P ) ∪ (T11P ∩ T12P )

for suitable rational transductions T7, . . . , T12, we can also construct M .
Let E (error) be the set of words v1δv2#u0# · · ·un# such that for every 1 ≤ j ≤ n, we

have v1δv2#uj−1#uj /∈M or we have δ = z and v1 6≡L u0. Since

E′ = {v1δv2#ru1#u2#s | v1δv2#u1#u2 ∈M, r, s ∈ (X∗#)∗} = T13M

for some rational transduction T13, we can construct E′. Furthermore, since

E = {v1zv2#u0r | v1 6≡L u0, r ∈ (X∗#)∗, v2 ∈ X∗} ∪ [(X∗∆X∗#(X∗#)∗ \ E′]
= T14P ∪ T15E′,

for some rational transductions T14, T15, we can construct E.
Let N (no error) be the set of words v0δ1v1 · · · δmvm#u0# · · ·un# such that for every

1 ≤ i ≤ m, there is a 1 ≤ j ≤ n with vi−1δivi#uj−1#uj ∈M and if δi = z, then vi−1 ≡L u0.
Since

N ′ = {w ∈ (X∗∆)∗v1δv2(∆X∗)∗#u0# · · ·un# | v1δv2#u0# · · ·un# ∈ E} = T16E,

N = (X∗∆)+X∗#(X∗#)∗ \N ′ = T17N ′

for some rational transductions T16, T17, we can construct N .
Now we have ĈL = N ∩ (X∗∆)∗X∗#S = N ∩ T18S for some rational transduction

T18, meaning we can construct ĈL. By Lemma 6, we have C = T19ĈL for some rational
transduction T19. This proves our claim and hence the lemma. J

I Lemma 8. Let X = {0, 1}. There is a finite set F of rational transductions in X∗ ×X∗
such that for any non-regular L ⊆ X∗, each K ∈ RE, K ⊆ X∗, can be obtained from L using
transductions in F and Boolean operations.
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Proof. Let F ′ contain the set of rational transductions provided by Lemma 1 and the one
provided by Lemma 7. We will use the alphabet Y = X ∪∆ ∪ {#} and a standard encoding
g : Y ∗ → X∗.

Suppose K ⊆ X∗ is recursively enumerable and let A = (Q,X,E, q0, Qf ) be a 2-counter
machine, E ⊆ Q×X∗×∆×∆×Q, accepting K and with Q = {0, . . . , k} and Qf = {k}. Here,
we assume that the machine operates on both counters in each step. Let R be the regular
language of all words 0m0

∏n
i=1 #wi#δ(0)

i δ
(1)
i 0mi with (mi−1, wi, δ

(0)
i , δ

(1)
i ,mi) ∈ E for every

1 ≤ i ≤ n, m0 = 0, and mn = k. We can obtain g(R) from L using only transductions in
F ′. Thus, we can obtain R = g−1(g(R)). Clearly, there are rational transductions T1 and T2
such that

U =
{

100
n∏

i=1
#wi#δ(0)

i δ
(1)
i 10mi ∈ R

∣∣∣∣∣ δ(k)
1 · · · δ(k)

n ∈ C for k = 0, 1
}

= R ∩ T1C ∩ T2C,

meaning that we can also obtain U . Finally, applying to U the transduction T3 that outputs
all occurrences of X after odd occurrences of # up to the next occurrence of # clearly yields
K. If we let F consist of F ′ and g−1, T1, T2, T3, the lemma is proven. J

I Theorem 9. Let X = {0, 1}. There are rational transductions R,S, T over X∗ such that
for any non-regular L ⊆ X∗, each K ∈ AH(L), K ⊆ X∗, can be obtained from L using
R,S, T and Boolean operations.

Proof. We shall prove that there is a finite set F of rational transductions in X∗ ×X∗ such
that for any K ⊆ X∗, we can obtain each M ∈ RE(K), M ⊆ X∗, from K and L using
transductions in F and Boolean operations. This clearly implies that we can obtain all of
Σ1(L) = RE(L) from L and hence, by induction on i, all of Σi(L) from L. According to
Lemma 2 we can then find transductions R,S, T that have the desired property.

Let F ′ be the set of transductions provided by Lemma 8 and let K ⊆ X∗ be arbitrary
and M ∈ RE(K), M ⊆ X∗. This means there is an oracle Turing machine A such that M
is accepted by AK . We will use the extended alphabet Y = {0, 1,#1,#2} and a standard
encoding g : Y ∗ → {0, 1}∗. Let M ′ ⊆ Y ∗ be the set of words

u1#1 · · ·un#1v1#2 · · · vm#2w

such that there is an accepting computation in A with input w and in which oracle queries
about u1, . . . , un are made with a positive result and oracle queries about v1, . . . , vm are
made with a negative result. Note that this does not mean that ui ∈ K or vi /∈ K, we collect
all computations that A could make and what inputs would be accepted provided that an
oracle answered as specified. Then M ′ is clearly recursively enumerable. Therefore, g(M ′)
can be obtained from L by transductions in F ′ and Boolean operations.

Hence, we can obtain M ′ = g−1(g(M ′)) from L. Furthermore, since

(K#1)∗ = (X∗#1)∗K#1(X∗#1) = T1K, (K#2)∗ = (X∗#2)∗K#2(X∗#2) = T2K

for some rational transductions T1, T2, we can construct (K#1)∗ and (K#2)∗ from K.
Moreover, since

M ′′ = {u1#1 · · ·un#1v1#2 · · · vm#2w ∈M ′ | u1, . . . , un ∈ K, v1, . . . , vm ∈ K}
= M ′ ∩ (K#1)∗(X∗#2)∗X∗ ∩ (X∗#1)∗(K#2)∗X∗

= M ′ ∩ T3(K#1)∗ ∩ T4(K#2)∗
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for suitable rational transductions T3, T4, we can construct M ′′ from K and L. If we now
apply a transduction T5 that for an input from Y ∗ outputs the longest suffix in X∗, we
obtain M from K and L. Since, apart from the transductions in F ′, we only used g−1 and
T1, . . . , T5, the lemma follows. J

I Corollary 10. Let L ⊆ X∗ be a non-regular language. Then AH(L) is the smallest Boolean
closed full trio containing L.

Proof. Let T be the smallest Boolean closed full trio containing L. If |X| ≤ 2, Theorem 9
implies that T includes AH(L). If |X| > 2, let g : X∗ → {0, 1}∗ be a standard encoding.
Then g(L) is non-regular as well and we have AH(L) = AH(g(L)). Hence, according to
Theorem 9, T includes AH(L) = AH(g(L)). The fact that AH(L) is a Boolean closed full trio
concludes the proof. J

The following corollary applies to a wide range of language classes. A full semi-AFL is a
union closed full trio. Although the authors are not aware of any particular full semi-AFL
for which it is not known whether complementation closure is available, the following fact is
interesting because of its generality.

I Corollary 11. Other than the regular languages, no full semi-AFL C ⊆ RE is closed under
complementation.

Proof. Suppose C were a complementation closed full semi-AFL that contains a non-regular
language. According to Theorem 9, it would already include AH and thus not be included in
RE. J

Note that the following corollary is not a special case of Corollary 11 as it is not restricted
to language classes below RE.

I Corollary 12. A principal full trio is closed under complementation if and only if it
coincides with the regular languages.

Proof. Let T be a principal full trio generated by the language L. If L is regular, T coincides
with the regular languages and is therefore closed under complementation.

Suppose L is not regular. T consists of all languages of the form RL, where R is a
rational transduction. Hence, T is contained in RE(L) and closed under union. If T were
closed under complementation, it would be closed under all Boolean operations and thus, by
Theorem 9, contain AH(L). Since RE(L) ( AH(L), this is a contradiction. J

I Corollary 13. For finitely generated monoids M , the following are equivalent:
1. VA(M) is closed under complementation.
2. VA(M) = REG.
3. M has only finitely many right-invertible elements.

Proof. Let L be the identity language corresponding to some finite generating set ofM . Since
VA(M) is the principal full trio generated by L, Corollary 12 yields the equivalence between
3a and 3b. The equivalence between 3b and 3c has been shown in [14] (and independently
in [16]). J
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4 Rational Kripke frames

Theorem 9 can be also restated in terms of multimodal logic. A Kripke structure (or edge-
and node-labeled graph) is a tuple

K = (V, (Ea)a∈A, (Up)p∈P ),

where V is a set of nodes (also called worlds), A and P are finite sets of actions and
propositions, respectively, for every a ∈ A, Ea ⊆ V × V , and for every p ∈ P , Up ⊆ V .
The tuple F = (V, (Ea)a∈A) is then also called a Kripke frame. We say that K (and F) is
word-based if V = X∗ for some finite alphabet X. Formulas of multimodal logic are defined
by the following grammar, where p ∈ P and a ∈ A:

ϕ ::= p | ¬ϕ | ϕ ∧ ϕ | ϕ ∨ ϕ | �aϕ | ♦aϕ.

The semantics [[ϕ]]K ⊆ V of formulas ϕ in K is defined inductively as follows:

[[p]]K = Up,

[[¬ϕ]]K = V \ [[ϕ]]K,
[[ϕ ∧ ψ]]K = [[ϕ]]K ∩ [[ψ]]K,
[[ϕ ∨ ψ]]K = [[ϕ]]K ∪ [[ψ]]K,
[[�aϕ]]K = {v ∈ V | ∀u ∈ V : (v, u) ∈ Ea → u ∈ [[ϕ]]K},
[[♦aϕ]]K = {v ∈ V | ∃u ∈ V : (v, u) ∈ Ea ∧ u ∈ [[ϕ]]K}.

A word-based Kripke frame F = (X∗, (Ea)a∈A) is called rational if every Ea is a rational
transduction. Rational Kripke frames with a single relation are also known as rational
graphs and have been studied intensively [5, 12, 13]. A word-based Kripke structure K =
(X∗, (Ea)a∈A, (Up)p∈P ) is called rational if every relation Ea is a rational transduction and
every Up is a regular language. The closure properties of regular languages imply that
for every rational Kripke structure K and every multimodal formula ϕ, the set [[ϕ]]K is
a regular language that can be effectively constructed from ϕ and (automata describing
the structure) K. Using this fact, Bekker and Goranko [2] proved that the model-checking
problem for rational Kripke structures and multimodal logic is decidable. This problem has
as input a rational Kripke structure K (given by a tuple of automata and transducers), a
word w ∈ X∗ (where X∗ is the node set of K), and a multimodal formula ϕ, and it is asked
whether w ∈ [[ϕ]]K holds. In contrast, there exist rational graphs (even acyclic ones) with
an undecidable first-order theory [5, 15], but every rational tree has a decidable first-order
theory [5]. Rational Kripke structures and frames were also considered in the context of
querying graph databases [1].

Our reformulation of Theorem 9 in terms of multimodal logic is:

I Theorem 14. Let X = {0, 1}. There are rational transductions Er, Es, Et in X∗ such
that the rational Kripke frame F = (X∗, Er, Es, Et) has the following property: For every
non-regular language Up ⊆ X∗ and every language K ∈ AH(Up), K ⊆ X∗, there exists a
multimodal formula ϕ such that K = [[ϕ]]K, where K = (X∗, Er, Es, Et, Up).

Proof. Take the rational transductions R,S, T provided by Theorem 9. Let Up ⊆ X∗ be a
non-regular language and take the Kripke structure K = (X∗, Er, Es, Et, Up), where Er = R,
Es = S, and Et = T . By induction, we can construct for every languageK obtainable from Up

by the transductions R,S, T and Boolean operations a multimodal formula ϕ with K = [[ϕ]]K.
For instance, if K = [[ψ]]K, then RK = [[♦rψ]]K. The theorem follows immediately. J
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The question arises whether an analogous statement holds when we allow choosing
an arbitrary non-rational transduction instead of an arbitrary non-regular language. In
other words: Are there rational transductions R1, . . . , Rn and regular languages L1, . . . , Lm

over an alphabet X such that for any non-rational transduction T , the Kripke structure
(X∗, R1, . . . , Rn, T, L1, . . . , Lm) allows to define every arithmetical language in multimodal
logic? The answer is no, since there are non-rational transductions T that preserve regularity,
i.e., for which TL is regular whenever L is regular. Take, for example, the transduction
T = {(w,ww) | w ∈ X∗}. It is clearly not rational, since T−1X∗ = {ww | w ∈ X∗} is not
regular. However, it is not hard to see that TL is effectively regular for regular languages
L [17]. In particular, for every choice of R1, . . . , Rn and L1, . . . , Lm as above, every language
definable in (X∗, R1, . . . , Rn, T, L1, . . . , Lm) is regular and effectively constructible, implying
that the model-checking problem is decidable.

5 Open problems

An interesting open problem is whether in Theorem 9 one can replace the rational transduc-
tions by suitable synchronized rational relations. A relation R ⊆ X∗ ×X∗ is synchronized
rational if the set of all convolutions u⊗ v with (u, v) ∈ R is a rational language. The convo-
lution of two words u = a1a2 · · · an and v = b1b2 · · · bm is the word (a1, b1)(a2, b2) · · · (ak, bk)
where k = max{n,m}, ai = # for i > n, and bi = # for i > m. Here, # is a fresh symbol
not appearing in any pair from R. In other words, R can be recognized by an automaton on
two tapes where both heads move synchronously. Synchronized rational relations underlie
the definition of automatic structures [9]. Note that the rational transductions used in the
proof of Theorem 9 are not synchronized rational.

Another open question is whether the number of rational transductions in Theorem 9
can be reduced to 1 or 2.
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Abstract
Given two graphs H and G, the Subgraph Isomorphism problem asks if H is isomorphic to
a subgraph of G. While NP-hard in general, algorithms exist for various parameterized versions
of the problem. However, the literature contains very little guidance on which combinations of
parameters can or cannot be exploited algorithmically. Our goal is to systematically investigate
the possible parameterized algorithms that can exist for Subgraph Isomorphism.

We develop a framework involving 10 relevant parameters for each of H and G (such as
treewidth, pathwidth, genus, maximum degree, number of vertices, number of components, etc.),
and ask if an algorithm with running time f1(p1, p2, . . . , p`) · nf2(p`+1,...,pk) exists, where each of
p1, . . . , pk is one of the 10 parameters depending only on H or G. We show that all the questions
arising in this framework are answered by a set of 11 maximal positive results (algorithms) and
a set of 17 maximal negative results (hardness proofs); some of these results already appear in
the literature, while others are new in this paper.

On the algorithmic side, our study reveals for example that an unexpected combination of
bounded degree, genus, and feedback vertex set number of G gives rise to a highly nontrivial
algorithm for Subgraph Isomorphism. On the hardness side, we present W[1]-hardness proofs
under extremely restricted conditions, such as when H is a bounded-degree tree of constant
pathwidth and G is a planar graph of bounded pathwidth.
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Subgraph Isomorphism is one of the most fundamental graph-theoretic problems: given two
graphs H and G, the question is whether H is isomorphic to a subgraph of G. It can be easily
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of the vertices into triangles are all special cases of Subgraph Isomorphism. Therefore, the
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problem is clearly NP-complete in general. There are well-known polynomial-time solvable
special cases of the problem, for example, the special case of trees:

I Theorem 1 ([27]). Subgraph Isomorphism is P-time solvable if G and H are trees.

Theorem 1 suggests that one should look at cases of Subgraph Isomorphism involving
“tree like” graphs. The notion of treewidth measures, in some sense, how close a graph is to
being a tree [3]. Treewidth has very important combinatorial and algorithmic applications; in
particular, many algorithmic problems become easier on bounded-treewidth graphs. However,
Subgraph Isomorphism is NP-hard even if both H and G have treewidth at most 2 [26].

Parameterized algorithms try to cope with NP-hardness by allowing exponential depen-
dence of the running time on certain well-defined parameters of the input, but otherwise
the running time depends only polynomially on the input size. We say that a problem is
fixed-parameter tractable with a parameter k if it can be solved in time f(k) · nO(1) for some
computable function f depending only on k [13]. The definition can be easily extended to
multiple parameters k1, . . . , k`. The NP-hardness of Subgraph Isomorphism on graphs of
treewidth at most 2 shows that the problem is not fixed-parameter tractable parameterized
by treewidth (under standard complexity assumptions). However, there are tractability
results that involve other parameters besides treewidth. For example, the following theorem,
which follows easily from e.g. Courcelle’s Theorem [6], shows the fixed-parameter tractability
of Subgraph Isomorphism, jointly parameterized by the size of H and the treewidth of G:

I Theorem 2 (cf. [13]). Subgraph Isomorphism can be solved in time f(|V (H)|, tw(G)) ·n
for some computable function f .

Some of the results in the literature can be stated as algorithms where certain parameters
do appear in the exponent of the running time, but others influence only the multiplicative
factor. The classical color-coding algorithm of Alon, Yuster, and Zwick [1] is one such result:

I Theorem 3 ([1]). Subgraph Isomorphism can be solved in time 2O(|V (H)|) · nO(tw(H)).

One can interpret Theorem 3 as saying that if the treewidth of H is bounded by any fixed
constant, then the problem becomes fixed-parameter tractable when parameterized by |V (H)|.
Notice that treewidth appears in very different ways in Theorems 2 and 3: in the first result,
the treewidth of G appears in the multiplicative factor, while in the second result, it is the
treewidth of H that is relevant and it appears in the exponent. Yet another algorithm for
Subgraph Isomorphism on bounded-treewidth graphs is due to Matoušek and Thomas [26]:

I Theorem 4 ([26]). For connected H, Subgraph Isomorphism can be solved in time
f(∆(H)) · nO(tw(G)) for some computable function f .

Again, the dependence on treewidth takes a different form here: now it is the treewidth of G

that appears in the exponent. Note that the connectivity condition cannot be omitted: there
is an easy reduction from the NP-hard problem Bin Packing with unary sizes to the case
of Subgraph Isomorphism where H and G both consist of a set of disjoint paths, i.e., have
maximum degree 2 and treewidth 1. Therefore, as Theorem 4 shows, the complexity of the
problem depends nontrivially on the number of connected components of the graphs as well.

As the examples above show, even the apparently simple question of how treewidth
influences the complexity of Subgraph Isomorphism does not have a clear-cut answer: the
treewidth of H and G influences the complexity in different ways, they can appear in the
running time either as an exponent or as a multiplier, and the influence of treewidth can be
interpreted only in combination with other parameters (such as the number of vertices or
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maximum degree of H). The situation becomes even more complex if we consider further
parameters of the graphs as well. Cliquewidth, introduced by Courcelle and Olariu [8], is
a graph measure that can be always bounded by a function of treewidth, but treewidth
can be arbitrary large even for graphs of bounded cliquewidth (e.g., for cliques). Therefore,
algorithms for graphs of bounded cliquewidth are strictly more general than those for
graphs of bounded treewidth. By the results of Courcelle et al. [7], Theorem 2 can be
generalized by replacing treewidth with cliquewidth. However, no such generalization is
possible for Theorem 3: cliques have cliquewidth 2, thus replacing treewidth with cliquewidth
in Theorem 3 would imply that Clique (parameterized by the size of the clique to be found)
is fixed-parameter tractable, contrary to widely accepted complexity assumptions. In the case
of Theorem 4, it is not at all clear if treewidth can be replaced by cliquewidth: we are not
aware of any result in the literature on whether Subgraph Isomorphism is fixed-parameter
tractable parameterized by the maximum degree of H if G is a connected graph whose
cliquewidth is bounded by a fixed constant.

Theorem 2 can be generalized into a different direction using the concept of bounded local
treewidth. Model checking with a fixed first-order formula is known to be linear-time solvable
on graphs of bounded local treewidth [15], which implies that Subgraph Isomorphism can be
solved in time f(|V (H)|)·n if G is planar, or more generally, in time f(|V (H)|, genus(G))·n for
arbitrary G. Having an algorithm for bounded-genus graphs, one can try to further generalize
the results to graphs excluding a fixed minor or to graphs not containing the subdivision
of a fixed graph (that is, to graphs not containing a fixed graph as a topological minor).
Such a generalization is possible: a result of Dvořak et al. [10] states that model checking
with a fixed first-order formula is linear-time solvable on graphs of bounded expansion, and
it follows that Subgraph Isomorphism can be solved in time f(|V (H)|, hadw(G)) · n or
f(|V (H)|, hadwT(G)) · n, where hadw(G) (resp., hadwT(G)) is the maximum size of a
clique that is a minor (resp., topological minor) of G. These generalizations of Theorem 2
show that planarity, and more generally, topological restrictions on G can be helpful in
solving Subgraph Isomorphism, and therefore the study of parameterizations of Subgraph
Isomorphism should include these parameters as well.

Our goal is to perform a systematic study of the influence of the parameters: for all
possible combination of parameters in the exponent and in the multiplicative factor, we
would like to determine if there is an algorithm whose running time is of this form. The main
thesis of the paper is the following: (1) as the influence of the parameters on the complexity
is highly nontrivial and subtle, even small changes in the choice of parameters can have
substantial and counterintuitive consequences, and (2) the current literature gives very little
guidance on whether an algorithm with a particular combination of parameters exist.

2 Our framework

We present a framework in which the questions raised above can be systematically treated
and completely answer every question arising in the framework. Our setting is the following.
First, we define the following 10 graph parameters (we give a brief justification for each
parameter why it is relevant for the study of Subgraph Isomorphism):

Number of vertices |V (·)|. As Theorems 2 and 3 show, |V (H)| is a highly relevant
parameter for the problem. Note, however, that the problem becomes trivial if |V (G)|
can appear in the multiplier or in the exponent, or if |V (H)| can appear in the exponent.
Number of connected components cc(·). As Theorem 4 and the reduction from Bin
Packing show, it makes a difference if we restrict the problem to connected graphs (or,
more generally, if we allow the running time to depend on the number of components).
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Maximum degree ∆(·). The maximum degree of H plays an important role in Theorem 4,
thus exploring the effect of this parameter is clearly motivated. In general, many
parameterized problems become easier on bounded-degree graphs, mainly because then
the distance-d neighborhood of each vertex has bounded size for bounded d.
Treewidth tw(·). Theorems 2–4 give classical algorithms where treewidth appears in
different ways; understanding how exactly treewidth can influence complexity is one of
the most important concrete goals of the paper.
Pathwidth pw(·). As pathwidth is always at least treewidth, but can be strictly larger,
algorithms parameterized by pathwidth can exist even if no algorithms parameterized by
treewidth are possible. Given the importance of treewidth, it is natural to explore the
possibility of algorithms in the more restricted setting of bounded-pathwidth graphs.
Feedback vertex set number fvs(·). A feedback vertex set is a set of vertices whose deletion
makes the graph a forest; the feedback vertex set number is the size of the smallest such
set. Similarly to graphs of bounded pathwidth, graphs of bounded feedback vertex set
number form a subclass of bounded-treewidth graphs, hence it is natural to explore what
algorithms we can obtain with this parameterization. Note that Graph Isomorphism
(not subgraph!) is fixed-parameter tractable parameterized by feedback vertex set number
[19], while only nO(tw(G)) time algorithms are known parameterized by treewidth [2, 29].
This shows that fvs(·) can be a useful parameter for problems involving isomorphisms.
Cliquewidth cw(·). As cliquewidth is bounded by a function of treewidth, parameterization
by cliquewidth leads to more general algorithms than parameterization by treewidth.
However, treewidth can be replaced by cliquewidth in Theorem 2, but not in Theorem 3.
Therefore, understanding the role of cliquewidth is a nontrivial and interesting challenge.
Genus genus(·). Understanding the complexity of Subgraph Isomorphism on planar
graphs (and more generally, on bounded-genus graphs) is a natural goal, especially in
light of the positive results that arise from the generalizations of Theorem 2.
Hadwiger number hadw(·). That is, the size of the largest clique that is the minor of the
graph. A graph containing a Kk-minor needs to have genus Ω(k2); therefore, algorithms
for graphs excluding a fixed clique as a minor generalize algorithms for bounded-genus
graphs. In many cases, such a generalization is possible, thanks to structure theorems
and algorithmic advances for H-minor free graphs [9, 17, 30].
Topological Hadwiger number hadwT(·). That is, the size of the largest clique whose
subdivision is a subgraph of the graph. A graph containing the subdivision of a Kk

contains Kk as a minor. Therefore, algorithms for graphs excluding a fixed topological
clique minor generalize algorithms for graphs excluding a fixed clique minor. Recent work
show that some algorithmic results for graphs excluding a fixed minor can be generalized
to excluded topological minors [14, 16, 18]. In particular, the structure theorem of Grohe
and Marx [18] states, in a precise technical sense, that graphs excluding a fixed topological
minor are composed from parts that are either “almost bounded-degree” or exclude a
fixed minor. Therefore, it is interesting to investigate in our setting how this parameter
interacts with the parameters smallest excluded clique minor and maximum degree.

Given this list of 10 parameters, we would like to understand if an algorithm with running
time of the form f1(p1, p2, . . . , p`) · nf2(p`+1,...,pk) exists, where each pi is one of these 10
parameters applied on either H and G, and f1, f2 are arbitrary computable functions of
these parameters. We call such a sequence of parameters a description, and we say that an
algorithm is compatible with the description if its running time is of this form. Observe that
Theorems 2 and 3 can be stated as the existence of algorithms compatible with particular
descriptions. However, Theorem 4 has the extra condition that H is connected (or in other
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words, the number of connected components of H is 1) and therefore it does not seem to fit
into this framework. In order to include such statements into our investigations, we extend
the definition of descriptions with some number of constraints that restrict the value of certain
parameters to particular constants. Specifically, we consider the following 5 constraints on
H and G, each of which corresponds to a particularly motivated special case of the problem:

Genus is 0. That is, the graph is planar. Any positive result on planar graphs is
clearly of interest, even if it does not generalize to arbitrary fixed genus. Conversely,
whenever possible, we would like to state hardness results for planar graphs, rather than
for bounded-genus with an unspecified bound on the genus.
Number of components is 1. Any positive result under this restriction is quite motivated,
and as the examples above show, the problem can become simpler on connected graphs.
Treewidth is at most 1. That is, the graph is a forest. Trees can behave very differently
than bounded-treewidth graphs (compare Theorem 1 with the fact the the problem is
NP-hard on graphs of treewidth 2), thus investigating the special case of forests might
turn up additional algorithmic results.
Maximum degree is at most 2. That is, the graph consists of disjoint paths and cycles.
Clearly, this class is very restricted, but as the NP-hardness of Hamiltonian Cycle
shows, this property of H does not guarantee tractability without further assumptions.
Maximum degree is at most 3. To provide contrast with the case of maximum degree at
most 2, we would like to state negative results for graphs of maximum degree at most 3.

We restrict our attention to these 5 specific constraints. For example, we do not specifically
investigate possible algorithms that work on, say, graphs of feedback vertex set size 1 or of
pathwidth 2: we can argue that such algorithms are interesting only if they can be generalized
to every fixed bound on the feedback vertex set size or on pathwidth (whereas an algorithm
for planar graphs is interesting even if it does not generalize to higher genera).

3 Results

Our formulation of the general framework includes an enormous number of concrete research
questions. Even without considering the 5 specific constraints, we have 19 parameters (10 for
H and 9 for G) and each parameter can be either in the exponent of the running time, in the
multiplier of the running time, or does not appear at all in the running time. Therefore, there
are at least 319 ≈ 109 descriptions and corresponding complexity questions in this framework.
The present paper answers all these questions (under standard complexity assumptions).

In order to reduce the number of questions we observe that there are some clear implica-
tions between them. Clearly, the f1(|V (H)|) ·nf2(tw(H)) time algorithm of Theorem 3 implies
the existence of, say, an f1(|V (H)|, genus(G)) · nf2(pw(H),∆(G)) time algorithm: pw(H) is
always at least tw(H) and the fact that the latter running time can depend on genus(G)
and ∆(G) can be ignored. The main claim of the paper is that every question arising in the
framework can be answered by a set of 11 positive and 17 negative results:

The positive and negative results presented in Table 1 imply a positive or negative
answer to every question arising in this framework. (*)

That is, either there is a positive result for a more restrictive description, or a negative result
for a less restrictive restriction. The following two examples show how one can deduce the
answer to specific questions from Table 1.
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I Example 5. Is there an algorithm for Subgraph Isomorphism with running time
nf(fvs(G)) when G is a planar graph of maximum degree 3 and H is connected? Looking at
Table 1, the line of Theorem P.10 shows the existence of an algorithm with running time
f1(fvs(G), ∆(G)) · nf2(genus(G),cc(H)). When restricted to the case when G is a planar graph
(i.e., genus(G) = 0) with ∆(G) ≤ 3 and H is connected (i.e., cc(H) = 1), then running
time of this algorithm can be expressed as f(fvs(G)) · nO(1). This is in fact better than the
running time nf(fvs(G)) we asked for, hence the answer is positive.

I Example 6. Is there an algorithm for Subgraph Isomorphism with running time
f(tw(G)) ·ng(∆(G)) when G is a connected planar graph? Looking at Table 1, the line of The-
orem N.7 gives a negative result for algorithms with running time f1(cc(H), pw(G), fvs(G)) ·
nf2(pw(H)) when restricted to instances where H is a forest and G is a connected planar
graph of maximum degree 3. Note that tw(G) ≤ pw(G), so an f(tw(G)) · ng(∆(G)) time
algorithm for connected planar graphs would give an f(pw(G)) · nO(1) time algorithm for
connected planar graphs of maximum degree 3, which is a better running time then the one
ruled out by Theorem N.7. Therefore, the answer is negative.

To make claim (*) formal and verifiable, we define an ordering relation between descriptions
in a way that guarantees that if description D1 is stronger than D2, then an algorithm
compatible with D1 implies the existence of an algorithm compatible with D2. Roughly
speaking, the definition of this ordering takes into account three immediate implications:

Removing a parameter makes the description stronger.
Moving a parameter from the exponent to the multiplier makes the description stronger.
We consider a list of combinatorial relations between the parameters and their implications
on the descriptions: for example, tw(H) ≤ pw(H) implies that replacing pw(H) with
tw(H) makes the description stronger. Our list of relations include some more complicated
and less obvious connections, such as tw(H) can be bounded by a function of cw(H)
and ∆(H), thus replacing cw(H) and ∆(H) with tw(H) makes the description stronger.

The precise definition of the ordering of the descriptions appears in the full version of the
paper. Given the ordering, we need to show the positive results only for the maximally strong
descriptions and the negative results for the minimally strong descriptions. Our main result
is that every question arising in the framework can be explained by a set of 11 maximally
strong positive results and a set of 17 minimally strong negative results listed in Table 1.

I Theorem 7. For every description D, either (a) Table 1 contains a positive result for a
description D′ such that D′ is stronger than D, or (b) Table 1 contains a negative result for
a description D′ such that D is stronger than D′.

At this point, the reader might wonder how it is possible to prove Theorem 7, that
is to verify that the positive and negative results on Table 1 indeed cover every possible
description. Interestingly, formulating the task of checking whether a set of positive and
negative results on an unbounded set of parameters explains every possible description leads
to an NP-hard problem (we omit the details). Therefore, we have implemented a simple
backtracking algorithm that checks if every description is explained by the set of positive
and negative results given in the input. We did not make a particular effort to optimize the
program, as it was sufficiently fast for our purposes on contemporary desktop computers.
The program indeed verifies that our set of positive and negative results is complete. We
have used this program extensively during our research to find descriptions that are not yet
explained by our current set of results. By focusing on one concrete unexplained description,
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we could always either find a corresponding algorithm or prove a hardness result, which we
could add to our set of results. By iterating this process, we have eventually arrived at a
set of results that is complete. The program and the data files are available as electronic
supplementary material of the arxiv version of the present paper [25].

As the systematic study of our framework involves proving dozens of results that require
combination of many different tools, in this extended abstract we only survey our framework
and state the results, giving a short glimpse into the most important findings and techniques
used for proving them. For a full discussion of the results, including all the proofs, we refer
to the full version of the paper that can be found on arxiv [25].

4 Algorithms

Let us highlight some of the new algorithmic results discovered by the exhaustive analysis
of our framework. While the negative results suggest that the treewidth of G appearing in
the multiplicative factor of the running time helps very little if the size of H can be large,
we show that the more relaxed parameter feedback vertex set is useful on bounded-degree
planar graphs. Specifically, we prove the following result:

I Theorem 8. Subgraph Isomorphism can be solved in time f(∆(G), fvs(G)) · nO(1) if
H is connected and G is planar.

The proof of Theorem 8 turns the Subgraph Isomorphism problem into a Constraint
Satisfaction Problem (CSP) whose primal graph is planar. We observe that this CSP
instance has a special variable v that we call a projection sink: roughly speaking, it has
the property that v can be reached from every other variable via a sequence of constraints
that are projections. We prove the somewhat unexpected result that a planar CSP instance
having a projection sink is polynomial-time solvable, which allows us to solve the Subgraph
Isomorphism instance within the claimed time bound. This new property of having a
projection sink and the corresponding polynomial-time algorithm for CSPs with this property
can be interesting on its own and possibly useful in other contexts.

We generalize the result from planar graphs to bounded-genus graphs and to graphs
excluding a fixed minor in the following way:

I Theorem 9. Subgraph Isomorphism can be solved in time
1. f1(∆(G), fvs(G)) · nf2(genus(G),cc(H)), and
2. f1(∆(G), fvs(G)) · nf2(hadw(G),∆(H),cc(H)).

For (1), we need only well-known diameter-treewidth relations for bounded-genus graphs
[12], but (2) needs a nontrivial application of structure theorems for graphs excluding a fixed
minor and handling vortices in almost-embeddable graphs. Note that these two results are
incomparable: in (2), the exponent contains ∆(H) as well, thus it does not generalize (1).
Intuitively, the reason for this is that when lifting the algorithm from the bounded-genus
case to the minor-free case, high-degree apices turn out to be problematic. On the other
hand, Theorem N.8 shows that incorporating other parameters is (probably) unavoidable
when moving to the more general minor-free setting. We find it interesting that our study
revealed that the bounded-genus case and the minor-free case are provably different when
the parameterized complexity of Subgraph Isomorphism is concerned.

The reader might find it unmotivated to present algorithms that depend on so many
parameters in strange ways, but let us emphasize that these results are maximally strong
results in our framework. That is, no weakening of the description can lead to an algorithm
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(under standard complexity assumptions): for example, genus(H) or cc(H) cannot be moved
from the exponent to the multiplier, or ∆(H) cannot be omitted from the exponent in (2).
Therefore, these result show, in a well-defined sense, the limits of what can be achieved.
Finding such maximal results is precisely the goal of developing and analyzing our framework:
it seems unlikely that one would come up with results of the form of Theorem 9 without an
exhaustive investigation of all the possible combinations of parameters.

On the other hand, we generalize Theorem 1 from trees to forests, parameterized by the
number of connected components of H. This seemingly easy task turns out to be surprisingly
challenging. The dynamic programming algorithm of Theorem 1 relies on a step that involves
computing maximum matching in a bipartite graph. The complications arising from the
existence of multiple components of H makes this matching step more constrained and
significantly harder. In fact, the only way we were able to solve these matching problems
is by the randomized algebraic matching algorithm of Mulmuley et al. [28]. Therefore, our
result is a randomized algorithm for this problem:

I Theorem 10. Subgraph Isomorphism can be solved in randomized time f(cc(H)) ·nO(1)

with false negatives, if H and G are forests.

Again, we find it a success of our framework that it directed attention to this particularly
interesting special case of the problem. Obtaining a deterministic algorithm for this variant
is an interesting open problem.

5 Hardness proofs

Two different technologies are needed for proving negative results about algorithms satisfying
certain descriptions: NP-hardness and W[1]-hardness. Recall that a W[1]-hard problem is
unlikely to be fixed-parameter tractable and one can show that a problem is W[1]-hard by
presenting a parameterized reduction from a known W[1]-hard problem (such as Clique) to
it. The most important property of a parameterized reduction is that the parameter value
of the constructed instance can be bounded by a function of the parameter of the source
instance; see [13] for more details.

To give evidence that no nf(p1,...,pk) time algorithm for Subgraph Isomorphism exists,
one would like to show that Subgraph Isomorphism remains NP-hard on instances
where the value of the parameters p1, . . . , pk are bounded by some universal constant.
To give evidence that no f1(p1, p2, . . . , p`) · nf2(p`+1,...,pk) time algorithm for Subgraph
Isomorphism exists, one would like to show that Subgraph Isomorphism is W[1]-hard
parameterized by p1, . . . , p` on instances where the values of p`+1, . . . , pk are bounded
by some universal constant. That is, what is needed is a parameterized reduction from a
known W[1]-hard problem to Subgraph Isomorphism in such a way that parameters
p1, . . . , p` of the constructed instance are bounded by a function of the parameters of the
source instance, while the values of p`+1, . . . , pk are bounded by some universal constant.

Additionally, the reductions need to take into account the extra constraints (planarity,
treewidth 1, etc.) appearing in the description. The nontrivial results of this paper are
of the second type: we prove the W[1]-hardness of Subgraph Isomorphism with certain
parameters, under the assumption that certain other parameters are bounded by a universal
constant. Intuitively, a substantial difference between NP-hardness proofs and W[1]-hardness
proofs is that in a typical NP-hardness proof from, say, 3-SAT, one replaces each variable
and clause with a small gadget having a constant number of states, whereas in a typical
W[1]-hardness proof from, say, Clique, one creates a bounded number of large gadgets
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having an unbounded number of states, e.g., the states correspond to the vertices of the
original graph. Therefore, usually the first goal in W[1]-hardness proofs is to construct
gadgets that are able to express a large number of states.

Most of our W[1]-hardness results are for planar graphs or for graphs close to planar. As
many parameterized problems become fixed-parameter tractable on planar graphs, there is
only a handful of planar W[1]-hardness proofs in the literature [4, 5, 11, 24]. These hardness
proofs need to construct gadgets that are both planar and able to express a large number
of states, which can be a challenging task. A canonical problem that can serve as a useful
starting point for W[1]-hardness proofs on planar graphs is Grid Tiling [23, 24]. Most of
our W[1]-hardness proofs indeed use Grid Tiling as the source problem. In some cases we
use a new problem, Exact Planar Arc Supply, which we prove to be W[1]-hard and
which is inspired by the problem Planar Arc Supply introduced by Bodlaender et al. [4].

Besides planarity (or near-planarity), our hardness proofs need to overcome other chal-
lenges as well: we bound combinations of maximum degree (of H or G), pathwidth,
cliquewidth etc. The following theorem demonstrates the type of restricted results we
are able to get. Note that the more parameters appear in the running time and the more
restrictions H and G have, the stronger the hardness result is.

I Theorem 11. Assuming FPT 6= W [1], there is no algorithm for Subgraph Isomorphism
with running time

f1(pw(G)) · nf2(pw(H)), even if both H and G are connected planar graphs of maximum
degree 3 and H is a tree, or
f1(∆(G), pw(G), fvs(G), genus(G))·nf2(pw(H),cw(G)), even if both H and G are connected
and H is a tree of maximum degree 3.

6 Conclusions

In this paper we have developed a framework for studying different parameterizations of
Subgraph Isomorphism and completely answered every question arising in this framework.
Systematic studies of parameterizations have been performed before for various problems
[20, 21, 22, 31], but never on such a massive scale as in the present paper. We have
demonstrated that even if the number of questions is on the order of billions, finding the
maximal set of positive results and the maximal set of negative results that explain every
specific question of the framework is a doable project and might involve only a few dozen
concrete results. At such a large scale, even verifying that a set of results explains every
possible question is a daunting task. We have resorted to the help of a computer program
that checks this efficiently; the program can be helpful for similar investigations in the future.

While developing the framework and showing that it can be completely explained by
a small set of results is the conceptually most novel part of the paper, we would like to
emphasize that some of the concrete positive and negative results are highly nontrivial and
technically novel. On the algorithmic side, we have discovered a simple, but unexpectedly
challenging case: packing a forest H into a forest G, parameterized by the number of
connected components of H. We presented a nontrivial randomized dynamic programming
algorithm for this problem using algebraic matching algorithms. Our investigations turned
up an unexpected combination of parameters that results in tractable cases: maximum
degree, feedback vertex set number, and genus of G. In a somewhat surprising manner,
tractability relies on the fact that a certain property, the existence of a projection sink, allows
us to dramatically reduce treewidth in bounded-genus CSP instances. This new result on
CSPs can be of independent interest. We have generalized the result to graphs excluding
a fixed minor (with a slightly different parameterization). The generalization is not just a
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straightforward application of known structure theorems: we had to use a fairly complicated
dynamic programming scheme on tree decompositions to exploit the existence of a projection
sink and we had to handle almost embeddable graphs including all the gory details of vortices.

On the hardness side, many of our W[1]-hardness proofs involve planar (or bounded-genus)
graphs. W[1]-hardness proofs are typically involved, as they require complicated gadget
constructions. Reducing from the Grid Tiling problem helps streamlining the reductions,
but the actual gadgets have to be constructed in a problem-specific way. In our case the
construction of gadgets is particularly challenging since we have to satisfy extreme restrictions.

It might not be apparent from the paper, but the authors did exercise some restraint when
defining the framework. Only those graph parameters were included in the framework that
already had some interesting nontrivial connection to the Subgraph Isomorphism problem.
One could extend the framework with further parameters, such as chromatic number, girth,
or (edge) connectivity, but it is not clear whether these parameters would influence the
complexity of the problem in an interesting way and whether these parameters would add
anything to the message of the results besides further complications. Moreover, recall that
for similar reasons we have constrained ourselves to 5 particularly interesting constraints
corresponding to small fixed values of certain parameters.

The reader might wonder: do the authors advocate this kind of massive investigation
for each and every problem? It seems that the Subgraph Isomorphism problem is
particularly suited for such treatment. First, previous results suggest that a wide range
of parameters influence the complexity of the problem in nontrivial ways. Second, the
Subgraph Isomorphism problem involves two graphs H and G and the same parameter for
H or G can play very different role. This effectively doubles the number of parameters that
need to be considered. Therefore, the problem has a very complicated ecology of parameters
that can be understood only with a large-scale formal investigation. For other problems,
say, Vertex Coloring, the complexity landscape is expected to be much simpler, and
probably fewer new results (if any) need to be invented to explain every combination of
parameters. Therefore, we suggest exploring problems using a detailed framework similar to
ours only if there is evidence for complex interaction of parameters. Variants of Subgraph
Isomorphism might be natural candidates for such investigations: for example, (i) the
homomorphism problem for graphs, (ii) colored versions of Subgraph Isomorphism, (iii)
extension versions of Subgraph Isomorphism (where we have to extend a partial subgraph
isomorphism given in the input), or (iv) the counting version of Subgraph Isomorphism
(this problem was suggested by Petteri Kaski).
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Abstract
An algorithm is called data-oblivious if its control flow and memory access pattern do not depend
on its input data. Data-oblivious algorithms play a significant role in secure cloud computing,
since programs that are run on secret data—as in fully homomorphic encryption or secure multi-
party computation—must be data-oblivious. In this paper, we formalize three definitions of
data-obliviousness that have appeared implicitly in the literature, explore their implications, and
show separations. We observe that data-oblivious algorithms often compose well when viewed
as data structures. Using this approach, we construct data-oblivious stacks, queues, and priority
queues that are considerably simpler than existing constructions, as well as improving constant
factors. We also establish a new upper bound for oblivious data compaction, and use this result to
show that an “offline” variant of the Oblivious RAM problem can be solved with O(logn log logn)
expected amortized time per operation— as compared with O(log2 n/ log logn), the best known
upper bound for the standard online formulation.
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1 Introduction

An algorithm is called data-oblivious, or just oblivious, if its control flow and memory access
pattern do not depend on its input data. Data-obliviousness has compelling applications in
cryptography and security. When an untrusted cloud server computes on encrypted data, the
computation must be oblivious, since by assumption the server cannot learn anything about
the data. Obliviousness also subsumes standard notions of security against side-channel
attacks. If an adversary cannot distinguish between different primitive operations, then by
making a program oblivious, we ensure that the adversary gains no information from any other
source—including standard side channels such as timing, cache performance, and termination
behavior. In addition, deterministic oblivious algorithms correspond directly to uniform
families of Boolean circuits, and so they are useful in designing hardware implementations
whose structure must be fixed before the input is known.

There has been a large body of work on the Oblivious RAM problem, which concerns
a general translation of RAM programs to versions that are data-oblivious in a certain
sense [7, 15, 10, 17, 6], as well as on other general data-oblivious simulations [9, 16]. In addition,
there has been some work on developing data-oblivious solutions to specific problems [4, 8],
but this class of questions has received relatively little attention in the past, particularly
with respect to the prospect of composable data-oblivious data structures. In this work:

We formalize three definitions of data-obliviousness—including formulations that apply
to modern cloud computing settings, in which algorithms need only be oblivious with
respect to part of the data.
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We give new results on data-oblivious algorithms and simple composable data structures,
including new bounds for data compaction and an “offline” variant of Oblivious RAM.
We give a number of refinements of existing results, including simpler and tighter
constructions for oblivious stacks, queues, and priority queues.

2 The formal computation model

We will consider algorithms executed on a word RAM, with a word size of Θ(logn), where n
is the size of the input (or the capacity of the data structure, as appropriate), and the entire
memory consists of poly(n) words.1 The RAM has a constant number of public and secret
registers, and can perform arbitrary operations (of circuit size poly(logn)) on a constant
number of registers in constant time. (Data-oblivious algorithms are sometimes also studied
in the external memory model. In the language of that model, our results assume a block
size of B = Θ(logn), and a cache of a constant number of blocks, M = O(B); this is the
traditional setting of Oblivious RAM [7].)

We will further assume that the machine’s memory is divided into public and secret
regions, and that an operation is prohibited if it could cause values originating from secret
regions to influence those in public regions. The formal mechanism for this restriction
depends on the machine specification, but in general, we assume standard techniques from
(branching-sensitive) static information flow control [14, 13]. For example, we may specify
that (i) a register is tagged as secret when its value is read from a secret memory location or
is updated based on another secret register; (ii) a register does not become public again until
it is directly overwritten by a constant or the contents of a public memory location; and (iii)
that no secret register may be involved in a write instruction to a public memory location.
The notion of obliviousness is then parameterized over which part of the input is secret: we
say that an algorithm is oblivious if it never executes any instruction that sets its program
counter or memory-address operands based on a secret register. Thus, if the entire memory
is designated as secret, we recover the standard definition of oblivious computation.

We will also assume that each of the registers and memory locations is labeled as determ-
inistic or nondeterministic, with the restriction that values labeled nondeterministic can
never influence those labeled deterministic.2 We assume that machines have a finite number
of registers of every type (public/deterministic, public/nondeterministic, secret/deterministic,
secret/nondeterministic), and we will measure memory usage of all types together. When
machines have access to randomness, we will say that they are provided with two read-only
one-way-infinite tapes of uniformly random bits, with one labeled public and one labeled
secret, and both labeled nondeterministic.

We can now state three definitions, in increasing order of computational power.
1. Deterministically data-independent: The RAM can only set its control flow based

on registers that are both public and deterministic. This definition corresponds directly
to uniform families of Boolean circuits.

2. Data-independent: The RAM can only set its control flow based on registers that are
public (though these registers may be either deterministic or nondeterministic). Even

1 Our choice of such a powerful machine model is motivated by the thin asymptotic complexity margins
inherent in the study of obliviousness. As we note in Section 2.1, any program can be made oblivious
with overhead linear in its time complexity, and thus it would not make sense to study a simpler model
such as the Turing machine, which may already incur linear overhead just by virtue of being limited to
sequential memory access.

2 As above, this restriction can be effected using standard static information-flow control rules.
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though its structure varies based on random bits, the computation can still proceed
without seeing the secret data.

3. Data-oblivious: The RAM can only set its control flow based on public registers, but
it is equipped with an additional “declassification” operation that moves a value from
any secret register to any public register. However, the distribution of all declassified
values (along with the point during execution at which each declassification occurs) is
independent3 of all secret inputs. Here, the algorithm can see the secret data and branch
on it, but its control flow and memory access pattern still must not reveal any secret
values. This definition captures the setting of Oblivious RAM with constant client-side
storage [7, 10, 3]; the physical memory locations accessed by the Oblivious RAM protocol
must be independent of the logical memory locations requested.

Qualitatively, the fundamental difference between these definitions is that data-independent
machines must satisfy a purely static constraint on the kinds of operations that are permitted
on secret locations, while data-oblivious machines must only satisfy a dynamic condition,
describing the actual effects of declassification operations at runtime. This distinction is fairly
subtle. For instance, Beame and Machmouchi [1] give a lower bound for oblivious branching
programs that was originally believed to apply to Oblivious RAM; however, as indicated
by the authors in a supplementary note [2], their result applies only to data-independent
algorithms, not to data-oblivious algorithms such as Oblivious RAM.

We also remark that, in general, deterministic data-independence is a very strong condition.
For hardware implementations, it may be the case that the control flow of the algorithm is
fixed a priori and cannot depend on any random bits at runtime. In virtually all applications
in cryptography and security, however, no such restriction exists in practice. Even in the
case of fully homomorphic encryption, the server operating on ciphertexts may generate and
encrypt its own random bits.4 Thus, for the remainder of this paper, we will use the term
data-independent to refer to probabilistically data-independent algorithms, unless otherwise
indicated.

Finally, we will sometimes want to enable the machine to execute cryptographic operations,
such as evaluating a pseudorandom function (PRF), at unit cost. While this feature is
standard in the Oblivious RAM setting [7, 10], it introduces subtle difficulties. The largest
cryptographic key that will fit in the machine’s O(1) registers is of size Θ(logn)—which
cannot possibly provide security better than 2Θ(log n) = poly(n). So instead, whenever
cryptographic operations are relevant, we introduce an additional security parameter λ, and
assume that the adversary’s advantage is negligible in any relevant cryptographic game when
instantiated with λ as the security parameter.5 In such settings, when we write O(t(n)), it
should be taken to mean O(t(n) · (1+poly(λ/ logn))), i.e., O(t(n)) standard RAM operations
plus O(t(n)) cryptographic operations.

3 We extend this definition in the natural way to statistically data-oblivious, in which the distributions
for two different secret inputs are statistically close; or computationally data-oblivious, in which the
distributions are computationally indistinguishable. In this case, we refer to the original definition as
perfectly data-oblivious.

4 Indeed, even when the server must provide proof that it conducted the computation correctly, it can
still simulate the same effect by evaluating a pseudorandom function homomorphically.

5 In practical settings, this may require a superpolynomial hardness assumption, since we generally always
have λ < n. An alternate approach, suggested by Goldreich and Ostrovsky [7], is to give the machine
(but not the adversary) unit-cost access to a random oracle.
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2.1 General program transformations
We note that there is a general upper bound on the cost of making an arbitrary algorithm
data-independent:

I Theorem 1. Any RAM program whose running time is at most T (n), and refers to memory
addresses bounded by S(n), 6 may be translated to a deterministically data-independent RAM
program that uses Θ(S(n)) space and runs in time Θ(T (n)S(n)).

Proof. The translation is simply by brute force. At each time step, iterate over the entire
finite program, and for each possible pair 〈instruction, memory location〉, compute the
Boolean value b corresponding to whether (a) the program counter resides at the given
instruction and (b) the given memory location is requested by that instruction. Then
compute the result of executing the instruction, and set the resulting register and/or memory
location accordingly, by “arithmetizing” the branch: A` := (b ·new_value)+((1−b) ·A`). J

If the algorithm need only be data-oblivious, not necessarily data-independent, then the
upper bound is considerably better. A long line of work on the Oblivious RAM problem [7, 15,
10, 17, 6] has produced increasingly efficient data-oblivious simulations of RAMs, achieving
the following complexity bound [10]:

I Theorem 2 (Kushilevitz, Lu, and Ostrovsky, 2012). Assuming one-way functions exist, there
is an Oblivious RAM that requires O(log2 n/ log logn) amortized overhead per operation and
uses Θ(n) space.

2.2 Data-oblivious data structures
We extend the formal treatment above to data structures, by considering each operation on
a data structure as an algorithm taking its current internal state and a query as input, and
producing as output its result and subsequent internal state.7

As a simple example, we consider the case of the array: we must produce an algorithm
that takes a query tuple (read/write, index, value), along with some current memory state,
and returns a new memory state (and, if the operation was a read, the result of the query).
For simplicity, we restrict our attention to arrays that are operation-secret as well as data-
secret—i.e., the identity of the operation being performed (read or write), is labeled as secret,
in addition to the values in the array.8 (Of course, we also restrict our attention to arrays
that are index-secret—i.e., the index i is labeled as secret—since otherwise the solution is
trivial; an ordinary random-access array suffices.)

For general arrays, it is clear that we cannot hope for a nontrivial data-independent
construction:
I Proposition 3. Any data-independent array of size n requires Ω(n) space and Ω(n) time
per operation.

Proof. Immediate by an information-theoretic argument. J

6 Technically, we also require T and S to be time- and space-constructible by an oblivious machine, since
we must decide when to stop the simulation without inspecting the simulated data values.

7 Here we remark that our notion of data-oblivious data structures is also distinct from that of Miccian-
cio [12]: under our definition, the obliviousness criterion applies not to the physical representation of
the data structure, but rather to the algorithms that implement its operations. Data-obliviousness is
also distinct from cache-obliviousness (as in external memory models).

8 One could also weaken the requirements so that arrays may be operation-public, and describe the
complexity of reads and writes separately, but this does not change the situation up to constant factors,
since we can just execute both a read and a write whenever either is requested.
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We may consider relaxing the requirements by specifying only that the array be data-
oblivious, rather than data-independent. In this case, the setting coincides with that of
Oblivious RAM, and Theorem 2 gives an efficient construction.

Alternatively, we can relax the requirements not by changing the model, but by restricting
the features of the data structure itself. Indeed, we now show that for many common uses of
arrays—notably, stacks, queues, and priority queues—it is possible to do considerably better
than the naive translation, even in the data-independent setting.

3 Stacks and queues, via composition

In some of the earliest work that considers obliviousness as an explicit goal, Pippenger and
Fischer give a simulation of a multitape Turing machine by a deterministic data-independent
two-tape Turing machine, running in time O(T (n) log T (n)), where T (n) bounds the running
time of the original machine [16]. Initially, constructions such as the Pippenger-Fischer
simulation were used to refine the time hierarchy theorem, as they permit a more efficient
universal Turing machine simulation than the naive Θ(T (n)2).

However, from the perspective of oblivious algorithms (even executed on a RAM), we
find that the Turing machine tape is a useful data structure in its own right. As above, we
will restrict our attention to the nontrivial case, that of operation-secret Turing machine
tapes: the identity of each operation (i.e., {read,write} × {left, right}), as well as each tape
symbol, is deemed secret for the purpose of obliviousness. We state the following results:

I Theorem 4. There exists a deterministic data-independent Turing machine tape with
(pre-specified, public) length n, using Θ(n) space and O(logn) amortized time per operation.
The tape may be taken to be either (a) toroidal, so that attempting to move off the right end
wraps around to the left end, and vice versa; or (b) bounded, so that attempting to move off
either end results in no head movement.

Proof. Follows directly from the Pippenger-Fischer simulation [16]. J

I Corollary 5. There exists a deterministic data-independent stack with (pre-specified, public)
capacity n, using Θ(n) space and Θ(logn) amortized time per operation.

Proof. Follows from Theorem 4, since a stack may be implemented by writing the elements
in sequence on a Turing machine tape, leaving the head at the end. J

Fischer et al. also showed that it is possible to simulate a Turing machine with multiple
heads using a Turing machine with multiple tapes (but only one head on each tape), with
only a constant factor slowdown [5]. This result enables a straightforward construction of
efficient oblivious queues, by composition with the stack of the previous section:

I Theorem 6. There exists a deterministic data-independent queue with (pre-specified, public)
capacity n, using Θ(n) space and Θ(logn) amortized time per operation.

Proof. Given a two-headed Turing machine tape, a queue can trivially be implemented with
overhead Θ(1) (and no extra space), by keeping the front of the queue at one head and the
back of the queue at the other. A two-headed Turing machine tape can be implemented
by a constant number of (non-oblivious) single-headed Turing machine tapes, also with
linear space and only a constant factor slowdown [5, 11]. Thus, if we use the oblivious
Turing machine tape of Pippenger and Fischer (Theorem 4) to implement each, the entire
construction uses only Θ(logn) amortized time per operation (and linear space). J
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4 Stacks and queues, directly

In the previous section, we illustrated the ability to build data-oblivious data structures
by composition of other data structures. We now show that one may also proceed from
first principles, sometimes obtaining constructions that are much simpler and have better
constant factors. Generally, efficient data-oblivious data structures share the following traits:

Data locality – the Turing machine tape, for example, can only visit a neighborhood of
size O(k) within k steps.
Self-similarity or isotropy – the “local context” at any point in the data structure must
appear the same, so that the structure can operate obliviously on local data, and can
obliviously shift data so that the new local context is correct.

Proceeding from these principles, we arrive at the following results:

I Theorem 7. There exists a deterministic data-independent stack with (pre-specified, public)
capacity n, requiring linear space and amortized time at most ∼ 8dlgne per operation.

I Theorem 8. There exists a deterministic data-independent queue with (pre-specified, public)
capacity n, requiring linear space and amortized time at most ∼ 11.5dlgne per operation.

At a high level, our constructions implement a “b-structure”, which operates on b-word
blocks, in terms of (i) a buffer of a constant number of b-word blocks, kept fairly close to
half-full; and (b) a “2b-structure”, defined inductively, into which blocks are pushed or pulled
as the local buffer becomes too imbalanced. We defer the details to the extended version
of this work. We note that the overhead of our oblivious stack is significantly better than
the 24dlgne of the Pippenger-Fischer simulation (Corollary 5), and even yields a tighter
oblivious Turing machine tape (16dlgne, by implementing the tape using two stacks). The
constant-factor improvement in the oblivious queue is even more significant, since Theorem 6
invokes not only the Pippenger-Fischer simulation but also a simulation of a two-headed
machine.

5 Priority queues

As another example of data structure composition, we now show how to build efficient
oblivious priority queues (both operation-secret and operation-public), using oblivious queues
as a key component. As above, we will be concerned only with data-secret priority queues,
since the data-public case is trivial. However, unlike the Turing machine tape, the oblivious
priority queue harbors a nontrivial distinction between operation-secret and operation-public
structures, and we will consider both. In what follows, we write a to denote the capacity of
the priority queue, n the number of items in the priority queue at any given time, and m the
total number of operations that have been performed.

First, we note that if the priority queue is operation-secret, then the time bounds must
depend only onm and a (since n depends on whether the operations performed were insertions
or deletions.) We also note that in general:

I Lemma 9. Given an operation-public priority queue such that remove-min and insert both
run in amortized time f(a, n,m) (where f is monotonically increasing and poly(a, n,m)),
there exists an operation-secret priority queue such that both operations run in amortized
time O(f(m,m,m)).

Proof. By performing dummy operations; we defer the details to the extended version. J
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I Theorem 10. There exists a deterministic data-independent, operation-secret priority
queue, using Θ(min(a,m)) space and Θ(log2(min(a,m))) amortized time per operation.

Proof. For simplicity, we assume the capacity of the priority queue is a power of two,
a = 2k, and that all elements are distinct. We use a hierarchical series of k oblivious queues
(Section 8), as in standard Oblivious RAM constructions; the ith queue has capacity 2i+1.

We maintain the following invariant: at the beginning of any operation, queue i contains
up to 2i items in sorted order. The operations are then implemented as follows:9
1. To remove the minimum: first, find the minimum by examining the front of each queue.10

Then, for each queue, if its front is the minimum, pop it; otherwise, do nothing. (Since
all elements are distinct, only one of the queues will actually be popped.)

2. To insert an item: first, let l be the deepest level such that 2l divides m (where m, as
above, is the number of operations performed so far). Create a temporary buffer queue B
of size 2l+1, holding only the new element. Then, for each level i ∈ (0, . . . , l), merge the
contents of queue i into B. This can be done using the standard merge algorithm: pop
whichever of the two queues currently yields the smaller element, accumulating the results
in a new buffer B′, and finally replace B with B′.

By the properties of the oblivious queue, operation (1) takes amortized time Θ(log(2i)) on
level i, and thus the total running time is

∑l−1
i=0 Θ(i) = Θ(l2) = Θ(log2 min(a,m)) (where l is

the index of the largest occupied level). On the other hand, operation (2) merges a queue of
size Θ(2i) into its successor (taking time Θ(2i log 2i)) once after every 2i operations, and thus
the amortized cost of each operation is

∑l
i=0(1/2i)(Θ(2i log 2i)) = Θ(l2) = Θ(log2 min(a,m))

also. J

I Theorem 11. There exists a deterministic data-independent operation-public priority
queue, using Θ(n) space and Θ(log2 n) amortized time per operation, where n is the size of
the priority queue prior to each operation.

Proof. Similar to the proof of Theorem 10; we defer the details to the extended version. J

Theorems 10 and 11 establish efficient constructions of oblivious priority queues in both the
operation-secret and the operation-public models. Evidently, for series of operations in which
m = O(n) (e.g., inserting 2m/3 items followed by removing m/3 items), the performance
in the operation-secret case is no worse asymptotically than in the operation-public case;
since the operation-secret queue cannot reveal the pattern of operations, in a sense, this is
the best we can hope for, without also obtaining a faster operation-public queue. Thus, the
distinction between operation-public and operation-secret priority queues turns out not to
matter, at least in the context of our best known constructions.

The constructions above compare favorably with the generic solution in the data-oblivious
setting: i.e., representing the priority queues as min-heaps, and using Oblivious RAM to serve
as the underlying array. In this case, using the Oblivious RAM of Kushilevitz et al. [10], we
would spend Θ(log3 n/ log logn) time, and Θ(log2 n) sequential communication rounds, per
operation (and we would incur either a large constant factor, if the Oblivious RAM uses the
AKS sorting network; or a moderate constant factor, with some small probability of error, if
the Oblivious RAM uses Goodrich’s randomized Shellsort). In contrast, our constructions

9 In fact, since the priority queue is operation-secret, of course, we simulate both (1) and (2) when either
operation is requested.

10Strictly speaking, this is not an operation of the queue interface above, but it is a straightforward
extension since the pop operation is not destructive.
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are not just data-oblivious but data-independent; they operate deterministically, and costs
only Θ(log2 n) time per operation, with a very small constant factor.

We note that in recent independent work, Toft [18] has also described a data-oblivious
priority queue with the same asymptotic bounds, albeit by a different method. The construc-
tions of this section are much simpler, however, due to the composition of data-oblivious
primitives.

6 Data compaction and the partition problem

Goodrich [8] describes a problem called data compaction: given an array of length n in which
r of the elements are marked as “distinguished”, construct a new array of size O(r) containing
only the distinguished items. If the resulting array is required to be of size exactly r, the
compaction is said to be tight; otherwise it is loose. If the items are also required to be in
their original order, the compaction is additionally said to be order-preserving. Goodrich
proves the following:

I Theorem 12 (Goodrich, 2011). There exists a deterministically data-independent algorithm
for tight order-preserving data compaction running in time Θ(n logn).

I Theorem 13 (Goodrich, 2011). There is a data-oblivious algorithm that runs in time
O(n log∗ n) and achieves loose data compaction with high probability when r < n/4.

However, for the next section, we will need fast tight compaction. To that end, we first
rephrase the problem of tight compaction in terms of the partition problem: given an array
of n items each tagged with a single bit, separate the items so that all those tagged with a 0
appear to the left of those tagged with a 1.11

Now, we will show:

I Theorem 14. There is a data-independent algorithm that runs in time Θ(n log logn) and
achieves tight data compaction (i.e., solves the partition problem) with high probability.

Proof. First, we note that we can easily count which tag (0 or 1) constitutes a majority,
and obliviously decide whether to invert the tags (and reverse the array) based on that
information. Thus, it suffices to give an algorithm to extract a constant fraction of whichever
tag constitutes a majority (placing the extracted items at either the beginning or the end of
the array, as appropriate), since we may then recur on the rest of the array. At any stage in
this recursion, let n denote the size of the entire array, and n′ denote the size of the subarray
being partitioned at this point.

Now, without loss of generality, suppose the subarray contains more zeroes than ones.
Let A denote the leftmost n′/3 cells, and B the rightmost 2n′/3. Let s, the bucket size, be
(logn)k for an arbitrary constant k > 1. Then:
1. For each cell ai in A, pick c cells bi uniformly at random from B (for some constant c to

be determined), and, if bi contains a 0, swap ai with bi.
2. Divide A into n′/3s buckets of s cells each. Partition each bucket using any Θ(s log s)

algorithm (e.g., Theorem 12).

11To show the equivalence, we note that in order to solve the data compaction problem, we can simply
mark the distinguished cells with 0, run a partition algorithm, and return the appropriate prefix of the
original array. Conversely, to solve the partition problem, we run data compaction twice: once with
the 0 elements marked as distinguished, and once with the array in reverse order and the 1 elements
marked as distinguished. Then, iterate over the two resulting arrays in parallel, and at each index, copy
from whichever array has a distinguished item.
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3. Extract and concatenate all of the first halves of the buckets (i.e., n′/3s half-buckets,
each of size s/2, for a total of n′/6 items).

Evidently, this procedure performs a total of cn′/3+(n′/3s)(s log s)+n′/6 = Θ(n′ log s) =
Θ(n′ log logn) operations, giving a running time of Θ(n′ log logn) for a subarray of size n′.
Since T (n′) = T (5n′/6) + Θ(n′ log logn) (and noting that we may stop the recursion at
n′ = O(s), solving the base case directly by the algorithm of Theorem 12 with T (s) =
O(s log s) = s log logn), we have an overall running time of T (n) = Θ(n log logn).

For correctness, we now claim that for any given subarray of size n′, after the final step
of the iteration, the first n′/6 cells of A are all 0 with high probability. To show this, we first
note that since zeroes constitute a majority of the array, B (the rightmost 2n′/3 cells) must
contain at least n′/6 zeroes at all times. Thus, in step 1, ai will become zero with probability
at least (n′/6)/(2n′/3) = 1/4 on every potential swap, independently of any other events.
Since c swaps are performed, the probability that ai will become zero after the entire step
is at least 1 − (3/4)c; we choose c so that this success probability is bounded away from
1/2. Thus, by Hoeffding’s inequality (and a union bound), the probability that there are
more than s/2 ones in any bucket (and, thus, the probability that we fail to extract n′/6
zeroes after partitioning and splitting) is at most (n′/3s)e−2(2/3−1/2)2s = (n′/6)e−Θ(s). Even
after executing this procedure at every level of the recursion (as n′ decreases from n down to
s), again by a union bound, the overall probability of error is at most

∑
n′(n′/6)e−Θ(s) =

ne−Θ(s) = n−Θ(lgk−1 n). J

Crucially, because this partitioning algorithm is based on swaps (and is data-independent,
not just data-oblivious), we can also use it to “un-partition”, or intersperse, items:

I Theorem 15. Given an array of r items and an array of r binary tags, there is a data-
independent algorithm that runs in time Θ(r log logn) and, with probability 1 − 1/nω(1),
produces a permutation of the array such that every element that was originally in the left
half now occupies a location that was tagged with 0. If one-way functions exist, this algorithm
can use O(n) words of memory; otherwise, it uses O(n log logn) words.

Proof. Run the algorithm of Theorem 14 on the tag array, and record a “trace” consisting of
each pair of indices that it decided to swap, accompanied by a (secret) bit indicating whether
those items were actually swapped. (These indices may also include empty scratch cells, not
initially containing either a 0 or a 1 item.) Then, run the trace in reverse on the array of
actual items.

The space used by the trace is O(r log logn) bits, which requires o(r) words; plus
O(r log logn) pairs of indices, which requires O(r log logn) words. However, assuming one-
way functions (and hence PRFs), the index pairs can be taken to be the output of a PRF on
a short seed and a time step, in which case the entire assembly requires only linear space. J

I Lemma 16. Given two arrays of size r, each permuted according to a distribution that is
computationally indistinguishable from uniform, there is a data-independent algorithm that
runs in time Θ(r log logn) and results in a permutation that is computationally indistinguish-
able from uniform on all 2r elements.

Proof. Follows from Theorem 15. J

7 Offline Oblivious RAM

We now show that the data compaction problem is closely related to the question of
data-oblivious arrays (i.e., Oblivious RAM). Intuitively, the hierarchical Oblivious RAM
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constructions of Goldreich and Ostrovsky [7] and of Kushilevitz et al. [10] must remember
(and hide from the adversary) two things: (i) the “level”, or epoch, in which each item resides;
and (ii) the permutation of the items within each epoch. As a result, they must use techniques
such as oblivious cuckoo hashing via sorting [10] or logarithmic-sized buckets [7] in order to
make accesses to a level look the same whether an item is present or not. However, we can
separate these two issues by considering a variant of the problem in which the RAM need
not remember when an item was last accessed—perhaps because the sequence of memory
addresses is known in advance, and can be preprocessed before the queries are made.

More precisely, we define a primed array to be a data structure that has the same interface
as an array, except that each request (read or write) is accompanied by the (logarithm of
the) time since the requested cell was last accessed. We note that a primed array generalizes
an “offline” array with preprocessed queries, since the preprocessor may annotate each query
with the preceding access time to that cell. Now, we can show:

I Theorem 17. Assuming one-way functions exist, there is a (computationally) data-oblivious
primed array with expected amortized overhead O((p(n)/n) logn) per operation, where p(n)
is the time required for oblivious partitioning (or data compaction) of n items.

Proof. As in other hierarchical Oblivious RAM constructions, we maintain a series of levels
of increasing power-of-two sizes, in which level i contains between zero and r = 2i items,
and is “shuffled” into the next larger level (in a sense specified below) and after every epoch
of length r. Here, level i consists of a dictionary Di of size Θ(r), mapping each of 2r keys
to a data item, where each key is either an element of {1, . . . , n} or one of the dummy
values {dummyti

1 , . . . ,dummyti
r }, where ti is the time of the most recent shuffle at level i

(superscripts elided below for clarity). (Di may be implemented by a cuckoo hash table, or
even a standard linked-list-based hash table, since we will not depend on its hiding the access
pattern—only on the fact that it implements a dictionary in expected amortized constant
time.) Further, during any fixed epoch, level i will have an associated injective PRF ψti

i

(again, we drop the time index for clarity, and just write ψi). For each logical address x
present at level i, Di(ψi(x)) is the item stored at x; while for each dummy index dummys,
the key ψi(dummys) is present in Di (and is mapped to a dummy item). Now, upon receiving
a query, we find out how long ago the cell was accessed. This tells us in which level it resides
(since, as in standard Oblivious RAM constructions, we will “promote” an item to the top
level whenever it is accessed). Suppose it resides at level i. We then access a real item in
that level only, by querying Di at ψi(x), and query for a unique dummy item in all other
levels (e.g., ψj(dummyt mod 2j )).

When it is time for a level to be merged into the next level down, we first extract (via
oblivious partitioning) the items from both levels that have not yet been accessed during this
epoch—possibly including some real items and some dummy items (which we overwrite with
new dummy indices appropriate to the new, merged level). Then, we randomly intersperse
these two lists of items (Section 6). Finally, we fill the resulting 2r items into the new level’s
hash table, keyed by the values of a new PRF (evaluated on either the items’ addresses, for
real items, or on their new dummy indices).

During this process, the adversary sees the values of the new PRF on all addresses
remaining in both levels, appearing in the order they were in after the partition operations.
Since these addresses are all distinct, their images under the PRF are indistinguishable from
an independently uniform set of size 2r. Hence the information obtained by the adversary is
completely described by the correspondence between these values and the PRF image value
queried on each level’s dictionary when an item is retrieved (recall that these can match
only once, since as soon as an item is found, it is promoted to the top level; while dummy
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indices are used only once per epoch). This reveals only the order that an item had when it
was initially inserted into its current level during a merge. Thus, if we assume inductively
that the ordering of unvisited items in each of the higher levels was indistinguishable from a
uniform permutation (of their order of insertion), then it follows from Lemma 16 that the
resulting ordering in the current level is also indistinguishable from a uniform permutation,
and so is independent of the address request sequence, as desired. J

I Corollary 18. Assuming one-way functions exist, there is an offline Oblivious RAM with
expected amortized overhead O(logn log logn) per operation.

Proof. Immediate from Theorems 14 and 17. J

8 Lower bounds via communication complexity

For most problems, it seems very difficult to establish lower bounds on oblivious algorithms,
since any nontrivial slowdown due to obliviousness would imply nontrivial uniform circuit
lower bounds. For oblivious data structures, however, this is not the case. In fact, by viewing
the Oblivious RAM as an oblivious data structure, we immediately obtain a communication
complexity lower bound that generalizes both that of Pippenger and Fischer [16], for oblivious
Turing machine tapes, and that of Goldreich and Ostrovsky [7], for Oblivious RAMs (we
defer the proof to the extended version of this work):

I Theorem 19. Any data-oblivious Turing machine tape of length n requires Ω(logn) expected
amortized time per operation.

Now Theorem 19 immediately entails Ostrovsky’s lower bound for Oblivious RAM
(originally proven by a combinatorial argument [7]):

I Corollary 20. Any Oblivious RAM (i.e., any data-oblivious array) with n memory words
requires Ω(logn) expected amortized time per operation.

Proof. Use the array to implement a Turing machine tape and invoke Theorem 19. J
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Abstract
Kechris showed in [8] that there exists a largest Π1

1 set of measure 0. An explicit construction of
this largest Π1

1 nullset has later been given in [6]. Due to its universal nature, it was conjectured
by many that this nullset has a high Borel rank (the question is explicitely mentioned in [3] and
[16]). In this paper, we refute this conjecture and show that this nullset is merely Σ0

3. Together
with a result of Liang Yu, our result also implies that the exact Borel complexity of this set is Σ0

3.
To do this proof, we develop the machinery of effective randomness and effective Solovay gen-

ericity, investigating the connections between those notions and effective domination properties.
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1 Introduction

We will study in this paper the notion of forcing with closed sets of positive measure and
several variants of it. This forcing is generally attributed to Solovay, who used it in [15] to
produce a model of ZF +DC in which all sets of reals are Lebesgue measurable. Stronger and
stronger genericity for this forcing coincides with stronger and stronger notions of randomness.
It is actually possible to express most of the randomness definitions that have been made
over the years by forcing over closed sets of positive measure.

In the first section we give a brief overview of the part of algorithmic randomness that we
need in the paper. In the second section we make a modification to the usual definition of
effective Solovay genericity directly inspired by a notion introduced by Jockusch in [7] about
effective genericity for Cohen forcing. This new definition will reveal itself to be interesting
for its connections with effective domination properties. In the third section we will give a
quick description of what we need of higher computability theory and higher randomness
to approach the last section. Finally in the last section we give higher analogues of the
Solovay genericity notions studied in section two, and we show again their connections with
randomness and higher effective domination properties. This will allow us to conclude with
the Borel complexity of the largest Π1

1 nullset.

2 General Background

In this paper, we will work in the space of infinite sequences of 0’s and 1’s, called the
Cantor space, denoted by 2ω. We will call strings finite sequences of 0’s and 1’s, sequences
elements of the Cantor space and sets the sets of sequences. For a string σ, we will denote
the set of sequences extending σ by [σ].

The set of integers We will denote the domain of the computable function Φe, and [We]
will denote

⋃
σ∈We

[σ], where We is seen as a set of strings. We will denote by 〈, 〉 a fixed
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computable pairing function from ω × ω to ω.
We will consider computable functionals (computable functions using sequences as oracles)

as functions from the Cantor space to the Baire space. Then a computable functional Φ is
considered define on X ∈ 2ω if ∀n ΦX(n) ↓ and we denote by dom Φ the set {X | ∀n ΦX(n) ↓}.
We say that a function f is computable relative to X or X-computable if there is a computable
functional defined on X such that ΦX = f .

The topology on Cantor space is generated by the basic intervals [σ] = {X ∈ 2ω | X � σ}
for σ a string. For A ⊆ 2ω Lebesgue-measurable, λ(A) will denote the Lebesgue measure of
A, which is the unique Borel measure such that λ([σ]) = 2−|σ| for all strings σ.

2.1 About the arithmetical complexity of sets
In the Cantor space, open sets can be described as countable unions of strings. We call an
open set effective if it can be described as the union of a computably enumerable set of
strings, i.e. if it is equal to [We] for some e. Such a set is said to be Σ0

1. On the other hand,
when it is open but not necessarily effectively open, the set is said to be Σ0

1. However, a
non-effective open set is always effective relatively to some oracle. If X is such an oracle, we
say that the set is Σ0

1(X). A closed set is called effective if its complement is an effective open
set, in which case we say that the closed set is a Π0

1 set. We can then continue to describe
the effective Borel sets through the arithmetical hierarchy as effective unions of effective
Borel set of lower complexity and as their complements. So a Σ0

n+1 set will be an effective
union of Π0

n sets, and a Π0
n+1 set will be the complement of a Σ0

n+1 set. For example, a set
A is Σ0

4 if we have an integer e such that A =
⋃

m1∈We

⋂
m2∈Wm1

⋃
m3∈Wm2

[Wm3 ]c.

We have a canonical surjection from integers to Σ0
1 sets (The one which associates to e

the computably enumerable set [We]), but also from integers to Σ0
n sets for a fixed n. In the

above example, with n = 4 the integer e is associated to the Σ0
4 set A. In this context e will

be called an index for the set A.
Also for a computably enumerable set of integers W , we denote by W [t] the enumeration

of W up to stage t. We extend this definition to effective open sets: if O = [W ], then
O[t] = [W [t]]. Similarly, if F = Oc, F [t] = O[t]c.

2.2 About algorithmic randomness
In 1966, Martin-Löf gave in [10] a definition capturing elements of the Cantor space that can
be considered ‘random’. Many nice properties of the Martin-Löf random sequences make this
notion of randomness one of the most interesting and one of the most studied.

Intuitively a random sequence should not have any atypical property. A property is here
considered atypical if the set of sequences having it is of measure 0. It also makes sense to
consider only properties which can be described in some effective way (because any X has
the property of being in the set {X} and thus nothing would be random).

I Definition 1. An intersection of measurable sets
⋂
nAn is said to be effectively of

measure 0 if the function which to n associates the measure of An is bounded by a
decreasing computable function whose limit is 0. A Martin-Löf test is a Π0

2 set
⋂
nOn

effectively of measure 0. We say that X ∈ 2ω isMartin-Löf random if it is in no Martin-Löf
test.

One can iterate this idea by considering Π0
n sets effectively of measure 0 for any n ≥ 2.

Martin-Löf randomness is also called 1-randomness, the use of Π0
3 sets effectively of
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measure 0 gives us 2-randomness, Π0
4 sets give us 3-randomness, and so on. The

requirement for a Martin-Löf test to be effectively of measure 0 is important and leads to very
nice properties. In particular there exists a universal Martin-Löf test, i.e. a test containing
all the others (see [10]). This is not the case anymore if we drop the ‘effectively of measure 0’
condition. Instead we get a notion known as weak-2-randomness.

I Definition 2. We say that X ∈ 2ω is weakly-2-random if it is in no Π0
2 nullset.

As a randomness notion, weak-2-randomness is a strictly stronger than 1-randomness,
but is strictly weaker than 2-randomness (see [13] section 3.6).

3 Solovay genericity and its variants

Cohen introduced in [4] the general technique of forcing by forcing with all dense open sets
of the Cantor space (with the usual topology) in a countable model of ZFC. The most basic
effective version of this would be to say that X is generic if it belongs to all dense Σ0

1 sets, a
notion introduced by Kurtz in [9]. Jockusch introduced and studied in [7] a slightly different
notion.

I Definition 3 (Kurtz, Jockusch). We say that X is weakly-1-generic if it belongs to all
dense Σ0

1 sets. We say that X is 1-generic if for any Σ0
1 set U , either X belongs to U or X

belongs to some other Σ0
1 set U ′ disjoint from U .

We will apply Jockusch’s idea behind 1-genericity to forcing with Π0
1 sets. First note that

by definition, the weakly-2-randoms are exactly the sequences which are in all Σ0
2 sets of

measure 1. If we consider the topology generated by Π0
1 sets of positive measure, because

Σ0
2 sets of measure 1 are then dense open sets for this topology, we also get in some sense a

genericity notion.

3.1 Forcing with Π0
1 sets

Adding a measure requirement to the definition of genericity will always link us to randomness.
We study what happens if we drop the measure requirement and if we consider instead the
Σ0

2 sets which are dense for the topology generated by the Π0
1 sets, i.e. the Σ0

2 sets which
intersect all non-empty Π0

1 set. It is clear that the Cantor space with this topology is a Baire
space, i.e. has the property that an intersection of dense open sets is dense. This directly
comes from the fact that a decreasing intersection of non-empty closed sets is non-empty.
This justifies the following definition:

I Definition 4. Let {Gi}i∈ω be the collection of all Σ0
2 sets which intersect all the Π0

1 sets.
We say that X is weakly-Π0

1-generic if it belongs to
⋂
iGi.

As the next proposition shows, weak-Π0
1-genericity has nothing to do with randomness.

I Proposition 5. No weakly-Π0
1-generic sequence is 2-random.

Proof. We construct uniformly in n a Σ0
2 set intersecting all Π0

1 sets and with measure
smaller than 2−n. Let {Fe}e∈ω be an enumeration of the Π0

1 sets. For each e we initialize σe
to the first string (using lexicographic order) of length n + e + 1. Our Σ0

2 set will consist
of a computably enumerable set A of indices of Π0

1 sets. We now describe the algorithm
to enumerate elements of A: At stage t, for each substage e < t in increasing order, if
the index of Fe ∩ [σe] has not been enumerated yet into A, then enumerate it. After that,
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if (Fe ∩ [σe])[t] = ∅ then reset σe to be the string of length n + e + 1 following σe in the
lexicographic order. If σe is already the last such string, leave it unchanged.

Let us prove that the measure of the Σ0
2 set represented by A is smaller than 2−n. For

each e, if Fe ∩ [σe] = ∅ then by compactness (Fe ∩ [σe])[t] = ∅ for some t. Thus at most one
string σe of length n+ e+ 1 such that Fe ∩ [σe] 6= ∅ has been enumerated into A, and the
measure of A is bounded by

∑
e 2−n−e−1 ≤ 2−n. Now our Σ0

2 set is dense because if Fe is
not empty then there exists a string σe of length n+ e+ 1 such that Fe ∩ [σe] is not empty
and then A will intersect Fe.

From this we can then construct a Π0
3 set effectively of measure 0 and containing all the

weakly-Π0
1-generic sequences. J

Following Jockusch’s 1-genericity idea we now define Π0
1-genericity:

I Definition 6. A sequence X is Π0
1-generic if for all Σ0

2 sets G, either X is in G or there
is a Π0

1 set F disjoint from G such that X is in F .

We now establish a simple but surprising connection with computability theory, which
appears to be previously unknown. We say that a sequence X is computably dominated if
for every total function f : ω → ω, computable relative to X, there exists a total computable
function g such that g dominates f (i.e. ∀n f(n) ≤ g(n)).

I Proposition 7. A set X is Π0
1-generic iff it is computably dominated.

Proof. Suppose X is computably dominated and take any Σ0
2 set

⋃
n Fn. Suppose that

X belongs to its complement, a Π0
2 set

⋂
nOn. Let us define the X-computable function

f : ω → ω which to n associates the smallest t so that X ∈ On[t]. As X is computably
dominated, there is a computable function g which dominates f . Then X ∈

⋂
nOn[g(n)], an

effectively closed set disjoint from
⋃
n Fn.

Conversely suppose that X is Π0
1-generic and consider a functional Φ, defined on X. We

have that dom Φ = {X | ∀n ΦX(n) ↓} is a Π0
2 set containing X. But then as X is Π0

1-generic,
it is contained in a Π0

1 set F contained in the domain of Φ. Let us now build1 a computable
function f such that ∀X ∈ F ΦX < f . To compute the value of f(n) we find the smallest
pair 〈m, t〉 such that for all strings σ of size m with [σ] ⊆ F [t], the functional Φ halts on n
in less than t steps with σ as an oracle (considering that if Φ needs to use bits of the oracle
at positions bigger than |σ|, it does not halt). Then we set f(n) to the sum of all those
values plus one. All we need to show is that f is total. Fix n and let us prove there is a m
so that for all X ∈ F we have ΦX�m(n) ↓. Suppose not, then for all m there is X ∈ F with
Φσm(n) ↑ where σm = X �m. As {σm}m∈ω is infinite it has at least one limit sequence Y and
as F is closed we have Y ∈ F . Also as ΦY�m(n) ↑ for all m we have that Φ is not defined
on Y which contradicts the hypothesis. Thus for some t we have that F [t] is covered by a
finite union

⋃
i≤k[σi] such that Φσi(n) ↓. It follows that for some t and some m we have that

Φσ(n) halts in less than t steps for all strings σ of size m such that [σ] ⊆ F [t]. J

A direct computation shows that the set of computably dominated sequences is Π0
4. The

above proposition lowers down the Borel complexity to Π0
3: if for every set A we denote

by A◦ the interior of A for the topology generated by Π0
1 sets, i.e. the union of all Π0

1 sets
included in A, then the set of computably dominated sequences is the intersection over all

1 One can also directly deduce the existence of such a function f using the fact that the supremum of a
computable function, over an effectively compact set, is right-ce.
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the Π0
2 sets P , of P ◦ ∪ P c. We now give a lower bound on the Borel complexity of the

computably dominated sequences, however we do not know if it can be Σ0
3.

I Proposition 8. The set of computably dominated sequences is neither Σ0
2 nor Π0

2.

Proof. Let us show that it is not Π0
2. First note that for any Π0

2 set A, if A is dense (for
the usual topology) in some [σ] then it contains a weakly-1-generic sequence as defined by
Kurtz. Indeed, the intersection of A ∩ [σ] with all dense Σ0

1 sets will not be empty and will
then contain weakly-1-generic sequences. But by a result of computability theory (see [9]),
no weakly-1-generic is computably dominated. Thus a Π0

2 set containing only computably
dominated sequences is nowhere dense. But as the set of computably dominated sequences is
dense, being closed under finite change of prefixes, such a Π0

2 set cannot contain all of them.

To show that it is not Σ0
2, we adapt a technique that Liang Yu exposed in [16]. Suppose

that the set of computably dominated sequences is described as
⋃
n Fn with each Fn closed.

For each n let Bn =
⋃
{T | T ∩Fn = ∅ and T is a Π0

1 set with no computable member}. Let
us prove that the set Bn intersects any non-empty Π0

1 set with no computable members. Take
any non-empty Π0

1 set G with no computable members. By a classical result of computability
theory (see [13] proposition 1.5.12 combined with fact 1.8.36) G contains a non-computably
dominated sequence. Thus G contains a sequence X which is not in Fn. Then as Fn is closed
there is a string σ such that X ∈ G ∩ [σ] but G ∩ [σ] ∩ Fn = ∅. Thus G ∩ [σ] is a non-empty
Π0

1 set with no computable sequence, intersecting G and disjoint from Fn. Consequently
we have Bn ∩ G 6= ∅ and then each Bn is dense for the topology generated by Π0

1 sets
with no computable member. It follows that

⋂
nBn is also dense for this topology. From

Proposition 7 the set of computably dominated sequences is also dense for this topology.
Then there is a computably dominated sequence in

⋂
nBn. But we also have by design of the

Bn that
⋂
nBn ∩

⋃
n Fn = ∅, which contradicts the fact that

⋃
n Fn contains all computably

dominated sequences. J

3.2 Forcing with Π0
1 sets of positive measure

We now introduce a notion of genericity which is a measure-theoretic variation of Π0
1-genericity

defined in the previous section. The notion will be interesting for its counterpart in Higher
computability. Let us now come back to the topology generated by Π0

1 sets of positive
measure. To obtain weak-2-randomness we consider only Σ0

2 sets of measure 1. We now
consider all Σ0

2 sets which intersect with positive measure every Π0
1 set of positive measure.

I Definition 9. Let {Gi}i∈ω be the collection of all Σ0
2 sets A such that for any Π0

1 set F of
positive measure we have λ(A∩F ) > 0. Then we say that X is weakly-Π0

1-Solovay-generic
if it belongs to

⋂
iGi.

I Definition 10. We say that X is Π0
1-Solovay-generic if for any Σ0

2 set A, either X is in
it or there exists a Π0

1 set F of positive measure and disjoint from A such that X is in it.

I Proposition 11. A set X is Π0
1-Solovay-generic iff it is weakly-2-random and computably

dominated.

Proof. Suppose that X is weakly-2-random and computably dominated. Take any Σ0
2 set and

suppose that X does not belong to it. By Proposition 7, as X is computably dominated, we
have that X belongs to some Π0

1 set disjoint from the Σ0
2 set. Also as X is weakly-2-random

this Π0
1 set has positive measure.

Conversely, suppose that X is Π0
1-Solovay-generic. In particular it is weakly-2-random

and Π0
1-generic. Then by Proposition 7 we have that it is computably dominated. J
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3.3 A separation for weak and non weak-genericity
We will now prove that weak-genericity is not enough to obtain computable domination. For
this we shall adapt a proof of a theorem in [1] saying that for any function f , there is a
weakly-2-random X and an X-computable function g not dominated by f . Here we want
weak-Π0

1-Solovay-genericity instead of weak-2-randomness.

I Proposition 12. For any function f : ω → ω there is an X weakly-Π0
1-Solovay-generic

computing a function g : ω → ω which is above f infinitely often.

The reader can see [12] for a proof of proposition 12, that we skip here, due to its length.
Using Proposition 12, we have some weakly-Π0

1-Solovay-generics which are not computably
dominated and so not Π0

1-Solovay-generic. One can prove that weakly-Π0
1-Solovay-genericity

implies weakly-Π0
1-genericity by showing that any Σ0

2 set intersecting all the Π0
1 sets also

intersects with positive measure all Π0
1 sets of positive measure. Take any Σ0

2 set intersecting
all the Π0

1 sets. Take now a set F of positive measure and consider the Σ0
2 set

⋃
n Fn of

Martin-Löf randoms (the complement of the universal Martin-Löf test). As it has measure
1, there is some Fn such that F ∩ Fn has positive measure. But by hypothesis our Σ0

2 set
intersects F ∩ Fn. The intersection contains only Martin-Löf random sequences and thus is
necessarily of positive measure. Thus there is also some weakly- Pi01-generics which are not
Π0

1-generics.

4 Background on higher computability and higher randomness

We now give a few definitions of higher computability and higher randomness. The Turing
reductions are replaced by hyperarithmetical reductions. One intuitive way to understand a
hyperarithmetical computation is to think of a standard Turing computation, but with an
infinite-time Turing machine. For those machines the computational time is not an integer
anymore, but an ordinal. Tapes are infinite and pre-filled with 0’s, at a successor stage
everything happens as in a regular Turing machine. At a limit stage, the machine changes to
a special ‘limit’ state, the head comes back to the first cell of the first tape and if the value
of a cell of a tape does not converge, it is reset to 0 (otherwise it is set to the limit of its
previous values). The rest works as usual.

For example, we can build the ordinal time Turing machine which on a tape, at finite
computation time t = 〈s, e〉 write 1 on the cell number e of this tape if the program number
e halts in less than s steps. At ordinal time ω we then have the halting problem on this tape.
Then stages ω+n can be used to compute what one could compute with the halting problem.
This can be iterated to compute anything that could be computed in a finite jump. But we
can even go beyond a finite jump and continue through the ordinal jumps. To formalize this
properly we need to fix the notion of notation for computable ordinals.

4.1 Computable ordinals
More details about this section can be found in [14]. An ordinal is defined as the order type
of a well-ordered set. When the ordinal is infinite and countable it can be the order-type of
a well-ordered set with domain ω. We say that a countable ordinal α is computable if we
have a relation R ⊆ ω × ω which is a well-founded linear order of a subset of ω of order-type
α and if there is some e such that (n,m) ∈ R ↔ 〈n,m〉 ∈ We. In this case we say that e
codes for α and we write |e| = α. Let us denote by W the set of integers which code for
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computable ordinals and let us denote by Wα the set of integers which code for computable
ordinals strictly smaller than α.

As there are uncountably many countable ordinals, not all of them are computable.
Moreover it is known that they form a strict initial segment of the countable ordinals. We
denote by ωck1 the smallest non-computable ordinal. This notion can then be relativised.
We say that e is an X-code for the ordinal α if we have a relation R ⊆ ω × ω which is a
well-founded linear order of a subset of ω of order-type α and if (n,m) ∈ R↔ 〈n,m〉 ∈WX

e .
We then write |e|X = α. We denote by WX the set of X-codes for X-computable ordinals,
and we denote by WX

α the set of X-codes for X-computable ordinals strictly smaller than α.
Finally, we call ωX1 the smallest ordinal which is non-computable relatively to X. Note that
any countable ordinal is computable with a representation of itself as an oracle.

4.2 Second order definable sets
We say that a sequence X is hyperarithmetic if for some computable function f and some
computable ordinal α we have n ∈ X ↔ f(n) ∈ Wα. One can define the hyperarithmetic
sequences equivalently as the sequences we can Turing-compute with sufficiently many
successive effective joins and iterations of the jump, constructed by induction over the
computable ordinals. Also coming back to the analogy with infinite-time Turing machines we
have in [5] a theorem saying that a sequence X is hyperarithmetic iff it can be computed by
an infinite-time Turing-machine in a computable ordinal length of time. Similarly we define
what is hyperarithmetic for sets. We say that A ⊆ 2ω is hyperarithmetic if there exists e and
α computable such that X ∈ A↔ e ∈ WX

α .

We now define Π1
1 sequences. While hyperarithmetic sequences can be considered to be

the higher counterpart of computable sequences, Π1
1 sequences can be considered to be the

higher counterpart of computably enumerable sequences. They are the sequences one can
define with a formula of arithmetic containing arbitrary many first order quantifications and
only universal second order quantifications (with no negations in front of them). We have
another equivalent definition. A sequence X is Π1

1 if for some computable function f we
have n ∈ X ↔ ∃α < ωck1 f(n) ∈ Wα. Coming back to the analogy with infinite-time Turing
machines, the Π1

1 sequences also correspond to the sets of integers one can enumerate along
computable ordinal length of time with such a machine (when we interpret sequences as
sets of integers, considering that n in the set iff the n-th bit of the sequence is one). The
Σ1

1 sequences are their complements (again, when we see sequences as sets of integers), the
higher equivalent of co-recursively enumerable sequences. Finally a set A is Π1

1 if we have
an integer e so that X ∈ A↔ ∃α < ω1 e ∈ WX

α . We also have a canonical surjection from
integers to Π1

1 sets, so like the arithmetical sets, they can be indexed (in the above example,
e is an index for the Π1

1 set A).

A set is called ∆1
1 if it is both Σ1

1 and Π1
1. By a theorem of Kleene (see chapter 2 in [14])

they are exactly the hyperarithmetical sets. An index for a ∆1
1 set will consist of a pair of

two indices. One expressing it as a Π1
1 predicate and one expressing its complement as a Π1

1
predicate.

Note that for Π1
1 sets, the existential quantification over the ordinals goes up to ω1.

Indeed, if ωX1 > ωck1 it is possible that X ∈ A is witnessed by some X-code e for α ≥ ωck1 .
This leads us to a Π1

1 set of great importance for this paper, the set {X | ωX1 > ωck1 } (the
proof that this set if Π1

1 can be found in section 9.1 of [13]). We now state two theorems
that will be useful for the rest of the paper.
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I Theorem 13 (Sacks [14]). Uniformly in ε and an index for a ∆1
1 set A, one can compute

an index for a Σ1
1 closed set F so that F ⊆ A and λ(A− F ) ≤ ε. Also one can uniformly

from an index of a ∆1
1 set obtain an index for the ∆1

1 real being the measure of this set.

I Theorem 14 (Spector [14]). If f : ω → WX is a total Π1
1(X) functional predicate then

supn |f(n)| < ωX1 .

4.3 Higher randomness
We now introduce notions of randomness which are higher effective variations of the usual
randomness notions.

I Definition 15 (Sacks). We say that X ∈ 2ω is ∆1
1-random if it is in no ∆1

1 nullset.

Martin-Löf was actually the first to promote this notion (see [11]), suggesting that it was
the appropriate mathematical concept of randomness. Even if his first definition undoubtedly
became the most successful over the years, this other definition got a second wind recently
on the initiative of Hjorth and Nies who started to study the analogy between the usual
notions of randomness and their higher counterparts. In order to do so they created in [6] a
higher analogue of Martin-Löf randomness.

IDefinition 16 (Hjorth, Nies). A Π1
1-Martin-Löf test is given by an effectively null intersection

of open sets
⋂
nOn, each On being Π1

1 uniformly in n. A sequence X is Π1
1-ML-random if

it is in no Π1
1-Martin-Löf test.

This definition is strictly stronger than ∆1
1-randomness (see Corollary 9.3.5 in [13]). The

higher analogue of weak-2-randomness has also been studied (see [3]).

I Definition 17. We say that X is weakly-Π1
1-random if it belongs to no

⋂
nOn with each

On open set Π1
1 uniformly in n and with λ(

⋂
nOn) = 0.

Earlier, Sacks gave an even stronger definition, made possible by a theorem of Lusin
saying that even though Π1

1 sets are not necessarily Borel, they remain all measurable.

I Definition 18 (Sacks). We say that X ∈ 2ω is Π1
1-random if it is in no Π1

1 nullset.

This last definition is of great importance. Kechris proved that there is a universal
Π1

1 nullset, in the sense that it contains all the others (see [8]). Later, Hjorth and Nies
gave in [6] an explicit construction of this Π1

1 nullset. Chong and Yu proved in [3] that
weakly-Π1

1-randomness is strictly stronger than Π1
1-Martin-Löf-randomness, but it is still

unknown whether Π1
1-randomness coincides with weakly-Π1

1-randomness.
To separate the two notions, the idea of showing they have different Borel complexity

was promoted in [3]. In the next section we show that this will not be possible, by proving
that the biggest Π1

1 nullset has the surprisingly small Borel complexity of Σ0
3. Using results

of [17] we will conclude that the Borel complexity of both the weakly-2-randoms and the
Π1

1-randoms, is strictly Π0
3. We now give some important results about higher randomness,

that will be needed to achieve this:

I Theorem 19 (Sacks). The set {X | ωX1 > ωck1 } has measure 0.

Thus no X such that ωX1 > ωck1 is Π1
1-random. The following beautiful theorem of Chong,

Yu and Nies (see [2]) strengthens Sacks’ theorem:

I Theorem 20 (Chong, Yu, Nies). A sequence X is Π1
1-random iff it is ∆1

1-random and
ωX1 = ωck1 .

STACS’14



574 Higher randomness and forcing with closed sets

One could also define the randomness notion introduced by Σ1
1 nullsets, but this turns

out to be equivalent to ∆1
1-randomness.

I Theorem 21 (Sacks). A ∆1
1-random sequence is in no Σ1

1 nullset. Therefore Σ1
1-randomness

coincides with ∆1
1-randomness.

5 Higher Solovay genericity and its variants

I Definition 22. We say that X is weakly-Σ1
1-Solovay-generic if it belongs to all sets

of the form
⋃
n Fn which intersect with positive measure all the Σ1

1 closed sets of positive
measure, where each Fn is a Σ1

1 closed set uniformly in n.

I Definition 23. We say that X is Σ1
1-Solovay-generic if for any set of the form

⋃
n Fn

where each Fn is a Σ1
1 closed set uniformly in n, either X is in

⋃
n Fn or X is in some Σ1

1
closed set of positive measure F , disjoint from

⋃
n Fn.

As in the lower case, one could drop the measure requirement in the definition of Σ1
1-

Solovay-genericity and obtain interesting relations with domination properties. However we
will focus in this paper only on (weakly-)Σ1

1-Solovay-genericity.

Unlike in the lower case, we have that the set of weakly-Σ1
1-Solovay-generics is of measure

1. We can actually prove easily that they coincide with the weakly-Π1
1-randoms. Let

⋃
n Fn

be a uniform union of Σ1
1 closed sets with measure strictly smaller than 1. Let

⋂
nOn be its

complement. As it is a Π1
1 set, we have e such that X ∈

⋂
nOn ↔ ∃α < ω1 e ∈ WX

α . But
by Theorem 19 we have that {X | ∃α ≥ ωck1 e ∈ WX

α } ⊆ S is of measure 0. Thus for some
computable α we have that {X | e ∈ WX

α } has positive measure. As it is a ∆1
1 set, we can

find using Theorem 13 a Σ1
1 closed set of positive measure contained in it. Thus

⋃
n Fn does

not intersect all Σ1
1 closed sets of positive measure. Conversely a uniform union of Σ1

1 closed
sets of measure 1 intersects with positive measure any Σ1

1 closed set of positive measure.
Then the weakly-Σ1

1-Solovay-generics are exactly the weakly-Π1
1-randoms.

We will now prove that the notion of Σ1
1-Solovay-genericity is exactly the notion of

Π1
1-randomness. As explained at the end of the section (after Theorem 26), one can also

consider this equivalence as the higher counterpart of Proposition 11.
We already know from Theorem 20 that if X is weakly-Π1

1-random but not Π1
1-random,

then ωX1 > ωck1 . We will show that if X is Σ1
1-Solovay-generic then ωX1 = ωck1 which will

prove the difficult part of the equivalence.
In order to prove this, we use a technique developed by Sacks and simplified by Greenberg,

to show that the set of X with ωX1 > ωck1 has measure 0. First note that if ωX1 > ωck1 then
there is o ∈ WX such that |o|X = ωck1 . In particular for each n we can uniformly restrain
the relation coded by o to all elements smaller than n. If |o|X is a limit ordinal this gives a
set of X-codes for ordinals smaller than |o|X but cofinal (i.e. unbounded) in |o|X . Thus if
ωX1 > ωck1 , there is a function f : ω →WX computable in X such that supn |f(n)|X = ωck1 .
The idea is the following. Suppose that for some X we have a computable function Φe such
that:

∀n ∃α < ωck1 ΦXe (n) ∈ WX
α

Suppose also that X is Σ1
1-Solovay-generic. Then we will show that the supremum of |ΦXe (n)|

over n ∈ ω is strictly smaller than ωck1 . To show this we need an approximation lemma,
which can be seen as an extension of Theorem 13.

I Lemma 24. For a Σ1
1 predicate S(X)↔ ∀α < ωck1 e /∈ WX

α , uniformly in e and n one can
find a Σ1

1 closed set F ⊆ S with λ(S − F ) ≤ 2−n.
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Proof. One can equivalently write S(X) ↔ ∀o ∈ W e /∈ WX
|o|. Let So be the predicate

e /∈ WX
|o|. If o ∈ W one can uniformly in o and e obtain an index for the ∆1

1 predicate So.
The Π1

1 index for it corresponds to the property : "There exists no bijection from |e| to a
strict initial segment of |o|X", and a Π1

1 index for its complement is : "There exists no infinite
backward sequence in |e|, and there exists no bijection from |o|X to an initial segment of
|e|." Note that if o /∈ W, the index is still well defined but does not correspond to anything
specific.

Then uniformly in an index for So and in n we can find using Theorem 13 a Σ1
1 closed set

Fo such that Fo ⊆ So with λ(So−Fo) ≤ 2−o2−n. Now let us define F (X)↔ ∀o ∈ W X ∈ Fo.
As an intersection of closed sets, the set F is closed. And as W is Π1

1 and Fo is Σ1
1 uniformly

in o, we have that F is Σ1
1. To conclude we also we have that:

λ(S − F ) = λ(
⋃
o∈W S − Fo)

≤ λ(
⋃
o∈W So − Fo)

≤
∑
o∈W λ(So − Fo) ≤ 2−n.

J

We can now prove the desired theorem:

I Theorem 25. If Y is Σ1
1-Solovay-generic then ωY1 = ωck1 .

Proof. Suppose that Y is Σ1
1-Solovay-generic. For any functionnal Φ, consider the set

P = {X | ∀n ∃α < ωck1 ΦX(n) ∈ WX
α }.

Let Pn = {X | ∃α < ωck1 ΦX(n) ∈ WX
α } and Pn,α = {X | ΦX(n) ∈ WX

α }, so P =
⋂
n Pn

and Pn =
⋃
α<ωck

1
Pn,α.

From Lemma 24 we can find uniformly in n a uniform union of Σ1
1 closed sets included in

P cn with the same measure as P cn. From this we can find a uniform union of Σ1
1 closed sets

included in P c with the same measure as P c. Suppose that Y is in P , as it is Σ1
1-Solovay-

generic we have a Σ1
1 closed set F of positive measure containing Y which is disjoint from

P c up to a set of measure 0, formally λ(F ∩ P c) = 0. In particular for each n we have
λ(F ∩ P cn) = 0 and then λ(F c ∪ Pn) = 1. Then let f be the total function which to each pair
〈n,m〉 associates the smallest code on,m ∈ W such that:

λ(F c|on,m| ∪ Pn,|on,m|) > 1− 2−m

where F cα is the ∆1
1 set of strings which are witnessed to be in F c via an ordinal smaller than

α. Using second part of Theorem 13 one can prove that f is Π1
1. Let α∗ = supn,m |f(n,m)|.

By Theorem 14 we have that α∗ < ωck1 . Then we have:

∀n λ(F cα∗ ∪
⋃
α<α∗ Pα,n) = 1

→ ∀n λ(Fα∗ ∩
⋂
α<α∗ P cα,n) = 0

→ ∀n λ(F −
⋃
α<α∗ Pα,n) = 0

→ λ(F −
⋂
n

⋃
α<α∗ Pα,n) = 0

As X is Σ1
1-Solovay-generic it is in particular weakly-Σ1

1-Solovay-generic and then weakly-
Π1

1-random. Thus by Theorem 21 it belongs to no Σ1
1 set of measure 0. Then as F −⋂

n

⋃
α<α∗ Pα,n is a Σ1

1 set of measure 0 we have that X belongs to
⋂
n

⋃
α<α∗ Pα,n and then

supn ΦX(n) ≤ α∗ < ωck1 . J
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We can now prove the equivalence:

I Theorem 26. The set of Σ1
1-Solovay-generics is exactly the set of Π1

1-randoms.

Proof. Using Theorem 20 we have that the Σ1
1-Solovay-generics are included in the Π1

1-
randoms. We just have to prove the reverse inclusion.

Suppose Y is not Σ1
1-Solovay-generic. If ωY1 > ωck1 then Y is not Π1

1-random. Otherwise
ωY1 = ωck1 and in this case there is a sequence of Σ1

1 closed sets
⋃
n Fn of positive measure

such that X is not in
⋃
n Fn and such that any Σ1

1 closed set of positive measure which is
disjoint from

⋃
n Fn does not contain Y . The complement of

⋃
n Fn is a Π1

1 set P containing
Y . Let e be so that P (X) ↔ ∃α < ω1 e ∈ WX

α . As ωY1 = ωck1 and P (Y ), we have that
∃α < ωck1 e ∈ WY

α . But then Y is in a ∆1
1 set that one can approximate using Theorem 13

by an effective union of Σ1
1 closed sets of the same measure. Thus as X can be in none of

them it is in a Π1
1 set of measure 0 and then not Π1

1-random. J

The previous theorem gives an interesting corollary, making a connection with another
domination property. We say that a sequence X is hyp-dominated if for every total function
f : ω → ω, ∆1

1 relative to X, there exists a total ∆1
1 function g such that g dominates f

(i.e. ∀n f(n) ≤ g(n)). Chong, Yu and Nies proved in [2] that all Π1
1-random sequences are

hyp-dominated. It follows from that and from the previous theorem that a sequence X is
Σ1

1-Solovay-generic iff it is weakly-2-random and hyp-dominated. This can be seen as the
higher counterpart of Proposition 11.

We have a second corollary, giving a higher bound on the Borel complexity of the
Π1

1-randoms, and then on the biggest Π1
1 nullset.

I Corollary 27. The set of Π1
1-randoms is Π0

3.

The Π0
3 set is obtained exactly the same way we obtain the Π0

3 set of computably
dominated sequences. The following result of Liang Yu (see [17]) can be used to prove that
the set of Π1

1-randoms is not Σ0
3.

I Theorem 28 (Liang Yu). Let
⋂
nOn be a Π0

2 sets contaning only weakly-Π1
1-randoms.

Then the set {F | F is a Σ1
1 closed set and

⋂
nOn ∩F = ∅} intersects with positive measure

any Σ1
1 closed sets of positive measure.

It follows that the set of weakly-Π1
1-randoms cannot be Σ0

3 but also that the set of Π1
1-

randoms cannot be Σ0
3. Indeed, suppose that the set of Π1

1-randoms is equal to
⋃
n

⋂
mOn,m

each On,m being open. For each n let An = {F | F is a Σ1
1 closed set and

⋂
mOn,m∩F = ∅}.

We have
⋂
nAn ∩

⋃
n

⋂
mOn,m = ∅, and from Theorem 28 we have that

⋂
nAn contains

some Solovay-Σ1
1-generic elements, which contradicts that

⋃
n

⋂
mOn,m contains all of them.

The question whether it is possible for X to be weakly-Solovay-Σ1
1-generic but not Solovay-

Σ1
1-generic (equivalently weakly-Π1

1-random but not Π1
1-random) is still open. The technique

that we use in the lower case to separate weak genericity from non weak genericity does not
seem to work here.

Acknowledgements. I would like to thank Laurent Bienvenu, Noam Greenberg, Paul Shafer
and Liang Yu for helpful comments and discussions.
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Abstract
The existence of Macbeath regions is a classical theorem in convex geometry (“A Theorem on non-
homogeneous lattices”, Annals of Math, 1952). We refer the reader to the survey of I. Barany for
several applications [3]. Recently there have been some striking applications of Macbeath regions
in discrete and computational geometry.

In this paper, we study Macbeath’s problem in a more general setting, and not only for the
Lebesgue measure as is the case in the classical theorem. We prove near-optimal generalizations
for several basic geometric set systems. The problems and techniques used are closely linked to
the study of ε-nets for geometric set systems.

1998 ACM Subject Classification F.2.2 Nonnumerical Algorithms and Problems

Keywords and phrases Epsilon Nets, Cuttings, Union Complexity, Geometric Set systems, Con-
vex Geometry

Digital Object Identifier 10.4230/LIPIcs.STACS.2014.578

1 Introduction

The goal of this paper is to study small, uniform-sized decompositions of geometric range
spaces which approximate the range space. This can be seen as a discrete analogue and
extension of the classical result of Macbeath [12] in convex geometry, as well as having several
basic connections to well-studied problems in discrete geometry.

Classical Macbeath Regions. Given a convex bodyK in Rd of unit volume, and a parameter
ε > 0, the theorem of Macbeath states the existence of disjoint convex bodies of K, each of
volume Θ(ε), called Macbeath regions, such that any halfspace containing at least ε volume of
K completely contains one of these convex objects. Formally, the following theorem follows
from their work:

I Theorem 1 (Macbeath Regions). Given a convex body K ⊂ Rd of unit volume, and a
parameter 0 < ε < 1/(2d)2d, there exists a set of convex objectsM, |M| = O((1/ε)1−2/(d+1)),
such that for any halfspace h with vol(h∩K) ≥ ε, there exists Ki ∈M such that Ki ⊂ h∩K
and

vol(Ki) ≥
1

(6d)3d vol(h ∩K) .

© Nabil H. Mustafa and Saurabh Ray;
licensed under Creative Commons License CC-BY

31st Symposium on Theoretical Aspects of Computer Science (STACS’14).
Editors: Ernst W. Mayr and Natacha Portier; pp. 578–589

Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

http://dx.doi.org/10.4230/LIPIcs.STACS.2014.578
http://creativecommons.org/licenses/by/3.0/
http://www.dagstuhl.de/lipics/
http://www.dagstuhl.de


N.H. Mustafa and S. Ray 579

The existence of Macbeath regions was first proven in the paper of Macbeath [12], with
several later applications to geometric problems. Edwald, Larmen and Rogers [9] used it
for cap coverings, which was later further extended by Barany and Larman [4] (also see
Barany [3] for a survey of this and several other results). It was used for lower-bounds on
range-searching by Bronniman, Chazelle and Pach [5]. And very recently, Macbeath regions
were used in an elegant way by Arya, Fonseca and Mount [2] for computing near-optimal
Hausdorff approximations to polytopes.

A fundamental and powerful result in computational geometry is the existence of small-
sized ε-nets: given a set system (X,R), and a parameter ε, an ε-net is a subset X ′ ⊂ X

such that X ′ ∩ R 6= ∅ for all R ∈ R where |R| ≥ ε|X|. The famous theorem of Haussler-
Welzl [10] shows that ε-nets of size O(d/ε log d/ε) exist for set systems (X,R), where d is the
VC-dimension of the set system (X,R). This bound was later improved in [11] to an optimal
bound of (1 + o(1))(dε log(1/ε)). By now ε-nets are an indispensable tool in combinatorics
and algorithms [20, 6, 8, 15, 1, 19, 17, 16, 18, 2, 11, 13, 7].

Note that Macbeath’s original theorem immediately implies an ε-net kind of a result: for
any convex body C in Rd of volume V , it is possible to pick O( 1

ε ) points in C which stab all
halfspaces containing an ε-th fraction of the volume of C. However, the statement itself is
much stronger than that: instead of just points, it gives us O( 1

ε ) regions of volume Θ(εV ) so
that each halfspace containing an ε fraction of the volume of C contains one of the regions.
The same kind of result is not true in general in a discrete setting (with counting measure
instead of Lebesgue measure ) for halfspaces in Rd. However, it is true for halfspaces in R3.
Given n points in R3, one can find O( 1

ε ) groups containing Θ(εn) points each so that any
halfspace containing εn points contains one of the groups. This is much stronger than just
the existence of ε-nets of size O( 1

ε ).
This raises the intriguing question: of the large number of results known for ε-nets, which

can be optimally strengthened like above?

Combinatorial Macbeath Regions. Given the existence of decomposition of a convex set
K into roughly equal-volume subsets with respect to halfspaces, the natural question is to
prove the existence of a small-sized set of Macbeath regions for the counting measure (instead
of the Lebesgue measure).

So the problem is: given a set P of n points in Rd and a parameter ε > 0, one would like
to construct sets P = {P1, . . . , Pm}, Pi ⊂ P , such that each set Pi has size Ω(εn), and any
halfspace containing at least εn points contains a set in P.

It turns out that this is implied by a classical result in discrete geometry, called shallow
cuttings, which states the following [13, 7]. Given a set of n regions S in Rd and two
parameters r, l, a (1/r, l)-shallow cutting w.r.t. S is a partition of Rd into cells (of constant
descriptive complexity) such that i) each cell is intersected by the boundary of at most n/r
regions of S, and ii) the number of cells containing points of depth smaller than l is at most
O((rl/n + 1)d · n/l · φ(n/l)). A set of regions is said to have union complexity φ(·) if the
combinatorial complexity of the union of any r of the regions is at most rφ(r).

It can be observed that this statement implies a Macbeath-type statement for halfspaces,
and more generally, for the following problem for regions of small union complexity: given a
set of regions S of union complexity φ(·), the objective is to compute a family U of subsets
of S, each of size Ω(εn), such that any point contained in at least εn objects of S hits all
elements of some set in U .

To construct the Macbeath sets U for regions in S, fix l = 2εn, r = 2/ε, and construct
a (1/r, l)-shallow cutting for S. For a cell C in the shallow cutting, let r(C) be the set
of regions in S that completely contain C, i.e., si ∈ r(C) iff C ⊂ si. Now, for all cells C

STACS’14



580 Near-Optimal Generalisations of a Theorem of Macbeath

that contain a point of depth at most 2εn (called shallow cells), add r(C) to U . By the
shallow-cutting theorem, the number of cells containing a point of depth εn is

O((rl/n+ 1)d · n/l · φ(n/l)) = O(4d · 1/ε · φ(2/ε))

and so |U| = O(1/ε · φ(2/ε)). To show that sets in U form the required Macbeath regions,
recall that the cutting partitions Rd into a set of cells such that each cell intersects the
boundary of at most n/r = εn/2 objects in S. For a point p hitting εn regions, let C be the
shallow cell containing p. By the property of shallow-cuttings, of the εn regions containing
p, at most εn/2 regions can intersect C. The remaining at least εn/2 regions must then
completely contain C, and so for the r(C) added to U that contains p, we have |r(C)| ≥ εn/2.

The above shows the existence of O(1/εφ(1/ε)) sets such that any point contained in
Θ(εn) sets of S must hit one of the constructed sets. To make it work for all sets of size at
least εn, we can iteratively construct sets for increasing values of ε, i.e., ε, 2ε, . . . , 2iε, and
take the union, still obtaining O(1/εφ(1/ε)) sets.

For our problem of halfspaces, simply dualize each point in P to a halfspace, and apply
the above construction. For halfspaces, rφ(r) = O(rbd/2c), and so we get the following
combinatorial version of Macbeath: given a set P of n points in Rd, there exists a set
P = {P1, . . . , Pm}, Pi ⊂ P , with m = 1

εbd/2c , such that i) all sets in P have size Ω(εn), and
ii) any halfspace containing εn points of P contains at least one set in P.

The existence of a number of other ‘Macbeath-type’ statements for several other range
spaces is also implied by the above proof. In particular, for regions with linear union
complexity, i.e., φ(r) = O(1), there exist linear-sized Macbeath regions. This points to the
possibility of the existence of such structural partitioning properties for a wide range of sets
derived from geometric objects. In this paper we initiate a systematic study of the analogues
of Macbeath regions for other commonly studied geometric set-systems.

Our results. Given a set system (X,R) and ε > 0, we say that a set system U over X is an
ε-Macbeath net (or ε-Mnet for short) of (X,R) if i) each set in U has size Ω(ε|X|), and ii)
for every set R ∈ R of size at least ε|X|, there exists a set U ∈ U such that U ⊆ R. The size
of an ε-Mnet U is |U|. Parameterizing the problem a little further, if each set in U has size
at least εn/k, we call it a 1

k -heavy ε-Mnet .
In the study of ε-nets for geometric set systems, there are two types of set-systems that

are frequently studied: each of these are defined by a set of points P , and a set of regions
S. In the so-called ‘primal’ set-systems, P is taken as the ground set, and the subsets are
induced by the regions in S, where a region R induces the subset R ∩ P . In the so-called
‘dual’ set-systems, S is taken as the ground set, and the subsets are induced by points in P ,
where a point p induces the subset consisting of the regions in S containing p. Often in the
dual setting P is not mentioned, and is assumed to be the entire Euclidean space.

Earlier we pointed out the existence of ε-Mnets for halfspaces of size O(1/εbd/2c). Un-
fortunately this bound cannot be improved substantially: in Section 3, we show that it is
not very far from optimal, that is for any d, there exist a set of n points in Rd where any P
satisfying conditions i) and ii) has size at least Ω( 1

εd(d−1)/3e ).
The earlier statement in fact proved the existence of Macbeath sets for the dual problem

for general regions in terms of their union complexity. Namely, it showed:

I Theorem 2 (ε-Mnets for dual set-systems). Let S be a set of n regions in Rd with union
complexity φ(r)1. Then there exists an ε-Mnet for the dual set-system defined by S and Rd
(i.e., subsets of S hit by a point in the plane for the set system), of size O( 1

εφ( 1
ε )).

1 And satisfying certain technical conditions of bounded algebraic complexity. See [8] for a broader
discussion on this.
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Interestingly, the dependence of φ(·) in general cannot be reduced to, for example, log φ(·),
as is the bound for ε-nets. A set-system which provides a counter-example follows from our
first main result, which considers ε-Mnets for the commonly-studied range-space induced by
axis-parallel rectangles in the plane. For these, we optimally tighten the result produced by
shallow-cuttings by improving the upper-bound, and then providing a matching lower-bound.
We prove the following in Section 2:

I Theorem 3 (ε-Mnet for rectangles in R2). Let R be a set of n rectangles, P a set of n
points in R2, ε > 0 a parameter, and k ≥ 2 an integer:
1. There exists a 1

2k -heavy ε-Mnet for the dual set-system defined by R and R2, of size
O(4k/ε1+1/k). Furthermore, this cannot be significantly improved: there exists a set R of
n axis-parallel rectangles such that any 1

k -heavy ε-Mnet for the dual set-system defined by
R and R2 has size Ω((1/ε)1+1/(k−1)).

2. There exists an ε-Mnet for the primal set-system defined by P and R, of size O((1/ε) log 1/ε).
Furthermore, this cannot be significantly improved: there exists a set P of n points in
R2 such that any 1

k -heavy ε-Mnet for the primal set-system defined by P and R has size
Ω( 1

ε logk 1
ε ).

Our second main result is to consider the primal case, i.e., where the input is a set of
points P , and the ranges are defined by geometric objects such as circles, k-sided polygons,
and in general, objects of some fixed descriptive complexity. We prove the following in
Section 3:

I Theorem 4. Let P be a set of n points in R2. Then one can construct ε-Mnets of size2:
O(1/ε) for sets induced by disks in the plane,
O(1/ε) for sets induced by rectangles all intersecting a fixed line l,
Õ(1/ε2) for sets induced by lines, cones, strips in the plane,
Õ(1/ε3) for sets induced by triangles, and in general k-sided polygons in the plane (the
constant in the asymptotic notation depends on k).

We further show in Section 3 that near-linear bounds (like those achieved for halfspaces in
2 and 3 dimensions, or for the dual set-systems of linear union-complexity) are not possible
for even simple primal set-systems: there exist a set P of n points in the plane such that any
ε-Mnet for lines must have size Ω(1/ε2). This implies that for strips or cones in the plane,
the same bound holds, ruling out near-linear bounds for even the simplest type of geometric
objects.

We conclude our study by observing that the above series of results, while their proofs use
different techniques, indicate an intriguing relation between the size of ε-nets and the size of
ε-Mnets . In all cases, they obey the following: if for a range-space (dual, or primal), the ε-nets
have size O(1/εf(1/ε)), then the size of ε-Mnets for the same range-space is O(1/εcf(1/ε)),
where c is constant. So for all spaces known to have linear-sized ε-nets (which is optimal),
our proofs prove the existence of linear-sized ε-Mnets (which is optimal). For the primal
set-systems of axis-parallel rectangles in the plane, the ε-nets have size O(1/ε log log 1/ε)
(shown to be optimal) [1, 17], and our result show ε-Mnets of size O(1/ε log 1/ε) (which we
show to be optimal). And for the remaining ranges which have ε-nets of size O(1/ε log 1/ε),
we show the existence of ε-Mnets of size O(1/εc). It would be interesting to see if there is
any connection with the (still) open problem of finding the right bound on the size of ε-nets
for lines in the plane.

2 Õ(·) ignores polylogarithmic factors.
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2 Proof of Theorem 3

In this section we prove Theorem 3, which completely resolves the case for rectangles. We
start by giving the lower-bounds for the primal and the dual problem, and then give the
matching upper-bounds for both.

2.1 Lower Bounds
The following Lemma gives the key insight to studying ε-Mnet for rectangles.

I Lemma 5. For any integers r, d ≥ 1, consider the grid G = [r]d in Rd. Then the set
system on G induced by incidences with axis-parallel lines can be realized by point-rectangle
incidences in R2.

Proof. Let r ≥ 1 be any integer and let [r] represent the set {0, · · · , r − 1}. Let G = [r]d
which can be thought of as a finite d-dimensional grid of side length r. For some fixed integers
a1, · · · , ai−1, ai+1, · · · ad ∈ [r], consider the set of points Si(a1, · · · , ai−1, ai+1, · · · ad) = {(a1,

· · · , ai−1, x, ai+1, · · · ad) : x ∈ [r]}. We call such a set a line in direction i. There are drd−1

lines, with rd−1 lines in each of the d directions.
We will show that there exists a mapping π : G 7→ R2 s.t. for each line l (in any direction

i), the smallest (inclusion minimal) axis parallel rectangle containing the image π(l) of the
points in l does not contain the image of any other points of G. Here is the mapping π that
we will use: π((a1, · · · , ad)) =

∑
j aj~vj , where ~vj = (rj , rd+1−j). For any point z ∈ G, we

will interpret p = π(z) both as a vector and as a point, as suitable. When treating it as a
vector we will denote it as ~p.

For any point p = (a1, · · · , ad) ∈ G, let ~V<i(p) denote the vector
∑
j<i aj ~vj and ~V>i(p)

denote the vector
∑
j>i aj ~vj . Thus we can write π(p) as ~V<i(p) + ai~vi + ~V>i(p).

Consider the line l = Si(a1, · · · , ai−1, ai+1, · · · ad). The minimal rectangle R containing
π(l) is defined by the two opposite corners π(u) and π(v), where u = (a1, · · · , ai−1, 0, ai+1, · · · ad)
and v = (a1, · · · , ai−1, r − 1, ai+1, · · · ad) are the extreme points in l. The width of R is
(r − 1)ri and its height is (r − 1)rd+1−i.

Consider any point z = (b1, · · · , bd) ∈ G \ l. Let p = π(z) and let q be the point∑
j 6=i aj~vj + bi~vi ∈ l. Now, ~p− ~q = (~V<i(p)− ~V<i(q)) + (~V>i(p)− ~V>i(q)). Since ~p 6= ~q, one of

the summands must be non-zero. Without loss of generality assume that the latter summand
is non-zero. The other case is symmetric.

Since the vector ~V>i(p) − ~V>i(q) is an integral combinations of the vectors vj , j > i,
its x-coordinate has magnitude at least ri+1. On the other hand the x-coordinate of
(~V<i(p) − ~V<i(q)) has magnitude at most

∑
1≤j<i(r − 1)rj = ri − ri−1. Therefore, the

horizontal distance between p and q is at least ri+1 − (ri − ri−1) which is greater than the
width of R. Hence, p /∈ R. When (~V<i(p) − ~V<i(q)) 6= 0, a similar argument holds for
the y-coordinates of p and q showing that their vertical distance is larger than the height
of R. J

Proof of Theorem 3 part 1) lower-bound. We now show that for any integer constant
d ≥ 2, there exists a set R of n axis-parallel rectangles such that any 1

k -heavy ε-Mnet for R
w.r.t. points has size Ω((1/ε)1+1/(k−1)).

Proof. Now apply Lemma 5 with d = k and r = ε−
1

d−1 . Let G be the grid [r]d as before.
We set P = {π(p) : p ∈ G} and we take R to be the set of rectangles with εn/d copies of
each of the set R′ of drd−1 rectangles corresponding to the drd−1 lines in G. Note that
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|R| = εn/d · drd−1 = n. Since each of the points in G is contained in d lines (one in each
direction), the points in P are contained in d rectangles of R′ and consequently εn rectangles
of R. Since there is at most one line through two points in G there is at most one rectangle
in R′, and hence at most εn/d rectangles of R that contain any pair of points p, q ∈ P . Since
for any 1

k -heavy ε-Mnet U , each U ∈ U has size more than εn/k, it must be that no set in U
can be contained in two sets R(p) and R(q) induced by two distinct points p and q in P .
Therefore |U| ≥ |P | = rd = ε−

k
k−1 . J

Proof of Theorem 3 part 2) lower-bound. We now show that for any integer constant
k ≥ 2, there exists a set P of n points in R2 such that any 1

k -heavy ε-Mnet of P , w.r.t.
axis-parallel rectangles, has size Ω( 1

ε logk 1
ε ).

Proof. Apply Lemma 5 with r = k, and d such that rd−1 = 1
ε . Let R be the set of

drd−1 = 1/ε logk 1/ε rectangles corresponding to the lines of G, and let P be the set of points
with εn/r copies of each π(p),∀p ∈ G. Each of the rectangles in R contains rεn/r = εn

points of P . Any two rectangles of R share at most εn/r = εn/k points of P . Thus no two
rectangles in R may share the same set U ∈ U of a 1

k -heavy ε-Mnet U . Since each of them
must contain some U ∈ U , we have |U| ≥ |R| and the result follows. J

2.2 Upper Bounds

We now give constructions which match the preceding lower-bounds to complete the proof of
Theorem 3 part 1. Our argument is based essentially on the technique of boot-strapping; at
the cost of worse constant factors, we give a simple exposition below.

Construct a hierarchical subdivision of the rectangles in R by vertical lines, with an
integer k = 1/ε1/d, as follows. Let ni = n/ki, and εi = ε(k/2)i. At the 0-th level (i = 0), let
l01, . . . , l

0
k by a set of k vertical lines such that the number of rectangles of R lying between

two consecutive lines (‘a slab’) is at most n/k. Let R0
j be the set of rectangles lying entire in

the j-th slab. For each line l0j , construct a εi/4-Mnet for all of the (at most) n rectangles
of R intersecting it. Furthermore, recursively construct a εi+1-Mnet for the rectangles in
R0
j for each j. The recursive construction continues for d steps, where at the i-level, there

are ki total subproblems, each subproblem has at most ni = n/ki rectangles, and with
εi = ε(k/2)i. Finally we use a direct O(1/ε2d)-sized construction for the εd-Mnet of the final
kd subproblems at level i = d: construct 10/εd vertical and horizontal lines so that each
vertical and horizontal slab contains at most εdn/10 rectangles, and for each grid cell c, add
to U any εdnd/2 rectangles containing c (if possible). Now notice that any point in εdnd
rectangles must have at most εdnd/5 rectangles intersecting the cell boundary in which it
lies, and so at least εdnd/2 of the remaining ones would form a set in U . The next two claims
show that all these Mnet together form a ε-Mnet U for R of the required size, and we’re
done.

I Claim 1. Each set in U has size Θ(εn/2d). The size of U is O(4d/ε1+1/d).

Proof. At the i-level there are ki subproblems, each of size at most ni = n/ki with εi =
ε(k/2)i. For each such subproblem, we partition its ni rectangles by k lines, and construct
a εi/4-Mnet for the rectangles intersecting of these k lines. Note that the set of rectangles
intersecting any line, and clipped to one side of the line have linear union complexity and by
our Theorem on the dual set-systems, there exists a εi/4-Mnet of size O(1/εi). Hence the
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total size over all internal subproblems is:

d∑
i=0

ki · k ·O( 1
εi

) =
d∑
i=0

ki+1 ·O( 2i

εki
) =

d∑
i=0

O( 2i

ε1+1/d ) = O( 2d

ε1+1/d ) .

After d steps, we have kd subproblems, each with at most n/kd rectangles, and εd = ε(k/2)d.
Now just use a direct construction which constructs an ε-Mnet of size O(1/ε2), to get the
total size of Mnet at the last step to be O(k

d

ε2
d

) = O( 4d

ε2kd ) = O(4d/ε).
At any level i, we construct a εi-Mnet on a set of at most n/ki rectangles. So each set in

the Mnet has size εi · n/ki = O(εn/2i). J

I Claim 2. Each point in at least εn rectangles of R contains a set of U .

Proof. Take a point q lying in at least εn rectangles of R. At the 0-th level, say q lies in
the vertical slab defined by lines l0j and l0j+1. If q hits at least εn/4 rectangles intersected
by either l0j or l0j+1, say l0j , then it hits at least εn/4 rectangles out of a total of at most n
rectangles intersected by l0j . So the (εi/4 = ε/4)-Mnet for l0j will have a set contained by q.
Otherwise q hits at least ε0n0/2 = εn/2 = ε(k/2)(n/k) = ε1n1 rectangles of the set R0

j of
size n1 = n0/k, and we proceed to this subproblem.

In general, at the i-level, each subproblem has ni = n/ki rectangles, with εi = ε(k/2)i.
Then either q hits at least εi ·ni/4 rectangles intersecting one of the lines, and so will contain
a set from the εi/4-Mnet constructed for each of the k vertical lines. Or q contains at least
εini/2 rectangles out of a total of ni/k rectangles lying in one of the slabs defined by the k
vertical lines. But as

εini/2 = ε/2 · (k/2)i · n/ki = ε(k/2)i+1n/ki+1 = εi+1ni+1 ,

q will be covered inductively by the εi+1-Mnet constructed for the ni+1 = n/ki+1 rectangles
in one of the resulting subproblems at level i+ 1. J

Finally we present the tight upper-bound for the primal case of axis-parallel rectangles in
Theorem 3 part 2.

Assume P = {p1, . . . , pn} are sorted by their x-coordinates. Given P , construct the
balanced binary subdivision of P with vertical lines: divide P by a vertical line into two
equal-sized subsets P 0

0 , P
0
1 , and then recursively divide each of these sets for log 1/ε levels.

Let P ij be the j-th resulting subset of P at level i, i.e., P ij = {pjn/2i , . . . , p(j+1)n/2i−1}.
For each set P ij , and for each of its two bounding lines l0 and l1 in the binary subdivision

above, construct a 2i−1ε-Mnet for the following primal set-system: the base set is P ij , and
given the line l ∈ {l0, l1}, the sets are induced by rectangles intersecting the line l. Note
that all points of P ij lie on the same side of l. Let U be the union of all these Mnets . By
Theorem 4, a ε-Mnet for such a set-system has size O(1/ε).

We now prove that U is an ε-Mnet of P , w.r.t. axis-parallel rectangles, of sizeO(1/ε log 1/ε).

I Claim 3. Each set in U has size Θ(εn), and size of U is O(1/ε log 1/ε).

Proof. P ij has n/2i points, and so a (2i−1ε)-Mnet of P ij has sets of size O(2i−1ε · n/2i) =
O(εn). Each such 2i−1ε-Mnet has size O(1/2iε), there are 2i sets P ij at level i, and a total of
log 1/ε levels. Hence the size of U is O(1/2iε · 2i · log 1/ε) = O(1/ε log 1/ε). J

I Claim 4. Each axis-parallel rectangle containing εn points of P contains a set of U .
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Figure 1 The union of triangles aqt,bsp, cur and prt covers the triangle abc.

Proof. Let R be an axis-parallel rectangle containing εn points of P . Let i be the smallest
index such that R intersects exactly one vertical line separarting two sets P ij and P ij+1 at
level i. Say R intersects the line l separating P ij and P ij+1. Then R must contain at least
εn/2 points from either P ij or P ij+1, say P ij . Let R′ be the part of R on the side of l towards
P ij . All such R′ form a set of psuedo-disks, and so R′ must contain at least one set of the
2i−1ε-Mnet for P ij , as

|R ∩ P ij | = |R′ ∩ P ij | ≥ εn/2 = 2i−1ε · n/2i = 2i−1ε · |P ij | .

J

3 Proof of Theorem 4

In this section we give the proof of Theorem 4. Given a set P of n points, first we give the
proof for the most difficult case, that of the primal set-system induced by triangles, and in
general, k-sided polygons in the plane. At the end we sketch out the modifications required
for the rest of the cases of strips, cones and disks.

So we are given a set P of n points, and its subsets induced by the family of all k-sided
polygons. The objective, as before, is to compute a small-sized ε-Mnet . We will assume P
to be in general position.

Since a k-sided polygon can be triangulated with k triangles, any k-sided polygon
containing εn points of P also contains a triangle containing εn/k points. Hence an ε/k-Mnet
with respect to triangles is an ε-Mnet with respect to k-sided polygons. We can therefore
restrict ourselves to triangles.

Consider any triangle T in the plane that contains εn points of P . By moving the sides
of the triangle we can ensure that each side of T contains at least two points of P and this
can be done in such a way that no point outside T enters the interior of P . Some points
in the interior of T may have moved to its boundary and some point outside T may also
have moved to the boundary. Since at most 6 points may be on the boundary of T , due to
P being in general position, the interior of T still contains at least εn/2 points assuming
εn ≥ 12. For εn < 12, the set P itself is an ε-Mnet . Thus we can further restrict ourselves
to the interior of triangles each of whose sides contain at least two points. Figure 1 shows a
triangle with each side containing two points of P . The points q and r could be identical,
they could both be equal at the corner b of the triangle. Similarly s and t could be at c and
u and p could be at a. Observe that the triangles aqt, bsp, cur and prt cover the triangle T
and therefore one of them must contain at least εn/4 points of P . Each of these triangles are
of the following type: at least two of the corners are in P and all sides contain at least two
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points of P . We call such triangles anchored triangles. Thus we can again restrict ourselves
to the problem of anchored triangles containing εn points.

Let O be the set of all anchored triangles. Let O′ = {o1, . . . , ot} be a maximal set of t
triangles from O such that oi ∩ P = εn and |oi ∩ oj ∩ P | ≤ εn/2.
I Claim 5. |O′| ≤ 2 · f( cε · log 1/ε, 2c log 1/ε), where f(n, l) is the maximum number of
≤ l-sized subsets induced by objects in O given any set of n points, and c is some fixed
constant.

Proof. The proof is via the probabilistic method. Pick each point of P independently at
random with probability p = c/(2εn) · log 1/ε to get a random sample S.
I Fact 1. With probability at least 1/2, the sets oi ∩ S, i = 1 . . . t, are distinct and
|S| ≤ c/ε · log 1/ε.

Proof. Consider the range space (P,R′), where R′ = {(oi \ oj) ∩ P | ∀1 ≤ i < j ≤ t}.
First note that from the definition of O′, we get that each set in R′ has size at least
εn− εn/2 = Θ(εn). Second, we use the fact that ranges induced by polygons with k sides
have VC-dimension at most 2k + 1 [14]; it is easy to see that R′ is a subset of the ranges
induced by polygons (or union of polygons) with at most 9 sides (overall), and so the
VC-dimension of R′ is at most 19. Then by the Haussler-Welzl theorem [10], for c > 19 · 4,
with probability at least 3/4, S is an ε-net for (P,R′). Now observe that if oi ∩ S = oj ∩ S,
then the set (oi \ oj) ∩ S is empty, a contradiction to the fact that S is an ε-net for R′.

Finally, from standard concentration estimates from Chernoff bounds, it follows that
|S| ≥ c/ε · log 1/ε with probability at most 1/4. J

For each oi ∈ O′, let Xi be the random variable which is 1 if |oi ∩ S| ≥ 2c log 1/ε, and 0
otherwise. Then
I Fact 2. With probability greater than 1/2,

∑
Xi ≤ t/2.

Proof. For a fixed i, by linearity of expectation:

E[|oi ∩ S|] = c/2 · log 1/ε

By Markov’s inequality applied to each Xi,

Pr[Xi = 1] = Pr[|oi ∩ S| ≥ 2c · log 1/ε] = Pr[|oi ∩ S| ≥ 4 · E[|oi ∩ S|]] ≤ 1/4

Hence the expected value of Y =
∑
Xi is:

E[
∑

Xi] =
∑

E[Xi] =
∑

Pr[Xi = 1] ≤ t/4

By Markov’s inequality applied to Y , we get that

Pr[
∑

Xi ≥ t/2] ≤ E[
∑

Xi]/(t/2) ≤ 1/2

So with probability greater than 1/2, at least half the sets of O′ contain at most 2c log 1/ε
points of S. J

Therefore, putting together Fact 1 and Fact 2, there exists a subset S of size (c/ε) log 1/ε
such that oi ∩ S are distinct for all objects in O′, and for at least |O′|/2 of the objects in O′,
we have |oi ∩ S| ≤ 2c log 1/ε.

Let f(n, l) be the number of distinct subsets of size at most l that can be achieved by
intersection with objects in O. These are called ≤ l-sets (the most extensively studied case
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is for halfspaces in Rd). So in our case above, each oi ∩ S formed by these |O′|/2 objects is a
≤ l-set of S, where l = 2c log 1/ε. By the bound on number of ≤ l-sets for k-sided polygons,
we get

|O′|/2 = f(|S|, l) = f((c/ε) log 1/ε, 2c log 1/ε)
This gives the required bound on |O′|. J

Take this set O′ of maximal objects, each containing εn points of P , and every pair of objects
in O′ intersecting in less than εn/2 points. For each object oi ∈ O, do the following: apply
the simplicial partition theorem to oi ∩ P with the parameter t, which is a large enough
constant, to get a partition of oi ∩ P into t sets of size Θ(|oi ∩ P |/t). Add each of these t
sets to the ε-Mnet U for P .
I Claim 6. U is an ε-Mnet for the primal set-system defined by P and O, of size O(|O′|).

Proof. First note that each set added to U had size Θ(|oi ∩ P |/t) = Θ(εn). And the number
of such sets is O(|O′| · t) = O(|O′|). It remains to show that any object containing εn points
of P contain one set of U .

Take any object o containing εn points of P . By the maximality of O′, there exists
oi ∈ O′ such that |o∩ oi| ≥ εn/2. Furthermore, of all the sets in the simplicial partition of oi,
each edge of ∂o can intersect only O(

√
t) sets; so in total the boundary of o can intersect at

most O(d
√
t) sets. Each of these sets has O(|oi ∩ P |/t) points. So these sets can contribute

at most O(d
√
t · |oi ∩P |/t) points of oi to the object o. Taking t = αd for some large enough

constant α, this is less than εn/2. Therefore o must contain a point in oi which lies in a
partition for oi not intersecting ∂o, i.e., the partition lies completely inside o. J

I Claim 7. f(n, l) ≤ ln3.

Proof. The proof is folklore, and follows by standard application of the Clarkson-Shor
method [14]. For completeness we sketch it here. An anchored triangle abc can be of two
types - either all corners are in P or exactly two corners, say a and b, are in P and there is
a point p ∈ P on ac and another point q ∈ P on bc. The number of anchored triangles of
the first type is clearly at most

(
n
3
)
. Thus we only need to bound the number of anchored

triangles of the second type with at most l points in the interior. We first consider the case
when l = 0, i.e., anchored triangles of the second type with no point of P in the interior.
For such triangles, observe that fixing the points a, b and p determines q. If there were two
points q and q′ then it can be easily shown that one of anchored triangles T1 determined by
a, b, p and q and T2 determined by a, b, p and q′ is non-empty - either T1 contains q′ or T2
contains q. Thus the number of such triangles is at most

(
n
3
)
.

Let N denote the number of anchored triangles of the second type with at most l points
in the interior. Let Q be a subset of P obtained by picking each point of P independently
with probability p = 1/l. The expected number of empty anchored triangles of the second
type determined by Q is at most the expected number of triples in Q which is p3(n

3
)
since

every triple in P appears as a triple in Q with probability p3. At the same time, each of
the N anchored triangles with at most l points in the interior becomes an empty anchored
triangles in Q with probability p4(1 − p)l. Thus the expected number of empty anchored
triangles in Q is at least Np4(1− p)l. Thus Np4(1− p)l ≤ p3(n

3
)
. Since p = 1/l, it follows

that N = O(ln3). J

Triangles and k-sided polygons. Finally, the proof for the size of ε-Mnet for triangles and
k-sided polygons follows from Claims 5, 6 and 7. We now sketch the proof of the other cases
along the above lines.
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Lines, strips, cones. For sets induced by lines, strips, cones in the plane, one can follow
the above proof. The function f(n, l) correspondingly denotes the number of subsets of size l
induced by the objects of the appropriate type (lines, strips, cones). For lines, f(n, l) = O(n2),
for strips it is O(n2l) and for cones it is O(n2l2). The proof then follows from the above
claims.

Rectangles intersecting a common line l. As each rectangle contains εn points and inter-
sects l, for each rectangle R, take the portion of the rectangle on the side of l that contains
at least εn/2 points. We can construct εn/2-Mnets for the two sides of l separately.

So consider the rectangles anchored on l lying on the same side containing εn/2 points of
P . Call this set O. As before, let O′ be the maximal subset of O such that i) every pair
of rectangles in O′ share at most εn/10 points, and ii) each rectangle contains εn/2 points.
These form pseudo-disks (i.e., no two rectangles pierce each other) and by the result of [18],
|O′| = O(1/ε). Now Claim 6 implies that one can construct ε/2-Mnet of size O(1/ε).

Disks. By standard Veronese map, points P and disks D can be lifted to halfspaces H in
R3 such that each point is lifted to a point in R3 and each disk is lifted to a halfspace in R3

in such a way that their incidences are preserved. Now the required bound follows from the
result for halfspaces in R3.

Lower-bounds

I Theorem 6. For every ε > 0 and k an integer, there exists a set P of n points in the
plane, and a set D of Ω( 1

εd+1 ) curves of degree at most d, such that i) each curve contains
εn points of P and, ii) no two curves share more than εn/k points of P .

Proof. For the lower-bound on the size of 1
k heavy ε-Mnet, consider the grid G = [dk]× [ 1

ε ]
in the plane for some d ≥ 1, where [r] denotes the set {0, · · · , dre − 1}. Now, consider
univariate functions of x of the form y =

∑d
i=0 aix

i where each ai is an integer in [ 1
ε(d+1)(dk)i ].

Clearly there are at least Ω(
∏d
i=0

1
ε(d+1)(dk)i ) = Ω( 1

εd+1 ) of these polynomials. Since for each
value of x ∈ [dk], the value of y is in [ 1

ε ], each of these curves contain dk points of G. Also,
since these are curves of degree at most d, no two intersect in more than d points. Let P
be the set of n points containing εn/dk copies of each of the points in G. We thus get a set
of Ω( 1

εd+1 ) curves of degree at most d, each of which contain εn points of P and no two of
which share more than εn/k points of P . J

I Corollary 7. This gives a lower bound of Ω( 1
εd+1 ) for 1

k -heavy ε-Mnets for range spaces
induced by curves of degree at most d in the plane.

Note that this immediately implies that for sets induced by lines in the plane, ε-Mnets
must have size Ω(1/ε2). Which in turn is a special case for strips and cones in the plane.

I Corollary 8. Any ε-Mnet for sets induced by lines, strips and cones in the plane must have
size Ω(1/ε2).

Finally, using standard linearization [14] (with Veronese maps), it is possible to lift a set
of polynomial curves of degree d and a set of points to R3d+2 so that each point in the plane
is lifted to a point in R3d+2 and each curve is lifted to a halfspace (i.e., the curve y = f(x)
becomes (y − f(x))2 ≤ 0, and each monomial of this expansion can be treated as a different
coordinate for the linearization). Thus we have the following:

I Corollary 9. Any ε-Mnet for sets induced by halfspaces in Rd must have size Ω( 1
εd(d−1)/3e ).
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Abstract
We investigate autoreducibility properties of complete sets for NEXP under different polynomial-
time reductions. Specifically, we show that under some polynomial-time reductions there are
complete sets for NEXP that are not autoreducible. We show that settling the question whether
every ≤p

dtt-complete set for NEXP is ≤p
NOR-tt-autoreducible either positively or negatively would

lead to major results about the exponential time complexity classes.
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1 Introduction

Autoreducibility was first introduced by Trakhtenbrot [11]. A set A is autoreducible if A
is reducible to A via an oracle Turing machine M such that M never queries x on input x.
Ambos-Spies [1] introduced the polynomial-time variant of autoreducibility, where the oracle
Turing machine now runs in polynomial time. Each notion of polynomial-time reduction
induces the corresponding notion of autoreducibility.

The main question that has drawn many researchers’ attention is whether complete sets
for various complexity classes are polynomial-time autoreducible. Over many years, many
results about autoreducibility of complete sets of different classes have been discovered.
Glaßer et al. [7] showed that all m-complete sets of the following complexity classes are
many-one autoreducible: NP, PSPACE, EXP, NEXP, ΣP

k , ΠP
k , and ∆P

k for k ≥ 1. Beigel
and Feigenbaum [10] showed that all Turing complete sets for any class ΣP

k , ΠP
k , ∆P

k , k ≥ 0,
are Turing autoreducible. Also, all Turing complete sets for NP are Turing autoreducible.

Resolving some open questions about autoreducibility would lead to major class separa-
tion results. Buhrman et al. [2] proved various autoreducibility results for many different
complexity classes and demonstrated strong evidence that studying structural properties of
the complete sets, especially the autoreducibility property, might be an important tool to
separate complexity classes. For example, if there exists a Turing complete set of NEXP that
is not Turing autoreducible, then EXP is different from NEXP.

We reinforce this belief with the following result. Let hypothesis A be the assertion that
every ≤p

dtt-complete set for NEXP is ≤p
NOR-tt-autoreducible. We prove that hypothesis A is

true if and only if NEXP = coNEXP. It follows immediately that ¬A implies NEXP 6= EXP.
We see that settling hypothesis A either positively or negatively solves important problems
about these classes.

With this motivation in mind, we study autoreducibility questions for NEXP. Buhrman
et al. [2] extensively studied autoreducibility for EXP. It is known that under many-one,
1-tt, 2-tt, and Turing reductions, all complete sets for EXP are autoreducible. Also for any
k ≥ 3, under ≤p

k-tt-reduction, there exists a complete set for EXP that is not autoreducible.
For NEXP, it is known that all many-one complete sets are autoreducible. Moreover, Glaßer
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et al. [6] took a next step to show that under 2-tt, disjunctive-truth-table, and conjunctive-
truth-table reductions, all complete sets for NEXP are autoreducible. We make progress
in this paper by proving non-autoreducibility of complete sets for NEXP under certain
polynomial-time reductions. In particular, we obtain the following results. (All definitions to
follow.)

For any positive integers s and k such that 2s − 1 > k, there is a ≤p
s-T -complete set for

NEXP that is not ≤p
k-tt-autoreducible.

There is a ≤p
T -complete set for NEXP that is not ≤p

tt-autoreducible.
There is a ≤p

3-tt-complete set for NEXP that is not honest ≤p
3-tt-autoreducible.

For any positive integer k, there is a ≤p
k-tt-complete set for NEXP that is not weakly

≤p
k-tt-autoreducible.

Proofs typically require intricate diagonalization arguments.
This paper is organized as follows. Section 2 contains notation and definitions about

many different polynomial-time reductions and autoreducibilities. In section 3, we obtain our
non-autoreducibility results for many different complete sets in NEXP. Section 4 contains
our result about hypothesis A. In section 5, we will show negative results in relativized
worlds for some open questions.

2 Preliminaries

Most notation and definitions are standard [9]. Strings are elements of {0, 1}∗. For every
string x, denote |x| to be the length of x. For every Turing machine M , L(M) denotes the
language accepted by the machine M . We denote MB to be an oracle Turing machine M
that accesses the oracle B. Also for every input x, M(x) is the outcome of the computation
of M on input x; i.e., M(x) = 1 if and only if M accepts input x. We assume that the pairing
function 〈. . .〉 is a one-to-one, polynomial-time computable function that can take any finite
number of inputs and its range does not intersect with 0∗. For every set A, the characteristic
function of A is denoted by A; that is, A(x) = 1 if x ∈ A and A(x) = 0 otherwise. Also |A|
denotes the cardinality of A.

For any two sets A and B, A is Turing-reducible to B in polynomial time, A≤p
TB, if

there exists a deterministic polynomial-time-bounded oracle Turing machine M such that
A = L(MB). Similarly, A≤p

k-TB if there exists a deterministic polynomial-time-bounded
oracle Turing machine M such that A = L(MB) and M asks no more than k queries for
any input x. In this paper, if we do not mention explicitly the running time of a reduction,
then that reduction is a polynomial time reduction. The reduction is nonadaptive, A≤p

ttB,
if the queries are independent of the oracle and so they do not depend on the answers
to the previous queries. Other notions of reductions are also considered. A set A is k-
truth-table-reducible to B, A≤p

k-ttB, if there exists a nonadaptive oracle Turing machine
MB that accepts A such that for any input x, the computation of MB on input x asks
no more than k queries. A set A is bounded-truth-table-reducible to B, A≤p

bttB, if there
exists some integer k such that A≤p

k-ttB. A set A is disjunctive-truth-table reducible to B
in polynomial time, A≤p

dttB, if there exists a polynomial time computable function f such
that for any x, f(x) = 〈q1, . . . , qk〉, and x ∈ A ⇐⇒ B(q1) ∨ · · · ∨ B(qk) = 1. Similarly, a
set A is conjunctive-truth-table reducible to B in polynomial time, A≤p

cttB, if there exists
a polynomial time computable function f such that for any x, f(x) = 〈q1, . . . , qk〉, and
x ∈ A ⇐⇒ B(q1)∧ · · · ∧B(qk) = 1. Other notions ≤p

k-dtt and ≤
p
k-ctt are defined analogously.

For any k-ary Boolean function α, a set A is α-truth-table reducible to B in polynomial
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time, A≤p
αttB, if there exists a polynomial time computable function f such that for any x,

f(x) = 〈q1, . . . , qk〉, and x ∈ A ⇐⇒ α(B(q1), . . . , B(qk)) = 1.
EXP =

⋃
{DTIME(2p(n)) | p is a polynomial} is the class of languages that can be decided

by a deterministic Turing machine in exponential time.
NEXP =

⋃
{NTIME(2p(n)) | p is a polynomial} is the class of languages that can be

decided by a nondeterministic Turing machine in exponential time.
Throughout this paper, let {NEXPi}i≥1 be an enumeration of all nondeterministic

exponential time Turing machines. Also we assume that the computation of NEXPj on input
x has running time that is bounded by 2|x|j .

Let K = {〈i, x, l〉 | NEXPi accepts input x within l steps} be a canonical complete set
for NEXP, where l is encoded in a binary string.

For any oracle Turing machine MB, let Q(MB , x) denote the set of all queries of the
computation of MB on input x.

I Definition 1 (Autoreducibility). For any reduction ≤, a set A is ≤-autoreducible if A ≤ A
via an oracle Turing machine MA such that for any x, x /∈ Q(MA, x). We call M an
autoreduction of A by ≤-reduction. The reduction ≤ can apply to any reductions, specifically,
all those that we mention above, such as ≤p

T ,≤
p
tt ,≤

p
k-tt ,≤

p
dtt , etc.

Honest reductions are discussed in [8] and [5]. Informally, in honest reductions, the strings
queried to the oracle cannot be too short compared to the input length. In this paper, we
use a stronger notion of honest reductions, where strings queried cannot be either too short
or too long compared to the input length. Its formal definition is as follows.

I Definition 2 (Honest truth-table reduction). Given any two sets A and B and an arbitrary
positive number c ≥ 1, we define an honest truth-table reduction ≤h-c

tt as follows: A≤h-c
tt B

if there exists a nonadaptive Turing machine M with oracle B such that MB accepts x if
and only if x ∈ A and for any input x, all queries q made to oracle B have length satisfying
|x|1/c ≤ |q| ≤ |x|c.

I Definition 3 (NOR-reduction). Given any two sets A and B, we define a NOR-truth-table
reduction ≤p

NOR-tt as follows: A≤p
NOR-ttB if there exists a nonadaptive Turing machine M

with oracle B such that for any input x, letting q1, . . . , qk be all queries of MB on input x,
then x ∈ A ⇐⇒ q1 /∈ B ∧ · · · ∧ qk /∈ B.

I Definition 4 (Weak-reduction). Given any two sets A and B, we define a weak truth-table
reduction ≤p

tt-w as follows: A≤p
tt-wB if and only if there exist two polynomial computable

functions f and g such that for any input x, f(x) = 〈q1, . . . , qk〉, g(x) = h(α1, . . . αk) is a
Boolean function with k variables α1, . . . αk such that h is neither an OR nor a NOR Boolean
function, and x ∈ A ⇐⇒ h(B(q1), . . . , B(qk)) = 1.

3 Non-autoreducible sets for NEXP

I Theorem 5. For any positive integers s and k such that 2s−1 > k, there is a ≤p
s-T -complete

set for NEXP that is not ≤p
k-tt-autoreducible.

Proof. Let {Mj}j≥1 be an enumeration of all ≤p
k-tt-reductions. Assume that Mj on input

x runs in time |x|j . We will construct a set B such that K≤p
s-TB but B is not ≤p

k-tt-
autoreducible. Recall that K, which is defined in the Preliminaries section, is a canonical
complete set for NEXP.

The ≤p
s-T -reduction from K to B will be as follows: we build a full binary tree of height s.

This tree has exactly 2s − 1 nodes. We number the nodes from top to bottom, left to right,
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by using numbers 0, 1, . . . , 2s− 2; i.e. the root node will be numbered 0, then its two children
will be 1 and 2, etc. Then for any string x, each node i will be labeled by the pair 〈x, i〉.
From now on, for every such x, T (x) is such a query tree, and for every node N , N is referred
as a node itself or its label interchangeably. Also for any two nodes N1 and N2 such that
one node is an ancestor of another node, denote P(N1,N2) to be a unique path from N1
to N2. For every node N , denote the left path L(N ) to be a path from N to a leaf node
by just traversing left. The right path R(N ) is defined similarly. Those labels are possible
queries that can be asked to the oracle B by this reduction. Specifically, start at the root
node, and if the current query is node N , if the answer is YES, i.e. N ∈ B, then the next
query will be N ’s left child; otherwise the right child will be asked. The reduction accepts if
and only if the last query (certainly, it is one of the leaf nodes) belongs to B. Define the
sequence {yn}n≥0 such that y0 = 1 and yn+1 = 2yn

n + 1 for every n ≥ 0. Now we construct
such a set B that satisfies the above reduction. At the same time, we want to diagonalize
against all MB

n such that MB
n accepts 0yn if and only if 0yn /∈ B. The set B is constructed

in each stage as follows. Initially we set B = ∅.
At stage n, suppose that the set B has been constructed such that all strings of length

up to yn−1
n−1 have already been encoded into B appropriately to make the above reduction

work. We will encode all strings of length between yn−1
n−1 + 1 and ynn into B in this stage.

Compute Q that is the set of all queries q of Mn on input 0yn such that q = 〈x, i〉,
i ≤ 2s − 1, and yn−1

n−1 + 1 ≤ |x| ≤ ynn . Denote P to be the set of all x such that 〈x, i〉 ∈ Q
for some 0 ≤ i ≤ 2s − 1. And for each x ∈ P , denote P x to be the set of all 〈x, i〉 such that
〈x, i〉 ∈ Q and 0 ≤ i ≤ 2s − 1.

For each x in P , consider set P x. Notice that |P x| ≤ k < 2s − 1. Consider the query tree
T (x):

Case 1: If all leaf nodes are in P x, then there are some internal nodes such that they are
not in Px. Let N be the smallest node in the set of those nodes. Put N into B if and
only if x ∈ K. Also for every node N ′ in L(N ) and N ′ 6= N , add N ′ to B. Finally for
every node N ′ in the path P(Root,N ), add N ′ to B if and only if its left child node is
in the path.
Case 2: If there are some leaf nodes that are not in P x, let N be the smallest node in the
set of those nodes. Add N to B if and only if x ∈ K. For every node N ′ in P(Root,N ),
add N ′ to B if and only if its left child is in that path.

For every x /∈ P such that yn−1
n−1 + 1 ≤ |x| ≤ ynn , put 〈x, 2s − 1〉 into B if and only if x ∈ K.

After all those steps are done, put 0yn into B if and only if MB
n rejects 0yn .

That is how B is constructed. It is straightforward to see that the construction satisfies
two properties: K≤p

s-TB and B is not ≤p
k-tt-autoreducible.

I Claim 6. B ∈ NEXP

Proof. Notice that all elements of B have one of two forms 0∗ and 〈x, i〉 where 0 ≤ i ≤ 2s−1.
For any input of any other form, it just rejects immediately.

Given an input b, consider the following cases:
b = 0yn for some n (otherwise, b /∈ B). Then by the construction,

0yn ∈ B ⇐⇒ MB
n rejects 0yn .

So if we know how to resolve all queries made to oracle B then it is easy to determine
whether MB

n accepts 0yn in exponential time. Now notice that in the above construction,
for every query q, it can be resolved by considering the query tree and it does not depend
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on the membership of some x in K. In this case membership in B can be answered
deterministically in exponential time.
b = 〈x, i〉 for some 0 ≤ i ≤ 2s − 1. By considering the query tree T (x), there are two
cases:

The membership of b in B can be determined straightforwardly, based on the above
construction, and does not depend on whether x ∈ K or not.
b ∈ B ⇐⇒ x ∈ K. In this case, we can simulate the machine to accept K on an input
x. Notice that |x| < |b|, so it can be done nondeterministically in exponential time.

Thus, B ∈ NEXP J

Hence, B is a ≤p
s-T -complete set for NEXP that is not ≤p

k-tt-autoreducible. J

Glaßer et al. [6] showed that every ≤p
2-tt-complete set for NEXP is ≤p

2-tt-autoreducible.
Theorem 5 is somehow “tight” in case s = 2 and k = 2. The following corollary separates
the notions of ≤p

2-T and ≤p
2-tt .

I Corollary 7. There is a ≤p
2-T -complete set for NEXP that is not ≤p

2-tt-complete.

It has been known that there is a Turing complete set for EXP that is not ≤p
tt-autoreducible

[4]. We want to remark that Buhrman et al. [3] showed that there is a set that is Turing
complete but not ≤p

tt-complete for NEXP. Moreover, their construction technique can be
adapted to show that for any positive integers s and k such that 2s−2 > k, there is a ≤p

s-T -
complete set for NEXP that is not ≤p

k-tt-autoreducible, which is weaker than what Theorem 5
states. By adding a minor trick to the proof in Theorem 5 or cleverly adapting the technique
in [3], we can separate the Turing-completeness notion from the ≤p

tt-autoreducibility notion
in NEXP, as opposed to Turing-completeness versus ≤p

tt-completeness in [3].

I Corollary 8. There is a Turing complete set for NEXP that is not ≤p
tt-autoreducible.

Proof. Notice that in this case, the Mn autoreduction will not ask just k queries on input
0yn , but it can ask up to ynn queries, because its running time on input 0yn is bounded by
ynn . Another modification is that the reduction from K to B will now need to ask more
queries, say |x|2 adaptive queries; that also means the query tree will have height |x|2.
With this trick in mind, in the construction algorithm of B at stage n, for every x in P ,
|P x| ≤ ynn = (2y

n−1
n−1 + 1)n < 2y

2(n−1)
n−1 < 2|x|2 . So the number of nodes in the query tree

T (x) will be bigger than the number of queries of Mn on input 0yn . In cases 1 and 2 the
construction will work similarly. J

Now we consider the more difficult question of whether every ≤p
3-tt-complete set for

NEXP is ≤p
3-tt-autoreducible. Notice that the above technique cannot be used, because the

number of options to encode every x in K into B is no more than the number of queries of
MB
n on input 0yn ; both are equal 3 in this case. This difficulty arises because we have no

“room” for the encoding and diagonalization at the same time. We need to use a different
technique to resolve that issue.

I Theorem 9. For any number c, there is a ≤p
2-T -complete set for NEXP that is not

≤h-c
3-tt-autoreducible.

Proof. Let {Mi}i≥1 be a standard enumeration of all ≤h-c
3-tt-autoreductions clocked such that

Mi runs in time ni. We will construct a ≤p
2-T -complete set B for NEXP incrementally in

each stage and diagonalize against all autoreductions Mi. We define the sequence {yn}n≥1
recursively as follows: y1 = 1 and yn+1 = max(ynn , yc

2

n ) + 1 for all n ≥ 1.
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In each stage, we construct B such that the following procedure is the ≤p
2-T -reduction

that reduces K to B. Given any input x, ask a query 0m to oracle B, where m is a number
that is bounded by some polynomial in |x|. If the answer is YES, then accept x if and only
if 〈0, x〉 ∈ B. If the answer is NO, then accept x if and only if 〈1, x〉 ∈ B. Obviously if B
satisfies this condition, then B is ≤p

2-T -hard for NEXP.
The detail of how B is constructed will be as follows.
Initially B = ∅.
Suppose at stage n, the set B is constructed up to length yn − 1. At this stage, we will
add appropriate strings of length between yn and yn+1 − 1 to accomplish two things:
encoding K into B and diagonalize, using the string 0yc

n , against the autoreduction Mn

that asks no more than 3 queries. Therefore, in the following steps, if Mn asks more than
3 queries, then the diagonalization task will be skipped to the next stage.

Consider the following case where queries of MB
n on input 0yc

n are 〈0, q1〉, 〈1, q2〉, and
〈1, q3〉 and the Boolean truth-table function is f(a, b1, b2). In other words, MB

n accepts
0yc

n if and only if f(B(〈0, q1〉), B(〈1, q2〉), B(〈1, q3〉)) = 1. (Lack of space does not permit a
complete proof of this Theorem.)

I Lemma 10. For any Boolean function f(a, b1, b2), at least one of the following statements
must be true:

There exist two Boolean functions g1(a) and g2(a), where g1(a) and g2(a) are one of a, 0,
or 1, such that f(a, g1(a), g2(a)) = 0 for every a.
There exists a Boolean function h(b1, b2), where h(b1, b2) is one of 0, 1, b1, b2, b1 ∧ b2, or
b1 ∨ b2, such that f(h(b1, b2), b1, b2) = 1 for every b1 and b2.

Suppose that we have f(b1 ∨ b2, b1, b2) = 1, for every b1 and b2 ( in this case, we are
considering Statement 2 in the above lemma). Then if we set B(〈1, q2〉) = 1 if q2 ∈ K,
B(〈1, q3〉) = 1 if q3 ∈ K, and B(〈0, q1〉) = B(〈1, q2〉)∨B(〈1, q3〉). Also B(0yc

n) = 0. It is easy
to verify that 0yc

n /∈ B and MB
n accepts 0yc

n . So the diagonalization can be achieved by this
fact.

Moreover by this setting, the reduction K≤p
2-TB can be obtained correctly too. Notice

that 0yc
n /∈ B. Thus, q2 ∈ K if and only if 〈1, q2〉 ∈ B. Similarly for 〈1, q3〉. This fact is

correctly reflected in the above setting.
Last but not least, we need B to be in NEXP. Consider whether 〈1, q2〉 ∈ B. Notice that

it is equivalent to the question whether q2 ∈ K, which can be solved nondeterministically in
exponential time. A more difficult question is whether 〈0, q1〉 is in B. By B’s construction,
B(〈0, q1〉) = B(〈1, q2〉) ∨B(〈1, q3〉). By this fact, 〈0, q1〉 is in B if one of the two strings q2
and q3 is in B. This condition can also be solved nondeterministically in exponential time.
In summary, B is in NEXP.

By our construction we obtain three properties: ≤p
2-T -hardness of B, B is in NEXP,

and B is not autoreducible. That is, B is the set that we want to construct to prove this
theorem. J

We note that Lemma 10 cannot be generalized to a Boolean function of 4 variables
a1, a2, b1, b2 or more because we found a counterexample in that case. We obtained the
counterexample by writing a program to list all possible Boolean functions of 4 variables,
and then for each function checking whether it satisfies the two statements in Lemma 10.
So the proof of Theorem 9 cannot be generalized to work with ≤p

k-tt-reductions for k ≥ 4.
Nevertheless, the following theorem will show non-autoreducibility for ≤p

k-tt-reductions if we
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reduce the power of the ≤p
k-tt-autoreduction by not allowing the truth-table function to be

an OR or a NOR.

I Theorem 11. For any positive integer k, there is a ≤p
k-tt-complete set for NEXP(EXP)

that is not weakly ≤p
k-tt-w-autoreducible.

Proof. Let {Mj}j≥1 be an enumeration of polynomial-time weak ≤p
k-tt-autoreductions. For

each j ≥ 1, assume that Mj on input x runs in time |x|j . Denote α1, . . . , αk to be the
lexicographically first k strings of length dlog ke. We will construct a set B with the following
property: x ∈ K ⇐⇒ there exists a j, 1 ≤ j ≤ k, and 〈αj , x〉 ∈ B, which ensures that
K≤p

k-ttB, and then B is ≤p
k-tt-hard for NEXP. We also need B so that for any n ≥ 1, the

following property holds: 0yn ∈ B ⇐⇒ MB
n rejects input 0yn , which ensures that Mn is

not an autoreduction of B. (The value of yn will be chosen later in the proof) Then we can
conclude that B is not autoreducible.

We construct B in stages. In each stage, we will encode K into B and diagonalize against
all weak ≤p

k-tt-reductions using the string 0yn simultaneously to obtain those above two
properties.

Before going into detail of how B is constructed, we define the sequence {yn}n≥0 such
that y0 = 1 and yn+1 = 2yn

n + 1 for every n ≥ 0. B is constructed in each stage as follows.
Initially we set B = ∅. At stage n, suppose that B is already constructed up to strings of

length yn−1
n−1 . We will encode appropriately all strings of length between yn−1

n−1 + 1 and ynn
into B.

Let Q be the set of all queries q of Mn on input 0yn such that |q| > yn−1
n−1 . Let P = {x |

there exists a 1 ≤ j ≤ k such that 〈αj , x〉 ∈ Q}. For every x ∈ P , denote P x = {〈αj , x〉 |
〈αj , x〉 ∈ Q}.

Now we consider the following cases:
If |P x| < k for all x, then for every x ∈ P , denote t to be the smallest number such that
〈αt, x〉 /∈ Q. Put 〈αt, x〉 into B if and only if x ∈ K. Also for every x /∈ P , put 〈α1, x〉
into B if and only if x ∈ K. Finally, put 0yn into B if and only if MB

n rejects 0yn .
If |P x| = k for some x, consider the Boolean truth-table function g of Mn on input 0yn ,
we have two following cases:

If g(0, 0, . . . , 0) = 0, then let c1, . . . , ck be the lexicographically smallest non-zero value
such that g(c1, . . . , ck) = 0. For every ci such that ci = 1, put 〈αi, x〉 into B if and
only if x ∈ K. Also for every x /∈ P , put 〈α1, x〉 into B if and only if x ∈ K. Finally
put 0yn into B.
If g(0, 0, . . . , 0) = 1, then let c1, . . . , ck be the lexicographically smallest non-zero value
such that g(c1, . . . , ck) = 1. For every ci such that ci = 1, put 〈αi, x〉 into B if and
only if x ∈ K. Also for every x /∈ P , put 〈α1, x〉 into B if and only if x ∈ K.

This concludes the construction of B. The following lemma claims the time complexity of B.

I Lemma 12. B ∈ NEXP.

Proof. Given an input b, one of the following cases can happen:
Case 1: If b has the form 0∗: if |b| 6= yn for all n then reject. Otherwise, compute the set
Q of all queries when running a Turing machine MB

n on input 0yn . Notations of P and
P x are defined similarly to B’s construction above.

If |P x| < k for all x, then simulate the Turing machine MB
n on input 0yn . Whenever a

query q is asked, the answer from oracle B will be resolved as follows:
∗ If |q| > yn−1

n−1 , then answer NO.
∗ Otherwise, check whether q ∈ B recursively.
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If |P x| = k for some x. Then let g be a Boolean truth-table function of MB
n on input

0yn .
∗ If g(0, . . . , 0) = 0 then accept.
∗ Otherwise, reject.

Case 2: b = 〈αi, x〉 for some αi (if b 6= 〈αj , x〉 for all j then just reject)
Compute the number n such that yn−1

n−1 < |b| ≤ ynn .
Consider sets Q, P , and P x as above when running MB

n on input 0yn . We have the
following cases:

If |P y| < k for every y ∈ P : If b ∈ Q then reject. Otherwise, accept if and only if i = 1
and x ∈ K.
If |P y| = k for some y ∈ P : If x 6= y then accept if and only if i = 1 and x ∈ K.
Otherwise, if x = y, let g be a Boolean truth-table function of Mn on input 0yn .
Consider the two following cases:
∗ If g(0, . . . , 0) = 0. Let c1, . . . , ck be the lexicographically smallest non-zero value

such that g(c1, . . . , ck) = 0. Accept if and only if ci = 1 and x ∈ K.
∗ If g(0, . . . , 0) = 1. Let c1, . . . , ck be the lexicographically smallest non-zero value

such that g(c1, . . . , ck) = 1. Accept if and only if ci = 1 and x ∈ K.
Now we will analyze the running time of the above tasks. The most expensive tasks will be
described as follows:

The number n can be determined in polynomial time in terms of length of input b.
The query set Q and the truth-table function g can be computed in time ynn , which is no
more than O(2|b|2).
In case 1, to recursively check whether the query q of length smaller than yn−1

n−1 belongs

to B or not deterministically takes time 22y
n−1
n−1 , which is no more than 2yn = 2|b| (Recall

that in this case, b = 0yn).
Determining whether x belongs to K can be done nondeterministically in 2|x| < 2|b|.

We conclude that B ∈ NEXP. J

I Lemma 13. K≤p
k-ttB.

Proof. In B’s construction, for every x that is in K, we encode at least one of the following
strings 〈α1, x〉 . . . 〈αk, x〉 into B. Strings that do not belong to K are not encoded into B. It
follows that K≤p

k-ttB. J

It is not hard to see that B is not weakly ≤p
k-tt-autoreducible, so by Lemma 12 and

Lemma 13, B is a ≤p
k-tt-complete set for NEXP that is not weakly ≤p

k-tt-autoreducible. J

The above proof also yields the following corollary:

I Corollary 14. For any positive integer k, there is a ≤p
k-dtt-complete set for NEXP(EXP)

that is not weakly ≤p
k-tt-autoreducible.

4 Implications

We begin with the following theorem.

I Theorem 15. Every ≤p
dtt-complete set for EXP is ≤p

NOR-tt-autoreducible.

Glaßer et al. [6] also showed that every ≤p
dtt-complete set for EXP is ≤p

dtt-autoreducible.
Then by Theorem 15, Corollary 14 is somehow “tight” for EXP.
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Algorithm 1 Algorithm to decide B. Input is of the form 〈0i, x〉.
Q := Q(Mi, 〈0i, x〉) // Set of all queries of Mi on input 〈0i, x〉
If (x /∈ Q) Then

If (x /∈ A) Then
Accept

Else
Reject

EndIf
Else

Reject
EndIf

Algorithm 2 Autoreduction algorithm for A. Input string is x.
Q := {q1, . . . , qk} := Q(Mj , 〈0j , x〉)
If x /∈ Q Then

If ((q1 /∈ A)&&(q2 /∈ A)&& . . . &&(qk /∈ A)) Then
Accept

Else
Reject

EndIf
Else

Reject
EndIf

Proof. Let A be a ≤p
dtt-complete set for EXP. We will show that A is also ≤p

NOR-tt-
autoreducible.

Let {Mi}i≥1 be a standard enumeration of all ≤p
dtt-reductions such that Mi runs in time

pi(n) = ni on inputs of size n.
Consider a set B containing elements of the form 〈0i, x〉 that are decided by Algorithm 1.

Obviously B ∈ EXP.
Since A is the ≤p

dtt-complete set for EXP, B≤p
dttA by some disjunctive truth-table

reduction Mj . For any x, if x is one of queries of Mj on input 〈0j , x〉, then 〈0j , x〉 /∈ B. This
fact implies that for all queries q, including x, q /∈ A. Then x /∈ A. If x is not one of the
queries q1, . . . , qk of Mj on input 〈0j , x〉, then x ∈ A ⇐⇒ 〈0j , x〉 /∈ B ⇐⇒ qi /∈ A for all i.

Based on that observation, we have the autoreduction algorithm for A described in
Algorithm 2.

Observe that this is a ≤p
NOR-tt-autoreduction. Thus A is ≤p

NOR-tt-autoreducible. J

Recall that every ≤p
k-dtt-complete set for NEXP is ≤p

k-dtt-autoreducible [6]. Also every
≤p

k-dtt-complete set for EXP is both ≤p
k-dtt-autoreducible [6] and ≤p

NOR-k-tt-autoreducible.
We want to know whether the same holds for NEXP; that is, whether every ≤p

k-dtt-complete
set for NEXP is also ≤p

NOR-k-tt-autoreducible. Settling this question would lead to important
complexity class results.

I Theorem 16. For any positive integer k, every ≤p
k-dtt-complete set for NEXP is ≤p

NOR-k-tt-
autoreducible if and only if NEXP = coNEXP.

Proof. Suppose every ≤p
k-dtt-complete set for NEXP is ≤p

NOR-k-tt-autoreducible. Notice that
K, the canonical complete set of NEXP, is also ≤p

k-dtt-complete. By the assumption, K is
≤p

NOR-k-tt-autoreducible.
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Algorithm 3 NOR-Autoreduction algorithm for A. Input string is x.
〈q1, . . . , qk〉 ← f(x)
For i:= 1 to k do

If (x = qi) Then
Reject and Terminate

EndIf
EndFor
If ((q1 /∈ A)&& . . . &&(qk /∈ A)) Then

Accept
Else

Reject
EndIf

Let f be the autoreduction of K. That is, for every x, f(x) = 〈q1, . . . , qk〉, x 6= qi for all
i, and x ∈ K ⇐⇒ q1 /∈ K ∧ · · · ∧ qk /∈ K. We have the following fact:

x ∈ K ⇐⇒ x /∈ K ⇐⇒ q1 ∈ K ∨ · · · ∨ qk ∈ K.

So K̄≤p
k-dttK. Because K ∈ NEXP, we have K ∈ NEXP. Therefore, NEXP = coNEXP.

To prove the other direction, suppose NEXP = coNEXP. Let A be any ≤p
k-dtt-complete

set for NEXP. We show that A is also ≤p
NOR-k-tt-autoreducible. Note that A ∈ NEXP. Hence,

A≤p
k-dttA by some polynomial-time function f . In other words, for any x, f(x) = 〈q1, . . . , qk〉

and x ∈ A ⇐⇒ q1 ∈ A ∨ q2 ∈ A ∨ · · · ∨ qk ∈ A.
Rewriting this, we have x ∈ A ⇐⇒ q1 /∈ A∧ q2 /∈ A∧ · · · ∧ qk /∈ A. Observe that if there

is some i, i = 1, . . . , k such that qi = x then x /∈ A. Because otherwise, it contradicts to
the preceding fact. Based on these observations, we have the ≤p

NOR-k-tt-autoreduction for A
described in Algorithm 3. Hence, A is ≤p

NOR-k-tt-autoreducible. J

I Corollary 17. For any positive integer k, if there is a ≤p
k-dtt-complete set for NEXP that

is not ≤p
NOR-k-tt-autoreducible, then NEXP 6= EXP.

Proof. The proof follows directly from either Theorem 15 or Theorem 16. J

In the following section, we will show a partial result about NOR-autoreducibility for a
≤p

dtt-complete set for NEXP in the relativized world.

5 Relativization

While the question whether every ≤p
dtt-complete set for NEXP is ≤p

NOR-tt-autoreducible is
still open, we can prove that it does not hold in a relativized world.

I Theorem 18. Relative to some oracle B, there is a ≤pB

m -complete set for NEXPB that is
not ≤pB

NOR-tt-autoreducible.

Proof. Let {MB
j }j≥1 be an enumeration of polynomial-time ≤pB

NOR-tt-autoreductions. Notice
that MB

j can now access oracle B.
Let {NEXPBi }i≥1 be an enumeration of all nondeterministic exponential time oracle Turing

machines. For each j ≥ 1, suppose that nj bounds the running time of MB
j and 2nj bounds

the running time of NEXPBj . Let KB = {〈i, x, l〉 | NEXPBi accepts input x within l steps},
where l is encoded in a binary string, be a canonical complete set for NEXPB .
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We will construct sets A and B with the property x ∈ KB ⇐⇒ 〈0, x〉 ∈ A, which
ensures that KB≤p

mA, and then A is ≤p
m-hard for NEXPB . We also need A and B so that

for any n ≥ 1, the following property holds: 0yn ∈ A ⇐⇒ MB,A
n rejects input 0yn (the

value of yn will be chosen later in the proof). These properties guarantee that MB
n is not an

autoreduction of A. Then we can conclude that A is not autoreducible for NEXPB .
We construct A and B together in stages. In each stage, we encode KB into A and

diagonalize against all ≤pB

NOR-tt-reductions using the string 0yn simultaneously to obtain
those above two properties.

We define the sequence {yn}n≥0 such that y0 = 1 and yn+1 = ynn + 1 for every n ≥ 0.
Suppose at stage n that the set A has already been constructed up to length yn − 1. At

this stage, we will construct A for strings of length between yn and yn+1 − 1. Now consider
all queries q of MB

n on input 0yn made to oracle A when |q| ≥ yn and q = 〈0, x〉 for some j.
Let Q be the set of all such queries q.

Consider the following cases:
1. If there is a query q′ such that |q′| < yn and q′ ∈ A. Then put 0yn into A and 〈02yn

, 0yn〉
into B. Finally, for all strings s = 〈0, x〉 and yn ≤ |s| < yn+1, put s into A if and only if
x ∈ KB .

2. Otherwise, ignore all queries of length smaller than yn. For every q′ = 〈0, x〉 ∈ Q such
that x ∈ KB , choose any accepting path of KB on input x and denote Qq′ to be the set
of all queries made in that path. Consider the following cases:
a. If no such q′ exists, then for all strings s = 〈0, x〉 and yn ≤ |s| < yn+1, put s into A if

and only if x ∈ KB .
b. Otherwise, let P be the union of Qq′ for all such q′. Notice that there are no more than
ynn such q′, and for every q′, |Qq′ | ≤ 2|x| < 2yn

n . Then, |P | < ynn2yn
n < 22yn . Therefore,

there exists a string t of length 2yn such that t /∈ P . Put 〈t, 0yn〉 into B. Put 0yn into
A. Finally, for all strings of s = 〈0, x〉 and yn ≤ |s| < yn+1, put s into A if and only if
x ∈ KB .

This concludes the construction of sets A and B.
Now we will briefly show that A belongs to NEXPB. To determine membership of an

input 0y, we just need to guess one string t of length 2y and ask one query 〈t, 0y〉 to oracle
B; accept if and only if the answer is YES. For other input of the form 〈0, x〉, accept if and
only if x ∈ KB . So A ∈ NEXPB .

To see that A is not reduced to itself by any ≤pB

NOR-tt-autoreduction, we will show that
for any Mn, MA,B

n accepts 0yn if and only if 0yn /∈ A. In case (1), because there is one
query q′ such that q′ ∈ A, by the NOR-tt reduction, MA,B

n rejects 0yn . Notice that putting
〈02yn

, 0yn〉 into B does not affect the membership of q′ in A. In case (2a), MA,B
n accepts 0yn

and in this case 0yn is not put into A, and then it makes MB
n not reduce A to itself. In case

(2b), MA,B
n does not accept 0yn and notice that putting 〈t, 0yn〉 into B does not affect the

memberships of all q′ in KB. And finally 0yn is added to A to make MB
n not reduce A to

itself.
It is easy to see that KB≤p

mA because we encode all strings x ∈ KB by 〈0, x〉 into A
and nothing else, except the strings of form 0∗. Hence, A is the many-one complete set for
NEXPB that is not ≤pB

NOR-tt-autoreducible. J

We note that Theorem 16 actually relativizes. So we have the following familiar corollary:

I Corollary 19. There is a set B such that relative to the oracle B, NEXPB 6= coNEXPB.
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Buhrman et al. [2] showed that relative to some oracle, there is a ≤p
2-T -complete set for

EXP that is not Turing autoreducible. Their technique also works for NEXP. I.e., we have
the following theorem:

I Theorem 20. Relative to some oracle, there is a ≤p
2-T -complete set for NEXP that is not

Turing autoreducible.

6 Open Questions

We know for any positive integers s and k such that 2s− 1 > k that there is a ≤p
s-T -complete

set for NEXP that is not ≤p
k-tt-autoreducible. We do not know what happens when 2s−1 ≤ k.

It is not known whether every Turing-complete set is Turing-autoreducible. Referring to
Theorem 9, the situation for ≤p

k-tt-reductions for k ≥ 4 is still open.

Acknowledgements. Our thanks to Nils Wisiol and Benedikt Budig for useful discussions
and feedback on drafts of this paper. Special thanks to Leen Torenvliet for his extensive
comments and corrections of an earlier version.
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Differentiability of polynomial time computable
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Abstract
We show that a real z is polynomial time random if and only if each nondecreasing polynomial
time computable function is differentiable at z. This establishes an analog in feasible analysis of
a recent result of Brattka, Miller and Nies, who characterized computable randomness in terms
of differentiability of nondecreasing computable functions.

Further, we show that a Martin-Löf random real z is a density-one point if and only if
each interval-c.e. function is differentiable at z. (To say z is a density-one point means that
every effectively closed class containing z has density one at z. The interval-c.e. functions are,
essentially, the variation functions of computable functions.)

The proofs are related: they both make use of the analytical concept of porosity in novel
ways, and both use a basic geometric fact on shifting dyadic intervals by 1/3.

1998 ACM Subject Classification F.1.1 Models of Computation

Keywords and phrases Polynomial time randomness, feasible analysis, differentiability, porosity

Digital Object Identifier 10.4230/LIPIcs.STACS.2014.602

1 Main results

Recent research in algorithmic randomness has focussed on its interactions with computable
analysis. Theorems from analysis stating the well-behaviour of a function almost everywhere
(in the sense of measure) form a rich source of such interactions: effective versions of such
theorems usually correspond to algorithmic randomness notions that have been studied in
other contexts. For instance, Brattka, Miller and Nies showed the following effective version
of a classical theorem due to Lebesgue.

I Theorem 1 ([5], Thm. 4.1). Let z ∈ [0, 1]. Then z is computably random ⇔ f ′(z) exists
for each nondecreasing computable function f : [0, 1]→ R.

Here, a real z is computably random if no computable betting strategy can make
unbounded profit when betting on the bits of a binary expansion of z; a nondecreasing
function f is computable if and only if f is continuous and f(q) is a computable real
uniformly in a rational q. A result of Demuth [8] set in constructive language can be
interpreted as the first theorem of this kind: Martin-Löf randomness of a real z corresponds
to the differentiability at z of all computable functions of bounded variation. Other results
along these lines are in [16, 17, 12].

An algorithm is called feasible if it can be carried out with bounded resources, which often
means a running time that is polynomial in the size of the input. In feasible randomness/
feasible analysis, the underlying algorithmic concepts are re-interpreted in terms of feasible
algorithms. For instance, a real z ∈ [0, 1] is called polynomial time random if no polynomial
time betting strategy can make unbounded profit on the initial segments of its binary
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expansion. Despite its naturalness and potential applications, this concept is still poorly
understood. First studied by Wang [18], its base-invariance was only recently shown [11].
Base-invariance means that to show the real z is non-random, we can equivalently bet on
the symbols in a base-b expansion of z, for any b > 2. (The proof used lower derivatives, a
concept from analysis.)

Our first main result, Theorem 4 below, is the full analog of Theorem 1 in the polynomial
time setting. We use a particular case of the base invariance proved in [11], namely that
polynomial time randomness is invariant under adding or subtracting 1/3.

Our second main result, Theorem 7 below, also starts from Theorem 1, but now relaxes
the effectiveness hypothesis on the nondecreasing functions f considered. Instead of being
computable, we only require that f is interval-c.e., which means that f(0) = 0 and the ternary
relation “q < f(y)− f(x)”, for q, x, y ∈ Q ∩ [0, 1] and x < y, is computably enumerable. We
show that the corresponding randomness notion obtained through Lebesgue’s theorem is
also one that had been previously studied: Martin-Löf randomness together with being a
density-one point. Another classical result, the Lebesgue density theorem [13] asserts that
for almost every point z in a measurable class C ⊆ [0, 1], the class is “thick” around z in that
the relative measure of C converges to 1 as one “zooms in” on z. C is called effectively closed
if its complement is an effective union of open intervals with rational endpoints. We say
that a real z is a density-one point if the assertion of this theorem holds for every effectively
closed class C. In Theorem 4 we show that a ML-random real z is a density-one point ⇔
f ′(z) exists for each interval-c.e. function f : [0, 1] → R. In fact we formulate Theorem 7
via a randomness condition that is known to be equivalent to being a Martin-Löf random
density-one point (Andrews et al.; see [10]): every left-c.e. betting strategy (technically: a
martingale as defined below) converges along the binary expansion of z.

The implication “⇐” is not hard to see: if a ML-random real z is not a density-one
point as shown by an effectively closed class P ⊆ [0, 1], then the interval-c.e. function
f(x) = λ([0, x]− P) is not differentiable at z (where λ denotes Lebesgue measure). Below,
we give an alternative argument using the martingale formulation.

Despite being at very different levels of effectiveness, our two main results can be proved
by similar methods. They can be broadly described as “geometric”, in the sense that measure
is not needed, because it suffices to talk about interaction of classes with intervals. One main
concept used is the following: a class C of reals is porous at a real z if C has ‘holes’ of fixed
positive proportion in arbitrarily small intervals containing z (see Subsection 2.1). Both
results rest on the fact that ill-behaviour of a function f at z (such as non-differentiability in
a particular way) means that a class related to f is porous at z. This implies that z is not
random in the appropriate sense. For instance, in the feasible case, porosity can be used
directly to construct a polynomial time betting strategy that succeeds on z.

The other ‘geometric’ ingredient was observed for instance by Morayne and Solecki [14]:
the endpoints of a basic dyadic interval of length 2−n, and the shift by 1/3 of another basic
dyadic interval of the same length, have to be apart by at least 2−n/3 (Subsection 3.2).

I thank Santiago Figueira and Alexander Galicki for helpful comments. I thanks Santiago
and his parents for providing their apartment in Miramar, Argentina where most of this
research was carried out.

1.1 Polynomial time randomness and differentiability
A Cauchy name is a sequence (pi)i∈N of rationals such that |pi − pk| ≤ 2−i for each k > i. It
is used to represent the real limi pi. For feasible analysis, one uses a compact set of Cauchy
names. A special Cauchy name is given by an infinite sequence b0, b1, . . . from {−1, 0, 1}ω.
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We let pi =
∑i
k=0 bk2−k. We call the bk the symbols of the special Cauchy name. If we want

to ensure that the represented real is in [0, 1], we ask that the sequence is 0∞, or starts with
0k1 . . . for some k ∈ N, or starts with 10k(−1) . . ., or is 10∞. Since we have a 3-element
input alphabet, a Turing machine (which has to rely on a fixed alphabet of symbols) can
process the initial segments of such a sequence.

A martingale is a function M : 2<ω → R+
0 such that 2M(σ) = M(σ0) +M(σ1) for each

string σ. For a bit sequence Z ∈ {0, 1}ω we let Z �n denote the initial segment of length n.
We say that M succeeds on Z if lim supnM(Z �n) =∞.

I Definition 2. A martingale M is called polynomial time computable if from a string σ and
i ∈ N we can in time polynomial in |σ|+ i compute the first i symbols of a special Cauchy
name for M(σ).

We say that a bit sequence Z is polynomial time random if no polynomial time martingale
succeeds on Z. Polynomial time randomness was first studied by Wang [18]. For a recent
publication on it that also provides background see [11].

I Definition 3 (see e.g. [19]). A function g : [0, 1]→ R is called polynomial time computable
if there is a polynomial time Turing machine turning every special Cauchy name for x ∈ [0, 1]
into a special Cauchy name for g(x).

In more detail, the first n symbols of g(x) can be computed in time polynomial in n, thereby
using polynomially many symbols of the oracle tape holding a special Cauchy name for x.
Commonly occurring functions such as ex, sin x are polynomial time computable, essentially
because analysis gives us rapidly converging approximation sequences, such as ex =

∑
n x

n/n!.
We can extend the definition in an obvious way to functions g : [0, 1]n → R. The use of
special Cauchy names ensures that basic functions such as addition and multiplication are
polynomial time computable. Our first main result is:

I Theorem 4. Let z ∈ [0, 1]. Then z is polynomial time random ⇔ f ′(z) exists for each
nondecreasing polynomial time computable function f : [0, 1]→ R.

We note that the implication “⇒” was independently announced by Miyabe and Kawamura
(2013), who directly adapted the proof of [5, Thm. 4.1] to the polynomial time setting.

1.2 Left-c.e. martingales and differentiability of interval c.e. functions
A real z is called left-computably-enumerable (left-c.e. for short) if the set {q ∈ Q : q < z} is
computably enumerable. A martingale M : 2<ω → R+

0 is called left-c.e. if M(σ) is a left-c.e.
real uniformly in σ.

Consider a real z ∈ [0, 1]−Q. If a martingale M converges to a finite value at the binary
expansion of z, we write M(z) for this value.

I Definition 5. We say that z is a convergence point for left-c.e. martingales if M(z) exists
for each left-c.e. martingale M .

Recall that for a function f : [0, 1]→ R, the variation function at x ∈ [0, 1] is the supremum
of the sums

∑
i |f(ti+1)− f(ti)| for finer and finer partitions 0 = t1 < . . . < tn = x of [0, x].

In order to identify the variation functions of computable functions, Freer, Kjos-Hanssen, Nies
and Stephan [12] studied a class of non-decreasing functions which they called interval-c.e.

I Definition 6. A non-decreasing function f : [0, 1] → R is interval-c.e. if f(0) = 0, and
f(y)− f(x) is a left-c.e. real, uniformly in rationals x < y.
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Note that the variation function of each computable function of bounded variation is
continuous and interval-c.e. Freer et al. [12], together with Rute, showed that conversely,
every continuous interval-c.e. function is the variation function of a computable function.
For continuous functions, in Def. 6 we can drop the condition that x, y are rationals and
instead require the seemingly stronger condition that f(y)− f(x) is a left-c.e. real relative to
Cauchy names for x < y [12]. Our second main result is:

I Theorem 7. z ∈ [0, 1] is a convergence point for left-c.e. martingales ⇔ f ′(z) exists for
each interval-c.e. function f : [0, 1]→ R.

2 Preliminaries

2.1 Porosity and density
The proofs of our two main results use the notion of porosity which originates in the work of
Denjoy. See for instance [6, Ex. 7:9.12], or [4, 5.8.124] (but note the typo in the definition
there).

I Definition 8. We say that a set C ⊆ R is porous at z via the constant ε > 0 if there exist
arbitrarily small β > 0 such that (z − β, z + β) contains an open interval of length εβ that is
disjoint from C. We say that C is porous at z if it is porous at z via some ε > 0.

For the definitions below we follow [3]. Let λ denote Lebesgue measure. The lower density
of a set C ⊆ R at a point z is :

%(C|z) = lim inf
z∈I ∧ |I|→0

λ(I ∩ C)
|I|

,

where I ranges over intervals. The lower dyadic density %2(C|z) is the variant one obtains
when one only considers basic dyadic intervals containing z. Clearly %2(C|z) ≥ %(C|z). We
say that z is a (full) density-one point if %(C|z) = 1 for every effectively closed class C
containing z; z is a dyadic density-one point if %2(C|z) = 1 for every effectively closed class C
containing z.

I Proposition 9 (Khan and Miller, see [10], Part 3). For a Martin-Löf random real z, being
a dyadic density-one point implies being a full density-one point.

The convergence points for left-c.e. martingales coincide with the Martin-Löf random
density-one points. This was obtained by 2012 work of a group in Madison consisting of U.
Andrews, M. Cai, D. Diamondstone, S. Lempp, and J. S. Miller. The implication “left-c.e.
martingale convergence ⇒ density one point” was already pointed out in [2]. The converse is
harder to prove. See [10, Part 3] for a write-up due to Nies.

2.2 Slopes and martingales
First we need notation and a few definitions, mostly taken from [5] or [3]. For a func-
tion f : [0, 1]→ R, the slope at a pair a, b of distinct reals in its domain is

Sf (a, b) = f(a)− f(b)
a− b

.

For a nontrivial interval A with endpoints a, b, we also write Sf (A) instead of Sf (a, b).
We let σ, τ range over (binary) strings. For such a string σ, by [σ] we denote the closed

basic dyadic interval [0.σ, 0.σ + 2−|σ|]. The corresponding open basic dyadic interval is
denoted (σ).
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606 Differentiability of polynomial time computable functions

I Fact 10. Let f be a non-decreasing polynomial time computable function. Then the
function Mf given by σ → Sf ([σ]) is a martingale that is polynomial time computable.

Proof. To compute the i-th symbol of a special Cauchy name forM(σ), it suffices to compute
the first (|σ|+ i+ c) symbols of special Cauchy names for f(0.σ) and f(0.σ+ 2−|σ|), where c
is an appropriate constant. This can be done in time polynomial in |σ|+ i. J

Derivatives. If z is in an open neighborhood of the domain of f , the upper and lower
derivatives of f at z are

Df(z) = lim sup
h→0

Sf (z, z + h) and Df(z) = lim inf
h→0

Sf (z, z + h),

where as usual, h ranges over positive and negative values. The derivative f ′(z) exists if and
only if these values are equal and finite.

We will also consider the upper and lower pseudo-derivatives defined by:

D̃f(x) = lim sup
h→0+

{Sf (a, b) | a ≤ x ≤ b ∧ 0 < b− a ≤ h},

D˜ f(x) = lim inf
h→0+

{Sf (a, b) | a ≤ x ≤ b ∧ 0 < b− a ≤ h},

where a, b range over rationals in [0, 1]. We only use them because in our arguments it is
often convenient to consider (rational) intervals containing x, rather than intervals with x as
an endpoint.

I Remark. Brattka et al. [5, after Fact 2.4 ] verified that Df(z) ≤ D˜ f(z) ≤ D̃f(z) ≤ Df(z)
for any real z ∈ [0, 1]; furthermore, in [5, Fact 7.2] they showed that for continuous functions
with domain [0, 1], the lower and upper pseudo-derivatives of f coincide with the usual lower
and upper derivatives.

These two pseudo-derivatives also coincide with the usual ones if f is nondecreasing. To
show Df(z) ≤ D̃f(z), fix an arbitrarily small ε > 0. Given h 6= 0, choose rationals a ≤ z,
z + h ≤ b such that (b − a) ≤ (1 + ε)|h|. Then Sf (z, z + h) ≤ (1 + ε)Sf (a, b). To show
D˜ f(z) ≤ Df(z), choose [a, b] inside the interval given by z, z + h with |h| ≤ (1 + ε)(b− a)
and verify that Sf (a, b) ≤ (1 + ε)Sf (z, z + h).

We will use the subscript 2 to indicate that all the limit operations are restricted to the
case of basic dyadic intervals containing z. Thus,

D̃2f(x) = lim sup
|A|→0

{Sf (A) | x ∈ A ∧ A is basic dyadic interval},

D˜ 2f(x) = lim inf
|A|→0

{Sf (A) | x ∈ A ∧ A is basic dyadic interval}.

3 Lemmas on comparing derivatives, and on shifting intervals

3.1 A pair of analytical lemmas
The proofs of our main results combine effectiveness considerations with a pair of purely
analytical lemmas. We show that discrepancy of dyadic and full upper/lower derivatives at
z implies that some closed set is porous at z. The proof extends the idea in the proof of
Proposition 9 due to Khan and Miller.

We denote by σ � τ that σ is an initial segment of τ ; σ ≺ τ denotes that σ is a proper
initial segment of τ ; σ ≺ Z that σ is an initial segment of the infinite bit sequence Z.
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I Lemma 11. Suppose f : [0, 1] → R is a nondecreasing function. Suppose for a real
z ∈ [0, 1], with binary representation z = 0.Z, there is rational p such that

D̃2f(z) < p < D̃f(z).

Let σ∗ ≺ Z be any string such that ∀σ [σ∗ � σ ≺ Z ⇒ Sf ([σ]) ≤ p]. Then the closed set

C = [σ∗]−
⋃
{(σ) | Sf ([σ]) > p}, (1)

which contains z, is porous at z.

Proof. Suppose k ∈ N is such that p(1 + 2−k+1) < D̃f(z). We show that there exists
arbitrarily large n such that some basic dyadic interval [a, ã] of length 2−n−k is disjoint from
C, and contained in [z − 2−n+2, z + 2−n+2]. In particular, we can choose 2−k−2 as a porosity
constant.

By choice of k there is an interval I 3 z of arbitrarily short positive length such that
p(1 + 2−k+1) < Sf (I). Let n be such that 2−n+1 > |I| ≥ 2−n. Let a0 be greatest of the
form `2−n−k, ` ∈ Z, such that a0 < min I. Let av = a0 + v2−n−k. Let r be least such that
ar ≥ max I. Since f is nondecreasing and ar − a0 ≤ |I|+ 2−n−k+1 ≤ (1 + 2−k+1)|I|, we have

Sf (I) ≤ Sf (a0, ar)(1 + 2−k+1),

and therefore Sf (a0, ar) > p. Then, by the averaging property of slopes at consecutive
intervals of equal length, there is a u < r such that

Sf (au, au+1) > p.

Since (au, au+1) = (σ) for some string σ, this gives the required ‘hole’ in C which is near
z ∈ I and large on the scale of I: in Definition 8 (porosity), let β = 2−n+2 and note that we
have [au, au+1] ⊆ [z − 2−n+2, z + 2−n+2] because z ∈ I and |I| < 2−n+1. J

There is a dual lemma for lower derivatives. Note that it can not simply be obtained
from the preceding lemma by taking −f , because the function in the dual lemma is still
nondecreasing. In fact, now the shortish dyadic intervals we choose in the proof are all
contained in I. (So we can achieve a porosity constant of 2−k−1.)

I Lemma 12. Suppose f : [0, 1] → R is a nondecreasing function. Suppose for a real
z ∈ [0, 1], with binary representation z = 0.Z, there a rational q such that

D˜ f(z) < q < D˜ 2f(z).

Let σ∗ ≺ Z be any string such that ∀σ [σ∗ � σ ≺ Z ⇒ Sf ([σ]) ≥ q]. Then the closed set

C = [σ∗]−
⋃
{(σ) | Sf ([σ]) < q},

which contains z, is porous at z.

Proof. The argument is similar to the preceding one. We will show that we can choose as
a porosity constant 2−k−1 where k ∈ N is such that D˜ f(z) < q(1 − 2−k+1). There is an
interval I 3 z of arbitrarily short positive length such that Sf (I) < q(1− 2−k+1). As before,
let n be such that 2−n+1 > |I| ≥ 2−n. Let a0 be least of the form `2−n−k, ` ∈ Z, such that
a0 ≥ min(I). Let av = a0 + v2−n−k. Let r be greatest such that ar ≤ max(I).
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Since f is nondecreasing and ar − a0 ≥ |I| − 2−n−k+1 ≥ (1− 2−k+1)|I|, we have

Sf (I) ≥ Sf (a0, ar)(1− 2−k+1),

and therefore Sf (a0, ar) < q. Then there is u < r such that

Sf (au, au+1) < q.

As before, this gives the required ‘hole’ in C near z ∈ I. J

3.2 Basic dyadic intervals shifted by 1/3
We prove the hard directions “⇒” in our main results by contraposition. We need to transform
a condition formulated in the setting of real analysis (that a function is not differentiable at a
real z) into a condition in Cantor space (that a martingale succeeds on the binary expansion
Z of the real). To do so, we use a basic ‘geometric’ fact for instance observed by Morayne
and Solecki [14]. For m ∈ N let Dm be the collection of intervals of the form

[k2−m, (k + 1)2−m]

where k ∈ Z. Let D̂m be the set of intervals (1/3) + I where I ∈ Dm.

I Lemma 13. Let m ≥ 1. If I ∈ Dm and J ∈ D̂m, then the distance between an endpoint of
I and an endpoint of J is at least 1/(3 · 2m).

To see this, assume that |k2−m − (p2−m + 1/3)| < 1/(3 · 2m). This yields |3k − 3p −
2m|/(3 · 2m) < 1/(3 · 2m), and hence 3|2m, a contradiction.

In order to apply Lemma 13, we may need values of nondecreasing functions f : [0, 1]→ R
at endpoints of any such intervals, which may lie outside [0, 1]. So we think of f as
extended to [−1, 2] via f(x) = f(0) for −1 ≤ x < 0 and f(y) = f(1) for 1 < y ≤ 2. The
effectiveness properties we consider here, polynomial time computable or interval-c.e. (defined
in Section 2), are preserved by this. For the interval-c.e. functions, this is clear because it
suffices to determine values of the function at rationals. In the polynomial time case, to
represent reals in [−1, 2] by special Cauchy names (see Subsection 1.1), we now also allow
sequences in {−1, 0, 1}ω starting with 0k(−1) . . . and 10k1 . . .. To compute a value of the
extended function for such a sequence, we let the Turing machine internally replace an input
of the form 0k(−1) . . . by 0∞ (which yields as an overall output a Cauchy name for f(0)),
and an input of the form 10k1 . . . by 10∞ (which yields f(1)).

4 Proof of Theorem 4

We prove Theorem 4: a real z is polynomial time random⇔ f ′(z) exists for each nondecreasing
polynomial time computable function f : [0, 1]→ R.

Proof. ⇐: Suppose z is not polynomial time random. Then some polynomial time martingale
succeeds on the binary expansion Z of z. A martingale M has the savings property if
M(τ) ≥ M(σ) − 2 for each strings σ ≺ τ . By [11, Lemma 6], there is a polynomial time
martingale M with the savings property that succeeds on Z.

Let µM be the corresponding measure given by µM ([σ]) = 2−|σ|M(σ). Let f = cdfM be
the cumulative distribution function of µM given by cdfM (x) = µM [0, x). Then D˜ 2f(z) =∞,
so f ′(z) does not exist.
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To show f is polynomial time computable, observe that by [11, Lemma 13], for each
dyadic rational p, f(p) is a dyadic rational that can be computed from p in polynomial
time. Since M has the savings property, by [11, Prop. 12], f satisfies an ‘almost-Lipschitz
condition’: there is ε > 0 such that for every x, y ∈ [0, 1], if x ≤ y ≤ x+ ε, then f(y)−f(x) =
O((y− x) · log(1/y − x). This implies that f is polynomial time computable: Suppose we are
given a special Cauchy name (pi)i∈N for a real z. We know that |z− pn+logn| = O(2−n−logn).
So by the almost-Lipschitz condition, we have |f(z)− f(pn+logn)| = O(2−n). Thus, a Turing
machine can determine in polynomial time from the first n+ logn symbols of the special
Cauchy name for z the first n symbols of a special Cauchy name for f(z).
⇒: We may assume z > 1/2. By the hypothesis on f and Fact 10, the martingale M(σ) =
Sf ([σ]) is polynomial time computable. Recall that a Cauchy name is a sequence (pi)i∈N,
pi ∈ Q, such that ∀k > i |pi − pk| ≤ 2−i. We denote by M(σ)u the u-th term of this Cauchy
name, so that |M(σ)−M(σ)u| ≤ 2−u.

Let Z be the bit sequence such that z = 0.Z. Since z is polynomial time random,
limnM(Z �n) exists. This is a polynomial time version of the Doob martingale convergence
theorem; see, for instance [9, Thm. 7.1.3]. Returning to the language of slopes, the convergence
ofM on Z means that D˜ 2f(z) = D̃2f(z) <∞. Suppose now that f ′(z) fails to exist. Then by
the remark near the end of Subsection 2.2, we have D˜ f(z) < D˜ 2f(z) or D̃2f(z) < D̃f(z) since
f is nondecreasing. We will show that Z is not polynomial time random for a contradiction.

First suppose that D̃2f(z) < D̃f(z). Choose rationals r, p such that D̃2f(z) < r < p <

D̃f(z). Choose u ∈ N so large that D̃2f(z) < r−2−u and r+2−u < p. As usual let Z ∈ {0, 1}ω
be such that z = 0.Z. Let n∗ be sufficiently large so that Sf (A) ≤ r − 2−u for each basic
dyadic interval A containing z and of length ≤ 2−n∗ . Choose k with p(1 + 2−k+1) < D̃f(z).
Then Lemma 11 applies via the string σ∗ = Z �n∗ (and the same value of k as in its proof).

We define polynomial time rational-valued martingales L,L′ such that L succeeds on Z,
or L′ succeeds on Y , where 0.Y is the binary expansion of z− 1/3. By the base invariance of
polynomial time randomness [11, Thm. 14], if the second case applies, the expansion of z in
base 3 is not polynomial time random, and hence neither is Z, its expansion in base 2. Thus,
in either case, Z is not polynomial time random.

Defining L. It suffices to consider strings σ � σ∗. Let L(σ∗) = 1. Suppose η � σ∗ and L(η)
has been defined. Check whether there is a string α of length k + 4 such that M(ηα)u > r.

If so, decrease the capital to 0 on ηα (we know that ηα 6≺ Z, so this won’t make us lose
along Z). In return, increase the capital by a factor of 2k+4/(2k+4 − 1) along all strings ηα̂
such that |α̂| = k + 4 and α̂ 6= α. Continue the strategy with all strings ηα̂.

If no such α exists, don’t bet, that is, let L(η0) = L(η1) = L(η). Continue with the
strings η0 and η1.

Defining L′. Let ρ∗ = Y �n∗+1. It suffices to consider strings ρ � ρ∗.
Let L′(ρ∗) = 1. Suppose ρ � ρ∗ and L′(ρ) has been defined. Check if there is a string β

of length k + 5 such that [ρβ] + 1/3 ⊆ [τ ] for a string τ of length |ρβ| − 1, and M(τ)u > r.
If so, decrease the capital to 0 on ρβ (we know that ρβ 6≺ Y ). Increase the capital by a

factor of 2k+5/(2k+5 − 1) along all strings ρβ̂ such that |β̂| = k + 5 and β̂ 6= β. Continue the
strategy with all strings ρβ̂.

If no such β exists, don’t bet, that is, let L′(ρ0) = L′(ρ1) = L′(ρ). Continue with the
strings ρ0 and ρ1.

We check that the martingale L can be computed in polynomial time. The rational
γ = (2k+4 − 1)/2k+4 is dyadic of length k + 4. First assume that σ is not intermediate
between η and ηα as above, that is, we don’t have η ≺ σ and |σ| < |η| + k + 4. We can
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efficiently decide whether L(σ) = 0. If L(σ) 6= 0, for an appropriate ` ≤ |σ|/k that we can
compute from σ, we have L(σ) = γ−`. We can compute γr using a polynomial in |σ| number
of operations. Hence, since division is computable in polynomial time, we can compute in
time polynomial in |σ|+ i the i-th component of a special Cauchy name for γ−`.

If we do have η ≺ σ and |σ| < |η|+ k + 4, we simply compute L(ηγ) for all γ of length
k + 4 with σ ≺ ηγ, and output the average of these values.

By a similar argument, the martingale L′ can be computed in polynomial time. We now
show that L succeeds on Z, or L′ succeeds on Y . Let C be the class from (1) in Lemma 11.
Consider n ≥ n∗+ 4 and a ‘hole’ [a, ã]∩C = ∅ where [a, ã] is a basic dyadic interval of length
2−n−k, and [a, ã] ⊆ [z − 2−n+2, z + 2−n+2].

I Claim 14. One of the following is true.
(i) z, a, ã are all contained in a single interval A taken from Dn−4.
(ii) z, a, ã are all contained in a single interval A′ taken from D̂n−4.

To see this note that {a, ã, z} is contained in an interval of length 2−n+2. Apply Lemma 13
and that 2−n+4/3 > 2−n+2.

In case (i) let A = [η], so that η ≺ Z (recall that z 6∈ Q so z is not an endpoint of A).
Let [a, ã] = ηα where |α| = k + 4. We have z 6∈ [a, ã], and L increases its capital by a factor
of 2k+4/(2k+4 − 1) along all strings ηα̂ as above.

Now suppose case (ii) applies. Let ρ be the string such that A′ = [ρ] + 1/3. There
is an interval [b, b̃] in D̂n+k+1 with [b, b̃] ⊆ [a, ã]. Since (ii) holds we have [b, b̃] = [ρβ] for
some string β of length k + 5. We have z 6∈ [b, b̃] and L′ increases its capital by a factor of
2k+5/(2k+5 − 1) along all strings ρβ̂ as above.

Note that the capital of L along Z, and of L′ along Y , never decreases, because there
is no basic dyadic interval [τ ] containing z with |τ | ≥ n∗ and Sf (τ)u ≥ r. Suppose that L
fails on Z. Then for all sufficiently small holes [a, ã] case (ii) applies, so for sufficiently long
γ ≺ Y we can find ρ with γ � ρ ≺ Z such that L′ increases its capital by a fixed factor > 1
on the next k + 5 bits of Y . So L′ succeeds on Y .

The case D˜ f(z) < D˜ 2f(z) is analogous, using Lemma 12 instead of Lemma 11. J

A bit sequence is called computably stochastic if no computable selection rule can lead
to an asymptotic imbalance of 0s and 1s; see e.g. [15, 7.6.2] or [9] for the formal definition.
Ambos-Spies et al. [1] also studied the polynomial time version of this notion. They showed
that X ∈ {0, 1}ω is computably [polynomial time] stochastic iff no computable [polynomial
time] martingale that uses only finitely many, positive rational betting factors can win on X.
The martingales L, L′ constructed above are of this kind after a slight modification in order
to avoid betting capital 0.

I Corollary 15. Suppose that a binary expansion of a real z is polynomial time stochastic.
Then for each nondecreasing polynomial time computable function f : [0, 1]→ R, we have
D̃2f(z) = D̃f(z) and D˜ 2f(z) = D˜ f(z).

5 Proof of Theorem 7

Theorem 7 states that a real z is a convergence point for left-c.e. martingales ⇔ f ′(z) exists
for each interval-c.e. function f : [0, 1]→ R.

The implication “⇐” is the easier one as already noted above. For a proof in the language
of martingales, suppose a left-c.e. martingale M diverges along the binary expansion of z.
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Let µM be the measure on [0, 1] corresponding to M , and let cdfM (x) = µM [0, x). Then
cdfM is interval-c.e. and cdf′M (z) fails to exist.

5.1 Porosity and upper derivatives
Recall that in Definition 8 we introduced the notion that a class of reals is porous at a real.

I Definition 16 ([3]). We call a real z ∈ [0, 1] a porosity point if some effectively closed class
to which z belongs is porous at z. Otherwise, z is a non-porosity point.

For instance, every density-one point in the sense of Subsection 2.1 is a non-porosity point.
The converse fails: every Turing incomplete Martin-Löf random real is a non-porosity point
by [3], but not necessarily a density-one point [7].

I Proposition 17. Let f : [0, 1] → R be interval-c.e. Then D̃2f(z) = D̃f(z) for each
non-porosity point z.

Proof. Assume D̃2f(z) < D̃f(z). Since f is interval-c.e., the function σ → Sf ([σ]) is a
left-c.e. martingale. In particular, the class C defined in (1) in Lemma 11 is effectively closed.
This class is porous at z for a contradiction. J

I Remark. If f is interval right-c.e. (in the obvious sense), we can apply the dual Lemma 12
to conclude that D˜ f(z) = D˜ 2f(z) for each non-porosity point z. For instance, let f be the
Lipschitz function given by f(x) = λ([0, x] ∩ P) for an effectively closed class P. Then we
may conclude that the (lower) dyadic density of P at a non-porosity point x coincides with
the (lower) full density, a variation on Proposition 9.

5.2 From dyadic to full derivative
We proceed to the proof of the implication “⇒”. We may assume z > 1/2. The real z is a
dyadic density-one point, hence a (full) density-one point by Prop. 9. Then z − 1/3 is also a
ML-random density-one point. So, using the work of the Madison group discussed at the end
of Subsection 2.1, the real z − 1/3 is also a c.e. martingale convergence point. In particular,
both z and z − 1/3 are non-porosity points.

By the hypothesis on z and since Sf is a left-c.e. martingale, we have D˜ 2f(z) = D̃2f(z).
By Proposition 17, we have D̃2f(z) = D̃f(z). To complete the proof of “⇒” in Theorem 7,
it remains to be shown that

D˜ f(z) = D˜ 2f(z). (2)

Then, since f is nondecreasing, by the remark near the end of Subsection 2.2 f ′(z) exists.
The plan is to show for a contradiction that if D˜ f(z) < D˜ 2f(z), then one of z, z − 1/3 is

a porosity point. Note that in Cantor space we can apply notions of porosity via the usual
transfer to [0, 1] given by the binary expansion; further, if a class G ⊆ {0, 1}ω is porous at
Y ∈ {0, 1}ω, then its image in [0, 1] is porous at 0.Y . We will actually show one of z, z− 1/3
is a porosity point in the sense of Cantor space, via Π0

1 classes E and Ê defined below.
As in Fact 10, let M = Mf be the martingale given by σ → Sf ([σ]). Note that M

converges on z by hypothesis (recall that we write M(z) for the limit). Thus D˜ 2f(z) =
D̃2f(z) = M(z).

Let f̂(x) = f(x+ 1/3), and let M̂ = M
f̂
. We now show that M̂ converges on z − 1/3,

and that the limits coincide.
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612 Differentiability of polynomial time computable functions

I Claim 18. M(z) = M̂(z − 1/3).

As remarked above, z − 1/3 is also a convergence point for c.e. martingales. So M̂ converges
on z − 1/3. If M(z) < M̂(z − 1/3) then D̃2f(z) < D̃f(z). However, z is a non-porosity
point, so this contradicts Proposition 17. If M̂(z − 1/3) < M(z) we argue similarly using
that z − 1/3 is a non-porosity point. This establishes the claim.

Assume for a contradiction that (2) fails. We extend the method in the proof of Lemma 12,
taking into account both dyadic intervals, and dyadic intervals shifted by 1/3. For this recall
the notation in Subsection 3.2. Also recall that D˜ 2f(z) = M(z).

We can choose rationals p, q such that

D˜ f(z) < p < q < M(z) = M̂(z − 1/3).

Let k ∈ N be such that p < q(1− 2−k+1). Let u, v be rationals such that

q < u < M(z) < v and v − u ≤ 2−k−3(u− q).

Let n∗ ∈ N be such that for each n ≥ n∗ and any interval A ∈ Dn ∪ D̂n containing z, we
have Sf (A) ≥ u. Let

E = {X ∈ {0, 1}ω : ∀n ≥ n∗M(X �n) ≤ v}
Ê = {W ∈ {0, 1}ω : ∀n ≥ n∗M̂(W �n) ≤ v}

Since f is interval-c.e., M and M̂ are left-c.e. martingales, so these classes are effectively
closed. Let Z be the bit sequence such that z = 0.Z. By the choice of n∗ we have Z ∈ E .
Let Y be the bit sequence such that 0.Y = z − 1/3. We have Y ∈ Ê .

Consider an interval I 3 z of positive length ≤ 2−n∗−3 such that Sf (I) ≤ p. Let n be such
that 2−n+1 > |I| ≥ 2−n. Let a0 [resp., b0] be least of the form w2−n−k [resp., w2−n−k + 1/3],
where w ∈ Z, such that a0 [resp., b0] ≥ min(I). Let ai = a0 + i2−n−k and bj = b0 + j2−n−k.
Let r, s be greatest such that ar ≤ max(I) and bs ≤ max(I).

As before, since f is nondecreasing and ar − a0 ≥ |I| − 2−n−k+1 ≥ (1 − 2−k+1)|I|, we
have Sf (I) ≥ Sf (a0, ar)(1 − 2−k+1), and therefore Sf (a0, ar) < q. Then there is an i < r

such that Sf (ai, ai+1) < q. Similarly, there is j < s such that Sf (bj , bj+1) < q.

I Claim 19. One of the following is true.
(i) z, ai, ai+1 are all contained in a single interval taken from Dn−3.
(ii) z, bj , bj+1 are all contained in a single interval taken from D̂n−3.

For suppose that (i) fails. Then there is an endpoint of an interval A ∈ Dn−3 (that is, a
number of the form w2−n+3 with w ∈ Z) between min(z, ai) and max(z, ai+1). Note that
min(z, ai) and max(z, ai+1) are in I. By Fact 13 and since |I| < 2−n+1, there can be no
endpoint of an interval Â ∈ D̂n−3 in I. Then, since bj , bj+1 ∈ I, (ii) holds. This establishes
the claim.

Suppose I is an interval as above and 2−n+1 > |I| ≥ 2−n, where n ≥ n∗ + 3. Let
η = Z �n−3 and η̂ = Y �n−3.

If (i) holds for this I then there is a string α of length k + 3 (where [ηα] = [ai, ai+1])
such that M(ηα) < q. So by the choice of q < u < v and since M(η) ≥ u there is β of length
k + 3 such that M(ηβ) > v. (The decrease along ηα of the martingale M must be balanced
by an increase along some ηβ.) This yields a hole in E , large and near Z on the scale of I,
which is required for porosity of E at Z. Similarly, if (ii) holds for this I, then there is a
string α of length k + 3 (where [η̂α] = [bj , bj+1]) such that M(η̂α) < q. So by the choice of
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q < u < v and since M̂(η̂) ≥ u there is a string β of length k+ 3 such that M̂(η̂β) > v. This
yields a hole large and near Y on the scale of I required for porosity of Ê at Y .

Thus, if case (i) applies for arbitrarily short intervals I, then E is porous at Z, whence z
is a porosity point. Otherwise (ii) applies for intervals below a certain length. Then Ê is
porous at Y , whence z − 1/3 is a porosity point.
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2-Stack Sorting is polynomial ∗
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Abstract
This article deals with deciding whether a permutation is sortable with two stacks in series.
Whether this decision problem lies in P or is NP-complete is a longstanding open problem since
the introduction of serial compositions of stacks by Knuth in The Art of Computer Program-
ming [6] in 1973. We hereby prove that this decision problem lies in P by giving a polynomial
algorithm to solve it. This algorithm uses the concept of pushall sorting, which was previously
defined and studied by the authors in [8, 9].
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1 Introduction

Stack sorting has been studied first by Knuth in the sixties [5]. Characterizing the stack-
sortable permutations is a historical problem, which led to define permutation patterns, an
active research domain in combinatorics (see the book [4]). Stack-sorting was then generalized
by Tarjan, who introduced sorting networks [10] allowing to sort more permutations, and
many variations of this problem have been studied afterwards (see [3] for a summary).

Here we study the decision problem “Is a given permutation σ sortable by two stacks
connected in series?”. It is cited many times in the literature: in [3], Bóna gives a summary of
advances on stack-sorting and mentions this problem as possibly NP-complete; more recently,
it is also cited as possibly NP-complete in [1]. Surprisingly, both conjectures exist: in [2],
the authors conjecture it is NP-complete, while Murphy in [7] conjectures it is polynomial.

In this article, we solve this problem that stayed open for several decades by giving a
polynomial decision algorithm. Details of the proofs can be found in [8].

The difficulty of this problem, whose statement is however very simple, lies in the fact
that both stacks are considered at once, which gives a great liberty on which operation to
apply on the permutation at each step, and yields an exponential naive algorithm.

There are two key ideas in this article: a/, limit the number of sortings to consider by
proving that if a permutation σ is sortable, then there is a sorting process of σ respecting some
condition denoted P . b/, encode a possibly exponential number of sortings by a sequence of
graphs called sorting graphs, using pushall stack configurations introduced in [8, 9].

The article is organized as follows: Section 2 studies general properties of two-stack
sorting thanks to stack words and stack configurations and limits the number of sortings
to consider by introducing Property (P ). Section 3 introduces the sorting graph G(i) which
encodes possible stack configurations at a given time ti and gives an algorithm to compute
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HV

ρλµ
σ1 . . . σn

(input)
1 . . . n
(output)

Figure 1 Sorting with two stacks in series.

this graph iteratively for all i from 1 to the number of right-to-left minima, leading to an
algorithm deciding whether a permutation is 2-stack sortable. Then Section 4 proves that
the resulting algorithm is polynomial.

2 Study of two-stack sorting processes

2.1 Definitions and general problem statement
A permutation of size n is a word of n letters σ = σ1σ2 . . . σn on the alphabet [1..n] containing
each letter from 1 to n exactly once. Given two stacks H and V in series (see Figure 1) and
a permutation σ, we want to sort the elements of σ using the stacks. We take σ as input:
the elements σi are read one by one, from σ1 to σn. We have three different operations (see
Figure 1):
ρ: Take the next element of σ still in the input and push it on top of the first stack H.
λ: Pop the topmost element of stack H and push it on top of the second stack V .
µ: Pop the topmost element of stack V and write it to the output.

If there is a sequence w = w1 . . . wk of operations ρ, λ, µ leading to the identity 1 . . . n as
output, the permutation σ is said 2-stack sortable. In that case, we define the sorting word
associated to this sorting process as the word w on the alphabet {ρ, λ, µ}. Note that w must
have n times each letter ρ, λ and µ and thus k = 3n. For example, 2431 is sortable using the
following process:

2 4 3 1 2
4 3 1 24 3 1 2

3
4 1 24

3 1 2
1

4
3

24
3
1

24
31 4

3
2

1 4
31 2 41 2 3 1 2 3 4

This sorting process is encoded by the word w = ρρλρλρλµλµµµ. We can also decorate the
word to specify the element on which each operation is performed. The decorated word for w
and 2431 is ŵ = ρ2ρ4λ4ρ3λ3ρ1λ1µ1λ2µ2µ3µ4. Note that we have the same information in
(σ,w) and in ŵ. Nevertheless, in a decorated word each letter ρi, λi or µi appears only once.
The decorated word associated to (σ,w) is denoted ŵσ.

Not all permutations are 2-stack sortable (the smallest non-sortable ones are of size 7, e.g.
σ = 2435761). The question of interest here is to decide whether a permutation is sortable.

There is a naive algorithm for this: given a permutation σ of size n, a sorting process
corresponds to a word on the alphabet {ρ, λ, µ} of size 3n. It is thus enough to test all words
of size 3n and check if one of them yields the identity permutation on the output when taking
σ as input. But this decision algorithm is exponential since there are 33n words to test.
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616 2-Stack Sorting is polynomial

The number of words to test can be reduced by noting that not all words correspond
to a sorting process: a necessary condition is to contains n times each letter. But some
permutations have an exponential number of sorting processes. For instance, it is easy to see
that the decreasing permutation n(n−1) . . . 1 admits 2n−1 sorting processes.

A natural solution would be to define a canonical sorting process among all possible
sorting processes of a permutation, but researches in this direction have been unsuccessful.
Several greedy algorithms for 2-stack sorting have been defined, (cf. [11] and [2]) but none is
able to sort all 2-stack sortable permutations. A key idea of our polynomial algorithm is to
limit the number of sortings to consider by studying stack words and stack configurations.

2.2 Stack words and stack configurations
Not all words on the alphabet {ρ, λ, µ} describe sorting processes.

I Definition 1 (stack word and sorting word). Let w be a word on the alphabet {ρ, λ, µ} and
α ∈ {ρ, λ, µ}. Then |w|α denotes the number of occurrences of α in w.

A stack word is a word w ∈ {ρ, λ, µ}∗ such that for any prefix v of w, |v|ρ ≥ |v|λ ≥ |v|µ.
A sorting word is a stack word w such that |w|ρ = |w|λ = |w|µ.
For any permutation σ, a sorting word for σ is a sorting word encoding a sorting process

with σ as input (leading to the identity of size |σ| as output).

Intuitively, stack words describe a sequence of operations ρ, λ, µ that can be carried out
starting with empty stacks (and arbitrarily long input), whereas sorting words encode a
complete sorting process (stacks are empty at the beginning and at the end of the process).

Another way of describing sorting processes is, instead of focusing on the operations
made, to focus on the description of which element lies in each stack (and their order in
the stacks) at each step of the process. Such a description for one step is called a stack
configuration. For example, the figure on the right is a stack configuration which is a part of

the sorting process ρρλρλρλµλµµµ of 2431. 2
3

4

Stack configurations and stack words describing a sorting process are linked:

I Definition 2. Let w be a stack word. Starting with a permutation σ as input, the stack
configuration reached after performing operations described by the word w is denoted cσ(w).
A stack configuration c is reachable for σ if there exists a stack word w such that c = cσ(w).
A stack configuration is poppable if the elements in stacks H and V can be output in increasing
order using operations λ and µ.

Any stack configuration which is a part of a sorting process of a permutation σ has to
be reachable for σ and poppable. We describe necessary or sufficient conditions for a stack
configuration to be reachable or poppable.

I Lemma 3. Let c be a stack configuration. If c is poppable, then the values of the elements
of V are in decreasing order from bottom to top. If c is reachable for a permutation σ, then
the elements of H have increasing indices (as letters of σ) from bottom to top.

Poppable stack configurations have been characterized in [9] by the following Lemma.
Recall first that a permutation π = π1π2 . . . πk is a pattern of σ = σ1σ2 . . . σn if there exists
indices 1 ≤ i1 < i2 < . . . < ik such that σi1σi2σi3 . . . σik is order-isomorphic to π.

I Lemma 4. A stack configuration c is poppable if and only if:
Stack V does not contain the pattern 12 (seen from bottom to top).
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Stack H does not contain the pattern 132 (seen from bottom to top).
Stacks (V,H) do not contain the pattern |2|13|.

Plus, there is a unique sequence of stack operations to pop the elements out in increasing order.

The first two conditions are usual pattern relations (note that the first one corresponds
to the first part of Lemma 3). The third one means that there are no elements i, j, k with i
in V and j, k in H (k above j) such that j < i < k.

A stack configuration is usually associated to a permutation, implying that the elements
in the stacks are a subset of those of the permutation. In particular a total stack configuration
of σ is a stack configuration in which the elements of the stacks are exactly all those of σ.

I Definition 5 (pushall configuration). A stack configuration is a pushall stack configuration
of σ if it is poppable, total and reachable for σ.

Pushall stack configurations, which were defined and studied in [8] and [9], play a key role
in our polynomial algorithm. Indeed, a permutation which ends with its smallest element is
2-stack sortable if and only if it admits a pushall stack configuration. Moreover we have:

I Theorem 6 ([8, 9]). One can compute in time O(n2) the set of pushall stack configurations
of any permutation of size n.

2.3 Restrict the number of sortings to focus on: Property (P )
Some permutations have an exponential number of sorting processes. To obtain a polynomial
algorithm, we restrict the number of sortings to focus on. The following lemma shows that we
can focus on sorting processes where smallest elements are popped out “as soon as possible”.

I Lemma 7. Let σ be a 2-stack sortable permuta-
I = [i . . . j ]

i(i + 1) . . . j
tion and w = uv be a sorting word for σ. Assume
that after performing the operations of u, the ele-
ments 1 . . . i− 1 have been output and the elements
i . . . j are at the top of the stacks. Then there exists
a sorting word w′ = uu′u′′ for σ such that u′ consists only of moving the elements i . . . j
from the stacks to the output in increasing order without moving any other elements.

Now we add some other constraints on the sortings, using the block-decomposition of
permutations. A block B of a permutation σ = σ1σ2 . . . σn is a factor σiσi+1 . . . σj of σ such
that the set of values {σi, . . . , σj} is an interval. Given two blocks B and B′ of σ, we say that
B < B′ if and only if σi < σj for all σi ∈ B, σj ∈ B′. A permutation σ is 	-decomposable if
it can be written as σ = B1 . . . Bk such that k ≥ 2 and for all i, Bi > Bi+1 in terms of blocks.
Otherwise we say that σ is 	-indecomposable. When each Bi is 	-indecomposable, we write
σ = 	[B1, . . . , Bk] and call it the 	-decomposition of σ. Note that we do not renormalize
the elements of Bi, thus, except Bk, the Bi are not permutations. Nevertheless, Bi can be
seen as a permutation by subtracting |Bi+1|+ · · ·+ |Bk| to all its elements.

The RTL (right-to-left) minima of a permutation are the elements σk such that there is
no j with j > k and σj < σk. We denote by σki

the ith RTL minimum of σ. If σ has r RTL
minima, then σ = . . . σk1 . . . σk2 . . . σkr

with σk1 = 1 and kr = n.
Take for example the permutation σ = 6 5 8 7 4 1 3 2. The 	-decomposition of σ is

σ = 	[6 5 8 7, 4, 1 3 2]. Furthermore, σ has 2 RTL-minima which are σ6 = 1 and σ8 = 2.
We denote σ(i) = {σj | j < ki and σj > σki} the restriction of σ to elements in the upper

left quadrant of the ith RTL minimum σki
. The 	i-decomposition of σ is the 	-decomposition
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A(i)

σki

σki+1

B
(i+1)
q(i+1)

B
(i)
p(i)

D(i)

A(i)

σki

σki+1

B
(i+1)
q(i+1)

B
(i)
p(i)

D(i)

A(i)

σki

σki+1

B
(i+1)
q(i+1)

B
(i)
p(i)

D(i)

Figure 2 The 	-decomposition of σ(i) and of σ(i+1) visualized in the diagram of σ (set of the
points at coordinates (i, σi)) resp. when p(i) = q(i+1), p(i) < q(i+1) and p(i) > q(i+1)).

of σ(i) = 	[B(i)
1 , . . . , B

(i)
si ]. In the following, si always denotes the number of blocks of σ(i)

and B(i)
j the jth block in the 	i-decomposition.

We denote by A(i) the common part of σ(i) and σ(i+1), i.e., A(i) = σ(i)⋂σ(i+1) = {σj |
j < ki and σj > σki+1}. This sub-permutation A(i) intersects 	-indecomposable blocks of
σ(i) and σ(i+1). Let p(i) (resp. q(i+1)) be the index such that B(i)

p(i) (resp. B(i+1)
q(i+1)) contains

the smallest value of A(i). Let D(i) =
(
B

(i)
p(i)

⋃
B

(i+1)
q(i+1)

)⋂
A(i) (see Figure 2).

I Definition 8 (Properties (Pi) and (P )). Let w be a sorting word for a permutation σ. We
say that w verifies (Pi) if and only if the corresponding decorated word ŵ satisfies:
(i) µσj

appears before ρσki
for all σj < σki

,
(ii) ρσki

λσki
µσki

is a factor of ŵ,
(iii) All operations µσ`

with σ` ∈ B(i)
j and j ∈ [p(i) + 1..si] appear before ρσ(ki)+1 in ŵ.

If a word w verifies Property (Pi) for all i then we say that w verifies Property (P ). We call
ti the time just before σki enters stack H.

I Theorem 9. If σ is 2-stack sortable then there is a sorting word of σ satisfying Property
(P ). In particular, in the sorting process encoded by this word, the elements in the stacks at
time ti are exactly those of σ(i).

Theorem 9 is proved recursively using the following lemmas:

I Lemma 10 (easy). If the sorting word encoding a sorting process of σ verifies Property
(Pi), then the elements in the stacks at time ti are exactly those of σ(i).

I Lemma 11 (from Lemma 3). If σ = 	[B1, . . . Bk] then in any poppable stack configuration
reachable for σ, for all i < j, the elements of Bi are, in the stacks, below the elements of Bj .

I Lemma 12 (from Lemma 7 and Lemma 11). Let w be a sorting word for a permutation σ,
r be the number of RTL-minima of σ and ` ∈ [1..r]. If w verifies (Pi) for i ∈ [1..`−1] then
there exists a sorting word w′ for σ that verifies (Pi) for i ∈ [1..`].

Theorem 9 ensures that if a permutation σ is sortable then there is a sorting in which at
each time step ti, the elements in the stacks are those of σ(i). Thus if σ is sortable, then for
all i, σ(i) admits a pushall stack configuration. This necessary condition is not sufficient: the
pushall stack configuration for σ(i) has to be accessible from the one of σ(i−1).
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2.4 Stack configurations and accessibility
The stack configurations for a sorting process encode the elements that are currently in
the stacks. But some elements are still waiting in the input and some elements have been
output. To fully characterize a configuration, we define an extended stack configuration of a
permutation σ of size n to be a pair (c, i) where i ∈ {1, . . . , n+1} and c is a poppable stack
configuration made of all elements within σ1, σ2, . . . , σi−1 that are greater than a value p.
The elements σi, . . . , σn are still in the input and the elements σj < p, j < i have already
been output. Note that we don’t ask the configuration to be reachable.

I Definition 13. Let (c, i) be an extended stack configuration of a permutation σ. Then an
extended stack configuration (c′, j) of σ is accessible from (c, i) if the stack configuration (c′, j)
can be reached starting from (c, i) and performing operations ρ, λ and µ s. t. the elements of
c ∪ {σi . . . σn} that are output by the operations µ performed are output in increasing order.

For example, for σ = 2 3 1 6 5 8 4 7, the sequence of operations µ2µ3ρ6ρ5ρ8λ8 proves that

( 6
5

8 , 7) is accessible from ( 3
2

, 4). But ( 63
2

, 5) is not accessible from ( 32
1

, 4).
In the following, given two total pushall stack configurations c and c′ corresponding to

σ(i) and σ(i+1), we study conditions for c′ to be accessible from c,

I Lemma 14. Let (c, ki), resp. (c′, ki+1), be a pushall stack configuration of σ(i), resp. σ(i+1).
Let π = σ|B(i)

p(i)

⋃
B

(i+1)
q(i+1)

. Then (c′, ki+1) is accessible from (c, ki) for σ if and only if:

1. (c′|π, |π|+ 1) is accessible from (c|π,#(D(i)⋃B(i)
p(i)) + 1) for π (see Figure 2).

2. ∀j < min(p(i), q(i+1)), c|B(i)
j

= c′
|B(i)

j

.

3. ∀j > q(i+1), c′
|B(i+1)

j

is a pushall configuration of σ|B(i+1)
j

.

Informally, it is possible to efficiently decide whether a configuration at time ti can evolve into
a given configuration at time ti+1. Moreover, during this transition, only a few operations are
undetermined: the largest elements don’t move, the smallest ones are output in increasing
order, and the remaining ones form a 	-indecomposable permutation. This will allow us
to exhibit a polynomial algorithm checking accessibility. The proof of Lemma 14 relies on
Lemma 7, Lemma 11 and the following lemma:

I Lemma 15. Let σ` ∈ A(i). During a sorting process of σ, the elements σm s. t. σm > σ`
and m < ` do not move between ti and ti+1 (indeed σ` prevent those elements from moving).

Thanks to Lemma 14, if c and c′ are two total pushall stack configurations corresponding
to stack configurations of σ(i) and σ(i+1), to decide whether c′ is accessible from c it is enough
to check three conditions. The last two ones are easy to check, and the first one can be
checked using the following lemma:

I Lemma 16. Let σ be a permutation of size n and (c, i), (c′, j) two extended stack config-
urations of σ with i < j. Let E (resp. F ) be the set of elements of c (resp. c′).

If there exists k, ` ∈ {1 . . . n} such that E = {σm | m ≤ k} and F = {σm | σm ≥ `},
if moreover E ∪ F = σ,

then we can decide in linear time whether (c′, j) is accessible from (c, i) using Algorithm 1.

∅E
`

F

k

σq · · ·σn
x
ρ

x
λ

x
µ

1 · · · p− 1
σV...

σH...
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Algorithm 1: isAccessible
(
(c, i), (c′, j), σ

)
Data: σ a permutation and (c, i), (c′, j) two stack configurations of σ satisfying conditions

of Lemma 16
Result: true or false depending on whether the configuration c′ is accessible from c

Put configuration c in the stacks H and V
p← the smallest element of c ∪ {σi . . . σn} (next element to be output)
q ← i (next index of σ that must enter the stacks)
We denote by V (c′) the set of elements of V in configuration c′ and by σV the top of V in
the current configuration (the same goes for H).
while q < j or p < ` or σH ∈ V (c′) do

if σV = p then Perform µ; p← p+ 1
else if σH < ` then Perform λ

else if H = ∅ or σH ∈ H(c′) then Perform ρ; q ← q + 1
else if σq ∈ H(c′) or σH > σq then Perform λ

else Perform ρ; q ← q + 1
Return (H,V ) == c′

The proof of Lemma 16 relies on Lemmas 4 and 7. The idea is that Algorithm 1 performs
only operations that we have to do to obtain (c′, j) starting from (c, i). Thus (c′, j) is
accessible from (c, i) if and only if the configuration obtained at the end is c′.

3 An iterative algorithm

3.1 A first naive algorithm
From Theorem 9, a permutation σ is 2-stack sortable if and only if it admits a sorting
process satisfying Property (P ). The main idea is to compute the set of sorting processes of
σ satisfying (P ) and decide whether σ is 2-stack sortable by testing the emptiness of this set.

Verifying (P ) means verifying (Pj) for all j from 1 to r, r being the number of right-to-left
minima (whose indices are denoted kj). The algorithm proceeds in r steps: for all i from 1 to
r we iteratively compute the sorting processes of σ≤ki

verifying (P`) for all ` from 1 to i (with
σ≤ki

= σ1 . . . σki
). As σ≤kr

= σ, the last step gives sorting processes of σ satisfying (P ).
By “compute the sorting processes of σ≤ki” we mean “compute the stack configuration

just before σki
enters the stacks in such a sorting process”:

I Definition 17. We call Pi-stack configuration of σ a stack configuration cσ(w) for which
there exists u such that the first letter of u is ρσki

and wu is a sorting word of σ≤ki
verifying

(P ) for σ≤ki (that is, verifying (P`) for all ` from 1 to i).

The algorithm is based on the following two lemmas:

I Lemma 18 (Consequence of Theorem 9). For any i from 1 to r, σ≤ki
is 2-stack sortable if

and only if the set of Pi-stack configurations of σ is nonempty. In particular, σ is 2-stack
sortable if and only if the set of Pr-stack configurations of σ is nonempty.

I Lemma 19 (Consequence of Lemma 10). Any Pi-stack configuration of σ is a pushall stack
configuration of σ(i), accessible from some Pi−1-stack configurations of σ.

The algorithm proceeds in r steps such that after step i we know every Pi-stack config-
uration of σ and we want to compute at step i+ 1 the Pi+1-stack configurations of σ. As
Pi+1-stack configurations are pushall stack configurations of σ(i+1), a possible algorithm is to



A. Pierrot and D. Rossin 621

take every pair of configurations (c, c′) with c being a Pi-stack configuration of σ (computed
at step i) and c′ be any pushall stack configuration of σ(i+1) (given by Algorithm 5 of [9],
see Theorem 6). Then we can use Algorithm 1 to decide whether c′ is accessible from c for σ.
This leads to an algorithm deciding whether a permutation σ is 2-stack sortable, but this
algorithm is not polynomial. Indeed, the number of Pi-stack configurations of σ is possibly
exponential. However, this set can be described by a polynomial representation as a graph.

3.2 Towards the sorting graph
We now explain how to adapt the previous idea to obtain a polynomial algorithm. Instead of
computing all Pi-stack configurations of σ (which are pushall stack configurations of σ(i)),
we compute the restriction of such configurations to blocks B(i)

j of the 	-decomposition of
σ(i). By Lemma 11, those configurations are stacked one upon the others to give a Pi-stack
configuration. The stack configurations of any block B(i)

j are labeled with an integer which
is assigned when the configuration is computed. Those pairs (configurations, integer) will be
the vertices of the graph G(i) which we call a sorting graph, the edges of which representing
the configurations that can be stacked one upon the other. Vertices of the graph G(i) are
partitioned into levels corresponding to blocks B(i)

j . The integer labels allows us to ensure
the polynomiality of the representation. Indeed, a given label can only appear once per
level of the graph G(i). As those labels are assigned to configurations when they are created,
each label corresponding to a pushall stack configuration, from Theorem 4.4 of [9] there are
at most 9|σ| distinct labels thus at most 9|σ| vertices per level of the graph G(i). This is
formalized in Lemma 22. The label can be seen as the memory of the configuration that
encodes its history since it has been created: two configurations having the same label come
from the same initial pushall configuration.

More precisely, the sorting graph G(i) for a permutation σ and an index i verifies:
The vertices of G(i) are partitioned into si subsets V (i)

j with j ∈ [1 . . . si] called levels.
For any j ∈ [1 . . . si], the number of vertices in level V (i)

j is less than 9|σ|.
Each vertex v ∈ G(i) is a pair (c, ` ) with c a stack configuration and ` an index
called configuration index.
All configuration indices are distinct inside a graph level V (i)

j .
(c, ` ) ∈ V (i)

j ⇒ c is a pushall stack configuration of B(i)
j accessible for σ.

There are edges only between vertices of adjacent levels V (i)
j , V (i)

j+1 (this implies Lemma 23).
The paths between vertices of V (i)

1 and V (i)
si correspond to the stack configurations of

σ(i). Precisely, and that is why the algorithm is correct, such paths are in bijection with
the Pi-stack configurations of σ by stacking one upon the other the configurations of the
vertices of a path.
For any vertex v of G(i), there is a path between vertices of V (i)

1 and V (i)
si going through v.

Take for example the permutation σ = 4321. There is only one right-to-left minimum, which
is 1.

The sorting graph G(1) for σ = 4321 encodes the P1-stack configurations of σ, that are in
particular pushall stack configurations of σ(1) = 432. There are 8 different such configurations,
which are:

4
3
2

4
3

2 4
2

3 3
2

4 24
3

34
2

43
2

4
3
2
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2 5 2 6

3 3 3 4

4 1 4 2

Stack configurations
of B3 = 2

Stack configurations
of B2 = 3

Stack configurations
of B1 = 4

Figure 3 Sorting graph G(1) of σ = 4321.

As the 	-decomposition of σ(1) is
σ(1) = 	[4, 3, 2], the sorting graph G(1)

has 3 levels (see Figure 3).
Then the 8 P1-stack configurations of

σ are found taking each of the 8 differ-
ent paths going from any configuration
of B1 to any configuration of B3. For
example, the thick path of Figure 3 gives

the stack configuration 34
2

by stack-
ing the selected configuration of B3 above
the configuration of B2 and so on.

Our algorithm computes iteratively the graph G(i) from G(i−1) for i from 2 to r. The way
G(i) is computed from G(i−1) depends on the relative values of p(i) and q(i+1). By definition
of G(i), if at any step G(i) is empty, it means that σ≤ki

is not sortable (from Theorem 9), so σ
is not sortable either, and the algorithm returns false. This is summarized in Algorithm 2.

Algorithm 2: isSortable
Data: σ a permutation
Result: true or false depending on whether σ is 2-stack sortable
G ← ComputeG1
for i from 2 to r do

if p(i) = q(i+1) then G ← iteratepEqualsq(G) or return false
else if p(i) < q(i+1) then G ← iteratepLessThanq(G) or return false

else G ← iteratepGreaterThanq(G) or return false
return true

The rest of Section 3 describes the sub-procedures used in our main algorithm isSortable(σ).

3.3 First step: G(1)

In this subsection, we show how to compute the P1-stack configurations of σ, i.e. the stack
configurations corresponding to time t1 for sorting words of σ≤k1 that satisfy (P ) for σ≤k1 .

From Lemma 19, such a stack configuration is a pushall stack configuration of σ(1).
Conversely, since σk1 = 1, σ(1) = σ<k1 and each sorting word of σ≤k1 satisfies (P1) for σ≤k1 .
Thus the set of P1-stack configurations of σ is the set of pushall stack configurations of σ(1).

By Proposition 4.7 of [9], these stack configurations are described by the set of stack
configurations for each block of the 	-decomposition of σ(1). More precisely, with σ(1) =
	[B(1)

1 , . . . , B
(1)
s1 ], there is a bijection from pushallConfigs(B(1)

1 )× · · · × pushallConfigs(B(1)
s1 )

onto pushallConfigs(σ(1)) by stacking configurations one upon the other (as in Lemma 11).
Thus, from Lemma 18, σ≤k1 is not sortable if and only if a set pushallConfigs(B(1)

j ) is empty.
Moreover, it will be useful to label the configurations computed so that we attach a

distinct integer to each stack configuration when computed.
At this point, we have encoded all configurations corresponding to words satisfying (P )

up to the factor ρ1λ1µ1. The obtained graph is G(1). This step is summarized in Algorithm 3.

3.4 From step i to step i + 1
After step i we know the graph G(i) encoding every Pi-stack configuration of σ and we want
to compute the graph G(i+1) encoding Pi+1-stack configurations of σ at step i + 1. From
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Algorithm 3: ComputeG1
Data: σ a permutation, m a global integer variable
Result: false if σ≤k1 is not sortable, the sorting graph G(1) otherwise.
E = ∅ ; Compute σ(1) and its 	-decomposition 	[B(1)

1 , . . . , B
(1)
s1 ]

for j from 1 to s(1)
1 do

V
(1)
j ← ∅ ; S = pushallConfigs(B(1)

j )
if S = ∅ then return false
for s ∈ S do { V (1)

j ← V
(1)
j

⋃
{(s, m )} ; m← m+ 1 }

if j > 1 then E = E
⋃
{(s, s′), s ∈ V (1)

j , s′ ∈ V (1)
j−1}

return G(1) = (
⋃

j∈[1..s(1)
1 ]
V

(1)
j , E )

Lemma 19 it is enough to check the accessibility of pushall stack configuration of σ(i+1)

from Pi-stack configurations of σ. We cannot check every pair of configurations (c, c′) with c
being a Pi-stack configuration and c′ be a pushall stack configuration of σ(i+1), because the
number of such pair of configurations is possibly exponential. Thus our algorithm focuses
not on stack configurations of some σ(`) but on the restriction of such stack configurations to
the blocks B(`)

j , making use of Lemma 14. Using Lemma 19, Lemma 14 can be rephrased as:

I Lemma 20. Let c′ be a total stack configuration of σ(i+1), p = p(i) and q = q(i+1). Then
c′ is a Pi+1-stack configuration of σ if and only if:

For any j ≥ q, c′
|B(i+1)

j

is a pushall stack configuration of σ|B(i+1)
j

, and
there exists a Pi-stack configuration c of σ such that:
c′
|B(i)

min(p,q)∪···∪B
(i)
q

is accessible from c|B(i+1)
min(p,q)∪···∪B

(i+1)
p

for σ|B(i)
p

⋃
B

(i+1)
q

and

c′
|B(i+1)

1 ∪···∪B(i+1)
min(p,q)−1

= c|B(i)
1 ∪···∪B

(i)
min(p,q)−1

Recall that a Pi-stack configuration of σ is encoded by a path in the sorting graph
G(i), corresponding to the 	-decomposition of the permutation σ(i) into blocks B(i)

j . The
last point of Lemma 20 ensures that the first levels (1 to min(p(i), q(i+1)) − 1) in G(i+1)

are the same as the ones in G(i). The first point of Lemma 20 ensures that the last levels
(> q(i+1)) of G(i+1) form a complete partitioned graph whose vertices are all pushall stack
configurations of the corresponding blocks. So the only unknown levels for G(i+1) are those
between min(p(i), q(i+1)) and q(i+1) and we can compute them by testing accessibility.

There are distinct cases depending on the relative values of p(i) and q(i+1). To lighten
the notations in the following, we sometimes write p (resp. q) instead of p(i) (resp. q(i+1)).

3.4.1 Case p(i) = q(i+1)

If p(i) = q(i+1) then B(i+1)
q(i+1) ∩A(i) = B

(i)
p(i) ∩A(i) (see Figure 2). We have the sorting graph G(i)

encoding all Pi-stack configurations of σ and we want to compute the sorting graph G(i+1)

encoding all Pi+1-stack configurations of σ assuming that p(i) = q(i+1) = min(p(i), q(i+1)).
In this case, from Lemma 20, we only have to check accessibility of pushall configurations

of B(i+1)
q from configurations of B(i)

p belonging to level p of G(i). Indeed, from the properties
of the sorting graph given p.621, for any vertex v of G(i), there is a path between vertices
of V (i)

1 and V (i)
si going through v, and such a path corresponds to a Pi-stack configuration

of σ. Thus for any configurations x of B(i)
p belonging to a vertex v of level p of G(i), there

is at least one Pi-stack configuration c of σ such that c|B(i)
p

= x, and c|B(i)
1 ∪···∪B

(i)
min(p,q)−1

is

encoded by a path from v to level p of G(i) (which goes through each level < p).
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If there is no pushall configuration of B(i+1)
q accessible from some configurations of B(i)

p

belonging to level p of G(i), or if σ(i+1) has no pushall configuration, then σ has no Pi+1-stack
configuration and σ≤ki+1 is not sortable (from Lemma 18). This leads to algorithm 4.

Algorithm 4: iteratepEqualsq(G(i))
Data: σ a permutation and G(i) the sorting graph at step i
Result: false if σ≤ki+1 is not sortable, the sorting graph G(i+1) otherwise.
G an empty sorting graph with si+1 levels
G′ ← ComputeG1(σ(i+1)) (pushall sorting graph of σ(i+1)) or return false
Copy levels q + 1, . . . , si+1 of G′ into the same levels of G
for (c, ` ) in level p of G(i) do
H the subgraph of G(i) induced by (c, ` ) in levels < p

for (c′, `′ ) in level q of G′ do
if isAccessible(c, c′, σ|B(i)

p

⋃
B

(i+1)
q

) then
Add (c′, `′ ) in level q of G (if not already done)
Merge H in levels ≤ q of G with (c′, `′ ) as origin

if level q of G is empty then return false
for (c′, `′ ) in level q of G do Add all edges from (c′, `′ ) to each vertex of level q + 1 of G;
return G

3.4.2 Case p(i) < q(i+1)

If p(i) < q(i+1) then B(i+1)
q(i+1) ∩ A(i)  B

(i)
p(i) ∩ A(i) (see Figure 2). By Lemma 20, we have to

select among pushall stack configurations of blocks p, p+ 1, . . . , q of σ(i+1) those accessible
from a configuration of B(i)

p that appears at level p in G(i). We can restrict the accessibility
test from configurations of B(i)

p appearing in graph G(i) to pushall stack configurations of
B

(i+1)
q . Indeed, Lemma 15 ensures that the elements of blocks B(i+1)

j for j from p to q−1 are
in the same stack at time ti and at time ti+1. Thus configurations of B(i+1)

j for j from p to
q−1 are restrictions of configurations of B(i)

p . We keep the same label in the vertex to encode
that those configurations of B(i+1)

p , B
(i+1)
p+1 , . . . , B

(i+1)
q−1 come from the same configuration of

B
(i)
p and we build edges between vertices of B(i+1)

j+1 and B
(i+1)
j that come from the same

configuration of B(i)
p . It is because of this case p = q that we have to label configurations in

our sorting graph. Indeed, two different stack configurations c1 and c2 of B(i)
p may have the

same restriction to some block B(i+1)
j but not be compatible with the same configurations of

the other blocks, thus we want the corresponding vertices of level j of G(i+1) to be distinct,
that’s why we use labels. More precisely, we have algorithm 5.

Algorithm 5: iteratepLessThanq(G(i))
Same as Algorithm 4, but replace this line:

Merge H in levels ≤ q of G with (c′, `′ ) as origin
by those four lines:

for j from q − 1 downto p do
Add (c|B(i+1)

j

, ` ) in level j of G
Add an edge between (c|B(i+1)

j

, ` ) and (c|B(i+1)
j+1

, ` ) in G.

Merge H in levels ≤ p of G with (c|B(i+1)
p

, ` ) as origin



A. Pierrot and D. Rossin 625

Note that in Algorithm 5, before calling isAccessible(c, c′, σ|B(i)
p

⋃
B

(i+1)
q

), we extend

configuration c′ toD(i)⋃B(i+1)
q by assigning the same stack than in c to points ofD(i)\B(i+1)

q .
This is justified by Lemma 15.

3.4.3 Case p(i) > q(i+1)

If p(i) > q(i+1) then B
(i)
p(i) ∩ A(i)  B

(i+1)
q(i+1) ∩ A(i) (see Figure 2). This case is very similar

to the preceding one except that B(i)
p is not cut into pieces but glued with preceding

blocks. As a consequence, when testing accessibility of a configuration of B(i+1)
q , we should

consider every corresponding configuration in G(i), that is, every configuration obtained
by stacking configurations at level q, q + 1, . . . , p in G(i). Unfortunately, this may give an
exponential number of configurations; but noticing that by Lemma 15 the elements of blocks
B

(i)
q , B

(i)
q+1 . . . B

(i)
p−1 are exactly in the same stack at time ti and at time ti+1, it is sufficient

to check the accessibility of a pushall configuration c′ of B(i+1)
q from a configuration c of B(i)

p

and verify afterwards whether the configuration c has ancestors in G(i) that match exactly
the configuration c′. Thus in Algorithm 6, before calling isAccessible(c, c′, σ|B(i)

p

⋃
B

(i+1)
q

),

we extend configuration c to D(i)⋃B(i)
p by assigning the same stack than in c′ to points of

D(i) \B(i)
p .

Algorithm 6: iteratepLessThanq(G(i))
Same as Algorithm 4, but replace this block:

Add (c′, `′ ) in level q of G (if not already done)
Merge H in levels ≤ q of G with (c′, `′ ) as origin

by those four lines (and drop the definition of H, since it is redefined below):
if there is a path (c, ` )↔ (c′

|B(i)
p−1

, `1 )↔ . . .↔ (c′
|B(i)

q

, `k ) in G(i) then

Add (c′, `′ ) in level q of G (if not already done)
H the subgraph of G(i) induced by (c′

|B(i)
q

, `k ) in levels < q

Merge H in levels ≤ q of G with (c′, `′ ) as origin

Now that we have described all steps of our algorithm, let us study its complexity.

4 Complexity Analysis

In this section we state the complexity of isSortable(σ), our main algorithm (Algorithm 2).

I Theorem 21. Given a permutation σ, Algorithm 2 isSortable(σ) decides whether σ is
sortable with two stacks in series in polynomial time w.r.t. |σ|.

The key idea to prove this theorem relies on bounding the size of each graph G(i):

I Lemma 22. For any i ∈ [1..r], the maximal number of vertices in a level of G(i) is 9n
where n is the size of the input permutation.

I Lemma 23. For any i ∈ [1..r], the number of vertices of G(i) is O(n2) and the number of
edges of G(i) is O(n3), where n is the size of the input permutation.
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Abstract
In this paper we propose a new approach to the study of the communication requirements of
distributed computations, which advocates for the removal of the restrictive assumptions under
which earlier results were derived. We illustrate our approach by giving tight lower bounds on
the communication complexity required to solve several computational problems in a distributed-
memory parallel machine, namely standard matrix multiplication, stencil computations, compar-
ison sorting, and the Fast Fourier Transform. Our bounds rely only on a mild assumption on
work distribution, and significantly strengthen previous results which require either the compu-
tation to be balanced among the processors, or specific initial distributions of the input data, or
an upper bound on the size of processors’ local memories.
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1 Introduction

Communication is a major factor determining the performance of algorithms on current
computing systems, as the time and energy needed to transfer data between processing and
storage elements is often significantly higher than that of performing arithmetic operations.
The gap between computation and communication costs, which is ultimately due to basic
physical principles, is expected to become wider and wider as architectural advances allow to
build systems of increasing size and complexity. Hence, the cost of data movement will play
an even greater role in future years.

As in all endeavors where performance is systematically pursued, it is important to evaluate
the distance from optimality of a proposed algorithmic solution, by establishing appropriate
lower bounds. Given the well-known difficulty of establishing lower bounds, results are
often obtained under restrictive assumptions that may severely limit their applicability. It is
therefore important to progressively reduce or fully eliminate such restrictions.

In this spirit, we consider lower bounds on the amount of communication that is required
to solve some classical computational problems on a distributed-memory parallel system.
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Specifically, we revisit the assumptions and constraints under which preceding results were
derived, and prove new lower bounds which use much weaker hypotheses and thus have wider
applicability. Even when the functional form of the bounds remains the same, our results
do yield new insights to algorithm developers since they might reveal if some settings are
needed, or not, in order to obtain better performance.

We model the machine using the standard Bulk Synchronous Parallel (BSP) model of
computation [32], which consists of a collection of p processors, each equipped with an
unbounded private memory and communicating with each other through a communication
network. The distribution of inputs and outputs effectively forms a part of the problem
specification, thus restricting the applicability of upper and lower bounds. Much of previous
work on BSP algorithms considers a version of the BSP model equipped with an additional
external memory, which serves as the source of the input and the destination for the output
(see, e.g., [29]). This modification significantly alters the spirit of the BSP of serving as a
model for distributed-memory machines, making it very similar to shared-memory models
like the LPRAM [1]. In fact, in a distributed-memory machine, the inputs might already
be distributed in some manner prior to the invocation of the algorithm, and the outputs
are usually left distributed in the processors’ local memories at the end of the execution,
especially if the computation is a subroutine of a larger computation. Thus, lower bounds
that use this assumption, which essentially exploit this “hack” to guarantee that acquiring
the n input elements contributes to the communication cost of algorithms (as some processor
must read at least dn/pe input values), are not directly applicable to distributed-memory
architectures.

Other authors, within the original BSP model, assume specific distributions of the input
data. As we shall see later, it is usually assumed that the input is initially evenly distributed
among the p processors, that is, each processor is assigned either dn/pe or bn/pc pieces of the
input. However, this apparently reasonable hypothesis is somewhat restrictive, and actually
not part of the logic of the BSP model. In fact, the physical distribution of input data
across the processors may depend on several factors, ranging from how the input data set
gets acquired, to how the output of the preceding computation is distributed in the case of
algorithms being cascaded (that is, when the output of one is the input for the next), to file
system policies. Moreover, a uniform partition of the inputs postulates, but does not prove,
that unbalanced distributions may cause severe communication bottlenecks.

One possibility to circumvent both the issues discussed above is to require, in place of the
even distribution of the inputs and of the presence of an external memory, that algorithms
exhibit some level of load balancing of the computation. Typically, if W denotes the total
work required by any algorithm to solve the given problem, it is required that each processor
performs O (W/p) elementary computations. However, this way it is implicitly assumed,
but (as above) not proved, that optimal solutions balance computation. In fact, in general
there is a tradeoff between computation costs and communication costs. Some papers (see,
e.g., [22, 35]) quantify such tradeoffs by establishing lower bounds on the communication
cost of any algorithm as a function of its computation time. Nevertheless, results of this kind
usually indicate that the higher lower bounds on communication correspond only to perfectly
(to within constant factors) work-balanced computations, and such bounds are tight since
achieved by balanced algorithms. This leaves open the possibility that a substantial saving
on communication costs could actually be achieved at a price of a small unbalance of the
computation loads.

Another common assumption is putting an upper bound on the size of processors’ local
memories. However, current technological advances allow to build cheap memory and storage
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devices that, for many applications, allow a single machine to store the whole input data set
and the intermediate data. Moreover, results derived under this assumption are less general
than results that put no limits on the amount of storage available to processors; indeed,
lower bounds are relatively easier to establish, as the model essentially becomes a parallel
version of the standard external memory model for sequential computations, for which much
more results and techniques are known (see, e.g., [16, 2]).

In contrast, lower bounds presented in this paper do not hinge on any of the above
assumptions. We develop new lower bounds for a number of key computational problems,
namely standard matrix multiplication, stencil computations, comparison sorting, and the
Fast Fourier Transform, using the weak assumption that no processor performs more than a
constant fraction of the total required work. This requires more involved arguments, and
substantially strengthens previous work on communication lower bounds for distributed-
memory computations.

The model. The Bulk Synchronous Parallel (BSP) model of computation was introduced
by Valiant [32] as a bridging model for general-purpose parallel computing. The architectural
component of the model consists of p processing elements P0, P1, . . . , Pp−1, each equipped
with an unbounded local memory, interconnected by a communication medium. The execution
of a BSP algorithm consists of a sequence of supersteps, where each processor can perform
operations on data in its local memory, send/receive messages (each occupying a constant
number of words) and, at the end, execute a global synchronization. The running time of
the i-th superstep is expressed in terms of two parameters, g and `, as Ti = wi + hig + `,
where wi is the maximum number of local operations performed by any processor, and hi

is the maximum number of messages sent or received by any processor. The running time
TA of a BSP algorithm A is the sum of the times of its supersteps and can be expressed
as WA + HAg + SA`, where SA is the number of supersteps, WA =

∑SA
i=1 wi is the local

computation complexity, and HA =
∑SA

i=1 hi is the communication complexity.

Previous work. The complexity of communication on various models of computation has
received considerable attention. Lower bounds are often established through adaptations of
the techniques of Hong and Kung [16] for hierarchical memory, or by critical path arguments,
such as those in [1]. For applications of these and other techniques see [22, 2, 25, 15, 8, 6, 17,
24, 4, 9, 5] as well as [26] and references therein. In the following, we discuss previous work
on lower bounds for the communication complexity of the problems studied in this paper.

A standard computational problem is the multiplication of two n × n matrices. For
the classical Θ

(
n3) algorithm, an Ω

(
n2/p2/3) lower bound has been previously derived

for the BSP [31] and the LPRAM [1]. However, both results hinge on the hypothesis that
the input initially resides outside the processors’ local memories and thus must be read,
contributing to the communication complexity of the algorithms. As such, these results are
an immediate consequence of a result of [16] (then restated in [17]) which, loosely speaking,
bounds from above the amount of computation that can be performed with a given quantity
of data. When input is assumed to be initially evenly distributed across the p processors’
local memories, the same lower bound is claimed in [11]. Recently, Ballard et al. [3] obtained
a result of the same form by assuming perfectly balanced (to within constant factors)
computations, and disallowing any initial replication of inputs. The very same bound was
found also by Irony et al. [17], who restrict their attention to computations that take place
on machines where processors’ local memory size is assumed to be M = O

(
n2/p2/3) (see

also [4]). Finally, Solomonik and Demmel [28] investigate tradeoffs between input replication
and communication complexity.
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A class of computations ubiquitous in scientific computing is that of stencil computations,
where each computing node in a multi-dimensional grid is updated with weighted values
contributed by neighboring nodes. These computations include the diamond DAG in the
two-dimensional case and the cube DAG in three dimensions. For the former, Papadimitriou
and Ullman [22] present a communication-time tradeoff which yields a tight Ω (n) lower bound
on the communication complexity only for the case of balanced computations. Aggarwal
et al. [1] extend this result to all algorithms whose computational complexity is within a
constant factor of the number of nodes of the DAG. To the best of our knowledge, this is
the sole example of a tight lower bound that holds under the same hypothesis used in this
paper. By generalizing the technique in [22], Tiskin [31] establishes a tight bound for the
cube DAG, and claims its extension to higher dimensions. However, this results only hold
when the computational load is balanced among the p processors.

Another key problem is sorting. Many papers assume that the n inputs initially reside
outside processors’ local memories, thus obtaining an Ω (n/p) lower bound which turns out
to be tight when it is additionally assumed that problem instances have sufficient slackness,
that is, n >> p (e.g., p2 ≤ n is a common assumption). Under some technical assumptions,
a bound of the form Ω (n logn/(p log(n/p))), which is tight for all values of p ≤ n, was first
given within the LPRAM model [1]. This bound, however, includes the cost to read the
input from the shared memory. A similar lower bound was derived later by Goodrich [15]
within the BSP model, but the result holds only for the subclass of algorithms performing
supersteps of degree h = Θ (n/p), and when the inputs are evenly distributed among the
processors.

Previous work on the communication required to compute an FFT DAG of size n is
similar to previous work for sorting. By exploiting the property that, as shown in [34], the
cascade of three FFT networks has the topology of a full sorting network, the aforementioned
lower bounds for sorting also hold for the FFT DAG. In a recent paper [9], we obtain the
same result assuming that the maximum number of outputs held by any processor at the end
of the algorithm is at most n/2, and without assumptions on the distribution of the input
and of the computational loads; while these hypotheses are not equivalent to the one we are
using in this paper, the result in [9] is the closest to the one that we will develop in Section 5.

Our contribution. In this paper we present lower bounds on the communication complexity
required by key computational problems such as standard matrix multiplication, stencil
computations, comparison sorting, and the Fast Fourier Transform, when solved by parallel
algorithms on the BSP model. These results, which are all tight for the whole range of model
parameters, rely on the hypothesis that no processor performs more than a constant fraction
of the total required work. More formally, let W be the total work required by any algorithm
to solve the given problem (if the problem is represented by a directed acyclic graph, then W
is the number of nodes of the DAG, otherwise W is a lower bound on the computation time
required by any sequential algorithm), and letW be the maximum amount of work performed
by any BSP processor; then, W is assumed to satisfy the bound W ≤ εW , for some constant
ε ∈ (0, 1). The rationale behind this approach is that communication is the major bottleneck
of a distributed-memory computation unless the latter is sequential or “nearly sequential”,
in which case the main contribution to the running time T of an algorithm comes from
computation. Since it is directly linked to the running time metric, and it does not allow for
any other restrictive assumptions suggested by orthogonal constraints, we believe that this is
the right approach to perform a systematic analysis of the communication requirements of
distributed-memory computations.
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We emphasize that, in contrast to previous work, our lower bounds do not count the
communication required to acquire the input, allow for any initial distribution of the input
among the processors’ local memories, assume no upper bound on the sizes of the latter,
and do not require computations to be balanced. On the other hand, some of our results
make use of additional technical assumptions, such as the non-recomputation of intermediate
results in the course of the computation, or some restrictions on the replication of input
data. Such restrictions, however, were already in place in almost all of the corresponding
state-of-the-art lower bounds.

A full version of the paper can be found in [27].

2 Matrix Multiplication

In this section we consider the problem of multiplying two n× n matrices, A and B, using
only semiring operations, that is, addition and multiplication. Hence, each element ci,j of
the output matrix C is an explicit sum of products ai,k · bk,j , which are called multiplicative
terms. This rules out, e.g., Strassen’s algorithm and the Boolean matrix multiplication
algorithm of Tiskin [30]. As shown in [19], any algorithm using only semiring operations
must compute at least n3 distinct multiplicative terms.

In this section we establish a lower bound on the communication complexity of any
parallel algorithm for matrix multiplication on a BSP with p processors. This result is
derived assuming that no processor performs more than a constant fraction of the n3 total
work required by any algorithm, measured as the number of scalar multiplications, and that
each input element is initially stored in the local memory of exactly one processor. The
bound has the form of Ω

(
W 2/3), where W is the maximum number of multiplicative terms

evaluated by a processor, and is tight for all values of p between two and n2. The argument
through which we establish such a result is a repeated application of a “bandwidth” argument
which, loosely speaking, is as follows. Consider a processor which performs the maximum
amount of work. If this processor initially holds “few” input values, then, since it computes at
least n3/p multiplicative terms, it must receive “many” inputs from the submachine including
the other processors; otherwise, if it initially holds “many” inputs, then it has to send many
of them to the other processors, because it cannot perform too much work on its own, and
thus the other processors have to perform at least a constant fraction of the total work. The
lower bound applies to any distribution of input and output matrices, and only requires that
the input matrices are not initially replicated.

Towards this end, we first establish a lower bound of Ω
(
n2) under the same hypotheses

outlined above for two processors. This result is derived using a bandwidth argument that
bounds from below the amount of data that must travel across the communication network
of a two-processor machine. A bound of the same form can be found in [17, Section 6],
which holds only when the elements of the input matrices A and B are evenly, or almost
evenly, distributed among the two processors. Our result, which instead allows any initial
distribution of the input matrices (without replication), establishes the same bound by using
a mild hypothesis on the maximum computation load faced by the processors. Due to space
constraints, the proof of the result is deferred to the full version of the paper.

I Lemma 1. Let A be any algorithm for computing the matrix product C = AB, using only
semiring operations, on a BSP with two processors. If each processor computes at most εn3

multiplicative terms, where ε is an arbitrary constant in [1/2, 1), and the input matrices are
not initially replicated, then the communication complexity of the algorithm is

HA(n, p) = Ω
(
n2) .
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Now we can prove the main result of this section. The following theorem establishes an
Ω
(
W 2/3) lower bound to the communication complexity of any standard algorithm, where

W denotes the maximum number of multiplicative terms evaluated by a processor. By the
result of [19] and by the pigeonhole principle, there exists a processor that computes at least
n3/p multiplicative terms, from which the standard Ω

(
n2/p2/3) lower bound follows.

I Theorem 2. Let A be any algorithm for computing the matrix product C = AB, using only
semiring operations, on a BSP with p processors, where 1 < p ≤ n2, and let W be the max-
imum number of multiplicative terms evaluated by a processor. If W ≤ max{n3/p, n3/113},
and the input matrices are not initially replicated, then the communication complexity of the
algorithm is

HA(n, p) = Ω
(
W 2/3

)
.

Proof. Without loss of generality, we assume that any multiplicative term computed by the
processors is actually used towards the computation of some entry of the output matrix C
(that is, processors do not perform “useless” computations). Consider one of the processors
that compute W multiplicative terms, and without loss of generality let P0 denote such a
processor. Let I be the number of input elements initially held by this processor in its local
memory.

Consider first the case I ≤W 2/3/5. By [16, Lemma 6.1], a processor that computes W
multiplicative terms either accesses, during the whole execution of algorithm A, at least
(W/2)2/3 input elements, or computes multiplicative terms relative to at least (W/2)2/3

elements of the output matrix. In the first case, since P0 initially holds I ≤W 2/3/5 input
elements, it must receive at least (W/2)2/3− I = Ω

(
W 2/3) data words from other processors,

and the theorem follows. On the other hand, suppose P0 computes multiplicative terms
relative to (W/2)2/3 entries of the output matrix, and partition such entries into three groups:
G1, the set of entries whose multiplicative terms have all been computed by the processor;
G2, the set of entries produced by the processor but for which some multiplicative term
or partial sum has been communicated by some other processor; G3, the set of entries not
produced by the processor. Clearly, at least one of these three groups must have size at
least (W/2)2/3/3. If |G1| ≥ (W/2)2/3/3, then P0 must have computed at least n(W/2)2/3/3
multiplicative terms, and since any entry of the input matrices occurs in only n of such
terms, the processor must have received (W/2)2/3/3 − I = Ω

(
W 2/3) elements from other

processors. A similar argument applies to both G2 and G3.
Now suppose I > W 2/3/5 and p ≥ 113. Note that in this case, since p ≥ 113, it holds

that W ≤ n3/113. Assume, without loss of generality, that P0 initially holds at least I/2
elements of matrix A. Since any entry of the input matrices occurs in n multiplicative terms,
there are at least In/2 multiplicative terms that depend on the entries of A initially held by
the processor. Since W multiplicative terms are computed by the processor, the remaining
In/2−W ≥W 2/3n/10−W 2/3n/11 = W 2/3n/110 ones are computed by other processors.
Since, by hypothesis, each entry of A is initially non-replicated and a processor can compute at
most n multiplicative terms using a single entry of A, we have that (In/2−W )/n ≥W 2/3/110
messages are required for sending the appropriate entries of A to the processors that will
compute the remaining entries. Hence, HA(n, p) ≥W 2/3/110.

Finally, when I > W 2/3/5 and p < 113, the sought lower bound follows by Lemma 1.
Indeed, the p processors can be virtually partitioned into two subsets, each consisting of
exactly p/2 processors; in particular, processor P ∗0 will be identified with the submachine
including the first half of the p processors, and P ∗1 with the submachine including the second
half. Since p < 113, by hypothesis each BSP processor computes at most n3/p multiplicative
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terms, and thus both P ∗0 and P ∗1 compute at most (n3/p)(p/2) = n3/2 multiplicative terms
overall. Hence we can apply Lemma 1 to processors P ∗0 and P ∗1 , obtaining the desired
result. J

The proposed bound is tight and is matched by the algorithm that decomposes the
problem into n3/W ≤ p subproblems of size W 1/3 ×W 1/3, and then solves each subproblem
sequentially in each round. Since W ≥ n3/p, the minimum communication complexity is
Ω
(
n2/p2/3), which is achieved by the standard 3D algorithm (see, e.g., [17]).

3 Stencil Computations

A stencil defines the computation of an element in a (d− 1)-dimensional spatial grid at time
t as a function of neighboring grid elements at time t − 1, . . . , t − τ , for some value τ ≥ 1
and constant d > 1 (see, e.g., [14]). We provide an Ω

(
nd−1/p(d−2)/(d−1)) lower bound to the

communication complexity of any algorithm evaluating n time steps of a (d− 1)-dimensional
stencil. For simplicity we assume τ = 1, however our bounds still apply in the general case.
The bound follows by investigating the (n, d)-stencil problem, which consists in evaluating
all nodes of a d-dimensional array DAG of size n. A d-dimensional array DAG has nd nodes
〈i0, . . . , id−1〉, for each 0 ≤ i0, . . . , id−1 < n, and there is an arc from 〈i0, . . . , ik, . . . , id−1〉
to 〈i0, . . . , ik + 1, . . . , id−1〉, for each 0 ≤ k < d and 0 ≤ i0, . . . , id−1 < n− 1. Observe that
〈0, . . . , 0〉 and 〈n− 1, . . . , n− 1〉 are the single input and output nodes, respectively. A lower
bound to the (n, d)-stencil problem applies to the computation of n steps of a stencil: indeed,
the DAG given by the (d−1)-dimensional grid plus the time dimension spans a d-dimensional
spacetime containing an (n/2, d)-array as a subgraph.

Our result hinges on the restriction on the nature of the computation whereby each vertex
of the DAG is computed exactly once. In this setting, the crucial property is that for each arc
(u, v) such that u is computed by processor P and v is computed by processor P ′, P 6= P ′,
there corresponds a message from P to P ′ (which may also cross other processors). Such
arcs are referred to as communication arcs.

We now introduce some preliminary definitions, which will be used throughout the section.
We envision an (n, d)-stencil DAG as partitioned into pd/(d−1) smaller d-dimensional arrays,
called blocks, of size n/p1/(d−1), and denote each block with Bi0,...,id−1 for 0 ≤ i0, . . . , id−1 <

p1/(d−1). Block Bi0,...,id−1 contains nodes 〈i′0, . . . , i′d−1〉, for each ikn/p1/(d−1) ≤ i′k < (ik +
1)n/p1/(d−1). A block has nd/pd/(d−1) nodes, and is said `-owned if more than half of its
nodes are evaluated by processor P`, with 0 ≤ ` < p. A block is owned if there exists some
`, with 0 ≤ ` < p, such that it is `-owned; it is shared otherwise. Two blocks Bi0,...,id−1

and Bi′0,...,i′
d−1

are said to be adjacent if their coordinates differ in just one position k and
|ik − i′k| = 1 (i.e., they share a face). For the sake of simplicity, we assume that n and p
are powers of 2d−1 and thus the previous values (e.g., n/p1/(d−1)) are integral: since d is a
constant, this assumption is verified by suitably increasing n and decreasing p by a constant
factor which does not asymptotically affect our lower bounds.

In order to establish our main lower bound, we need two preliminary lemmas (whose
proofs are deferred to the full version). The first one gives a slack lower bound based on the
d-dimensional version of the Loomis-Whitney geometric inequality [21], and resembles the
result of Theorem 2 for matrix multiplication when d = 3.

I Lemma 3. Let Ad be any algorithm solving the (n, d)-stencil problem, without recomputa-
tion, on a BSP with p processors, where 1 < p ≤ nd−1, and denote with W the maximum
number of nodes evaluated by a processor. If W ≤ εnd, for an arbitrary constant ε ∈ (0, 1),
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then the communication complexity of the algorithm is

HAd
(n, p) = Ω

(
W (d−1)/d

)
.

Now we need a second lemma that bounds from below the number of messages exchanged
by a processor P` while evaluating nodes in an `-owned block and in an adjacent block which
is not `-owned.

I Lemma 4. Consider an `-owned block B adjacent to a shared or `′-owned block B′, with
` 6= `′. Then, the number of messages exchanged by processor P` for evaluating, without
recomputation, nodes in B and B′ is Ω

(
nd−1

p

)
.

The next theorem gives the claimed Ω
(
nd−1/(p(d−2)/(d−1))

)
lower bound, and its proof is

inspired by the argument in [31] for the cube DAG (which however assumes balanced work).
The lower bound is matched by the balanced algorithm given in [31], which decomposes the
(n, d)-stencil into pd/(d−1) subDAGs of dimension d and size n/p1/(d−1). The proof of the
theorem is deferred to the full version.

I Theorem 5. Let Ad be any algorithm for solving the (n, d)-stencil problem, without
recomputation, on a BSP with p processors, where 1 < p ≤ nd−1, and let W be the maximum
number of nodes evaluated by a processor. If W ≤ εnd, for an arbitrary constant ε ∈ (0, 1),
then the communication complexity of the algorithm is

HAd
(n, p) = Ω

(
nd−1

p(d−2)/(d−1)

)
.

4 Sorting

In this section we give a lower bound to the communication complexity of comparison-based
sorting algorithms. Comparison sorting is defined as the problem in which a given set X of
n input keys from an ordered set has to be sorted, such that the only operations allowed on
members of X are pairwise comparisons. Our bound only requires that no processor does
more than a constant fraction ε of the Θ (n logn) comparisons required by any comparison
sorting algorithm, for any ε ∈ (0, 1), and does not impose any protocol on the distribution
of the inputs and the outputs on the processors, nor upper bounds to the size of their
local memories, or specific communication patterns. As for previous work, we still need the
technical assumptions that the inputs are not initially replicated, and that the processors
store only a constant number of copies of any input key at any moment during the execution
of the algorithm.

The main result follows from the application of two lemmas, each of which provides a
different and independent lower bound to the communication complexity of sorting. Both
rely on non-trivial counting arguments, adapted from [2, 1], that hinge on the fact that any
comparison sorting algorithm must be able to distinguish between all the n! permutations of
the n inputs. The first lemma provides a lower bound as a function of the maximum number
S of input keys initially held by a processor. The second gives a lower bound as a function
of the number Π of permutations that can be distinguished before any communications take
place. We begin by stating the first lemma.

I Lemma 6. Let A be any algorithm sorting n keys on a BSP with p processors, with
1 < p ≤ n, and let S denote the maximum number of input keys initially held by a processor.
If each processor performs at most ε(n logn) comparisons, with ε being an arbitrary constant
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in (0, 1), and the input is not initially replicated, then the communication complexity of the
algorithm is

HA(n, p) = Ω (S) .

We now provide a second lemma, which bounds from below the communication complexity
of sorting in BSP as a function of the number Π of permutations that can be distinguished
before any communications take place, that is, when processors can only compare their local
inputs.

I Lemma 7. Let A be any algorithm sorting n keys on a BSP with p processors, where
1 < p ≤ n, and let Π be the number of distinct permutations that can be distinguished by A
before the second superstep, that is, by comparing the inputs that (possibly) reside initially in
the processors’ local memories. If A stores only a constant number of copies of any key at
any time instant, then the communication complexity of the algorithm is

HA(n, p) = Ω
(
n logn− log Π
p log(n/p)

)
.

Now we are ready to prove the main result of this section, an Ω ((n logn)/(p log(n/p)))
lower bound to the communication complexity of any comparison sorting algorithm. The
result follows by combining the bounds given by the previous two lemmas. Both bounds are
not tight when considered independently, the first (Lemma 6) because it is weak when at the
beginning the input keys tend to be distributed evenly among the processors, the second
(Lemma 7) because it is weak when the input keys tend to be concentrated on one or few
processors. However, the simultaneous application of both provides the sought (tight) lower
bound. Once again, the proof of the following theorem is deferred to the full version.

I Theorem 8. Let A be any algorithm for sorting n keys on a BSP with p processors, with
1 < p ≤ n. If each processor performs at most ε(n logn) comparisons, with ε being an
arbitrary constant in (0, 1), the inputs are not initially replicated, and the p processors store
only a constant number of copies of any key at any time instant, then the communication
complexity of the algorithm is

HA(n, p) = Ω
(

n logn
p log(n/p)

)
.

5 Fast Fourier Transform

In this section we consider the problem of computing the Discrete Fourier Transform of n
values using the n-input FFT DAG. In the FFT DAG, a vertex is a pair 〈w, l〉, with 0 ≤ w < n

and 0 ≤ l ≤ logn, and there exists an arc between two vertices 〈w, l〉 and 〈w′, l′〉 if l′ = l+ 1,
and either w and w′ are identical or their binary representations differ exactly in the l′-th
bit. We show that, when no processor computes more than a constant fraction of the total
number of vertices of the DAG, the communication complexity is Ω (n logn/(p log(n/p))).
Our bound does not assume any particular I/O protocol, and only requires that every input
resides in the local memory of exactly one processor before the computation begins; as for
preceding results, our bound also hinges on the restriction on the nature of the computation
whereby each vertex of the FFT DAG is computed exactly once. The bound is tight for any
p ≤ n, and is achieved by the well-known recursive decomposition of the DAG into two sets
of smaller

√
n-input FFT DAGs with each set containing

√
n of such subDAGs (see, e.g., [7]).
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We will first establish a lemma which, under the same hypothesis of the main result,
provides a lower bound to the communication complexity as a function of the maximum
work performed by any processor. The proof of the lemma (which, for space limitations, is
deferred to the full version) is based on a bandwidth argument, which exploits the fact that
an FFT DAG can perform all cyclic shifts (see, e.g., [20]), and on the following technical
result which is implicit in the work of Hong and Kung (a simplified proof is due to Aggarwal
and Vitter [2]).

I Lemma 9 ([16]). Consider the computation of the n-input FFT DAG. During the com-
putation, if a processor accesses at most S nodes of the DAG, then it can evaluate at most
2S logS nodes, for any S ≥ 2.

I Lemma 10. Let A be any algorithm computing, without recomputation, an n-input FFT
DAG on a BSP with p processors, with 1 < p ≤ n, and let W be the maximum number of
nodes of the FFT DAG computed by a processor. If W ≤ ε(n logn), for an arbitrary constant
in (0, 1), and the inputs are not initially replicated, then the communication complexity of
the algorithm is

HA(n, p) = Ω
(

W

logW

)
.

The main result of this section follows by a simple application of the preceding lemma
and of a result implicit in the proof of the lower bound due to Bilardi et al. [9, Corollary 1].
The proof is deferred to the full version.

I Theorem 11. Let A be any algorithm computing, without recomputation, an n-input FFT
DAG on a BSP with p processors, where 1 < p ≤ n. If each processor computes at most
ε(n logn) nodes, for an arbitrary constant in (0, 1), of the FFT DAG and the inputs are not
initially replicated, then the communication complexity of the algorithm is

HA(n, p) = Ω
(

n logn
p log(n/p)

)
.

6 Conclusions

We have presented new lower bounds on the amount of communication required to solve
some key computational problems in distributed-memory parallel architectures. All our
bounds have the same functional form of previous results that appear in the literature;
however, the latter are built by making a critical use of some assumptions that rule out a
large part of possible algorithms. The novelty and the significance of our results stem from
the assumptions under which our lower bounds are developed, which are much weaker than
those used in previous work.

Our bounds are derived within the BSP model of computation, but can be easily extended
to other models for distributed computations based on or similar to the BSP, such as LogP [13]
and MapReduce [18, 23]. Moreover, we believe that our results can be also ported to models
for multicore computing (see, e.g., [10, 33, 12]), since our proofs are based on some techniques
that have already been exploited in this scenario.

There is still much to do towards the establishment of a definitive theory of communication-
efficient algorithms. In fact, we were not able to remove all the restrictions there were in place
in previous work: in some cases our lower bounds still make use of some technical assumptions,
such as the non-recomputation of intermediate results, or restrictions on the replication of
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input data. Although it seems that such restrictions can be relaxed to encompass a small
amount of recomputation or input replication, it is an open question to assess whether these
assumptions are inherent to our proof techniques or can be removed. In particular, it is
not clear, in general, when recomputation has the power to reduce communications, since
many lower bound techniques do not apply in this more general scenario (see, e.g., [5]).
Providing tight lower bounds that hold also when recomputation is allowed is a fascinating
and challenging avenue for future research.

Acknowledgements. The authors would like to thank Gianfranco Bilardi and Andrea
Pietracaprina for useful comments.

References
1 Alok Aggarwal, Ashok K. Chandra, and Marc Snir. Communication complexity of PRAMs.

Theoretical Computer Science, 71:3–28, 1990.
2 Alok Aggarwal and Jeffrey S. Vitter. The input/output complexity of sorting and related

problems. Communications of the ACM, 31(9):1116–1127, 1988.
3 Grey Ballard, James Demmel, Olga Holtz, Benjamin Lipshitz, and Oded Schwartz. Brief an-

nouncement: strong scaling of matrix multiplication algorithms and memory-independent
communication lower bounds. In Proc. 24th ACM Symposium on Parallelism in Algorithms
and Architectures, pages 77–79, 2012.

4 Grey Ballard, James Demmel, Olga Holtz, and Oded Schwartz. Minimizing communication
in numerical linear algebra. SIAM J. on Matrix Analysis and Applications, 32(3):866–901,
2011.

5 Grey Ballard, James Demmel, Olga Holtz, and Oded Schwartz. Graph expansion and
communication costs of fast matrix multiplication. J. of the ACM, 59(6):32:1–32:23, 2012.

6 Gianfranco Bilardi, Andrea Pietracaprina, and Paolo D’Alberto. On the space and ac-
cess complexity of computation DAGs. In Proc. 26th International Workshop on Graph-
Theoretic Concepts in Computer Science, pages 47–58, 2000.

7 Gianfranco Bilardi, Andrea Pietracaprina, Geppino Pucci, and Francesco Silvestri.
Network-oblivious algorithms. In Proc. 21st IEEE International Parallel and Distributed
Processing Symposium, pages 1–10, 2007.

8 Gianfranco Bilardi and Franco Preparata. Processor-time tradeoffs under bounded-speed
message propagation: Part II, lower bounds. Theory of Computing Systems, 32(5):531–559,
1999.

9 Gianfranco Bilardi, Michele Scquizzato, and Francesco Silvestri. A lower bound technique
for communication on BSP with application to the FFT. In Proc. 18th International
Conference on Parallel Processing, pages 676–687, 2012.

10 Guy E. Blelloch, Rezaul A. Chowdhury, Phillip B. Gibbons, Vijaya Ramachandran, Shimin
Chen, and Michael Kozuch. Provably good multicore cache performance for divide-and-
conquer algorithms. In Proc. 19th ACM-SIAM Symposium on Discrete Algorithms, pages
501–510, 2008.

11 Thomas Cheatham, Amr F. Fahmy, Dan C. Stefanescu, and Leslie G. Valiant. Bulk syn-
chronous parallel computing – a paradigm for transportable software. In Proc. 28th Hawaii
International Conference on System Sciences, pages 268–275, 1995.

12 Rezaul Alam Chowdhury, Vijaya Ramachandran, Francesco Silvestri, and Brandon Blakeley.
Oblivious algorithms for multicores and networks of processors. Journal of Parallel and
Distributed Computing, 73(7):911–925, 2013.

13 David E. Culler, Richard M. Karp, David A. Patterson, Abhijit Sahay, Eunice E. Santos,
Klaus E. Schauser, Ramesh Subramonian, and Thorsten von Eicken. LogP: A practical
model of parallel computation. Communications of the ACM, 39(11):78–85, 1996.

STACS’14



638 Communication Lower Bounds for Distributed-Memory Computations

14 Matteo Frigo and Volker Strumpen. Cache oblivious stencil computations. In Proc. 19th
International Conference on Supercomputing, pages 361–366, 2005.

15 Michael T. Goodrich. Communication-efficient parallel sorting. SIAM Journal on Comput-
ing, 29(2):416–432, 1999.

16 Jia-Wei Hong and H. T. Kung. I/O complexity: The red-blue pebble game. In Proc. 13th
ACM Symposium on Theory of Computing, pages 326–333, 1981.

17 Dror Irony, Sivan Toledo, and Alexandre Tiskin. Communication lower bounds for
distributed-memory matrix multiplication. Journal of Parallel and Distributed Comput-
ing, 64(9):1017–1026, 2004.

18 Howard J. Karloff, Siddharth Suri, and Sergei Vassilvitskii. A model of computation for
MapReduce. In Proc. 21st Annual ACM-SIAM Symposium on Discrete Algorithms, pages
938–948, 2010.

19 Leslie Robert Kerr. The Effect of Algebraic Structure on the Computational Complexity of
Matrix Multiplication. PhD thesis, Cornell University, 1970.

20 Frank T. Leighton. Introduction to Parallel Algorithms and Architectures: Arrays, Trees,
Hypercubes. Morgan Kaufmann Publishers Inc., 1992.

21 L.H. Loomis and H. Whitney. An inequality related to the isoperimetric inequality. Bulletin
of The American Mathematical Society, 55:961–962, 1949.

22 Christos H. Papadimitriou and Jeffrey D. Ullman. A communication-time tradeoff. SIAM
Journal on Computing, 16(4):639–646, 1987.

23 Andrea Pietracaprina, Geppino Pucci, Matteo Riondato, Francesco Silvestri, and Eli Upfal.
Space-round tradeoffs for MapReduce computations. In Proc. 26th International Confer-
ence on Supercomputing, pages 235–244, 2012.

24 Desh Ranjan, John Savage, and Mohammad Zubair. Strong I/O lower bounds for bino-
mial and FFT computation graphs. In Proc. 17th Annual International Conference on
Computing and Combinatorics, pages 134–145, 2011.

25 John E. Savage. Extending the Hong-Kung model to memory hierarchies. In Proc. First
Annual International Conference on Computing and Combinatorics, pages 270–281, 1995.

26 John E. Savage. Models of Computation: Exploring the Power of Computing. Addison-
Wesley Longman Publishing Co., Inc., 1998.

27 Michele Scquizzato and Francesco Silvestri. Communication lower bounds for distributed-
memory computations. CoRR, abs/1307.1805, 2013.

28 Edgar Solomonik and James Demmel. Communication-optimal parallel 2.5D matrix mul-
tiplication and LU factorization algorithms. In Proc. 17th International Conference on
Parallel Processing, pages 90–109, 2011.

29 Alexander Tiskin. BSP (bulk synchronous parallelism). In Encyclopedia of Parallel Com-
puting, pages 192–199. Springer, 2011.

30 Alexandre Tiskin. Bulk-synchronous parallel multiplication of Boolean matrices. In Proc.
25th Int’l Colloquium on Automata, Languages and Programming, pages 494–506, 1998.

31 Alexandre Tiskin. The Design and Analysis of Bulk-Synchronous Parallel Algorithms. PhD
thesis, University of Oxford, 1998.

32 Leslie G. Valiant. A bridging model for parallel computation. Communications of the ACM,
33(8):103–111, 1990.

33 Leslie G. Valiant. A bridging model for multi-core computing. Journal of Computer and
System Sciences, 77(1):154–166, 2011.

34 Chuan-Lin Wu and Tse-Yun Feng. The universality of the shuffle-exchange network. IEEE
Transactions on Computers, 30:324–332, 1981.

35 I-Chen Wu and H. T. Kung. Communication complexity for parallel divide-and-conquer. In
Proc. 32nd annual Symposium on Foundations of Computer Science, pages 151–162, 1991.



Stochastic Scheduling on Unrelated Machines ∗

Martin Skutella1, Maxim Sviridenko2, and Marc Uetz3

1 TU Berlin, Institut für Mathematik, Berlin, Germany
martin.skutella@tu-berlin.de

2 University of Warwick, Department of Computer Science, Coventry, United
Kingdom
sviri@dcs.warwick.ac.uk

3 University of Twente, Department of Applied Mathematics, Enschede, The
Netherlands
m.uetz@utwente.nl

Abstract
Two important characteristics encountered in many real-world scheduling problems are hetero-
geneous processors and a certain degree of uncertainty about the sizes of jobs. In this paper we
address both, and study for the first time a scheduling problem that combines the classical un-
related machine scheduling model with stochastic processing times of jobs. Here, the processing
time of job j on machine i is governed by random variable Pij , and its realization becomes known
only upon job completion. With wj being the given weight of job j, we study the objective to
minimize the expected total weighted completion time E

[∑
j wjCj

]
, where Cj is the completion

time of job j. By means of a novel time-indexed linear programming relaxation, we compute in
polynomial time a scheduling policy with performance guarantee (3+∆)/2+ε. Here, ε > 0 is ar-
bitrarily small, and ∆ is an upper bound on the squared coefficient of variation of the processing
times. When jobs also have individual release dates rij , our bound is (2 + ∆) + ε. We also show
that the dependence of the performance guarantees on ∆ is tight. Via ∆ = 0, currently best
known bounds for deterministic scheduling on unrelated machines are contained as special case.
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1 Introduction

Deterministic scheduling. The problem to minimize the total weighted completion time on
unrelated parallel machines, denoted R | (rij) |

∑
wjCj in the three-field notation of Graham

et al. [8], is one of the most important classical problems in the theory of deterministic
scheduling. Each job j has a weight wj , possibly an individual release date rij before which
job j must not be scheduled on machine i, and the processing time of job j on machine i
is pij . Each job has to be processed non preemptively on any one of the machines, and each
machine can process at most one job at a time. The objective is to find a schedule minimizing
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640 Stochastic Scheduling on Unrelated Machines

the total weighted completion time
∑
j wjCj , where Cj denotes the completion time of job j

in the schedule. The special case with identical parallel machines is already known to be
strongly NP-hard [12] but there do exist polynomial time approximation schemes [1, 28].
The general setting of unrelated parallel machines turns out to be significantly harder and
there is a complexity gap compared to identical parallel machines: Hoogeveen et al. [11]
prove MaxSNP-hardness and hence there is no polynomial time approximation scheme. On
the positive side, the currently best known approximation algorithms for unrelated parallel
machines have performance guarantees 3/2 and 2, for the problem without and with release
dates, respectively [4, 23, 25, 26]. Improving these bounds is considered to be among the
most important open problems in scheduling [24] which is also an indication of the high
significance of unrelated machine scheduling.

Stochastic scheduling. We consider for the first time the stochastic variant of unrelated
machine scheduling. Here, the processing time of a job j on machine i is given by random
variable Pij . In stochastic scheduling, we are asked to compute a non-anticipatory scheduling
policy. Roughly spoken, a scheduling policy makes scheduling decisions at certain decision
times t, and these decisions are based on the observed past up to time t as well as the a
priori knowledge of the input data of the problem. The policy, however, must not anticipate
information about the future, such as the actual realizations of the processing times of
jobs which have not yet been completed by time t. We refer to Möhring et al. [16] for
the formal definition of stochastic scheduling policies, and here confine ourselves with an
intuitive description that puts stochastic scheduling in the framework of stochastic dynamic
optimization: Actions of a scheduling policy at a time t consists of a set of jobs, possibly
empty, to be started on a set of idle machines, together with a tentative next decision
time t∗ > t. The next action of the policy is due at t∗, or the time of the next job completion,
or the time when the next job is released, whatever occurs first. Depending on the action of
the policy, the next decision time as well as the state of the schedule at the next decision time
is realized according to the probability distributions of the jobs’ processing times. A non-
anticipatory policy may learn over time, but it has only access to distributional information
about remaining processing times of unfinished jobs, conditioned on the state of the schedule
at time t.1 As all previous work in the area, we assume that the random variables Pij are
stochastically independent across jobs. For any given non-anticipatory scheduling policy, the
possible outcome of the objective function

∑
j wjCj is a random variable, and our goal is to

minimize its expected value, which by linearity of expectation equals
∑
j wjE[Cj ].

Related work. Generalizing a well known result of Smith [29] for deterministic single
machine scheduling, Rothkopf [19] proved in 1966 that the WSEPT rule2 minimizes the
expected total weighted completion time on a single machine. Apart from Weiss’ results
on the asymptotic optimality of WSEPT in stochastic scheduling on identical parallel
machines [32, 33], the first constant factor approximation algorithms for stochastic scheduling
on identical parallel machines have been obtained in 1999 by Möhring et al. [17]. Next to
a linear programming (LP) based analysis of the WSEPT rule, they define list scheduling

1 A concrete example may help: Imagine a job j which has processing time either small (ε) or large (M),
both with probability 1/2. For a scheduling policy that starts this job at time t, it can make sense to
define a tentative next decision time at t∗ = t + ε, because then it learns with certainty what the actual
processing time of job j is. Using such building blocks, one can even show that an optimal scheduling
policy is generally not work conserving, i. e., machines are left deliberately idle [31].

2 Weighted shortest expected processing time first: schedule jobs in order of non-increasing ratios wj/E[Pj ].
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Table 1 Performance bounds for nonpreemptive stochastic machine scheduling problems. Para-
meter ε > 0 can be chosen arbitrarily small. Parameter ∆ upper bounds the squared coefficient of
variation CV2[Pij ] = Var[Pij ]/E2[Pij ] for all Pij . The third column shows the results for CV[Pij ] ≤ 1;
e. g., uniform, exponential, or Erlang distributions. As usual in stochastic scheduling, these bounds
hold with respect to the expected performance of any non-anticipatory scheduling policy.

stochastic scheduling worst case performance guarantee reference
model arbitrary Pij CV[Pij ] ≤ 1

P | |E
[∑

wjCj

]
1 + (m−1)(∆+1)

2m
2− 1/m [17]

P | rj |E
[∑

wjCj

]
2 + ∆ 3 [22]

R | |E
[∑

wjCj

]
1 + ∆+1

2 + ε 2 + ε this paper

R | rij |E
[∑

wjCj

]
2 + ∆ + ε 3 + ε this paper

policies which are based on linear programming relaxations in completion time variables.
The performance bounds are constant whenever the coefficients of variation of the jobs’
processing times are bounded by a constant. As usual in stochastic scheduling, all bounds
hold with respect to any non-anticipatory scheduling policy. By using an idea from Chekuri
et al. [2], that approach was extended to stochastic scheduling problems with precedence
constrains by Skutella and Uetz [27]. Subsequently, in line with earlier work by Chou et
al. [3], Megow et al. [14] combined the stochastic scheduling model with online scheduling,
and derived combinatorial, constant competitive algorithms that are not guided by linear
programming relaxations. Yet all results, including the analysis in [14], are based on one and
the same linear programming relaxation, namely that of [17]. With respect to the underlying
relaxation, Schulz [22] goes one step further, and uses the mean busy time relaxation that was
previously used also by Correa and Wagner [5], yet its validity in stochastic scheduling still
relies on the validity of the completion time relaxation of [17]. Nevertheless, in comparison
to [14], the clever use of an optimal solution to an equivalent time-indexed LP relaxation for
deterministic scheduling yields improved and simpler results.

Two other research directions are related to our work, yet for different models and
independent of the techniques of [17] as well as ours. One is approximation algorithms for
preemptive stochastic scheduling by Megow and Vredeveld [15]. They use a single machine
relaxation that is optimally solved by a Gittins index policy, and thereby achieve a competitive
ratio of 2 for preemptive online stochastic scheduling on parallel identical machines. The
other is work by Scharbrodt et al. [20] and Souza and Steger [30], who analyze the expected
competitive ratio rather than the expected performance of a policy. In that model, one
analyzes the ratio E[v(Π)/v(Offline-Opt)], while we follow [14, 17, 22, 27] and focus on the
ratio E[v(Π)]/E[v(ΠOpt)] instead.

Note that all results discussed here are restricted to identical parallel machines. Table 1
gives an overview of currently best known performance bounds in nonpreemptive stochastic
scheduling with minsum objective, next to the results obtained in this paper.

With respect to algorithmic ideas and techniques, the evolution of stochastic scheduling
has largely benefited in the past from progress being made for the corresponding deterministic
scheduling problems. For example, all LP-based approximation results for stochastic schedul-
ing on identical parallel machines outlined above build upon a class of linear programming
relaxations in completion time variables that dates back to Wolsey [34] and Queyranne [18]
(for single machine scheduling), and was later generalized to identical parallel machines by
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Schulz [21] and Hall et al. [10] who also presented LP-based approximation algorithms for
deterministic scheduling problems.

Our contribution. We obtain the first approximation algorithms for stochastic scheduling
on unrelated machines. Despite the fact that the unrelated machine scheduling model is
significantly richer than identical machine scheduling, our bounds essentially match all
previous performance bounds that have been obtained for the corresponding stochastic
scheduling problems on identical parallel machines; see Table 1. We also give a tight lower
bound, showing that the dependence of the performance bound on the squared coefficient
of variation ∆ is unavoidable for the class of policies that we use. For the first time we
completely depart from the LP relaxation of Möhring et al. [17], and show how to put a
novel, time-indexed linear programming relaxation to work in stochastic machine scheduling.
We are optimistic that this novel approach will inspire further research and prove useful for
other stochastic optimization problems in scheduling and related areas.

Time-indexed linear programming relaxations have played a pivotal role in the development
of constant factor approximation algorithms for deterministic scheduling on unrelated parallel
machines [23]. In spite of that, it remained unclear and a major open problem how to come
up with a meaningful time-indexed LP relaxation for stochastic scheduling problems [13].
Here the main difficulty is that, in contrast to deterministic schedules that can be fully
described by time-indexed 0-1-variables, scheduling policies feature a considerably richer
structure including complex dependencies between the execution of different jobs which
cannot be easily described by time-indexed variables.

In Section 3 we show how to overcome this difficulty and present the first time-indexed
LP relaxation for stochastic scheduling on unrelated parallel machines. Here, the value of the
time-indexed variable xijt represents the probability of job j being started on machine i at
time t.3 While writing down the machine capacity constraints4 is rather easy for deterministic
scheduling in this formulation, the situation is somewhat more complicated in the stochastic
setting and we require a fair amount of information about the exact probability distributions
of random variables Pij .

Notice that, due to the stochastic nature of processing times, even a schedule produced
by an optimal policy can be arbitrarily long such that infinitely many variables xijt may
take positive values. Nonetheless, in the full version of the paper we show how to overcome
this difficulty. Indeed, we can compute an LP-solution in polynomial time that approximates
the optimal LP solution with arbitrary precision.

In Section 4 we discuss how to turn a feasible solution to the time-indexed LP relaxation
into a simple scheduling policy. Our approach is inspired by the randomized rounding
algorithm for deterministic scheduling on unrelated parallel machines in [23]. Each job j is
randomly assigned to a machine i with probability

∑
t xijt; then, on each machine i, the

WSEPT policy is used to schedule the jobs assigned to i. The analysis, however, is based on
a somewhat more elaborate, random sequencing of jobs which is determined by a two-stage
random process.

Since each job is immediately and irrevocably assigned to a machine, our scheduling
policies fall into the special class of fixed assignment policies. Notice that these policies
ignore the additional information that evolves over time in the form of the actual realizations
of processing times. Not surprisingly, this ignorance comes at a price. In Section 6 we

3 Even for simple scheduling policies like the WSEPT rule, determining this probability is non-trivial.
4 The machine capacity constraints say that each machine can process at most one job at a time.
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prove a lower bound of ∆/2 on the performance guarantee of any fixed assignment policy.
Moreover, we also show that the LP relaxation can have an optimality gap in the same order
of magnitude. These negative results nicely complement our positive results; see Table 1.

In order to keep the presentation as simple as possible, we ignore release dates and restrict
to the problem R | |E

[∑
wjCj

]
throughout most of the paper. Only in Section 5 we show

how release dates can be taken care of in our approach.

Parallel to Stochastic Knapsack. There is an interesting parallel of the present work
on stochastic scheduling with that on stochastic knapsack problems5. The first study
of approximation algorithms for stochastic knapsack problems is due to Dean et al. [6],
presenting constant factor approximation algorithms along with an analysis of the adaptivity
gap6. Their results are based on a linear programming relaxation that is essentially the
deterministic knapsack LP where item sizes and weights are replaced by expected values.
In that sense, methodology-wise their linear program parallels that of [17] in stochastic
scheduling on parallel machines. Recently, Gupta et al. [9] were able to obtain constant
factor approximation algorithms for a much broader class of stochastic knapsack problems
(and other problems, too). Key to these results is a more sophisticated, time-indexed linear
programming relaxation, based on the same type of variables as we use here. It is interesting
to note that in their paper as well as in ours, moving from “natural yet simple” LP relaxations
to richer time-indexed LP relaxations is key to more general results.

2 Notation and preliminaries

We are given a set of jobs J of cardinality n with job weights wj ∈ Z>0, j ∈ J , and a set of
unrelated parallel machines M of cardinality m. Moreover, for every job j ∈ J and every
machine i ∈ M , we are given a random variable Pij . Each job j needs to be executed on
any one of the machines i ∈M , and each machine can process at most one job at a time. If
job j is processed on machine i, its processing time is Pij . However, the actual realization
of the processing time is only known upon j’s completion and we are thus looking for a
non-anticipatory scheduling policy which minimizes the expected total weighted completion
time E

[∑
j wjCj

]
, where Cj denotes the completion time of job j.

Later, in Section 5, we consider a slightly more general model where each job j ∈ J also
comes with a machine dependent release date rij ∈ Z≥0 before which job j must not be
scheduled on machine i. One can think of applications where some job j ∈ J might not
be processed on a certain machine i ∈ M , i. e., E[Pij ] = ∞. For the sake of simplicity of
presentation, we assume in this paper that E[Pij ] is finite for all i ∈M and j ∈ J . But all
presented results also hold for the more general case where E[Pij ] =∞ for certain pairs i, j.

Throughout this paper we assume that the random variables Pij , i ∈ M , j ∈ J , take
positive integral values only. The following lemma states that this assumption costs at most
a factor 1 + ε in the objective function value.

I Lemma 1. For any fixed ε > 0, while only loosing a factor 1 + ε in the objective function
value, an arbitrary instance can be modified such that the random variables Pij , i ∈M , j ∈ J ,
take positive integral values only.

5 Note that a stochastic knapsack problem can be reinterpreted as a single machine stochastic scheduling
problem where all jobs have due date 1, and with weighted earliness objective.

6 In stochastic scheduling, this would correspond to the gap between the best static list scheduling policy
and an optimal (adaptive) scheduling policy.
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Proof. If E[Pij ] = 0 and rij = 0 for some pair i, j, then we can ignore job j since it can
be scheduled at no further cost on machine i at time 0. We can thus assume from now on
that E[Pij ] > 0 or rij > 0 for all pairs i, j. By scaling processing times and release dates
appropriately, we can make sure that E[Pij ] ≥ n

ε or rij ≥ n
ε for each pair i, j. As a result of

this scaling step we know that, for any scheduling policy, E[Cj ] ≥ n/ε for each job j ∈ J .
Rounding up all processing times to the nearest positive integer therefore increases the
(expected) completion time of any job j by at most n ≤ εE[Cj ]. The overall increase in the
objective function is thus bounded by a factor 1 + ε. J

Given that all processing times are integral, we can obviously assume with no further loss
of generality that jobs can only be started at integral points in time t ∈ Z≥0. In order to write
down an LP relaxation in time-indexed variables, we require a fair amount of information
about the exact probability distributions of random variables Pij . More precisely, besides
the expectations E[Pij ], we also need the values

qijr := Pr[Pij ≥ r + 1] for i ∈M , j ∈ J , and r ∈ Z≥0.

This, of course, raises questions about the input size of the problem. Here we make the
following assumption. In the input we are given, for each job j ∈ J and each machine i ∈M ,
the expected processing time E[Pij ]. Moreover, we have access to an oracle which, for any
triple i, j, r returns qijr. We emphasize that, in order for our approach to work, it suffices to
get these values within some finite precision at the expense of an additional factor 1 + ε in
the performance guarantee of our algorithms. More precisely, it suffices to get the values qijr
rounded to multiples of ε/n, which, in particular, can be encoded polynomially in the input
size. Notice that such an oracle can be simulated by a polynomial-time Monte Carlo algorithm
that can sample from the distribution of the random variables Pij . Having said that, in order
to keep the presentation simple we neglect these aspects throughout the paper and assume
that we have access to the exact values qijr.

In the analysis of our algorithm we need the following standard property of the moments
of random variable Pij .

I Lemma 2. Let j ∈ J and i ∈M . Then,∑
r∈Z≥0

qijr = E[Pij ] and
∑
r∈Z≥0

(r + 1
2 ) qijr = 1 + CV[Pij ]2

2 E[Pij ]2 ,

where CV[Pij ]2 :=
(
E[P 2

ij ]− E[Pij ]2
)
/E[Pij ]2 is the squared coefficient of variation of Pij.

The proof of the lemma is based on standard results for the nth moment of a random variable,
see, e. g. [7, V.6, Lemma 1].

3 Time-indexed LP relaxation

In the following we derive an LP relaxation of the stochastic scheduling problem under
consideration. For a given non-anticipatory scheduling policy Π, let xijt be the probability
that Π starts job j ∈ J on machine i ∈M at time t ∈ Z≥0. Notice that this random decision
may depend on the actual processing times of other jobs started by Π before time t. On
the other hand, due to the non-anticipatory nature of policy Π, the random variable Pij is
independent of Π’s random decision to start job j on machine i at time t.

As the xijt’s are going to be the variables of our LP relaxation, we derive crucial
properties that are going to be the constraints of the LP relaxation. If job j ∈ J is started on
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machine i ∈M at time t ∈ Z≥0, due to the non-anticipative nature of policy Π, j’s expected
completion time is t + E[Pij ]. Thus, by linearity of expectation, the expected completion
time of j is

E[Cj ] =
∑
i∈M

∑
t∈Z≥0

xijt
(
t+ E[Pij ]

)
.

A more careful look at j’s behavior reveals the following property. Conditioning on j being
started on machine i at time t, the probability that j is still occupying machine i within the
later time interval [s, s+ 1], s ∈ Z≥t, is equal to qij s−t by definition. Unconditioning yields

Pr
[
i processes j in [s, s+ 1]

]
=

s∑
t=0

xijt qij s−t . (1)

As machine i can process at most one job at a time, also the expected number of jobs being
processed by i in [s, s+ 1] is bounded by 1. That is, by linearity of expectation,

∑
j∈J

s∑
t=0

xijt qij s−t ≤ 1 .

Finally, since policy Π has to process all jobs, we get for every job j
∑
i∈M

∑
t∈Z≥0

xijt = 1.
Thus, the probabilities xijt corresponding to policy Π form a feasible solution to the following
LP relaxation, and the value of this LP solution x is equal to the expected value of the
schedule produced by policy Π:

min
∑
j∈J

wj C
LP
j

s.t.
∑
i∈M

∑
t∈Z≥0

xijt = 1 for all j ∈ J , (2)

∑
j∈J

s∑
t=0

xijt qij s−t ≤ 1 for all i ∈M , s ∈ Z≥0, (3)

CLP
j =

∑
i∈M

∑
t∈Z≥0

xijt (t+ E[Pij ]) for all j ∈ J , (4)

xijt ≥ 0 for all j ∈ J , i ∈M , t ∈ Z≥0.

Notice that the LP variables CLP
j are uniquely determined by the x-variables and could as

well be omitted by replacing them in the objective function with the right hand side of (4).
Also notice that this linear program suffers from infinitely many variables and constraints.

We claim that this can be dealt with at the expense of an additional factor 1 + ε in the
performance guarantee of our algorithms. For a detailed discussion and formal proof, see the
full version of the paper.

I Theorem 3. The above infinite time-indexed LP relaxation can be solved in pseudo-
polynomial time in the input size. Moreover, a (1 + ε)-approximate LP solution can be found
in time polynomial in the input size and 1/ε.

4 Turning an LP solution into a scheduling policy

For a feasible LP solution x, let Xij :=
∑
t∈Z≥0

xijt for i ∈ M , j ∈ J . LP constraints (2)
imply that

∑
i∈M Xij = 1 for every job j ∈ J .
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Given the values Xij corresponding to a feasible LP solution x, our scheduling policy
Assign(X) assigns each job j ∈ J independently at random to one machine i ∈ M with
probability Xij . Then, on each machine i ∈M , it sequences jobs assigned to i according to
the WSEPT rule.

I Theorem 4. The expected value of the schedule constructed by policy Assign(X) is at
most 3

2 + ∆
2 times the value of the underlying LP solution x.

Notice that Theorem 4 and Theorem 3 imply the existence of a polynomial-time algorithm
that, for any given instance of our stochastic scheduling problem and for any ε > 0, finds a
scheduling policy with performance guarantee 3

2 + ∆
2 +ε. Remember that ∆ upper bounds the

squared coefficient of variation CV[Pij ]2 for all Pij . It is not difficult to see that, instead of
the random assignment of jobs to machines, we can use a deterministic assignment obtained
via the method of conditional probabilities and still get the same performance guarantee.

The proof of Theorem 4 is based on a refined, somewhat more complicated policy, that
takes the entire LP solution x into account and yields a worse schedule in expectation. It is
therefore sufficient to prove the bound stated in Theorem 4 for this alternative policy which
we refer to as Assign&Sequence(x).

Assign&Sequence(x)
1. For every job j ∈ J , choose a pair (i, t) independently at random with probability xijt

and some r ∈ Z≥0 independently at random with probability qijr/E[Pij ]; assign job j to
machine i and set its tentative start time s to s := t+ r (we write “j → i, s” for short).

2. On each machine i ∈M , sequence all jobs assigned to i in order of increasing tentative
start times; ties are broken randomly.

Notice that, as in the simpler policy Assign(X), job j is assigned to machine i with
probability

∑
t∈Z≥0

xijt = Xij . Since Assign(X) sequences the jobs on every machine in
an optimal way, it is superior to policy Assign&Sequence(x). By construction of policy
Assign&Sequence(x), the probability of assigning job j ∈ J to machine i ∈M and setting
its tentative start time to s ∈ Z≥0 is

Pr[j → i, s] =
s∑
t=0

xijt
qij s−t
E[Pij ]

. (5)

We prove the following job-by-job performance guarantee for Assign&Sequence(x).

I Theorem 5. For every job j ∈ J , the expected value of j’s completion time in the
schedule constructed by policy Assign&Sequence(x) is at most ( 3

2 + ∆j

2 )CLP
j where ∆j :=

maxi∈M CV[Pij ]2.

By linearity of expectation, Theorem 5 immediately implies Theorem 4. In the proof of
Theorem 5 we make use of the following lemma.

I Lemma 6. Let j ∈ J , i ∈M , and s ∈ Z≥0. If j → i, s, then the expected total processing
time of jobs that policy Assign&Sequence(x) schedules on machine i before job j is at
most s+ 1

2 .

Proof. We first bound the expected total processing time of jobs k 6= j with k → i, s′ for
some fixed s′ ∈ Z≥0:

∑
k 6=j

E[Pik] Pr[k → i, s′] (5)=
∑
k 6=j

s′∑
t′=0

xikt′ qik s′−t′ ≤ 1 by (3).
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Thus, the expected7 total processing times of jobs processed before job j on machine i is at
most∑

k 6=j
E[Pik]

(
s−1∑
s′=0

Pr[k → i, s′] + 1
2 Pr[k → i, s]

)
≤ s+ 1

2 .

This concludes the proof. J

Proof of Theorem 5. By Lemma 6 we get

E[Cj | j → i, s] ≤ s+ 1
2 + E[Pij ] (6)

for every job j ∈ J , machine i ∈M , and tentative start time s ∈ Z≥0. Unconditioning the
expectation yields

E[Cj ] =
∑
i∈M

∑
s∈Z≥0

E
[
Cj | j → i, s

]
Pr[j → i, s] .

Applying inequality (6) and equation (5) we get

E[Cj ] ≤
m∑
i=1

∑
s∈Z≥0

(
s+ 1

2 + E[Pij ]
) s∑
t=0

xijt
qij s−t
E[Pij ]

.

Exchanging the order of summation of s and t, and setting r := s− t yields

E[Cj ] ≤
m∑
i=1

∑
t∈Z≥0

xijt

(
t+ E[Pij ] +

∑
r∈Z≥0

(r + 1
2 ) qijr

E[Pij ]

)

=
m∑
i=1

∑
t∈Z≥0

xijt

(
t+
(

3
2 + CV[Pij ]2

2

)
E[Pij ]

)

≤
(

3
2 + ∆j

2

)
CLP
j

by Lemma 2 and (4). This concludes the proof. J

We note that the same results can in fact be obtained by considering a weaker LP relaxation
in variables yijs, corresponding to the probability that job j is being processed on machine i
in time interval [s, s+ 1].

5 Adding release dates

In this section we show how to adapt our analysis for a more general problem where each
job j ∈ J comes with a machine dependent deterministic release date rij ∈ Z≥0 before which
job j must not be scheduled on machine i. To handle release dates we add one additional
family of constraints to our time-indexed LP relaxation:

xijt = 0 for all i ∈M , j ∈ J , t < rij .

These constraints are obviously fulfilled by the probabilities xijt corresponding to an arbitrary
scheduling policy Π as no job may be started before it is released. We consider the same LP
based policy Assign&Sequence(x) for this more general problem.

7 Notice that the expectation is taken with respect to both the random decisions of our policy As-
sign&Sequence(x) as well as the random processing times of jobs k 6= j.
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I Theorem 7. In the presence of release dates, for every job j ∈ J , the expected value of
j’s completion time in the schedule constructed by policy Assign&Sequence(x) is at most
(2 + ∆j)CLP

j where ∆j := maxi∈M CV[Pij ]2.

The proof of Theorem 7 is almost identical to the proof of Theorem 5, and contained in the
full version of the paper. We conclude this section with the following result.

I Corollary 8. In the presence of release dates, the expected value of the schedule constructed
by policy Assign&Sequence(x) is at most 2 + ∆ times the value of the underlying LP solu-
tion x. Thus, for any given instance of the stochastic scheduling problem and for any ε > 0,
a (2 + ∆ + ε)-approximate scheduling policy can be found in polynomial time.

6 Tightness of Performance Bounds

In this section, we argue that our results cannot be easily improved, because both LP
relaxation as well as our scheduling policies have an optimality gap of Θ(∆).

I Theorem 9. Even for the special case of a single machine, the multiplicative gap between
the expected value of an optimal policy and the value of an optimal LP solution can be as
large as ∆/2.

This is remarkable and somewhat surprising since the corresponding time-indexed linear
program for the deterministic single machine scheduling problem has the same optimal value
as an optimal schedule.

I Theorem 10. Even for the special case of identical parallel machines, the performance
ratio of any fixed-assignment policy can be as large as (1−δ)∆

2 for any δ > 0, for large enough
number of machines m.

For the proof of these two theorems we refer to the full version of the paper.

7 Execution of Scheduling Policies

We have argued that the policy we propose can be computed in polynomial time, but
so far did not discuss the computation time to actually execute the scheduling policy, or
more generally, any stochastic scheduling policy. The major issue is how, and with which
computational effort the scheduler learns about the next job completion when executing a
set of jobs. Probabilistically, this event is described by the minimum of a set of random
variables, of which we just sample while executing the policy. In general, and already if there
is just one single job to be processed, there might of course be nonzero probability for a job
to be exponentially longer than expected. But due to Markov’s inequality, the probability
for exceeding the expected processing time by an exponential factor is exponentially small,
too. Therefore, with high probability the sampled processing times of jobs can be encoded
polynomially in the input size of the problem. Apart from this minor issue inherent in
all stochastic scheduling problems, we note that the policy Assign(X) is in particular
elementary [16], meaning that jobs are only started upon release times or completion times
of other jobs. Hence, there is only a linear number of decision times.

8 Concluding remarks

One of the main technical contributions of this paper is to introduce the important concept of
time-indexed linear programming relaxations to the area of stochastic scheduling, which yields,
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for the first time, performance bounds for stochastic unrelated machine scheduling that even
match currently best known results for deterministic unrelated machine scheduling. Obtaining
performance bounds independent of the coefficient of variation of the underlying processing
times remains an interesting challenge, even for the special case of parallel machines.
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Abstract
In this paper we study the computational complexity of the extended minimum cost homo-
morphism problem (Min-Cost-Hom) as a function of a constraint language, i.e. a set of constraint
relations and cost functions that are allowed to appear in instances. A wide range of natural
combinatorial optimisation problems can be expressed as extended Min-Cost-Homs and a classi-
fication of their complexity would be highly desirable, both from a direct, applied point of view
as well as from a theoretical perspective.

The extended Min-Cost-Hom can be understood either as a flexible optimisation version of
the constraint satisfaction problem (CSP) or a restriction of the (general-valued) valued constraint
satisfaction problem (VCSP). Other optimisation versions of CSPs such as the minimum solution
problem (Min-Sol) and the minimum ones problem (Min-Ones) are special cases of the extended
Min-Cost-Hom.

The study of VCSPs has recently seen remarkable progress. A complete classification for
the complexity of finite-valued languages on arbitrary finite domains has been obtained Thapper
and Živný [STOC’13]. However, understanding the complexity of languages that are not finite-
valued appears to be more difficult. The extended Min-Cost-Hom allows us to study problematic
languages of this type without having to deal with with the full generality of the VCSP. A recent
classification for the complexity of three-element Min-Sol, Uppman [ICALP’13], takes a step in
this direction. In this paper we generalise this result considerably by determining the complexity
of three-element extended Min-Cost-Hom.
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1 Introduction

The constraint satisfaction problem (CSP) is a decision problem where an instance consists of
a set of variables, a set of values, and a collection of constraints expressed over the variables.
The objective is to determine if it is possible to assign values to the variables in such a way
that all constrains are satisfied simultaneously. In general the constraint satisfaction problem
is NP-complete. However, by only allowing constraint-relations from a fixed constraint
language Γ one can obtain tractable fragments. A famous conjecture by Feder and Vardi [7]
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predicts that this restricted problem, denoted CSP(Γ), is either (depending on Γ) in P or is
NP-complete.

In this paper we will study an optimisation version of the CSP. Several such variants have
been investigated in the literature. Examples are: the min ones problem (Min-Ones) [17],
the minimum solution problem (Min-Sol) [14] and the valued constraint satisfaction prob-
lem (VCSP) [18]. The problem we will work with is called the extended minimum cost
homomorphism problem (Min-Cost-Hom). The “unextended” version of this problem was,
motivated by a problem in defence logistics, introduced in [9] and studied in a series of papers
before its complexity was completely characterised in [20]. The extended version of the
problem was introduced in [21] and differs from the original version in that it is parametrised
not only by a set of allowed constraint relations, but also by a set of allowed cost functions
(a formal definition is given in Section 2).

The extended Min-Cost-Hom provide a more general framework than both Min-Ones
and Min-Sol; a problem of one of the latter types is also an extended Min-Cost-Hom. The
VCSP-framework on the other hand is more general than the extended Min-Cost-Hom. In
fact, we can describe every extended Min-Cost-Hom as a VCSP for a constraint language in
which every cost function is either {0,∞}-valued or unary. The extended Min-Cost-Hom
captures, despite this restriction, a wealth of combinatorial optimisation problems arising in
a broad range of fields.

The study of VCSPs has recently seen remarkable progress; Thapper and Živný [22]
described when a certain linear programming relaxation solves instances of the problem,
Kolmogorov [15] simplified this description for finite-valued languages, Huber, Krokhin and
Powell [10] classified all finite-valued languages on three-element domains, and Thapper and
Živný [23] found a complete classification of the complexity for finite-valued languages on
arbitrary finite domains.

Most of the classifications that have been obtained concerns finite-valued constraint
languages ([22] mentioned above being a notable exception). Understanding the complexity
of general languages appears to be more difficult. Extended Min-Cost-Homs allows us to
study languages of this type without having to deal with with the full generality of the VCSP.
Using techniques of the so called algebraic approach (see e.g. [2, 3, 11]), and building on
results by Takhanov [20, 21] and Thapper and Živný [22, 23] we could in [24] take a step in
this direction by proving a classification for the complexity of Min-Sol on the three-element
domain. In this paper we generalise these results to the extended Min-Cost-Hom. Namely,
we prove the following theorem.

I Theorem 1. Let (Γ,∆) be a finite language on a three-element domain D and define
Γ+ = Γ ∪ {{d} : d ∈ D} ∪ {{x : ν(x) < ∞} : ν ∈ ∆}. If (Γ,∆) is a core, then one of the
following is true.

(Γ+,∆) is of semilattice type (Definition 5) and Min-Cost-Hom(Γ+,∆) is in PO.
(Γ+,∆) is of tournament pair type (Definition 14) and Min-Cost-Hom(Γ+,∆) is in PO.
Min-Cost-Hom(Γ,∆) is NP-hard.

If (Γ,∆) is of semilattice type, then Min-Cost-Hom(Γ,∆) can be solved efficiently by
linear programming [22]. If (Γ,∆) is of tournament pair type we show how to reduce the
problem to one demonstrated to be tractable in [20, 21]. Also in this case the underlying
algorithmic technique is linear programming.

We define cores in Section 5. Theorem 1 combined with the following result, which
follows from [23, Lemma 2.4], yields a full classification for the extended Min-Cost-Hom on
three-element domains.
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I Proposition 2. If (Γ′,∆′) is a core of (Γ,∆) then Min-Cost-Hom(Γ,∆) and Min-Cost-
Hom(Γ′,∆′) are polynomial-time inter-reducible.

To obtain the classification we apply tools from the algebraic approach, and, following
Thapper and Živný, we make repeated use of Motzkin’s Theorem. Our tractability results
are formulated and proved for arbitrary finite domains and are therefore not restricted to
the three-element case. Many of the tools we derive to aid in proving our main theorem
are also effective on domains of size larger than three. One example is that we show that a
relation fails to be in the wpp-closure of a language only if some fractional polymorphism
of the language does not preserve the relation (Proposition 20). This complements results
in [3]. Another example is that we show that all constants can be added to a core language
without significantly changing the complexity of the associated extended Min-Cost-Hom
(Proposition 34). This complements results in [23].

The rest of the paper is organised as follows. In Section 2 we define some fundamental
concepts, in Section 3 we state and prove tractability results, in Section 4 we collect a
number of results that will be used later on (these might also be useful on domain of larger
size), in Section 5 we define cores [23] and prove a related result, in Section 6 we focus on
the three-element domain and establish our main result; that core languages that are not
tractable by the results in Section 3 are in fact NP-hard.

A longer version of this paper, containing complete proofs, is available at http://arxiv.
org/abs/1308.1394.

2 Preliminaries

Let D be a finite set. The pair (Γ,∆) is called a finite language if Γ is a finite set of finitary
relations on D and ∆ is a finite set of functions D → Q≥0 ∪ {∞}. For every finite language
(Γ,∆) we define the optimisation problem Min-Cost-Hom(Γ,∆) as follows.
Instance: A triple (V,C,w) where

V is a set of variables,
C is a set of Γ-allowed constraints, i.e. a set of pairs (s,R) where the constraint-scope
s is a tuple of variables, and the constraint-relation R is a member of Γ of the same
arity as s,
w is a weight function V ×∆→ Q≥0.

Solution: A function ϕ : V → D s.t. for every (s,R) ∈ C it holds that ϕ(s) ∈ R, where ϕ is
applied component-wise.

Measure: The measure of a solution ϕ is m(ϕ) =
∑
v∈V

∑
ν∈∆ w(v, ν)ν(ϕ(v)). For every

function ϕ : V → D that is not a solution we define m(ϕ) =∞.
The objective is to find a solution ϕ that minimises m(ϕ).

For an instance I we let Sol(I) denote the set of all solutions, Optsol(I) the set of all
optimal solutions and Opt(I) the measure of an optimal solution. If I is unsatisfiable we
set Opt(I) = ∞. We define 0∞ = ∞ 0 = 0, x ≤ ∞ and x +∞ = ∞ + x = ∞ for all
x ∈ Q≥0 ∪ {∞}.

2.1 Names and Notation
A k-ary operation on D is a function Dk → D and a (unary) cost function on D is a
function D → Q≥0 ∪ {∞}. The set of all operations on D is denoted OD. The ith projection
operation will be denoted pri and the arity of a relation R is denoted ar(R). We define(
A
2
)

= {{x, y} ⊆ A : x 6= y}. For functions f1, . . . , fk : A → B and g : Bk → C we denote
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by g[f1, . . . , fk] the function x 7→ g(f1(x), . . . , fk(x)) from A to C. For a binary operation
f we define f through f(x, y) = f(y, x). A k-ary operation f on D is called conservative
if f(x1, . . . , xk) ∈ {x1, . . . , xk} for every x1, . . . , xk ∈ D. A ternary operation m on D is
called arithmetical if m(x, y, y) = m(x, y, x) = m(y, y, x) = x for every x, y ∈ D. We say
that an operation f on D is conservative (arithmetical) on S ⊆ D if f |S is conservative
(arithmetical). Similarly we say that f is conservative (arithmetical) on S ⊆ 2D if f |S is
conservative (arithmetical) for every S ∈ S.

For a set A of operations (relations) we write A(k) for the set of all k-ary operations
(relations) in A. For a set Γ of relations on D we use Γc to denote Γ ∪ {{d} : d ∈ D}.

We use δ for the Kronecker delta function, i.e. δx,y = 1 if x = y and δx,y = 0 otherwise. A
semilattice operation is a binary operation that is idempotent, commutative and associative.

2.2 Polymorphisms
A function f : Dm → D is called a polymorphism of Γ if for every R ∈ Γ and every
t1, . . . , tm ∈ R it holds that f(t1, . . . , tm) ∈ R, where f is applied component-wise. The set
of all polymorphisms of Γ is denoted Pol(Γ). A function ω : Pol(k)(Γ) → Q≥0 is a k-ary
fractional polymorphism [4] of (Γ,∆) iff

∑
g∈Pol(k)(Γ) ω(g) = 1 and

∑
g∈Pol(k)(Γ)

ω(g)ν(g(x1, . . . , xk)) ≤ 1
k

k∑
i=1

ν(xi) for every ν ∈ ∆, x1, . . . , xk ∈ D.

The support of a fractional polymorphism ω, denoted supp(ω), is the set of polymorphisms for
which ω is non-zero. The set of all fractional polymorphisms of (Γ,∆) is denoted fPol(Γ,∆).

I Example 3. The function pri is a trivial polymorphism for any set of relations Γ, and the
function f 7→

∑k
i=1

1
k δpri,f is a k-ary fractional polymorphism of every language (Γ,∆).

2.3 Reductions
A relation R is called pp-definable in Γ iff there is an instance I = (V,C) of CSP(Γ) s.t.
R = {(ϕ(v1), . . . , ϕ(vn)) : ϕ ∈ Sol(I)} for some v1, . . . , vn ∈ V . The notation 〈Γ〉 is used for
the set of all relations that are pp-definable in Γ. Similarly; R is called weighted pp-definable
(wpp-definable) in (Γ,∆) iff there is an instance I = (V,C,w) of Min-Cost-Hom(Γ,∆) s.t.
R = {(ϕ(v1), . . . , ϕ(vn)) : ϕ ∈ Optsol(I)} for some v1, . . . , vn ∈ V . We use 〈Γ,∆〉w to
denote the set of all such relations. A function ν : D → Q≥0 ∪ {∞} is called expressible
in (Γ,∆) iff there is an instance I = (V,C,w) of Min-Cost-Hom(Γ,∆) and v ∈ V s.t.
ν(x) = min{m(ϕ) : ϕ : V → D,ϕ(v) = x}. The set of all cost functions expressible in (Γ,∆)
is denoted 〈Γ,∆〉e. We use Feas(∆) for the set {{x : ν(x) <∞} : ν ∈ ∆}.

What makes these closures interesting is the following result, see e.g. [4, 5, 13].

I Theorem 4. Let Γ′ ⊆ 〈Γ,∆〉w and ∆′ ⊆ 〈Γ,∆〉e be finite sets. Then, it holds that
Min-Cost-Hom(Γ′ ∪ Feas(∆′),∆′) is polynomial-time reducible to Min-Cost-Hom(Γ,∆).

3 Tractable languages

We will make use of two tractability results. The first follows from a theorem by Thapper
and Živný [22, Theorem 4.1 (see remarks in Section 5)].

I Definition 5. We say that a finite language (Γ,∆) is of semilattice type if there exists
ω ∈ fPol(2)(Γ,∆) with f ∈ supp(ω) s.t. f is a semilattice operation.
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I Theorem 6. If (Γ,∆) is a finite language of semilattice type, then Min-Cost-Hom(Γ,∆)
is in PO.

I Example 7. Let (Γ,∆) be a language on a totally ordered domain D that admits the binary
fractional polymorphism f 7→ 1

2δmin,f + 1
2δmax,f . Certainly min is a semilattice operation, so

by Theorem 6 it follows that Min-Cost-Hom(Γ,∆) is in PO.

We remark that the theorem in [22] from which Theorem 6 follows is very capable; it explains
the tractability of every finite-valued VCSP that is not NP-hard [23].

The second tractability result generalises a family of languages that Takhanov has proved
tractable [20, 21]. The particular formulation we will use here is a bit more general than a
version we previously used in [24, Theorem 8].

To state the result we need to introduce a few concepts. A central observation is given
by the following lemma. The result follows immediately from the definition of fractional
polymorphisms and the measure function m. We omit the proof.

I Lemma 8. If (Γ,∆) admits a k-ary fractional polymorphism ω and I is an instance of Min-
Cost-Hom(Γ,∆) with ϕ1, . . . , ϕk ∈ Sol(I), then f [ϕ1, . . . , ϕk] ∈ Sol(I) for every f ∈ supp(ω)
and ∑

f∈Pol(k)(Γ)

ω(f)m(f [ϕ1, . . . , ϕk]) ≤ 1
k

k∑
i=1

m(ϕk).

I Example 9. Consider again Example 7. It follows from Lemma 8 that, for any instance I =
(V,C,w) and any ϕ1, ϕ2 : V → D, we havem(min[ϕ1, ϕ2])+m(max[ϕ1, ϕ2]) ≤ m(ϕ1)+m(ϕ2).
Functions of this kind are called submodular and are central characters in the field of discrete
optimisation, see e.g. [8].

The following definition establishes some convenient notation.

I Definition 10. For functions ω ∈ fPol(k)(Γ,∆) and x ∈ D, y ∈ Dk we define Wω
x (y) =∑

f∈Pol(k)(Γ):f(y)=x ω(f). When there is no risk of confusion we drop the superscript and
simply write Wx(y).

For an instance I of Min-Cost-Hom(Γ,∆), a variable v and a value d we use Opt(I, v → d)
to denote the optimal measure of a solution to I that maps v to d, i.e. min{m(ϕ) : ϕ ∈
Sol(I), ϕ(v) = x}. Using these definitions we obtain the following corollary of Lemma 8.

I Lemma 11. Let I = (V,C,w) be an instance of Min-Cost-Hom(Γ,∆) and v ∈ V be s.t.
{a1, . . . , ak} ⊆ {ϕ(v) : ϕ ∈ Sol(I)}. If (Γ,∆) admits a k-ary fractional polymorphism ω, then

∑
d∈D

Wd(a1, . . . , ak) Opt(I, v → d) ≤ 1
k

k∑
i=1

Opt(I, v → ai).

I Definition 12. We say that S ⊆ D is shrinkable to S \ {x} in (Γ,∆) if (Γ,∆) admits
a sequence of fractional polymorphisms ω1, . . . , ωm and tuples a1 ∈ Sk1 , . . . , am ∈ Skm s.t.
whenever I = (V,C,w) is an instance of Min-Cost-Hom(Γ,∆) with v ∈ V s.t. S ⊆ {ϕ(v) :
ϕ ∈ Sol(I)} it holds that the system of inequalities we obtain from Lemma 11 applied to ωi
and ai, for i ∈ [m], implies that

n∑
i=1

ti Opt(I, v → si) ≤ Opt(I, v → x)

for some integer n, some t1, . . . , tn ∈ Q≥0 s.t.
∑n
i=1 ti = 1, and some s1, . . . , sn ∈ S \ {x}.

If S is shrinkable to S′ and S′ is shrinkable to S′′, then we say that S is shrinkable to S′′.
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So, if S is shrinkable to S \ {x} in (Γ,∆) there is a set of fractional polymorphisms of (Γ,∆)
with which we can prove the existence of some s ∈ S \ {x} s.t. if I is an instance of Min-
Cost-Hom(Γ,∆), v ∈ V and S ⊆ {ϕ(v) : ϕ ∈ Sol(I)}, then Opt(I, v → s) ≤ Opt(I, v → x).

I Example 13. Consider the language (Γ, ∅) on the domain D. Let {a1, . . . , am} ⊆ D. It is
not hard to see that ω : f 7→

∑m−1
i=1

1
m−1δpri,f is in fPol(m)(Γ, ∅). Hence, ω and (a1, . . . , am)

certifies that {a1, . . . , am} is shrinkable to {a1, . . . , am−1}.

We can now define the second family of tractable languages.

I Definition 14. A finite language (Γ,∆) on the domain D is said to be of tournament pair
type if Γ = Γc, CSP(Γ) is in P and there exists F ⊆ 〈Γ,∆〉(1)

w , A ⊆
(
D
2
)
, f1, f2 ∈ Pol(2)(Γ)

and g ∈ Pol(3)(Γ) s.t. the following holds.
If {a, b} ⊆ B for some B ∈ F , and {a, b} 6∈ A, then f1|{a,b} and f2|{a,b} are projections
and g|{a,b} is arithmetical.
If {a, b} ⊆ B for some B ∈ F , and {a, b} ∈ A, then f1|{a,b} and f2|{a,b} are different
idempotent, conservative and commutative operations.
Every S ∈ 〈Γ,∆〉(1)

w \ F is shrinkable to some S′ ∈ F .
g is idempotent on every set in F and conservative on every set in F \ A.

I Theorem 15. If (Γ,∆) is a finite language of tournament pair type, then Min-Cost-
Hom(Γ,∆) is in PO.

Proof sketch. Given an instance I of Min-Cost-Hom(Γ,∆) we can, since CSP(Γc) is in P ,
compute for every variable v the set Dv = {ϕ(v) : ϕ ∈ Sol(I)}. From the definition of
shrinkable sets it is immediate that if Dv is shrinkable to S ∈ 〈Γ,∆〉w, then we can add
the constraint (v, S) to I without deteriorating the measure of an optimal solution. We can
repeat this procedure until Dv is in F for every variable v.

It is known, see [24, Proof of Theorem 8], that from f1, f2, g one can construct (by
superposition) operations f ′1, f ′2, g′ that in addition to the conditions of the theorem also
satisfy the following stronger properties:

If {a, b} ⊆ B for some B ∈ F and {a, b} 6∈ A, then f ′1|{a,b} = f ′2|{a,b} = pr1.
The operation g′ is idempotent and conservative on every set in F .

Clearly f ′1, f ′2, g′ ∈ Pol(Γ). Note that f ′1, f ′2, g′ preserves every unary relation S ⊆ B for
B ∈ F . The result therefore follows from a reduction to the conservative, multi-sorted version
of the problem and a result due to Takhanov for this variant [21, Theorem 23]. J

I Example 16. Consider again Min-Cost-Hom(Γ, ∅). We saw in Example 13 that for every
{x} ⊆ X ⊆ D it holds that X is shrinkable to {x}. Hence, if Γc = Γ and CSP(Γ) is in P it
follows from Theorem 15 that Min-Cost-Hom(Γ, ∅) is in PO. This of course is no surprise as
Min-Cost-Hom(Γ, ∅) essentially is the same problem as CSP(Γ).

4 Tools

Here we establish a collection of results that are used to prove the results in the last two
sections. We hope this will provide an overview of the kind of techniques that are used to
prove our main theorem.

Several of the results are proved with the help of the following classical theorem, see
e.g. [19, p. 94].

I Theorem 17 (Motzkin’s Transposition Theorem). For any A ∈ Qm×n, B ∈ Qp×n, b ∈ Qm
and c ∈ Qp, exactly one of the following holds:
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Ax ≤ b, Bx < c for some x ∈ Qn
AT y +BT z = 0 and (bT y + cT z < 0 or bT y + cT z = 0 and z 6= 0) for some y ∈ Qm≥0 and
z ∈ Qp≥0

The first result concerns a slight generalisation of the concept of dominating fractional
polymorphisms [24].

I Definition 18. Let k ≥ 2 and a ∈ Dk−1, b ∈ D be s.t. a1, . . . , ak−1, b are distinct
elements. A fractional polymorphism ω ∈ fPol(k)(Γ,∆) is called (a1, . . . , ak−1, b)-dominating
if Wω

aj
(a1, . . . , ak−1, b) ≥ 1

k for every j ∈ [k − 1] and 1
k > Wω

b (a1, . . . , ak−1, b).

I Proposition 19. Let (Γ,∆) be a finite language on a finite set D. Let k ≥ 2 and a ∈ Dk−1,
b ∈ D be s.t. a1, . . . , ak−1, b are distinct. If (Γ,∆) does not admit a fractional polymorphism
that is (a1, . . . , ak−1, b)-dominating, then 〈Γ,∆〉e contains a unary function ν that satisfies
∞ > ν(a1), . . . , ν(ak−1), ν(b) and ν(c) > ν(b) for every c ∈ D \ {b}.

Using similar arguments we can also prove the following characterisation of which relations
that are wpp-definable in (Γ,∆).

I Proposition 20. Let (Γ,∆) be a finite language on a finite set D and let ∅ 6= R =
{t1, . . . , tk} ⊆ Dn. Exactly one of the following is true.
1. There exists ω ∈ fPol(k)(Γ,∆) with f ∈ supp(ω) s.t. f(t1, . . . , tk) 6∈ {t1, . . . , tk}.
2. It holds that R ∈ 〈Γ,∆〉w.

From Proposition 20 we can quickly derive a number of useful results.

I Corollary 21. Let (Γ,∆) be a finite language on a finite set D. For any fixed k the set of
wpp-definable k-ary relations, 〈Γ,∆〉(k)

w , can be computed.

Proof sketch. This is immediate from Proposition 20; we can find all polymorphisms of
arities 1, . . . , |D|k and then, for every R ⊆ Dk, solve a linear program. J

I Corollary 22. Let (Γ,∆) be a finite language on a finite set D and let {a, b} ⊆ D. If there
is ν ∈ 〈Γ,∆〉e and A ⊆ D s.t. {a, b} ⊆ A, A ∈ 〈Γ,∆〉w, ν(a) < ν(b) < ∞ and ν(b) ≤ ν(x)
for any x ∈ A \ {a, b}, then one of the following is true.
1. {a, b} ∈ 〈Γ,∆〉w
2. There is ω ∈ fPol(2)(Γ,∆) that is (a, b)-dominating.

Proof. Assume (1) does not hold. By Proposition 20 there must exist some ω ∈ fPol(2)(Γ,∆)
with f ∈ supp(ω) s.t. f(a, b) 6∈ {a, b}. It is not hard to see that in this case, because of ν,
the fractional polymorphism ω must be (a, b)-dominating. Hence, (2) must be true. J

I Corollary 23. Let (Γ,∆) be a finite language on a finite set D and let {a1, . . . , ak} ⊆ D.
One of the following is true.
1. There is ω ∈ fPol(k)(Γ,∆) and i ∈ [k] s.t. ω is (a1, . . . , ai−1, ai+1, . . . , ak, ai)-dominating.
2. For every i ∈ [k] there is j ∈ [k] \ {i} s.t. {ai, aj} ∈ 〈Γ,∆〉w.

Proof. Assume (1) is false. By Proposition 19, for any i ∈ [k], there is νi ∈ 〈Γ,∆〉e s.t.
arg minx∈D νi(x) = {ai} and νi(x) < ∞ if x ∈ {a1, . . . , ak}. Let i ∈ [m]. Pick j s.t.
νi(aj) = min{νi(x) : x ∈ {a1, . . . , ai−1, ai+1, . . . , ak}}.

Note that there is no ψ ∈ fPol(2)(Γ,∆) that is (ai, aj)-dominating; if there was then

f 7→
k−2∑
i=1

1
k
δpri,f +

∑
g∈supp(ψ)

2
k
ψ(g)δg[prk−1,prk],f
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would be (b1, . . . , bk−2, ai, aj)-dominating for b1, . . . , bk−2 ∈ D. Hence, by Corollary 22, we
have {ai, aj} ∈ 〈Γ,∆〉w. Since the choice of i was arbitrary (2) must be true. J

The generalised min-closed languages were introduced by Jonsson, Kuivinen and Nordh [12]
and defined as sets of relations preserved by a particular type of binary operation. Kuiv-
inen [16, Section 5.5] provides an alternative characterisation of the languages as those
preserved by a so called min set function.

A set function [6] is a function f : 2D \ {∅} → D. A ν-min set function [16] is a set
function f satisfying ν(f(X)) ≤ min{ν(x) : x ∈ X} for every X ∈ 2D \ {∅}. The following
proposition, which is a variant of [16, Theorem 5.18], will later prove to be useful.

I Proposition 24. Let (Γ, {ν}) be a finite language s.t. 〈Γ, {ν}〉(1)
w ⊆ Γ. The following are

equivalent:
1. Γ is preserved by a ν-min set function,
2. Γ is preserved by a set function f s.t. ν(f(X)) = min{ν(x) : x ∈

⋂
Y ∈〈Γ〉:Y⊇X Y } for

every X ∈ 2D \ {∅},
3. Γ is preserved by a set function and for every R ∈ 〈Γ〉 it holds that

R ∩ (arg min
x∈pr1(R)

ν(x)× · · · × arg min
x∈prar(R)(R)

ν(x)) 6= ∅.

Furthermore, if ν is injective, then the following condition is equivalent to the ones above.
4. For every R ∈ 〈Γ〉 it holds that

R ∩ (arg min
x∈pr1(R)

ν(x)× · · · × arg min
x∈prar(R)(R)

ν(x)) 6= ∅.

Let ν : D → Q≥0 be injective. We call the binary relation R a cross (with respect to
ν) iff |R| ≥ 2 and there are α1, α2 ∈ Q>0 s.t. α1ν(t1) + α2ν(t2) = 1 for every t ∈ R. The
following lemma is a generalisation of [24, Lemma 25].

I Lemma 25. Let ν : D → Q≥0 be injective. If Γ is not preserved by a ν-min set function,
then 〈Γ,∆〉w contains a cross.

Proof. Let minν be the unique set function satisfying {minν(X)} = arg minx∈X ν(x) for
every X ⊆ D. If Γ is not preserved by a ν-min set function, then Proposition 24 implies that
there is R ∈ 〈Γ〉 s.t. (minν(pr1(R)), . . . ,minν(prar(R)(R))) 6∈ R.

In fact, there must be a binary relation in 〈Γ〉 of this kind. To see this let R ∈ 〈Γ〉 be a
k-ary relation s.t. (minν(pr1(R)), . . . ,minν(prk(R))) 6∈ R and s.t. that every relation R′ ∈ 〈Γ〉
of smaller arity satisfies (minν(pr1(R′)), . . . ,minν(prar(R′)(R′))) ∈ R′. This means that there
is t1 ∈ R s.t. t1i = minν(pri(R)) for i ∈ [k] \ {1}, otherwise pr2,...,ar(R)(R) contradicts the
minimality of k. Similarly there is t2 ∈ R s.t. t2i = minν(pri(R)) for i ∈ [k] \ {2}. This means
that R′ = {(x, y) : (x, y,minν(pr3(R)), . . . ,minν(prk(R))) ∈ R} is a non-empty relation of
arity 2 s.t. (minν(pr1(R′)),minν(pr2(R′))) 6∈ R′. Hence, k = 2.

Clearly we can choose α1, α2 s.t. R′′ = arg min(x,y)∈R(α1ν(x)+α2ν(y)) satisfies |R′′| ≥ 2,
and R′′ ∈ 〈Γ,∆〉w is a cross. J

To prove that a given language is computationally hard we make use of the following
lemma which is an immediate consequence of [20, Theorem 3.1].

I Lemma 26. If {a, b} ∈ Γ and ν(a) < ν(b) <∞, σ(b) < σ(a) <∞ for some ν, σ ∈ ∆, then
either
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there exists f1, f2 ∈ Pol(2)(Γ) s.t. f1|{a,b} and f2|{a,b} are two different idempotent,
commutative and conservative operations,
there exists g ∈ Pol(3)(Γ) s.t. g|{a,b} is arithmetical, or
Min-Cost-Hom(Γ,∆) is NP-hard.

The following result by Takhanov [20, Theorem 5.4] shows how “partially arithmetical”
polymorphisms (like the ones that we might get out of the previous lemma) can be stitched
together.

I Lemma 27. Let C ⊆
(
D
2
)
. If C ⊆ Γ and for each {a, b} ∈ C an operation in Pol(3)(Γ) is

arithmetical on {a, b}, then there is an operation in Pol(3)(Γ) that is arithmetical on C.

The next lemma is a variation, see [24, Lemma 14], of a lemma by Thapper and Živný [23,
Lemma 3.5]. It allows us to prove the existence of certain nontrivial fractional polymorphisms.
We may also obtain this lemma as a simple corollary of Proposition 20.

I Lemma 28. If {(a, b), (b, a)} 6∈ 〈Γ,∆〉w, then for all σ ∈ 〈Γ,∆〉e there is ω ∈ fPol(2)(Γ,∆)
with f ∈ supp(ω) s.t. {f(a, b), f(b, a)} 6= {a, b} and σ(f(a, b)) + σ(f(b, a)) ≤ σ(a) + σ(b).

Finally, the following lemmas are used to “canonicalise” interesting fractional polymorphisms.

I Definition 29. Let P ⊆ O(2)
D . For a function ω : P → Q≥0 we define ω2 : P → Q≥0 by

ω2(f) =
∑
g,h∈P :g[h,h]=f ω(g)ω(h).

I Lemma 30. If ω ∈ fPol(2)(Γ,∆), then ω2 ∈ fPol(2)(Γ,∆).

I Lemma 31. Let β : D2 → Q≥0 and define Cω(x) =
∑
f∈Pol(2)(Γ):f(x)=f(x) ω(f) and

M(ω) =
∑
x∈D2 Cω(x). Set Ω = {ω ∈ fPol(2)(Γ,∆) : ∀s ∈ D2, Cω(s) ≥ β(s)}. If 〈Γ,∆〉(1)

w ⊆
Γ, then either Ω = ∅, or there is ω∗ ∈ Ω s.t. M(ω∗) = supω∈ΩM(ω).

I Lemma 32. Let S ⊆
(
D
2
)
and Π = {ω ∈ fPol(2)(Γ,∆) : for all S ∈ S there exists

f ∈ supp(ω) s.t. f |S is commutative}. If 〈Γ,∆〉(1)
w ⊆ Γ and Π 6= ∅, then there is ω ∈ Π s.t.

for every f ∈ supp(ω) and x ∈ D2 it holds that {f(x), f(x)} 6∈ S.

5 Cores

In this section we define cores and prove that one can add all constants to a language that is
a core without making the associated extended Min-Cost-Hom much more difficult. We use
a definition of cores from [23, Definition 3].

I Definition 33. A finite language (Γ,∆) is a core iff for every ω ∈ fPol(1)(Γ,∆) and
every f ∈ supp(ω) it holds that f is injective. A language (Γ′,∆′) is a core of another
language (Γ,∆) if (Γ′,∆′) is a core and (Γ′,∆′) = (Γ,∆)|g(D) for some ψ ∈ fPol(1)(Γ,∆) and
g ∈ supp(ψ).

A result very similar to the following was given in [10, 23] for finite-valued languages.

I Proposition 34. If (Γ,∆) is a core, then Min-Cost-Hom(Γc,∆) is polynomial-time reducible
to Min-Cost-Hom(Γ,∆).

Proof sketch. We will show that Min-Cost-Hom(Γc,∆) is polynomial-time reducible to
Min-Cost-Hom(Γ ∪ 〈Γ,∆〉(|D|)w ,∆). By Theorem 4 this is sufficient.

Assume D = {d1, . . . , d|D|}. Let R = {(d1, . . . , d|D|)} and let R′ be the closure of R
under the operations f ∈ supp(ω), ω ∈ fPol(1)(Γ,∆).
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Note that there is no k > 1, ψ ∈ fPol(k)(Γ,∆) and g ∈ supp(ψ) s.t. g does not preserve
R′. This follows from the fact that R′ was generated from a single tuple. It is not hard to
show that there is $ ∈ fPol(1)(Γ,∆) s.t. R′ = {f(d1, . . . , d|D|) : f ∈ supp($)}. Assume that
there is s = f(t1, . . . , tk) 6∈ R′ for some f ∈ supp(ψ) and t1, . . . , tk ∈ R′. This means that we
from ψ and $ can construct $′ ∈ fPol(1)(Γ,∆) with f ∈ supp($′) s.t. s = f(d1, . . . , d|D|),
which is a contradiction.

From Proposition 20 it follows that R′ ∈ 〈Γ,∆〉w. Since (Γ,∆) is a core, for every
ω ∈ fPol(1)(Γ,∆) and f ∈ supp(ω) we know that f is injective. Hence, every t ∈ R′ equals
(π(d1), . . . , π(d|D|)) for some permutation π on D.

We now use a construction that is applied for the corresponding result for CSPs [2,
Theorem 4.7]. Given an instance I of Min-Cost-Hom(Γc,∆) we create an instance of I ′ of
Min-Cost-Hom(Γ ∪ 〈Γ,∆〉(|D|)w ,∆) from I by adding variables vd1 , . . . , vd|D| and replacing
every constraint (v, {di}) with the constraint ((v, vdi),=). Finally we add the constraint
((vd1 , . . . , vd|D|), R′). If there is a solution to I, then there is also a solution to I ′. And, if
ψ is an optimal solution to I ′, then (ϕ(vd1), . . . , ϕ(vd|D|)) = (π(d1), . . . , π(d|D|)) for some
permutation π on D and ω ∈ fPol(1)(Γ,∆) s.t. π ∈ supp(ω). Hence πk ◦ ψ is another
optimal solution to I ′, for any k ≥ 1. In particular there is an optimal solution ϕ∗ to I ′ s.t.
(ϕ∗(vd1), . . . , ϕ∗(vd|D|)) = (d1, . . . , d|D|). This allows us to recover an optimal solution to
I. J

6 Proof of Theorem 1

In this section we prove our main result. To do this we rely of a few lemmas that are proved
with the help of a fair bit of case analysis. For their proofs we refer the interested reader to
the longer version of this paper.

Let A denote the following assumption: (Γ,∆) is a finite language on D = {a, b, c} s.t.
Γc ∪ Feas(∆) ∪ 〈Γ,∆〉(1)

w ∪ 〈Γ,∆〉(2)
w ⊆ Γ.

The supporting lemma below is used in the proofs of the results that follow.

I Lemma 35. Assume A. If {a, b} 6∈ Γ, then either there is ω ∈ fPol(2)(Γ,∆) that is
(a, b) or (b, a)-dominating, or there are νa, νb ∈ 〈Γ,∆〉e s.t. νa(a) < νa(c) < νa(b) and
νb(b) < νb(c) < νb(a).

We are going to analyse a few different cases depending on the number of two-element
subsets of the domain that is wpp-definable in (Γ,∆). The following lemma, which follows
immediately from Corollary 23, connects this number to dominating fractional polymorphisms.

I Lemma 36. Assume A. Either |Γ∩
(
D
2
)
| ≥ 2 or there is ω ∈ fPol(3)(Γ,∆) and a1, a2, a3 ∈ D

s.t. ω is (a1, a2, a3)-dominating and {a1, a2, a3} = D.

To understand languages that admit a ternary dominating fractional polymorphism we use
the following lemma.

I Lemma 37. Assume A. If {a, b} 6∈ Γ and there is ω ∈ fPol(3)(Γ,∆) s.t. ω is (a, b, c)-
dominating, then either {a, c}, {b, c} ∈ Γ, or (Γ,∆) is of semilattice type or of tournament
pair type, or Min-Cost-Hom(Γ,∆) is NP-hard

The following four lemmas are used to handle languages that contain two unary two-element
relations.

I Lemma 38. Assume A. If {a, c}, {c, b} ∈ Γ and there is ω ∈ fPol(2)(Γ,∆) that is (a, b)-
dominating, then (Γ,∆) is of tournament pair type or Min-Cost-Hom(Γ,∆) is NP-hard.
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I Lemma 39. Assume A. If {a, b} 6∈ Γ and {a, c}, {c, b} ∈ Γ, then either {(a, c), (c, a)} ∈ Γ,
{(b, c), (c, b)} ∈ Γ, or (Γ,∆) is of semilattice type or of tournament pair type, or Min-Cost-
Hom(Γ,∆) is NP-hard

I Lemma 40. Assume A. If {a, b} 6∈ Γ, {a, c}, {c, b} ∈ Γ and {(a, c), (c, a)} ∈ Γ and
{(b, c), (c, b)} 6∈ Γ, then (Γ,∆) is of tournament pair type or Min-Cost-Hom(Γ,∆) is NP-
hard.

I Lemma 41. Assume A. If {a, b} 6∈ Γ and {(a, c), (c, a)}, {(b, c), (c, b)} ∈ Γ, then (Γ,∆) is
of tournament pair type or Min-Cost-Hom(Γ,∆) is NP-hard.

We can now prove the main theorem.

Proof of Theorem 1. Let Γ′ = 〈Γ,∆〉(1)
w ∪ 〈Γ,∆〉(2)

w ∪ Γc ∪ Feas(∆).
Note that if (Γ′,∆) is of semilattice type or of tournament pair type, then so is (Γc ∪

Feas(∆),∆). Furthermore, by Theorem 4 and Proposition 34 we know that Min-Cost-
Hom(Γ′,∆) is polynomial time reducible to Min-Cost-Hom(Γ,∆). Hence, if Min-Cost-
Hom(Γ′,∆) is NP-hard, then also Min-Cost-Hom(Γ,∆) is NP-hard.

Clearly, if CSP(Γ′) is NP-hard, then so is Min-Cost-Hom(Γ′,∆). And, if CSP(Γ′) is not
NP-hard, then it is in P. This follows from [1].

If |
(
D
2
)
∩ Γ′| = 3, then (Γ′,∆) is of tournament pair type or Min-Cost-Hom(Γ′,∆) is

NP-hard. This follows from [24, Theorem 12].
If |
(
D
2
)
∩ Γ′| < 2, then, by Lemma 36, we know that there is ω ∈ fPol(3)(Γ′,∆) that

is (a1, a2, a3)-dominating for some {a1, a2, a3} = D. If {a1, a2} 6∈ Γ′, then by Lemma 37
we know that either |

(
D
2
)
∩ Γ′| = 2 (a contradiction) or (Γ′,∆) is of semilattice type or

of tournament pair type, or Min-Cost-Hom(Γ′,∆) is NP-hard. Otherwise {a1, a2} ∈ Γ′.
Since |

(
D
2
)
∩ Γ′| < 2 it must hold that {a1, a3} 6∈ Γ′ and {a2, a3} 6∈ Γ′. In this case, since

{a1, a2, a3} is shrinkable to {a1, a2}, it holds that either (Γ′,∆) is of tournament pair type
or Min-Cost-Hom(Γ′,∆) is NP-hard.

The only remaining case is |
(
D
2
)
∩ Γ′| = 2. In this case the result follows from Lemma 39,

Lemma 40 and Lemma 41. J
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Abstract
We consider the problems of deciding whether the joint distribution sampled by a given circuit
satisfies certain statistical properties such as being i.i.d., being exchangeable, being pairwise inde-
pendent, having two coordinates with identical marginals, having two uncorrelated coordinates,
and many other variants. We give a proof that simultaneously shows all these problems are C=P-
complete, by showing that the following promise problem (which is a restriction of all the above
problems) is C=P-complete: Given a circuit, distinguish the case where the output distribution
is uniform and the case where every pair of coordinates is neither uncorrelated nor identically
distributed. This completeness result holds even for samplers that are depth-3 circuits.

We also consider circuits that are d-local, in the sense that each output bit depends on at
most d input bits. We give linear-time algorithms for deciding whether a 2-local sampler’s joint
distribution is fully independent, and whether it is exchangeable.

We also show that for general circuits, certain approximation versions of the problems of
deciding full independence and exchangeability are SZK-complete.

We also introduce a bounded-error version of C=P, which we call BC=P, and we investigate
its structural properties.
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1 Introduction

Testing for independence of random variables is a fundamental problem in statistics. Theor-
etical computer scientists have studied this and other analogous problems from two main
viewpoints. The first viewpoint is property testing of distributions, which is a black-box
model in which a tester is given samples and tries to distinguish between some statistical
property being “close” or “far” from satisfied. Some important works giving upper and lower
bounds for property testing of distributions include [4, 3, 5, 2, 14, 18, 7].

The other viewpoint is the non-black-box model in which a tester is given a description of
a distribution (from which it could generate its own samples). This could potentially make
some problems easier, but there are complexity-theoretic results showing that several such
problems are computationally hard, particularly when the input is a succinct description of
a distribution. One of the most general and natural ways to succinctly specify a distribution
is to give the code of an efficient algorithm that takes “pure” randomness and transforms
it into a sample from the distribution. (This gives a polynomial-size specification of a
distribution over a potentially exponential-size set.) For arbitrary circuit samplers, the
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papers [15, 10, 11, 22] contain completeness results for various approximation problems
concerning statistical distance, Shannon entropy, and min-entropy. See [12] for a survey of
both the black-box and the non-black-box viewpoints.

In this paper we consider a wide array of “exact” problems concerning statistical properties
of the joint distribution produced by a given sampler. Such problems include deciding whether
the joint distribution is i.i.d., exchangeable, pairwise independent, and many other variants.
Exchangeability is a very important and useful concept with many different applications
in pure and applied probability [1], but it has been less-often studied in the theoretical
computer science community. A joint distribution over a finite domain is called exchangeable
if it is invariant under permuting the coordinates. It is fairly straightforward to see that a
finite distribution is exchangeable iff it is a mixture of distributions that arise from drawing
a sequence of colored balls without replacement from an urn. When each coordinate is a
single bit, exchangeability is equivalent to the probability of a string only depending on
the Hamming weight. We feel it is natural to pose complexity-theoretic questions about
exchangeability.

We prove that the aforementioned wide array of problems, and more generally a single
problem we call Panoptic-Stats which is no harder than any of those problems, are complete
for the complexity class C=P. This class was introduced in [21] as part of the counting
hierarchy, and it can be viewed as a class that captures “exact counting” of NP witnesses. The
class C=P is at least as hard as the polynomial-time hierarchy, since PH ⊆ BP ·C=P [17] and
even PH ⊆ ZP · C=P [16]. It is no harder than “threshold counting”, since C=P ⊆ PP, but
neither is it substantially easier, since PP ⊆ NPC=P. It was shown in [9] that C=P = coNQP.

In many areas of complexity theory, when arbitrary small-size circuits are too unwieldy to
reason about, we restrict our attention to more stringent complexity measures, such as parallel
time, that are combinatorially simple enough to reason about and obtain unconditional
results. One model of efficient parallel time computation is AC0 (constant-depth unbounded
fan-in circuits with AND, OR, and NOT gates). Papers that study AC0 circuits that sample
distributions include [20, 13, 19, 6]. Another (generally more restrictive) model of efficient
parallel time computation is locally-computable functions, where each output bit depends on
at most a bounded number of input bits. Papers that study locally-computable functions
as samplers include [20, 8, 19, 22] as well as a large collection of papers investigating the
possibility of implementing pseudorandom generators locally. (See [8] for an extensive list
of past work on the power of locally-computable functions, including whether they can
implement PRGs, one-way functions, and extractors.)

We prove that our C=P-completeness results hold even when restricted to samplers that
are AC0-type circuits with depth 3 and top fan-in 2 (i.e., each output gate has fan-in at most
2). We also consider 2-local samplers (where each output bit depends on at most 2 of the
pure random input bits) such that each coordinate of the sampled joint distribution is a single
bit. We give polynomial-time (in fact, linear-time) algorithms for deciding whether such
a sampler’s distribution is fully independent, and whether it is exchangeable. These seem
to be the first-of-a-kind algorithmic results on deciding statistical properties of succinctly
described distributions.

We also consider approximate versions of the problems discussed above: deciding whether
the joint distribution of a given sampler is statistically close or far from satisfying a property.
It was shown in [10] that for the property of being uniform, the problem is NISZK-complete.
It was shown in [15] that the problem of deciding whether a pair of samplable distributions are
statistically close or far is complete for SZK (statistical zero knowledge). We prove that with
suitable parameters, the approximate versions of the full independence and exchangeability
problems (for general circuit samplers) are also SZK-complete.
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In this paper we also consider a “bounded-error” version of C=P, which we call BC=P
and which does not seem to have been defined or studied in the literature before. Although it
does not appear to be directly relevant to statistical properties of samplable distributions, we
take the opportunity to study this class and prove that it is closed under several operations
(disjunction, conjunction, union, and intersection).

2 Results

If D is a joint distribution over ({0, 1}k)n, we let Di (for i ∈ {1, . . . , n}) denote the ith
coordinate, which is marginally distributed over {0, 1}k. For each of the computational
problems we consider, the input is a circuit S : {0, 1}r → ({0, 1}k)n (and we assume that
the values of k and n are part of the description of the circuit). We call such a circuit a
(k, n)-sampler, and if it has size ≤ s we also call it a (k, n, s)-sampler. Plugging a uniformly
random string into S yields a joint output distribution, which we denote by S(U).

We formulate computational problems using the framework of promise problems. Through-
out this paper, when we talk about reductions and completeness, we are always referring to
deterministic polynomial-time mapping reductions.

We state our completeness results for exact problems in Section 2.1 and prove them
in Section 3 and the full version. We state our algorithmic results for exact problems in
Section 2.2 and prove them in Section 4 and the full version. We state our completeness
results for approximate problems in Section 2.3 and prove them in Section 5 and the full
version. In the full version, we also study a new complexity class, BC=P.

2.1 Exact Completeness Results
For a joint distribution D over ({0, 1}k)n, we say that Di, Dj are uncorrelated if they have
covariance 0, in other words E(Di · Dj) = E(Di) · E(Dj) (when {0, 1}k is interpreted as
binary representations of nonnegative integers). Uncorrelated is the same as independent if
k = 1. We consider the following extreme notion of a distribution being nonuniform.

I Definition 1. A joint distribution is discordant if there are ≥ 2 coordinates and every pair
of coordinates is neither uncorrelated nor identically distributed.

I Definition 2. Panoptic-Stats is the following promise problem.

Panoptic-StatsYES =
{
S : S(U) is uniform

}
Panoptic-StatsNO =

{
S : S(U) is discordant

}
We say that promise problem Π is a generalization of promise problem Π′, or that Π′ is a

restriction of Π, if Π′YES ⊆ ΠYES and Π′NO ⊆ ΠNO.
I Fact 1. Panoptic-Stats is generalized by all the following languages, which are defined
in a natural way.

Uniform, Iid, Fully-Independent, Identically-Distributed,
Exchangeable, K-Wise-Uniform, K-Wise-Independent,
K-Wise-Exchangeable, 2-Wise-Uncorrelated, K-Exists-Uniform,
K-Exists-Independent, K-Exists-Identically-Distributed,
K-Exists-Exchangeable, 2-Exists-Uncorrelated, Non-Discordant

For example, S ∈ Uniform ⇐⇒ S(U) is uniform. Also, K ≥ 2 is any constant (unre-
lated to k). Technical caveat: To ensure the K-Wise- and K-Exists- problems generalize

STACS’14
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Panoptic-Stats, they are defined in terms of a property holding for every or some (respect-
ively) set of min(K,n) coordinates.

We prove that Panoptic-Stats and all the languages listed in Fact 1 are complete for
the complexity class C=P. In fact, the C=P-hardness of each of the individual languages
in Fact 1 is fairly simple to prove, but the C=P-hardness of Panoptic-Stats shows two
things: (1) that this phenomenon is very robust, not dependent on some fragile aspects of the
properties being decided, and (2) that only one proof is needed to show the C=P-hardness of
all the languages in Fact 1.

To prove the C=P-hardness of Panoptic-Stats, it suffices to prove hardness for the case
n = 2. However, hardness for n = 2 does not seem to directly imply hardness for a larger
number of coordinates; it is desirable to prove hardness even when restricted to samplers
that are small in terms of the number of coordinates n. We formalize this by introducing
a new parameter m and viewing k, n, s as functions of m. Thus m can be thought of as
indexing a family of parameter settings.

I Definition 3. We say that a triple of functions κ(m), ν(m), σ(m) : N→ N is polite if the
functions are monotonically nondecreasing, polynomially bounded in m, computable in time
polynomial in m, and σ(m) ≥ m.

I Definition 4. Panoptic-Statsκ,ν,σ is the restriction of Panoptic-Stats to (k, n, s)-
samplers with k = κ(m), n = ν(m), and s ≤ σ(m) for some m.

prC=P is the class of promise problems for which there exists a polynomial-time ran-
domized algorithm M that accepts with probability 1

2 on YES instances, and accepts with
probability 6= 1

2 on NO instances. Here we use a standard model of computation in which
randomized algorithms have access to independent unbiased coin flips. We use the following
equivalent definition of prC=P.

I Definition 5. prC=P is the class of all promise problems reducible to the following promise
problem Uniform-Bit.

Uniform-BitYES =
{
S : S is a (1, 1)-sampler and S(U) is uniform

}
Uniform-BitNO =

{
S : S is a (1, 1)-sampler and S(U) is nonuniform

}
C=P is defined as the class of languages in prC=P.

I Theorem 6. Panoptic-Statsκ,ν,σ is prC=P-hard for every polite κ, ν, σ with κν ≤ o(σ).

I Theorem 7. Panoptic-Statsκ,ν,σ is prC=P-hard even when restricted to samplers that
are AC0-type circuits with depth 3 and top fan-in 2, for every polite κ, ν, σ with κν+ν2 ≤ o(σ).

I Theorem 8. All the languages listed in Fact 1 are in C=P.

Consequently, all the languages listed in Fact 1 are C=P-complete, even when restricted
to (κ, ν, σ)-samplers (like in Definition 4) with polite κ, ν, σ satisfying κν ≤ o(σ) (for general
circuit samplers) or satisfying κν + ν2 ≤ o(σ) (for depth-3 circuits with top fan-in 2).

2.2 Exact Algorithmic Results
We say a (k, n, s)-sampler is d-local if each of the kn output bits depends on at most d of
the uniformly random input bits. For d-local samplers, if dk ≤ O(log s) then some statistical
properties, such as being pairwise independent or having identically distributed marginals,
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can be decided trivially in polynomial time. We now prove that some other properties,
namely being fully independent or being exchangeable, can be decided in polynomial time
when d = 2 and k = 1. (Admittedly, our algorithms are not very “algorithmic”; we prove
combinatorial characterizations for which it is simple to check whether a given sampler
satisfies the characterization.)

I Theorem 9. There exists a linear-time algorithm for deciding whether the joint distribution
of a given 2-local (1, n)-sampler is fully independent.

I Theorem 10. There exists a linear-time algorithm for deciding whether the joint distribution
of a given 2-local (1, n)-sampler is exchangeable.

When d = 2 and k = 1, we can also improve the efficiency of the trivial quadratic-time
algorithm for deciding pairwise independence.

I Theorem 11. There exists a linear-time reduction from the problem of deciding whether
the joint distribution of a given 2-local (1, n)-sampler is pairwise independent, to the element
distinctness problem. Hence the former problem can be solved in deterministic O(n logn)
time and in zero-error randomized expected linear time.

2.3 Approximate Completeness Results
The statistical distance between two distributions D(1), D(2) over the same set is defined as∥∥D(1) −D(2)

∥∥ = maxevents E
∣∣Pr[D(1) ∈ E]− Pr[D(2) ∈ E]

∣∣. We say D(1), D(2) are c-close if∥∥D(1) −D(2)
∥∥ ≤ c, and f -far if ∥∥D(1) −D(2)

∥∥ ≥ f .
We prove that for appropriate parameters, approximate versions of the full independence

and exchangeability problems are prSZK-complete (for arbitrary circuit samplers). We do
not reproduce the original definition of prSZK, but we make use of the characterization of
this class proved by Sahai and Vadhan [15].

I Definition 12. For functions 0 ≤ c(k, n, s) < f(k, n, s) ≤ 1, Fully-Independentc,f is
the following promise problem.1

Fully-Independentc,fYES =
{
S : S is a (k, n, s)-sampler and S(U) is c(k, n, s)-close
to some fully independent distribution over ({0, 1}k)n

}
Fully-Independentc,fNO =

{
S : S is a (k, n, s)-sampler and S(U) is f(k, n, s)-far
from every fully independent distribution over ({0, 1}k)n

}
Exchangeablec,f is defined in an analogous way.

I Theorem 13. Fully-Independentc,f is prSZK-hard for all constants 0 < c < f < 1
4 .

I Theorem 14. Fully-Independentc,f ∈ prSZK where c = c′/(n + 1), for all constants
0 < c′ < f2 < 1.

I Theorem 15. Exchangeablec,f is prSZK-hard for all constants 0 < c < f < 1
2 .

I Theorem 16. Exchangeablec,f ∈ prSZK for all constants 0 < 2c < f2 < 1.

Consequently for example Fully-Independent0.05/(n+1), 0.24 and Exchangeable0.12, 0.49

are prSZK-complete.

1 The superscripts have a different meaning than the superscripts in Definition 4.
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3 Proofs of Exact Completeness Results

3.1 The Key Lemma
The following is the key lemma in the proof of Theorem 6. It can be interpreted qualitatively
as a certain type of amplification.

I Lemma 17. There is an algorithm that takes as input a (1, 1, s)-sampler S and an integer
n ≥ 2, runs in time O(n+s), and outputs a (1, n,O(n+s))-sampler T such that the following
both hold.

S(U) is uniform =⇒ T (U) is uniform
S(U) is nonuniform =⇒ T (U) is discordant

Proof. Let T perform the following computation.

run S and let b be its output
choose bits a1, a2, . . . , an uniformly at random
if there exists an ` < n such that a` = 0 then

let `∗ be the least such `
output a1, . . . , a`∗ , b, a`∗+2, . . . , an

else output a1, . . . , an

It is straightforward to see that if S(U) is uniform then T (U) is uniform. Now suppose
S(U) is nonuniform, say Pr[S(U) = 1] = p 6= 1

2 . For brevity we define D = T (U). Consider
any two coordinates Di and Dj where i < j. For technical reasons in the analysis below, if
`∗ does not exist then we define `∗ to be an arbitrary value > n.

We first show that Di and Dj are not identically distributed. If i > 1 then

Pr[Di = 1]
= Pr

[
Di = 1

∣∣ `∗ = i− 1
]
· Pr[`∗ = i− 1] + Pr

[
Di = 1

∣∣ `∗ 6= i− 1
]
· Pr[`∗ 6= i− 1]

= p · 1
2i−1 + 1

2 ·
(
1− 1

2i−1

)
.

Similarly, Pr[Dj = 1] = p · 1
2j−1 + 1

2 ·
(
1 − 1

2j−1

)
. Since p 6= 1

2 , and since Pr[Di = 1] and
Pr[Dj = 1] are different convex combinations of p and 1

2 , that means they are not equal.
More formally,

Pr[Di = 1]− Pr[Dj = 1] =
(
p− 1

2
)( 1

2i−1 − 1
2j−1

)
6= 0.

On the other hand, suppose i = 1. Then Pr[Di = 1] = 1
2 , and Pr[Dj = 1] is a nontrivial

convex combination of p and 1
2 and is thus not equal to Pr[Di = 1]. In either case, Di and

Dj are not identically distributed.
Now we show that Di and Dj are correlated. Suppose j = i+ 1. Then Pr

[
Dj = 1

∣∣ Di =
1
]

= 1
2 , and

Pr
[
Dj = 1

∣∣ Di = 0
]

= Pr
[
Dj = 1

∣∣ `∗ = i, Di = 0
]
· Pr
[
`∗ = i

∣∣ Di = 0
]
+

Pr
[
Dj = 1

∣∣ `∗ < i, Di = 0
]
· Pr
[
`∗ < i

∣∣ Di = 0
]

= p · Pr
[
`∗ = i

∣∣ Di = 0
]

+ 1
2 ·
(
1− Pr

[
`∗ = i

∣∣ Di = 0
])
.
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(Technically Pr
[
Dj = 1

∣∣ `∗ < i, Di = 0
]
is undefined if i = 1, but then 1−Pr

[
`∗ = i

∣∣ Di =
0
]

= 0 anyway so the final equation above still holds.) It follows that

Pr
[
Dj = 1

∣∣ Di = 0
]
− Pr

[
Dj = 1

∣∣ Di = 1
]

=
(
p− 1

2
)
· Pr
[
`∗ = i

∣∣ Di = 0
]
6= 0

since p 6= 1
2 and Pr

[
`∗ = i

∣∣ Di = 0
]
> 0. On the other hand, suppose j > i + 1. Then

Pr
[
Dj = 1

∣∣ Di = 0
]

= 1
2 , and

Pr
[
Dj = 1

∣∣ Di = 1
]

= Pr
[
Dj = 1

∣∣ `∗ = j − 1, Di = 1
]
· Pr
[
`∗ = j − 1

∣∣ Di = 1
]
+

Pr
[
Dj = 1

∣∣ `∗ 6= j − 1, Di = 1
]
· Pr
[
`∗ 6= j − 1

∣∣ Di = 1
]

= p · Pr
[
`∗ = j − 1

∣∣ Di = 1
]

+ 1
2 ·
(
1− Pr

[
`∗ = j − 1

∣∣ Di = 1
])
.

It follows that

Pr
[
Dj = 1

∣∣ Di = 1
]
− Pr

[
Dj = 1

∣∣ Di = 0
]

=
(
p− 1

2
)
· Pr
[
`∗ = j − 1

∣∣ Di = 1
]
6= 0

since p 6= 1
2 and Pr

[
`∗ = j − 1

∣∣ Di = 1
]
> 0. In either case, Di and Dj are correlated since

Pr
[
Dj = 1

∣∣ Di = 0
]
6= Pr

[
Dj = 1

∣∣ Di = 1
]
. J

I Lemma 18. Lemma 17 holds even when T is required to be an AC0-type circuit with depth
3 and top fan-in 2, except that the size of T and the running time of the algorithm both
become O(n2 + s).

Proof. The construction and analysis are the same as in the proof of Lemma 17, but we need
more care in implementing T . First, we use a standard reduction to convert S into a 3-CNF
F that accepts the same number of inputs as S (but has more input bits). Thus, for some
polynomially large q, S accepts a uniformly random input with probability 1

2 iff F accepts a
uniformly random input with probability 1

2q . Let x1, x2, . . . , xr denote the input bits of F .
Construct a new CNF F ′ with input bits x0, x1, . . . , xr by taking F and including x0 in each
of the clauses (yielding a 4-CNF), then adding a new clause (x0 ∨ x1 ∨ · · · ∨ xq). Since

Pr[F ′ accepts] = 1
2 · Pr[F accepts] + 1

2 · Pr
[
(x1 ∨ · · · ∨ xq) accepts

]
it follows that F accepts with probability 1

2q iff F ′ accepts with probability 1
2 . Now to

implement T , we include a copy of F ′ as well as the random input bits a1, a2, . . . , an. The
1st output bit of T is just a1. For the ith output bit when i > 1, we have a multiplexer
that selects the output of F ′ if (a1 ∧ a2 ∧ · · · ∧ ai−2 ∧ ai−1) is true, and selects ai otherwise.
Overall, T is an OR-AND-OR circuit (with negations pushed to the inputs) where each
output gate has fan-in at most 2. J

3.2 prC=P-Hardness
I Corollary 19. Lemmas 17 and 18 also hold when the algorithm is additionally given an
integer k ≥ 1 and is required to output a (k, n)-sampler T , except that the size of T and the
running time of the algorithm both become O(kn+ s) (for Lemma 17) or O(kn+n2 + s) (for
Lemma 18).

See the full version for the straightforward proof of Corollary 19.

Proof of Theorem 6. We reduce Uniform-Bit to Panoptic-Statsκ,ν,σ. Let c be the
constant factor in the big O in Corollary 19. Given a (1, 1, s)-sampler S, we first find the
smallest m such that c ·

(
κ(m)ν(m) + s

)
≤ σ(m). Such an m exists and is O(s) because
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κν ≤ o(σ) and σ(m) ≥ m for all m. Then we run the algorithm from Corollary 19 (based on
Lemma 17) with k = κ(m) and n = ν(m) to get T of size at most c ·

(
κ(m)ν(m) + s

)
≤ σ(m).

Thus the following both hold.

S ∈ Uniform-BitYES =⇒ T ∈ Panoptic-Statsκ,ν,σYES

S ∈ Uniform-BitNO =⇒ T ∈ Panoptic-Statsκ,ν,σNO

The reduction’s running time is polynomial since m,κ(m), ν(m), σ(m) are all polynomially
bounded in s and computable in time polynomial in s, and since the algorithm from
Corollary 19 runs in time O(kn+ s). J

The proof of Theorem 7 is similar; see the full version for details.

3.3 Containment in C=P
In the proof of Theorem 8 we use the following lemma, which states that C=P is closed under
exponential conjunctions and polynomial disjunctions. We supply a folklore proof of this
lemma in the full version.

I Lemma 20. If L ∈ C=P then both of the following hold.
∀qL ∈ C=P for every polynomial q, where ∀qL =

{
x : (x, y) ∈ L for all y ∈ {0, 1}q(|x|)}.

∨L ∈ C=P where ∨L =
{

(x1, . . . , x`) : xi ∈ L for some i
}

.

Proof of Theorem 8. The arguments are very similar, so we just give three representative ex-
amples: Fully-Independent, K-Wise-Exchangeable, and 2-Exists-Uncorrelated.
First we mention a useful tool: If S1, S2 are (1, 1)-samplers, then we define Equ(S1, S2) to be
a (1, 1)-sampler that picks i ∈ {1, 2} uniformly at random, runs Si, and negates the output
if i = 2. Hence Equ(S1, S2)(U) is uniform iff S1(U), S2(U) are identically distributed.

Now we prove that Fully-Independent ∈ C=P. Note that Fully-Independent =
∀qL where, if we view S as (say) a (k, n)-sampler, and y as (an appropriately encoded
description of) an element of ({0, 1}k)n (so q is linear in the size of S), then

(S, y) ∈ L ⇐⇒ Pr[S(U) = y] =
∏n
i=1 Pr[S(U)i = yi].

Thus by Lemma 20 it suffices to show that L ∈ C=P. A reduction from L to Uniform-Bit
just outputs Equ(S1, S2), where S1 runs S and accepts iff the output is y, and S2 runs S for
n times and accepts iff for all i, the ith coordinate of the output of the ith run is yi.

Now we prove that K-Wise-Exchangeable ∈ C=P. Note that K-Wise-
Exchangeable = ∀qL where, if we view S as (say) a (k, n)-sampler, and y = (I, π, w)
as (an appropriately encoded description of) a subset I ⊆ {1, . . . , n} of size min(K,n), a
permutation π on {1, . . . ,min(K,n)}, and an element w ∈ ({0, 1}k)min(K,n) (so q is certainly
polynomial in the size of S), then(

S, (I, π, w)
)
∈ L ⇐⇒ Pr[S(U)I = w] = Pr[S(U)I = π(w)]

where S(U)I is the restriction to coordinates indexed by I, and π(w) ∈ ({0, 1}k)min(K,n) is
obtained by permuting the coordinates of w by π. Thus by Lemma 20 it suffices to show that
L ∈ C=P. A reduction from L to Uniform-Bit just outputs Equ(S1, S2), where S1 runs
S and accepts iff the output restricted to I is w, and S2 runs S and accepts iff the output
restricted to I is π(w).

Now we prove that 2-Exists-Uncorrelated ∈ C=P. Note that if we define the lan-
guage L =

{
(S, i, j) : S(U)i and S(U)j are uncorrelated

}
, then 2-Exists-Uncorrelated
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reduces to ∨L by mapping a (k, n)-sampler S to
(
(S, 1, 2), (S, 1, 3), (S, 1, 4), . . . , (S, n− 1, n)

)
.

Thus by Lemma 20 it suffices to show that L ∈ C=P. A reduction from L to Uniform-Bit
just outputs Equ(S1, S2), where S1 runs S yielding some y ∈ ({0, 1}k)n and accepts with
probability 1

22k · yi · yj so that Pr[S1(U) = 1] = 1
22k ·E

(
S(U)i · S(U)j

)
, and S2 runs S twice

(independently) yielding some y(1) and y(2) and accepts with probability 1
22k · y(1)

i · y
(2)
j so

that Pr[S2(U) = 1] = 1
22k · E(S(U)i) · E(S(U)j). J

4 Proofs of Exact Algorithmic Results

We prove Theorem 9 in Section 4.1. The proof of Theorem 10 (on exchangeability of
distributions with 2-local samplers) is much more interesting and less elementary, but due to
space constraints we must defer it to the full version (where we also prove Theorem 11).

First we introduce some terminology to describe 2-local samplers. Each output bit
depends on either zero, one, or two input bits. Output bits that depend on zero input bits
are constants (0 or 1). The nonconstant output bits can be modeled with an undirected
graph (multi-edges and self-loops allowed) as follows. The input bits are the nodes. Each
output bit depending on one input bit is a self-loop, labeled with a function from {0, 1} to
{0, 1} (either the identity or negation). Each output bit depending on two input bits is an
edge between those two nodes, labeled with a function from {0, 1}2 to {0, 1}. There are
three types of such functions that depend on both bits: AND-type (accepting one of the four
inputs), XOR-type (accepting two of the four inputs), and OR-type (accepting three of the
four inputs).

4.1 Full Independence for 2-Local Samplers
We prove Theorem 9. Consider a 2-local (1, n)-sampler S, and assume without loss of
generality that S has no constant output bits. We claim that S(U) is fully independent iff
both of the following conditions hold.
(i) The graph is a forest, ignoring self-loops.
(ii) Each connected component of the graph has at most one of the following: a self-loop,

an AND-type edge, or an OR-type edge.
It is trivial to check in linear time whether these conditions hold.

First we assume that (i) and (ii) both hold, and show that S(U) is fully independent. The
different connected components of the graph are certainly fully independent of each other,
so we can focus on showing that the coordinates of a single connected component are fully
independent. If there is a self-loop, an AND-type edge, or an OR-type edge in the connected
component, then let e be that edge. Otherwise, let e be any edge in the connected component.
We show that conditioned on e evaluating to any particular bit, the joint distribution of the
remaining edges in e’s connected component is uniform. This implies that the whole joint
distribution of the connected component is fully independent.

Suppose e is a self-loop at some node v, so we are conditioning on v being some particular
bit. Ignoring e itself, we can view e’s connected component as a tree rooted at v with
only XOR-type edges. After the conditioning, there is a bijection between the set of all
assignments of values to the edges (excluding e) and the set of all assignments of values
to the nodes (excluding v) in e’s connected component: An assignment to nodes (together
with the conditioned value of v) determines an assignment to edges. Furthermore, every
assignment to edges arises from some assignment to nodes, because for any assignment to
edges, we can start at v and work our way downward to the leaves, uniquely specifying the
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value of each node in terms of the values of its parent and the edge to its parent. Since
the sets have the same size, we have exhibited a bijection between them. This means that
conditioned on either value of e, the joint distribution of all the other edges in e’s connected
component is uniform.

Now suppose e = {u, v} is not a self-loop. We show that, in fact, conditioned on any
one of the four assignments of values to the pair u, v, the joint distribution of all the other
edges in e’s connected component is uniform. Removing e results in two new connected
components, each of which is a tree of XOR-type edges, one rooted at u and the other rooted
at v. Let U denote the set of nodes in u’s new connected component excluding u itself,
and let V denote the set of nodes in v’s new connected component excluding v itself. By
the argument from the previous paragraph (when e was a self-loop), a uniformly random
assignment to U induces a uniformly random assignment to the edges in u’s new connected
component, and similarly for V . Since assignments to U and V are chosen independently of
each other, this means that the values of all the edges in e’s original connected component
(except e itself) are jointly uniformly distributed (conditioned on any particular assignment
to u, v, and hence conditioned on any particular assignment to e).

Now we prove the converse by assuming that (i) and (ii) do not both hold, and showing
that S(U) is not fully independent. Let us refer to self-loops, AND-type edges, and OR-type
edges as non-XOR-type edges. If (i) and (ii) do not both hold, then at least one of the
following conditions holds.
(A) There is a cycle consisting entirely of XOR-type edges.
(B) There is a cycle with exactly one AND-type edge or OR-type edge.
(C) There is a path between two non-XOR-type edges.
Suppose (A) holds. Let e be an edge on the cycle. Then e’s marginal distribution is uniform,
but conditioning on any particular values of the other edges on the cycle determines whether
or not e’s endpoints are the same bit as each other, and thus fixes the value of e. Hence S(U)
is not fully independent. Suppose (B) holds. Let ` denote the number of nodes on the cycle.
Then the probability that all edges on the cycle evaluate to 1 must be an integer multiple of
1
2` (since they only depend on ` input bits), but the product of the marginal probabilities
that each edge on the cycle evaluates to 1 must be either 1

2`+1 (if there is an AND-type edge)
or 3

2`+1 (if there is an OR-type edge). Hence S(U) is not fully independent. Suppose (C)
holds. Without loss of generality, all intermediate edges on the path are XOR-type. Let e1
and e2 be the two non-XOR-type edges, which we consider to be part of the path. Let `
denote the number of nodes on the path. Then the probability that all edges on the path
evaluate to 1 must be an integer multiple of 1

2` (since they only depend on ` input bits), but
the product of the marginal probabilities that each edge on the path evaluates to 1 must be
either 1

2`+1 (if neither e1 nor e2 is OR-type) or 3
2`+1 (if exactly one of e1, e2 is OR-type) or

9
2`+1 (if both e1 and e2 are OR-type). Hence S(U) is not fully independent.

5 Proofs of Approximate Completeness Results

Due to space constraints, we defer most of this section to the full version. Here, we just give
the argument for Theorem 16, which uses the following lemma.

I Lemma 21. Suppose D is a distribution over ({0, 1}k)n. If D is c-close to some exchange-
able distribution D∗, then D is 2c-close to the distribution D′ obtained by drawing a sample
from D then permuting the coordinates according to a uniformly random permutation.

Proof of Lemma 21. For a multiset W ⊆ {0, 1}k of size n, we say that w ∈ ({0, 1}k)n is an
ordering of W if the multiset

{
wi : i ∈ {1, . . . , n}

}
equals W . Let Ord(W ) denote the set
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of all orderings of W . Let d∗+W be the sum of Pr[D = w]− Pr[D∗ = w] over all w ∈ Ord(W )
such that Pr[D = w]− Pr[D∗ = w] > 0, and let d∗−W be the sum of Pr[D∗ = w]− Pr[D = w]
over all w ∈ Ord(W ) such that Pr[D∗ = w]− Pr[D = w] > 0. Then we have

‖D −D∗‖ = 1
2 ·
∑
w∈({0,1}k)n

∣∣Pr[D = w]− Pr[D∗ = w]
∣∣

= 1
2 ·
∑

multisets W ⊆ {0, 1}k of size n
(
d∗+W + d∗−W

)
(1)

Letting d′+W and d′−W be the analogous quantities with D′ instead of D∗, we have

‖D −D′‖ = 1
2 ·
∑

multisets W ⊆ {0, 1}k of size n
(
d′+W + d′−W

)
. (2)

Now fix some W . Note that since D∗ is exchangeable, all elements of Ord(W ) have the same
probability under D∗; call this probability p∗W . If w is an element of Ord(W ) then permuting
the coordinates of w uniformly at random yields a uniformly random element of Ord(W ).
Thus all elements of Ord(W ) have the same probability under D′, namely

p′W = 1
|Ord(W )| ·

∑
w∈Ord(W ) Pr[D = w].

If p′W ≥ p∗W then d′+W ≤ d∗+W by definition. If p′W ≤ p∗W then d′−W ≤ d∗−W by definition. We
also have

0 =
(∑

w∈Ord(W ) Pr[D = w]
)
− |Ord(W )| · p′W

=
∑
w∈Ord(W )

(
Pr[D = w]− p′W

)
= d′+W − d

′−
W

which implies that d′+W = d′−W ≤ max(d∗+W , d∗−W ). Hence
(
d′+W + d′−W

)
≤ 2 ·max(d∗+W , d∗−W ) ≤

2 ·
(
d∗+W + d∗−W

)
. Since this holds for all W , we get ‖D −D′‖ ≤ 2 · ‖D −D∗‖ by Equations

(1) and (2). J

We mention that the constant factor of 2 in Lemma 21 is tight, by the following example.
Suppose k = 1, and suppose D is uniformly distributed over a set of n strings, one of
which has Hamming weight 1 and the other n − 1 of which have Hamming weight n − 1.
Let D∗ be uniformly distributed over the strings of Hamming weight n− 1. Note that D∗
is exchangeable, and ‖D − D∗‖ = 1

n . However, D′ has probability 1
n2 on each string of

Hamming weight 1, and probability n−1
n2 on each string of Hamming weight n− 1, and thus

‖D −D′‖ = 2(1− 1
n ) · 1

n = 2(1− 1
n ) · ‖D −D∗‖.

To prove Theorem 16, we reduce Exchangeablec,f to the promise problem of deciding
whether the distributions of two given samplers are 2c-close or f -far in statistical distance
(from each other), which Sahai and Vadhan [15] proved is in prSZK for all constants
0 < 2c < f2 < 1. Given a (k, n)-sampler S with distribution D = S(U), the reduction
outputs S and another (k, n)-sampler S′ that samples from D′ (as in the statement of
Lemma 21) by running S then permuting the coordinates uniformly at random. (There is a
minor technical issue arising from n! not being a power of 2, but this is not problematic.) If
D is c-close to some exchangeable distribution then D,D′ are 2c-close. If D is f -far from
every exchangeable distribution then D,D′ are f -far since D′ is exchangeable.
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Abstract
We present a new on-line algorithm for computing the Lempel-Ziv factorization of a string that
runs in O(N logN) time and uses only O(N log σ) bits of working space, where N is the length
of the string and σ is the size of the alphabet. This is a notable improvement compared to the
performance of previous on-line algorithms using the same order of working space but running
in either O(N log3 N) time (Okanohara & Sadakane 2009) or O(N log2 N) time (Starikovskaya
2012). The key to our new algorithm is in the utilization of an elegant but less popular in-
dex structure called Directed Acyclic Word Graphs, or DAWGs (Blumer et al. 1985). We
also present an opportunistic variant of our algorithm, which, given the run length encoding of
size m of a string of length N , computes the Lempel-Ziv factorization of the string on-line, in
O
(
m ·min

{
(log logm)(log logN)

log log logN ,
√

logm
log logm

})
time and O(m logN) bits of space.
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1 Introduction

The Lempel-Ziv (LZ) factorization of a string [20], discovered over 35 years ago, captures
important properties concerning repeated occurrences of substrings in the string, and has
numerous applications in the field of data compression, compressed full text indices [12],
and is also the key component to various efficient algorithms on strings [11, 6]. Therefore,
a large amount of work has been devoted to its efficient computation, especially in the
off-line setting where the text is static, and the LZ factorization can be computed in as
fast as O(N) time assuming an integer alphabet, using O(N logN) bits of space (see [1]
for a survey; more recent results are in [14, 10, 7, 9]). In this paper, we consider the more
difficult and challenging on-line setting, where new characters may be appended to the
end of the string. If we may use O(N logN) bits of space, the problem can be solved in
O(N log σ) time where σ is the size of the alphabet, by use of string indices such as suffix
trees [19] and on-line algorithms to construct them [18]. However, when σ is small and
N is very large (e.g. DNA), the O(N logN) bits space complexity is much larger than
the N log σ bits of the input text, and can be prohibitive. To solve this problem, space
efficient on-line algorithms for LZ factorization based on succinct data structures have
been proposed. Okanohara and Sadakane [15] gave an algorithm that runs in O(N log3 N)
time using N log σ + o(N log σ) + O(N) bits of space. Later Starikovskaya [17], achieved
O(N log2 N) time using O(N log σ) bits of space, assuming logσ N characters are packed in
a machine word. Kärkkäinen et al. [8] proposed an LZ factorization algorithm that works in
O(Ntd) time and N log σ +O(N logN/d) bits of space with dN/de delay (i.e., it processes
dN/de characters in a batch) for any d ≥ 1, where t is the time for a rank query on a string
over an alphabet of size σ. When d = Θ(logσ N), their algorithm runs in O(Nt logN/ log σ)
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676 Faster Compact On-Line Lempel-Ziv Factorization

time and O(N log σ) bits of space. However, the delay then becomes Θ(N log σ/ logN),
which seems to be too large to be called on-line.

In this paper, we propose a new on-line LZ factorization algorithm running in O(N logN)
time using O(N log σ) bits of space, which is a notable improvement compared to the run-
times of the previous on-line algorithms while still keeping the working space within a
constant factor of the input text. Our algorithm is based on a novel application of a full
text index called Directed Acyclic Word Graphs, or DAWGs [4], which, despite its elegance,
has not received as much attention as suffix trees. To achieve a more efficient algorithm, we
exploit an interesting feature of the DAWG structure that, unlike suffix trees, allows us to
collect information concerning the left context of strings into each state in an efficient and
on-line manner. We further show that the DAWG allows for an opportunistic variant of the
algorithm which is more time and space efficient when the run length encoding (RLE) of
the string is small. Given the RLE of size m ≤ N of the string, our on-line algorithm runs
in O

(
m ·min

{
(log logm)(log logN)

log log logN ,
√

logm
log logm

})
= o(m logm) time using O(m logN) bits of

space.

2 Preliminaries

Let Σ = {1, . . . , σ} be a finite integer alphabet. An element of Σ∗ is called a string. The
length of a string S is denoted by |S|. The empty string ε is the string of length 0. Let
Σ+ = Σ∗ − {ε}. For a string S = XY Z, X, Y and Z are called a prefix, substring, and suffix
of S, respectively. The set of prefixes and substrings of S are denoted by Prefix(S) and
Substr(S), respectively. The longest common prefix (lcp) of strings X,Y is the longest string
in Prefix(X) ∩ Prefix(Y ). The i-th character of a string S is denoted by S[i] for 1 ≤ i ≤ |S|,
and the substring of a string S that begins at position i and ends at position j is denoted
by S[i..j] for 1 ≤ i ≤ j ≤ |S|. For convenience, let S[i..j] = ε if j < i. A position i is
called an occurrence of X in S if S[i..i + |X| − 1] = X. For any string S = S[1..N ], let
Srev = S[N ] · · ·S[1] denote the reversed string. For any character a ∈ Σ and integer i ≥ 0,
let a0 = ε, ai = ai−1a. We call i the exponent of ai.

The default base of logarithms will be 2. Our model of computation is the unit cost word
RAM with the machine word size at least logN bits. For an input string S of length N ,
let r = logσ N = logN

logσ . For simplicity, assume that logN is divisible by log σ, and that N
is divisible by r. A string of length r, called a meta-character, consists of logN bits, and
therefore fits in a single machine word. Thus, a meta-character can also be transparently
regarded as an element in the integer alphabet Σr = {1, . . . , N}. We assume that given
1 ≤ i ≤ N − r + 1, any meta-character A = S[i..i+ r − 1] can be retrieved in constant time.
Also, we can pre-compute an array of size 2

logN
2 occupying O(

√
N logN) = o(N) bits in o(N)

time, so Arev can be computed in constant time given A. We call a string on the alphabet Σr
of meta-characters, a meta-string. Any string S whose length is divisible by r can be viewed
as a meta-string S of length n = |S|

r . We write 〈S〉 when we explicitly view string S as a
meta-string, where 〈S〉[j] = S[(j− 1)r+ 1..jr] for each j ∈ [1, n]. Such range [(j− 1)r+ 1, jr]
of positions will be called meta-blocks and the beginning positions (j− 1)r+ 1 of meta-blocks
will be called block borders. For clarity, the length n of a meta-string 〈S〉 will be denoted by
‖〈S〉‖. Meta-strings are sometimes called packed strings. Note that n logN = N log σ.

2.1 LZ Factorization
There are several variants of LZ factorization, and as in most recent work, we consider the
variant also called s-factorization [5]. The s-factorization of a string S is the factorization
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S = f1 · · · fz where each s-factor fi ∈ Σ+ (i = 1, . . . , z) is defined as follows: f1 = S[1]. For
i ≥ 2: if S[|f1 · · · fi−1|+1] = c ∈ Σ does not occur in f1 · · · fi−1, then fi = c. Otherwise, fi is
the longest prefix of fi · · · fz that occurs at least twice in f1 · · · fi. Notice that self-referencing
is allowed, i.e., the previous occurrence of fi may overlap with itself. Each s-factor can be
represented in a constant number of words, i.e., either as a single character or a pair of
integers representing the position of a previous occurrence of the factor and its length.

2.2 Tools
Let B be a bit array of length N . For any position x of B, let rank(B, x) denote the number
of 1’s in B[1..x]. For any integer j, let select(B, j) denote the position of the jth 1 in B.
For any pair of positions x, y (x ≤ y) of B, the number of 1’s in B[x..y] can be expressed
as pc(B, x, y) = rank(B, y) − rank(B, x − 1). It is possible to maintain B and support
rank/select queries and bit flip operations in O(logN) time, using N + o(N) bits of space
(e.g. Raman et al. [16]).

Directed Acyclic Word Graphs (DAWG) are a variant of suffix indices, similar to suffix
trees or suffix arrays. The DAWG of a string S is the smallest partial deterministic finite
automaton that accepts all suffixes of S. Thus, an arbitrary string is a substring of S iff it
can be traversed from the source of the DAWG. While each edge of the suffix tree corresponds
to a substring of S, an edge of a DAWG corresponds to a single character.

I Theorem 1 (Blumer et al. [4]). The numbers of states, edges and suffix links of the DAWG
of string S are O(|S|), independent of the alphabet size σ. The DAWG augmented with the
suffix links can be constructed in an on-line manner in O(|S| log σ) time using O(|S| log |S|)
bits of space.

We give a more formal presentation of DAWGs below. Let EndPosS(u) = {j | u =
S[i..j], 1 ≤ i ≤ j ≤ N}. Define an equivalence relation on Substr(S) such that for any
u,w ∈ Substr(S), u ≡S w ⇐⇒ EndPosS(u) = EndPosS(w), and denote the equivalence
class of u ∈ Substr(S) as [u]S . When clear from the context, we abbreviate the above
notations as EndPos, ≡ and [u], respectively. Note that for any two elements in [u],
one is a suffix of the other. We denote by ←−u the longest member of [u]. The states
V and edges E of the DAWG can be characterized as V = {[u] | u ∈ Substr(S)} and
E = {([u], a, [ua]) | u, ua ∈ Substr(S), u 6≡ ua}. We also define the set G of labeled reversed
edges, called suffix links, by G = {([au], a, [u]) | u, au ∈ Substr(S), u = ←−u }. An edge
([u], a, [ua]) ∈ E is called a primary edge if |←−u |+ 1 = |←−ua|, and a secondary edge otherwise.
We call [ua] a primary (resp. secondary) child of [u] if the edge is primary (resp. secondary).
By storing |←−u | at each state [u], we can determine whether an edge ([u], a, [ua]) is primary
or secondary in O(1) time using O(|S| log |S|) bits of total space.

Whenever a state [u] is created during the on-line construction of the DAWG, it is
possible to assign the position pos[u] = min EndPosS(u) to that state. If state u is reached
by traversing the DAWG from the source with string p, this means that p = S[pos[u] −
|p| + 1..pos[u]], and thus the first occurrence pos[u] − |p| + 1 of p can be retrieved, using
O(|S| log |S|) bits of total space.

For any set P of points on a 2-D plane, consider query find_any(P, Ih, It) which returns
an arbitrary element in P that is contained in a given orthogonal range Ih × It if such exists,
and returns nil otherwise. A simple corollary of the following result by Blelloch [3]:

I Theorem 2 (Blelloch [3]). The 2D dynamic orthogonal range reporting problem on n

elements can be solved using O(n logn) bits of space so that insertions and deletions take
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678 Faster Compact On-Line Lempel-Ziv Factorization

O(logn) amortized time and range reporting queries take O(logn+ k logn/ log logn) time,
where k is the number of output elements.

is that the query find_any(P, Ih, It) can be answered in O(logn) time on a dynamic set P
of points. It is also possible to extend the find_any query to return, in O(logn) time, a
constant number of elements contained in the range.

3 On-line LZ Factorization with Packed Strings

The problem setting and high-level structure of our algorithm follows that of
Starikovskaya [17], but we employ somewhat different tools. The goal of this section is to
prove the following theorem.

I Theorem 3. The s-factorization of any string S ∈ Σ∗ of length N can be computed in an
on-line manner in O(N logN) time and O(N log σ) bits of space.

By on-line, we assume that the input string S is given r characters at a time, and we are
to compute the s-factorization of the string S[1..jr] for all j = 1, . . . , n. Since only the
last factor can change for each j, the whole s-factorization need not be re-calculated so we
will focus on describing how to compute each s-factor fi by extending fi while a previous
occurrence exists. We show how to maintain dynamic data structures using O(N log σ) bits
in O(N logN) total time that allow us to (1) determine whether |fi| < r in O(1) time, and
if so, compute fi in O(|fi| logN) time (Lemma 4), (2) compute fi in O(|fi| logN) time
when |fi| ≥ r (Lemma 9), and (3) retrieve a previous occurrence of fi in O(|fi| logN) time
(Lemma 11). Since

∑z
i=1 |fi| = N , these three lemmas prove Theorem 3.

The difference between our algorithm and that of Starikovskaya [17] can be summarized
as follows: For (1), we show that a dynamic succinct bit-array that supports rank/select
queries and flip operations can be used, as opposed to a suffix trie employed in [17]. This
allows our algorithm to use a larger meta-character size of r = logσ N instead of logσ N

4
in [17], where the 1/4 factor was required to keep the size of the suffix trie within O(N log σ)
bits. Hence, our algorithm can pack characters more efficiently into a word. For (2), we show
that by using a DAWG on the meta-string of length n = N/r which occupies only O(N log σ)
bits, we can reduce the problem of finding valid extensions of a factor to dynamic orthogonal
range reporting queries, for which a space efficient dynamic data structure with O(logn)
time query and update exists [3]. In contrast, Starikovskaya’s algorithm uses a suffix tree on
the meta-string and dynamic wavelet trees requiring O(log2 n) time for queries and updates,
which is the bottleneck of her algorithm. For (3), we develop a technique for the case |fi| < r,
which may be of independent interest.

In what follows, let li =
∑i−1
k=1 |fk|, i.e., li is the total length of the first i− 1 s-factors.

Although our presentation assumes that N is known, this can be relaxed at the cost of a
constant factor by simply restarting the entire algorithm when the length of the input string
doubles.

3.1 Algorithm for |fi| < r

Consider a bit array Mk[1..N ]. For any meta-characterA ∈ Σr, let Mk[A] = 1 iff S[l+1..l+r] =
A for some 0 ≤ l ≤ k − r, i.e., Mk[A] indicates whether A occurs as a substring in S[1..k].
We will dynamically maintain a single bit array representing Mk, for increasing values of k.
For any short string t (|t| < r), let Dt and Ut be, respectively, the lexicographically smallest
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and largest meta-characters having t as a prefix, namely, the bit-representation1 of Dt is the
concatenation of the bit-representation of t and 0(r−|t|) log σ, and the bit-representation of Ut
is the concatenation of the bit-representation of t and 1(r−|t|) log σ. These representations can
be obtained from t in constant time using standard bit operations. Then, the set of meta-
characters that have t as a prefix can be represented by the interval tr(t) = [Dt, Ut]. It holds
that t occurs in S[1..k − r + |t|] iff some element in Mk[Dt..Ut] is 1, i.e. pc(Mk, Dt, Ut) > 0.
Therefore, we can check whether or not a string of length up to r occurs at some position
p ≤ li by using Mli+r−1.

For any 0 ≤ m ≤ r, let tm = S[li + 1..li +m]. We have that |fi| < r iff Mli+r−1[tr] = 0,
which can be determined in O(1) time. Assume |fi| < r, and let mi = max{m | 0 ≤
m < r, pc(Mli+r−1, Dtm , Utm) > 0}, where mi = 0 indicates that S[li + 1] does not occur
in S[1..li]. From the definition of s-factorization, we have that |fi| = max(1,mi). Notice
that mi can be computed by O(|fi|) rank queries on Mli+r−1, due to the monotonicity of
pc(Mli+r−1, Dtm , Utm) for increasing values of m. To maintain Mk we can use rank/select
dictionaries for a dynamic bit array of length N (e.g. [16]) mentioned in Section 2. Thus we
have:

I Lemma 4. We can maintain in O(N logN) total time, a dynamic data structure occupying
N + o(N) bits of space that allows whether or not |fi| < r to be determined in O(1) time,
and if so, fi to be computed in O(|fi| logN) time.

3.2 Algorithm for |fi| ≥ r.

To compute fi when |fi| ≥ r, we use the DAWG for the meta-string 〈S〉 which we call the
packed DAWG. While the DAWG for S requires O(N logN) bits, the packed DAWG only
requires O(N log σ) bits. However, the complication is that only substrings with occurrences
that start at block borders can be traversed from the source of the packed DAWG. In
order to overcome this problem, we will augment the packed DAWG and maintain the set
Points[u] = {(Arev, X) | ([u], X, [uX]) ∈ E,A←−u X ∈ Substr(〈S〉)} for all states [u] of the
packed DAWG. A pair (Arev, X) ∈ Points[u] represents that there exists an occurrence of
A←−u X in 〈S〉, in other words, the longest element ←−u corresponding to the state can be
extended by X and still have an occurrence in 〈S〉 immediately preceded by A.

I Lemma 5. For meta-string 〈S〉 of length n and its packed DAWG (V,E,G), the the total
number of elements in Points[u] for all states [u] ∈ V is O(n).

Proof. Consider edge ([u], X, [uX]) ∈ E. If ←−u X 6= ←−uX, i.e., the edge is secondary, it
follows that there exists a unique meta-character A = 〈S〉[pos[uX] − ‖←−u X‖] such that
A←−u X ≡〈S〉 ←−u X, namely, any occurrence of ←−u X is always preceded by A in 〈S〉. If
←−u X =←−uX, i.e., the edge is primary, then, for each distinct meta-character A preceding an
occurrence of ←−u X =←−uX in 〈S〉, there exists a suffix link ([A←−uX], A, [←−uX]) ∈ G. Therefore,
each point (Arev, X) in Points[u] can be associated to either a secondary edge from [u] or
one of the incoming suffix links to its primary child [uX]. Since each state has a unique
longest member, each state has exactly one incoming primary edge. Therefore, the total
number of elements in Points[u] for all states [u] is equal to the total number of secondary
edges and suffix links, which is O(n) due to Theorem 1. J

1 Assume that 0log N and 1log N correspond to meta-characters 1 and N , respectively.
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680 Faster Compact On-Line Lempel-Ziv Factorization

I Lemma 6. For string S ∈ Σ∗ of length N , we can, in O(N log σ) total time and bits
of space and in an on-line manner, construct the packed DAWG (V,E,G) of S as well as
maintain Points[u] for all states [u] ∈ V so that find_any(Points[u], Ih, It) for an orthogonal
range Iv × Ih can be answered in O(logn) time.

Proof. It follows from Theorem 1 that the packed DAWG can be computed in an on-line
manner, in O(n logN) = O(N log σ) time and bits of space, since the size of the alphabet for
meta-strings is O(N) and the length of the meta-string is n = N

r . To maintain and support
find_any queries on Points efficiently, we use the dynamic data structure by Blelloch [3]
mentioned in Theorem 2. Thus from Lemma 5, the total space requirement is O(N log σ)
bits. Since each insert operation can be performed in amortized O(logn) time (no elements
are deleted in our algorithm), what remains is to show that the total number of insert
operations to Points is O(n). This is shown below by a careful analysis of the on-line DAWG
construction algorithm [4].

Assume we have the packed DAWG for a prefix u = 〈S〉[1..‖u‖] of meta-string 〈S〉.
Let B = 〈S〉[‖u‖+ 1] be the meta-character that follows u in 〈S〉. We group the updates
performed on the packed DAWG when adding B, into the following two operations: (a) the
new sink state [uB] is created, and (b) a state is split.

First, consider case (a). Let u0 = u, and consider the sequence [u1], . . . , [uq] of states
such that the suffix link of [uj ] points to [uj+1] for 0 ≤ j < q, and [uq] is the first state in
the sequence which has an out-going edge labeled by B. As in [4], we use an auxiliary state
⊥ and assume that for every meta-character A ∈ Σr there is an edge (⊥, A, [ε]) leading to
the source [ε], so that there always exists such state [uq] in any sequence of suffix links. Note
that any element of [uj+1] is a suffix of any element of [uj ]. The following operations are
performed. (a-1) The primary edge from the old sink [u] to the new sink [uB] is created.
No insertion is required for this edge since [uB] has no incoming suffix links. (a-2) For each
1 ≤ j < q a secondary edge ([uj ], B, [uB]) is created, and the pair (Crevj , B) is inserted to
Points[uj ], where Cj is the unique meta-character that immediately precedes ←−ujB in uB, i.e.,
Cj = 〈uB〉[pos[uB] − ‖←−ujB‖]. (a-3) Let ([uq], B,w) be the edge with label B from state [uq].
The suffix link of the new sink state [uB] is created and points to w. Let e = ([v], B,w) be
the primary incoming edge to w, and A be the meta-character that labels the suffix link (note
that [v] is not necessarily equal to [uq]). We then insert a new pair (Arev, B) into Points[v].

Next, consider case (b). After performing (a), node w is split if the edge ([uq], B,w) is
secondary. Let [v1] = [v], and let [v1], . . . , [vk] be the parents of the state w of the packed
DAWG for u, sorted in decreasing order of their longest member. Then, it holds that there
is a suffix link from [vh] to [vh+1] and any element of [vh+1] is a suffix of any element of
[vh] for any 1 ≤ h < k. Assume ←−viB is the longest suffix of uB that has another (previous)
occurrence in uB. (Namely, [vi] is equal to the state [uq] of (a-2) above.) If i > 1, then
the state w is split into two states [v1B] and [viB] such that [v1B] ∪ [viB] = w and any
element of [viB] is a proper suffix of any element of [v1B]. The following operations are
performed. (b-1) The secondary edge from [vi] to w becomes the primary edge to [viB],
and for all i < j ≤ k the secondary edge from [vj ] to w becomes a secondary edge to [vjB].
The primary and secondary edges from [vh] to w for all 1 ≤ h < i become the primary and
secondary ones from [vh] to [v1B], respectively. Clearly the sets Points[vh] for all 1 ≤ h < i

are unchanged. Also, since edges ([vj ], B, [viB]) are all secondary, the sets Points[vj ] for
all i < j ≤ k are unchanged. Moreover, the element of Points[vi] that was associated to
the secondary edge to w, is now associated to the suffix link from [v1B] to [viB]. Hence,
Points[vi] is also unchanged. Consequently, there are no updates due to edge redirection.
(b-2) All outgoing edges of [v1B] are copied as outgoing edges of [viB]. Since any element of
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[viB] is a suffix of any element of [v1B], the copied edges are all secondary. Hence, we insert
a pair to Points[viB] for each secondary edge, accordingly.

Thus, the total number of insert operations to Points for all states is linear in the number
of update operations during the on-line construction of the packed DAWG, which is O(n)
due to [4]. This completes the proof. J

For any string f and integer 0 ≤ m ≤ min(|f |, r − 1), let strings αm(f), βm(f), γm(f)
satisfy f = αm(f)βm(f)γm(f), |αm(f)| = m, and |βm(f)| = j′r where j′ = max{j ≥ 0 |
m + jr ≤ |f |}. We say that an occurrence of f in S has offset m (0 ≤ m ≤ r − 1), if,
in the occurrence, αm(f) corresponds to a suffix of a meta-block, βm(f) corresponds to a
sequence of meta-blocks (i.e. βm(f) ∈ Substr(〈S〉)), and γm(f) corresponds to a prefix of a
meta-block.

Let fmi denote the longest prefix of S[li + 1..N ] which has a previous occurrence in S
with offset m. Thus, |fi| = max0≤m<r |fmi |. In order to compute fmi , the idea is to find
the longest prefix u of meta-string 〈βm(S[li + 1..N ])〉 that can be traversed from the source
of the packed DAWG while assuring that at least one previous occurrence of u in 〈S〉 is
immediately preceded by a meta-block that has αm(S[li + 1..N ]) as a suffix. It follows that
u = βm(fmi ).

I Lemma 7. Given the augmented packed DAWG (V,E,G) of Lemma 6 of meta-string 〈S〉,
the longest prefix f of any string P that has an occurrence with offset m in S can be computed
in O( |f |r logn+ r logn) time.

Proof. We first traverse the packed DAWG for 〈S〉 to find βm(f). This traversal is trivial
for m = 0, so we assume m > 0. For any string t (|t| < r), let Lt and Rt be, respectively,
the lexicographically smallest and largest meta-character which has t as a suffix, namely, the
bit-representation of Lt is the concatenation of 0(r−|t|) logσ and the bit-representation of t, and
the bit-representation of Rt is the concatenation of 1(r−|t|) logσ and the bit-representation of
t. Then, the set of meta-characters that have trev as a prefix, (or, t as a suffix when reversed),
can be represented by the interval hr(t) = [Lrevt , Rrevt ]. Suppose we have successfully
traversed the packed DAWG with the prefix u = 〈βm(P )〉[1..‖u‖] and want to traverse
with the next meta-character X = 〈βm(P )〉[‖u‖ + 1]. If u = ←−u , i.e. only primary edges
were traversed, then there exists an occurrence of αm(P )uX with offset m in string S

iff find_any(Points[u], hr(αm(P )), [X,X]) 6= nil. Otherwise, if u 6= ←−u , all occurrences of
u (and thus all extensions of u that can be traversed) in 〈S〉 is already guaranteed to
be immediately preceded by the unique meta-character A = 〈S〉[pos[u] − ‖u‖] such that
Arev ∈ hr(αm(P )). Thus, there exists an occurrence of αm(P )uX with offset m in string S
iff ([u], X, [uX]) ∈ E. We extend u until find_any returns nil or no edge is found, at which
point we have αm(P )u = αm(f)βm(f).

Now, γm(f) is a prefix of meta-character B = 〈βm(P )〉[‖〈u〉‖ + 1]. When u = ←−u , we
can compute γm(f) by asking find_any(Points[u], hr(αm(P )), tr(B[1..j])) for 0 ≤ j < r.
The maximum j such that find_any does not return nil gives |γm(f)|. If u 6= ←−u , γm(f)
is the longest lcp between B and any outgoing edge from [u]. This can be computed in
O(logn+ |γm(f)|) time by maintaining outgoing edges from [u] in balanced binary search
trees, and finding the lexicographic predecessor/successor B−, B+ of B in these edges, and
computing the lcp between them. The lemma follows since each find_any query takes
O(logn) time. J

From the proof of Lemma 7, βm(fmi ) can be computed in O( |f
m
i |
r logn) time, and for all

0 ≤ m < r, this becomes O(|fi| logn) time. However, for computing γm(fmi ), if we simply
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apply the algorithm and use O(r logn) time for each fmi , the total time for all 0 ≤ m < r

would be O(r2 logn) which is too large for our goal. Below, we show that all γm(fmi ) are
not required for computing max0≤m<r |fmi |, and this time complexity can be reduced.

Consider computing Fm = max0≤x≤m |fxi | for m = 0, . . . , r − 1. We first compute
f̂mi = αm(fmi )βm(fmi ) using the first part of the proof of Lemma 7. We shall compute
γm(fmi ) only when Fm can be larger than Fm−1 i.e., |f̂mi | + |γm(fmi )| > Fm−1. Since
|γm(fmi )| < r, this will never be the case if |f̂mi | ≤ Fm−1 − r + 1, and will always be the
case if |f̂mi | > Fm−1. For the remaining case, i.e. 0 ≤ Fm−1 − |fmi | < r − 1, Fm > Fm−1 iff
|γm(fmi )| > Fm−1− |f̂mi |. If u =←−u , this can be determined by a single find_any query with
j = Fm−1 − |f̂mi |+ 1 in the last part of the proof of Lemma 7, and if so, the rest of γm(fmi )
is computed using the find_any query for increasing j. When u 6=←−u , whether or not the
lcp between B and B− or B+ is greater than Fm−1 − |f̂mi | can be checked in constant time
using bit operations.

From the above discussion, each find_any or predecessor/successor query for computing
γm(fmi ) updates Fm, or returns nil. Therefore, the total time for computing Fr−1 = |fi| is
O((r + |fi|) logn) = O(|fi| logn).

A technicality we have not mentioned yet, is when and to what extent the packed DAWG
is updated when computing fi. Let F be the length of the current longest prefix of S[li+1..N ]
with an occurrence less than li + 1, found so far while computing fi. A self-referencing
occurrence of S[li + 1..li + F ] can reach up to position li + F − 1. When computing fi using
the packed DAWG, F is increased by at most r characters at a time. Thus, for our algorithm
to successfully detect such self-referencing occurrences, the packed DAWG should be built up
to the meta-block that includes position li + F − 1 + r and updated when F increases. This
causes a slight problem when computing fmi for some m; we may detect a substring which
only has an occurrence larger than li during the traversal of the DAWG. However, from the
following lemma, the number of such future occurrences that update F can be limited to a
constant number, namely two, and hence by reporting up to three elements in each find_any
query that may update F , we can obtain an occurrence less than li + 1, if one exists. These
occurrences can be retrieved in O(logN) time in this case, as described in Section 3.3.

I Lemma 8. During the computation of fmi , there can be at most two future occurrences of
fmi that will update F .

Proof. As mentioned above, the packed DAWG is built up to the meta string 〈S[1..s]〉
where s = d li+F+r−1

r er. An occurrence of fmi possibly greater than li can be written as
pm,k = d lir er −m + 1 + kr, where k = 0, 1, . . .. For the occurrence to be able to update
F and also be detected in the packed DAWG, it must hold that s > pm,k + F . Since
li + F + 2r − 2 ≥ s > pm,k + F ≥ li −m+ 1 + kr + F , k should satisfy (2− k)r ≥ 1−m,
and thus can only be 0 or 1. J

The main result of this subsection is the following:

I Lemma 9. We can maintain in a total of O(N logN) time, a dynamic data structure
occupying O(N log σ) bits of space that allows fi to be computed in O(|fi| logN) time, when
|fi| ≥ r.

3.3 Retrieving a Previous Occurrence of fi

If |fi| ≥ r, let fi = fmi , Arev ∈ hr(αm(fi)), u = βm(fi), and X ∈ tr(γm(fi)) where A and X
were found during the traversal of the packed DAWG. We can obtain the occurrence of fi by
simple arithmetic on the ending positions stored at each state, i.e., from pos[uX] if uX 6=

←−
uX
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or m = 0, from pos[AuX] otherwise. State [AuX] can be reached in O(logN) time from state
[uX], by traversing the suffix link in the reverse direction.

If |fi| < r, then fi is a substring of a meta-character. Let Ai be any previously occurring
meta-character which has fi as a prefix and satisfy Mli+r−1[Ai] = 1, thus giving a previous
occurrence of fi. Since Ai is any meta-character in the range tr(fi) = [Dtm , Utm ] with a
set bit, Ai can be retrieved in O(logN) time by Ai = select(Mli+r−1, rank(Mli+r−1, Utm)).
Unfortunately, we cannot afford to explicitly maintain previous occurrences for all N meta-
characters, since this would cost O(N logN) bits of space. We solve this problem in two
steps.

First, consider the case that a previous occurrence of fi crosses a block border, i.e.
has an occurrence with some offset 1 ≤ m ≤ |fi| − 1, and fi = αm(fi)γm(fi). For each
m = 1, . . . , |fi|−1, we ask find_any(Points[ε], hr(αm(fi)), tr(γm(fi))). If a pair (Arev, X) is
returned, this means that AX occurs in 〈S〉 and A[r−m+1..r] = αm(fi) and X[1..γm(fi)] =
γm(fi). Thus, a previous occurrence of fi can be computed from pos[AX]. The total time
required is O(|fi| logn). If all the find_any queries returned nil, this implies that no
occurrence of fi crosses a block border and fi occurs only inside meta-blocks. We develop an
interesting technique to deal with this case.

I Lemma 10. For string S[1..k] and increasing values of 1 ≤ k ≤ N , we can maintain a
data structure in O(N logN) total time and O(N log σ) bits of space that, given any meta-
character A, allows us to retrieve a meta-character A′ that corresponds to a meta block of S,
and some integer d such that A′[1 + d..r] = A[1..r − d] and 0 ≤ d ≤ dA,k, in O(logN) time,
where dA,k = min{(l − 1) mod r | 1 ≤ l ≤ k − r + 1, A = S[l..l + r − 1]}. 7

Proof. Consider a tree Tk where nodes are the set of meta-characters occurring in S[1..k].
The root is 〈S〉[1]. For any meta-character A 6= 〈S〉[1], the parent B of A must satisfy
B[2..r] = A[1..r− 1] and A 6= B. Given A, its parent B can be encoded by a single character
B[1] ∈ Σ that occupies log σ bits and can be recovered from B[1] and A in constant time by
simple bit operations. Thus, together with Mk used in Section 3.1 which indicates which
meta-characters are nodes of Tk, the tree can be encoded with O(N log σ) bits of space (recall
that there are only N distinct meta-characters). We also maintain another bit vector Xk of
length N so that we can determine in constant time, whether a node in Tk corresponds to a
meta-block. The lemma can be shown if we can maintain the tree for increasing k so that
for any node A in the tree, either A corresponds to a meta-block (dA,k = 0), or, A has at
least one ancestor at most dA,k nodes above it that corresponds to a meta-block. Assume
that we have Tk−1, and want to update it to Tk. Let A = S[k − r + 1..k]. If A previously
corresponded to or the new occurrence corresponds to a meta-block, then, dA,k = 0 and we
simply set Xk[A] = 1 and we are done. Otherwise, let B = S[k − r..k − 1] and denote by C
the parent of A in Tk−1, if there was a previous occurrence of A. Based on the assumption
on Tk−1, let xB ≤ dB,k−1 = dB,k and xC be the distance to the closest ancestor of B and
C, respectively, that correspond to a meta-block. We also have that dA,k−1 ≥ xC + 1. If
(k−r) mod r ≥ xC +1, then dA,k = min{(k−r) mod r, dA,k−1} ≥ xC +1, i.e., the constraint
is already satisfied and nothing needs to be done. If (k − r) mod r < xC + 1 or there was
no previous occurrence of A, we have that dA,k = (k − r) mod r. Notice that in such cases,
we cannot have A = B since that would imply dA,k = dA,k−1 6= (k − r) mod r, and thus
by setting the parent of A to B, we have that there exists an ancestor corresponding to a
meta-block at distance xB + 1 ≤ dB,k + 1 ≤ (k − r − 1) mod r + 1 = dA,k.

Thus, what remains to be shown is how to compute xC in order to determine whether (k−
r) mod r < xC +1. Explicitly maintaining the distances to the closest ancestor corresponding
to a meta-block for all N meta characters will take too much space (O(N log logN) bits).

STACS’14



684 Faster Compact On-Line Lempel-Ziv Factorization

Instead, since the parent of a given meta-character can be obtained in constant time, we
calculate xC by simply going up the tree from C, which takes O(xC) = O(logN) time. Thus,
the update for each k can be done in O(logN) time, proving the lemma. J

Using Lemma 10, we can retrieve a meta-character A′ that corresponds to a meta-block and
an integer 0 ≤ d ≤ dAi,k such that A′[1 + d..r] = Ai[1..r− d], in O(logN) time. Although A′
may not actually occur d positions prior to an occurrence of Ai in S[1..k], fi is guaranteed to
be completely contained in A′ since it overlaps with Ai, at least as much as any meta-block
actually occurring prior to Ai in S[1..k]. Thus, fi = Ai[1..|fi|] = A′[1 + d..d + |fi|], and
(pos[A′] − 1)r + 1 + d is a previous occurrence of fi. The following lemma summarizes this
section.

I Lemma 11. We can maintain in O(N logN) total time, a dynamic data structure occupying
O(N log σ) bits of space that allows a previous occurrence of fi to be computed in O(|fi| logN)
time.

4 On-line LZ factorization based on RLE

For any string S of length N , let RLE(S) = ap1
1 a

p2
2 · · · apmm denote the run length encoding

of S. Each apkk is called an RL factor of S, where ak 6= ak+1 for any 1 ≤ k < m, ph ≥ 1
for any 1 ≤ h ≤ m, and therefore m ≤ N . Each RL factor can be represented as a pair
(ak, pk) ∈ Σ× [1..N ], using O(logN) bits of space. As in the case with packed strings, we
consider the on-line LZ factorization problem, where the string is given as a sequence of
RL factors and we are to compute the s-factorization of RLE(S)[1..j] = ap1

1 · · · a
pj
j for all

j = 1, . . . ,m. Similar to the case of packed strings, we construct the DAWG of RLE(S)
of length m, which we will call the RLE-DAWG, in an on-line manner. The RLE-DAWG
has O(m) states and edges and each edge label is an RL factor apkk , occupying a total of
O(m logN) bits of space. If z is the number of s-factors of string S, then z ≤ 2m. This
allows us to describe the complexity of our algorithm without using z. The main result of
this section follows:

I Theorem 12. Given RLE(S) = ap1
1 a

p2
2 · · · apmm of size m of a string S of length N , the

s-factorization of S can be computed in O
(
m ·min

{
(log logm)(log logN)

log log logN ,
√

logm
log logm

})
time

using O(m logN) bits of space, in an on-line manner.

Proof. Let RLE(S) = ap1
1 a

p2
2 · · · apmm . For any 1 ≤ k ≤ h ≤ m, let RLE(S)[k..h] =

apkk a
pk+1
k+1 · · · a

ph
h . Let Substr(RLE(S)) = {RLE(S)[k..h] | 1 ≤ k ≤ h ≤ m}.

Assume we have already computed f1, . . . , fi−1 and we are computing a new s-factor fi
from the (`i + 1)th position of S. Let ad be the RL factor which contains the (`i + 1)th
position, and let t be the position in the RL factor where fi begins.

Firstly, consider the case where 2 ≤ t ≤ d. Let p = d− t+ 1, i.e., the remaining suffix of
ad is ap. It can be shown that ap is a prefix of fi. In the sequel, we show how to compute
the rest of fi. For each j = 1, . . . ,m and for any out-going edge e = ([u], bq, [ubq]) of a state
[u] of the RLE-DAWG for RLE(S)[1..j] and each character a ∈ Σ, define

mpe[u](a, bq) = max({p | ap←−u bq ∈ Substr(RLE(S)[1..j])} ∪ {0}).

That is, mpe[u](a, bq) represents the maximum exponent of the RL factor with character a,
that immediately precedes ←−u bq in RLE(S)[1..j]. For each pair (a, b) of characters for which
there is an out-going edge ([u], bq, [ubq]) from state [u] and mpe[u](a, bq) > 0, we insert a
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point (mpe[u](a, bq), q) into Pts[u],a,b. By similar arguments to the case of packed DAWGs,
each point in Pts[u],a,b corresponds to a secondary edge, or a suffix link (labeled with ap for
some p) of a primary child, so the total number of such points is bounded by O(m).

Suppose we have successfully traversed the RLE-DAWG by u with an occurrence that is
immediately preceded by ap (i.e., apu is a prefix of s-factor fi), and we want to traverse with
the next RLE factor bq from state [u].

If u = ←−u , i.e., only primary edges were traversed, then we query Pts[u],a,b for a point
with maximum x-coordinate in the range [0, N ]× [q,N ]. Let (x, y) be such a point. If x ≥ p,
then since y ≥ q, there must be a previous occurrence of ap←−u bq, and hence ap←−u bq is a
prefix of fi. If there is an outgoing edge of [u] labeled by bq, then we traverse from [u] to
[ubq] and update the RLE-DAWG with the next RL factor bq, and continue to extend fi.
Otherwise, it turns out that fi = ap←−u bq. If x < p, or no such point existed, then we query
for a point with maximum y-coordinate in the range [p,N ]× [0, q]. If (x′, y′) is such a point,
then fi = ap←−u by′ . If no such point existed, then fi = ap←−u .

Otherwise (if u 6= ←−u ), then all occurrences of u in S[1..`i] is immediately preceded by
the unique RL factor ap′ with p′ ≥ p. Thus, if ([u], bq, [ubq]) ∈ E, then apubq is a prefix of fi.
We update the RLE-DAWG with the next RL factor bq, and continue to extend fi. If there
is no such edge, then fi = apuby, where y = min(max({k | ([u], bk, [ubk]) ∈ E} ∪ {0}) ∪ {q}).

Secondly, let us consider the case where t = 1. Let ([ε], ag, [ag]) be the edge which has
maximum exponent g for the character a from the source state [ε]. If g < d, then fi = ag.
Otherwise, ad is a prefix of fi, and we traverse the RLE-DAWG in a similar way as above,
while checking an immediately preceding occurrence of ad.

If we use priority search trees of McCreight [13], and balanced binary search trees, the
above queries and updates are supported in O(logm) time using a total of O(m logN) bits
of space. We can do better based on the following observation. For a set T of points in a
2D plane, a point (p, q) ∈ T is said to be dominant if there is no other point (p′, q′) ∈ T
satisfying both p′ ≥ p and q′ ≥ q. Let Dom[u],a,b denote the set of dominant points of
Pts[u],a,b. Now, a query for a point with maximum x-coordinate in range [0, N ] × [q,N ]
reduces to a successor query on the y-coordinates of points in Dom[u],a,b. On the other hand,
a query for a point with maximum y-coordinate in range [p,N ]× [0, q] reduces to a successor
query on the x-coordinate of points in Dom[u],a,b. Hence, it suffices to maintain only the
dominant points.

When a new dominant point is inserted into Dom[u],a,b due to an update of the RLE-
DAWG, then all the points that have become non-dominant are deleted from Dom[u],a,b.
We can find each non-dominant point by a single predecessor/successor query. Once a
point is deleted from Dom[u],a,b, it will never be re-inserted to Dom[u],a,b. Hence, the total
number of insert/delete operations is linear in the size of Dom[u],a,b, which is O(m) for all
the states of the RLE-DAWG. Using the data structure of [2], predecessor/successor queries
and insert/delete operations are supported in O

(
min

{
(log logm)(log logN)

log log logN ,
√

logm
log logm

})
time,

using a total of O(m logN) bits of space.
Each state of the RLE-DAWG has at most m children and the exponents of the edge

labels are in range [1, N ]. Hence, at each state of the RLE-DAWG we can search branches in
O
(

min
{

(log logm)(log logN)
log log logN ,

√
logm

log logm

})
time with a total of O(m logN) bits of space, using

the data structure of [2]. A final technicality is how to access the set Dom[u],a,b which is asso-
ciated with a pair (a, b) of characters. To access Dom[u],a,b at each state [u], we maintain two
level search structures, one for the first characters and the other for the second characters of the
pairs. At each state [u] we can access Dom[u],a,b in O

(
min

{
(log logm)(log logN)

log log logN ,
√

logm
log logm

})
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time with a total of O(m logN) bits of space, again using the data structure of [2]. This
completes the proof. J
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