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Abstract
Algorithmic metatheorems state that if a problem can be described in a certain logic and the
inputs are structured in a certain way, then the problem can be solved with a certain amount
of resources. As an example, by Courcelle’s Theorem all monadic second-order (“in a certain
logic”) properties of graphs of bounded tree width (“structured in a certain way”) can be solved
in linear time (“with a certain amount of resources”). Such theorems have become a valuable
tool in algorithmics: If a problem happens to have the right structure and can be described in
the right logic, they immediately yield a (typically tight) upper bound on the time complexity
of the problem. Perhaps even more importantly, several complex algorithms rely on algorithmic
metatheorems internally to solve subproblems, which considerably broadens the range of applic-
ations of these theorems. The talk is intended as a gentle introduction to the ideas behind
algorithmic metatheorems, especially behind some recent results concerning space classes and
parallel computation, and tries to give a flavor of the range of their applications.
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1 Talk Summary1

Alice, a first-year student of computer science, has an evil homework assignment: Devise
an efficient algorithm for the vertex cover problem (at least I feel that tasking first-year
students with solving NP-complete problems is a trifle unfair). I guess you are right now
mentally weighing the different tools at your disposal from the vast machinery developed in
complexity theory for attacking such problems – but what would a first-year student do?
Being smart, Alice tries to apply the arguably most important and ubiquitous algorithmic
approach in computer science: divide-and-conquer. After all, the approach lies at the heart
of the fundamental algorithms she just learned about, including merge sort, quick sort, and
binary search.

Solving Vertex Cover Using Divide-And-Conquer? Naturally, Alice soon notices that the
divide-and-conquer approach fails quite miserably when applied to finding small vertex covers.

1 This summary contains some revised material from the introduction of the paper [9]. That paper is a
good starting point for a more detailed introduction to algorithmic metatheorems for logarithmic space
and circuit classes.
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The problem lies in the dividing phase: She finds no way of dividing, for instance, a clique
into parts. Alice learns an important lesson here: divide-and-conquer is only applicable to
problems whose inputs are “amenable” to dividing them into parts. After telling her professor
about her difficulties, she relents and makes the problem (much) easier by restricting the
input to trees. Now, clearly, dividing the input is no longer a problem: For a tree T with
root r we can recurse on the subtrees T1 to Tm rooted at the children c1 to cm of the root.

Alice still has to tackle the merging phase in her divide-and-conquer algorithm: How
does one assemble optimal vertex covers for the Ti into a vertex cover for the whole tree T?
Clearly, this is not a trivial task since optimal vertex covers for each subtree do not suffice to
build an optimal overall vertex cover. The trick is to compute two optimal vertex covers for
each subtree: one for the case that the root is part of the vertex cover and one for the case
that it is not. This yields a divide-and-conquer algorithm for the vertex cover problem on
trees that runs in linear time.

The Question of Why. Algorithmic metatheorems, which this talk is about, help us in
understanding why the vertex cover problem behaves the way it does with respect to the
divide-and-conquer approach. Why does the division phase fail? Why does the merging
phase work? The first question has a fairly easy answer: arbitrary graphs do not have any
“decomposition property” at all. On the other hand, trees certainly can be decomposed very
well, and it turns out that this is still the case when the graph is “nearly” a tree, namely
a graph of bounded tree width. The second question seems harder: The answer “because
solutions can be assembled using a trick” does not generalize very well. It took the research
community quite some time to find a better answer: In 1990, Bruno Courcelle found that
the merging phase works “because the vertex cover problem can be described in monadic
second-order logic.”

The general pattern underlying algorithmic metatheorems is as follows: If a problem can
be described in a certain logic (“are amenable to merging” for the right logic) and instances
can be decomposed in a certain tree-wise fashion (“are amenable to division”), they can be
solved within a certain amount of time. The first and most famous of these theorems is
the just-mentioned Theorem of Courcelle [1]: All monadic second-order properties of graphs
of bounded tree width can be decided in linear time. A long line of further theorems have
later been obtained by varying the three “parameters” of algorithmic metatheorems: the
logic, the instance structure, and the required resources. By weakening one of them, one can
often strengthening another. For instance, for problems describable in first-order logic, we
can change the requirement on the decomposition property to, for instance, nowhere dense
graphs (a much larger class of graphs than those of bounded tree width) and still obtain
a (near) linear time bound [7] or to planar graphs and still obtain a linear time bound [4].
In another direction, when we increase the time bound to polynomial (rather than linear)
time, we can broaden the class of graphs to graphs of bounded clique-width [2]. In yet
another direction, which this talk will mainly be about, instead of the classical sequential
worst-case time bounds, one can look at the space complexity or the parallel complexity. One
important result in that direction [3] is that Courcelle’s Theorem also holds when “linear
time” is replaced by “logarithmic space.”

The Range of Applications of Algorithmic Metatheorems. The power of algorithmic
metatheorems lies in their ease of application. Had Alice known about Courcelle’s Theorem,
she could have finished her homework much more quickly: The vertex cover problem can be
described in monadic second-order logic and trees are clearly very “tree-like,” so the theorem
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tells her (and us) that there is a linear-time algorithm for the problem. Admittedly, devising
a linear time algorithm for the vertex cover problem on trees is not all that hard – but by the
logspace version of Courcelle’s Theorem, we also get a logspace algorithm for this problem
for free. You are cordially invited to try to come up with such an algorithm directly (or,
failing that, make it a homework assignment for your students).

To make the vertex cover problem accessible to algorithmic metatheorems, we had to
insist that all input graphs are trees (a ridiculously strong restriction) or, at least, that they
are tree“-like” (no longer a ridiculous restriction, but still a strong restriction). It is thus
somewhat surprising that algorithmic metatheorems can be used in contexts where the inputs
are not tree-like graphs. The underlying algorithmic approach is quite ingenious: On input
of a graph, if the graph is tree-like, apply an algorithmic metatheorem; and if the graph
is not tree-like, it must be “highly cyclic internally,” which we may be able to use to our
advantage in solving the problem.

One deceptively simple problem where the just-mentioned approach works particularly
well is the even cycle problem, which just asks whether there is a cycle of even length in
a graph. It is not difficult to show that, like the vertex cover problem and just about any
other interesting problem, the even cycle problem can be described in monadic second-order
logic. Thus, it can be solved efficiently on tree-like graphs. Now, what about those “highly
cyclic” graphs that are not tree-like? Intuitively, these many internal cycles might very well
make it easier to decide whether the graph has an even cycle. Indeed, they make it very
easy: such graphs always have an even cycle [10]. In other words, we can solve the even cycle
problem on arbitrary graphs as follows: If the input graph is not tree-like, simply answer
“yes,” otherwise apply Courcelle’s Theorem to it.

We will not always be so lucky that the to-be-solved problem more or less disappears
for non-tree-like graphs, but in the talk several interesting problems are presented where
algorithmic metatheorem play a key role in the internals of algorithms.

Related Work. As the title suggests, this talk focuses on algorithmic metatheorems for
space classes and parallel computation (mainly in the form of circuits of polylogarithmic
depth). In contrast, most algorithmic metatheorems in the literature concern time classes.
There are a number of excellent surveys on algorithmic metatheorems and their applications
regarding time-efficient computations [5, 6, 8]. An interesting aspect of the theorems covered
in the talk is that they can be used to establish completeness results for many problems for
which the classical algorithmic metatheorems do not yield an exact complexity-theoretic
classification: Using Courcelle’s Theorem and the tricks hinted at earlier, the even cycle
problem can be solved in linear time and, clearly, this is also a tight lower bound. However,
from a structural complexity-theoretic point of view, the problem is most likely not complete
for linear time; indeed, it is complete for logarithmic space and the algorithmic metatheorems
presented in the talk lie at the heart of the proof.
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