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#### Abstract

The $\lambda$-calculus possesses a strong notion of extensionality, called "the $\omega$-rule", which has been the subject of many investigations. It is a longstanding open problem whether the equivalence obtained by closing the theory of Böhm trees under the $\omega$-rule is strictly included in Morris's original observational theory, as conjectured by Sallé in the seventies. In a recent work, Breuvart et al. have shown that Morris's theory satisfies the $\omega$-rule. In this paper we demonstrate that the two aforementioned theories actually coincide, thus disproving Sallé's conjecture.
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## 1 Introduction

The problem of determining when two programs are equivalent is central in computer science. For instance, it is necessary to verify that the optimizations performed by a compiler actually preserve the meaning of the program. For $\lambda$-calculi, it has become standard to consider two $\lambda$-terms $M$ and $N$ as equivalent when they are contextually equivalent with respect to some fixed set $\mathcal{O}$ of observables [22]. This means that it is possible to plug either $M$ or $N$ into any context $C[-]$ without noticing any difference in the global behaviour: $C[M]$ produces a result belonging to $\mathcal{O}$ exactly when $C[N]$ does. The problem of working with this definition, is that the quantification over all possible contexts is difficult to handle. Therefore, many researchers undertook a quest for characterizing observational equivalences both semantically, by defining fully abstract denotational models, and syntactically, by comparing possibly infinite trees representing the programs executions.

The most famous observational equivalence is obtained by considering as observables the head normal forms, which are $\lambda$-terms representing stable amounts of information coming out of the computation. Introduced by Hyland [13] and Wadsworth [30], it has been ubiquitously studied in the literature $[2,11,9,25,19,4]$, since it enjoys many interesting properties. By definition, it corresponds to the extensional $\lambda$-theory $\mathcal{H}^{*}$ which is the greatest consistent sensible $\lambda$-theory [2, Thm. 16.2.6]. Semantically, it arises as the $\lambda$-theory of Scott's pioneering model $\mathcal{D}_{\infty}$ [27], a result which first appeared in [13] and [30]. Recently, Breuvart provided a characterization of all $K$-models that are fully abstract for $\mathcal{H}^{*}$ [4]. As shown in [2, Thm. 16.2.7], two $\lambda$-terms are equivalent in $\mathcal{H}^{*}$ exactly when their Böhm trees are equal up to countably many (possibly) infinite $\eta$-expansions.


However, the head normal forms are not the only reasonable choice of observables. For instance, the original extensional contextual equivalence defined by Morris in [22] arises by considering as observables the $\beta$-normal forms, that represent completely defined results. We denote by $\mathcal{H}^{+}$the $\lambda$-theory corresponding to Morris's observational equivalence (using the notation of $[20,5]$, while it is denoted by $\mathscr{T}_{\mathrm{NF}}$ in [2]). The $\lambda$-theory $\mathcal{H}^{+}$is sensible and distinct from $\mathcal{H}^{*}$, so $\mathcal{H}^{+} \subsetneq \mathcal{H}^{*}$. Despite the fact that the equality in $\mathcal{H}^{+}$has been the subject of fewer investigations, it has been characterized both semantically and syntactically. In [8], Coppo et al. proved that $\mathcal{H}^{+}$corresponds to the $\lambda$-theory induced by a suitable filter model. More recently, Manzonetto and Ruoppolo introduced a simpler model of $\mathcal{H}^{+}$living in the relational semantics [20] and Breuvart et al. provided necessary and sufficient conditions for a relational model to be fully abstract for $\mathcal{H}^{+}$[5]. From a syntactic perspective, Hyland proved in [12] that two $\lambda$-terms are equivalent in $\mathcal{H}^{+}$exactly when their Böhm trees are equal up to countably many $\eta$-expansions of finite size (cf. [25, §11.2] and [17]).

We have seen that both observational equivalences correspond to some extensional equalities between Böhm trees. A natural question is whether $\mathcal{H}^{+}$can be generated just by adding the $\eta$-conversion to the $\lambda$-theory $\mathcal{B}$ equating all $\lambda$-terms having the same Böhm tree. The $\lambda$-theory $\mathcal{B} \eta$ so defined has been little studied in the literature, probably because it does not arise as an observational equivalence nor is induced by some known denotational model. In [2, Lemma 16.4.3], Barendregt shows that one $\eta$-expansion in a $\lambda$-term $M$ can generate infinitely many finite $\eta$-expansions on its Böhm tree $\mathrm{BT}(M)$. In [2, Lemma 16.4.4], he exhibits two $\lambda$-terms that are equal in $\mathcal{H}^{+}$but distinct in $\mathcal{B} \eta$, thus proving that $\mathcal{B} \eta \subsetneq \mathcal{H}^{+}$.

However, the $\lambda$-calculus also possesses another notion of extensionality, known as the $\omega$-rule, which is strictly stronger than $\eta$-conversion. Such a rule has been studied by many researchers in connection with several $\lambda$-theories [16, 1, 23, 3, 15]. Formally, the $\omega$-rule states that for all $\lambda$-terms $M$ and $N, M=N$ whenever $M P=N P$ holds for all closed $\lambda$-terms $P$. A $\lambda$-theory $\mathcal{T}$ satisfies the $\omega$-rule whenever it is closed under such a rule. Since this is such an impredicative rule, we can meaningfully wonder how the $\lambda$-theory $\mathcal{B} \omega$, obtained as the closure of $\mathcal{B}$ under the $\omega$-rule, compares with the other $\lambda$-theories. As shown by Barendregt in [2, Lemma 16.4.4], $\mathcal{B} \eta$ does not satisfy the $\omega$-rule, while $\mathcal{H}^{*}$ does [2, Thm. 17.2.17].

Therefore, the two possible scenarios are the following:

$$
\mathcal{B} \eta \subsetneq \mathcal{B} \omega \subseteq \mathcal{H}^{+} \subsetneq \mathcal{H}^{*} \quad \text { or } \quad \mathcal{B} \eta \xlongequal{\subsetneq} \mathcal{B} \omega \subsetneq \mathcal{H}^{+} \mathcal{C}^{*} .
$$

In the seventies, Sallé was working with Coppo and Dezani on type systems for studying termination properties of $\lambda$-terms [26, 7]. In 1979, at the conference on $\lambda$-calculus that took place in Swansea, he conjectured that a strict inclusion $\mathcal{B} \omega \subsetneq \mathcal{H}^{+}$holds. Such a conjecture was reported in the proof of [2, Thm. 17.4.16], but for almost fourty years no progress has been made in that direction. In 2016, the second and third authors with Breuvart and Ruoppolo proved that $\mathcal{H}^{+}$satisfies the $\omega$-rule [5], so $\mathcal{B} \omega \subseteq \mathcal{H}^{+}$. In this paper we demonstrate that the $\lambda$-theories $\mathcal{B} \omega$ and $\mathcal{H}^{+}$actually coincide, thus disproving Sallé's conjecture.

To prove such a result we need to show that, whenever two $\lambda$-terms $M$ and $N$ are equal in $\mathcal{H}^{+}$, they are also equal in $\mathcal{B} \omega$. From [12], we know that in this case there is a Böhm tree $T$ such that $\mathrm{BT}(M) \leq^{\eta} T \geq^{\eta} \mathrm{BT}(N)$, where $T^{\prime} \leq^{\eta} T$ means that the Böhm tree $T$ can be obtained from $T^{\prime}$ by performing countably many finite $\eta$-expansions. Thus, the Böhm trees of $M, N$ are compatible and have a common " $\eta$-supremum" $T$.

Our proof can be divided into several steps:

1. We show that the aforementioned $\eta$-supremum $T$ is $\lambda$-definable: there exists a $\lambda$-term $P$ such that $\mathrm{BT}(P)=T$ (Proposition 39).
2. We apply the $\omega$-rule to equate the Böhm tree of the stream (infinite list) $\langle\langle\eta\rangle\rangle$ containing
all finite $\eta$-expansions of the identity, and the Böhm tree of the stream $\langle\langle I\rangle\rangle$ containing infinitely many copies of the identity (Corollary 42).
3. We define a $\lambda$-term $\Xi$ (Definition 35) taking as arguments the codes $\lceil\cdot\rceil$ of two $\lambda$-terms $M_{1}, M_{2}$ and a stream $S$, and such that, whenever $\operatorname{BT}\left(M_{1}\right) \leq{ }^{\eta} \mathrm{BT}\left(M_{2}\right)$ holds:
(i) $\left.\operatorname{BT}\left(\Xi\left\lceil M_{1}\right\rceil\left\lceil M_{2}\right\rceil\langle\eta\rangle\right\rangle\right)=\mathrm{BT}\left(M_{2}\right)$ (Lemma 37),
(ii) $\left.\mathrm{BT}\left(\Xi\left\lceil M_{1}\right\rceil\left\lceil M_{2}\right\rceil\langle\mathrm{I}\rangle\right\rangle\right)=\mathrm{BT}\left(M_{1}\right)$ (Lemma 38).
4. Summing up, if $M, N$ are equal in $\mathcal{H}^{+}$, then by (1) there is a $\lambda$-term $P$ such that $\mathrm{BT}(M) \leq^{\eta} \mathrm{BT}(P) \geq^{\eta} \mathrm{BT}(N)$. Since $\mathcal{B} \omega$ equates all $\lambda$-terms having the same Böhm tree, we obtain the following sequence of equalities:

$$
\begin{aligned}
& M={ }_{3(i i)} \Xi\lceil M\rceil\lceil P\rceil\langle\langle\mathrm{I}\rangle\rangle={ }_{(2)} \Xi\lceil M\rceil\lceil P\rceil\langle\eta \eta\rangle=_{3(i)} P \\
& N==_{3(i i)} \Xi\lceil N\rceil\lceil P\rceil\langle\langle\mathrm{I}\rangle\rangle={ }_{(2)} \Xi\lceil N\rceil\lceil P\rceil\langle\eta \eta\rangle={ }_{3(i)} P
\end{aligned}
$$

so $M$ and $N$ are equal in $\mathcal{B} \omega$ (Theorem 43).
The intuition behind $\Xi\lceil M\rceil\lceil N\rceil S$ is that, working on their codes, the $\lambda$-term $\Xi$ computes the Böhm trees of $M$ and $N$, compares them, and at every position applies to the "smaller" (less $\eta$-expanded) an element extracted from the stream $S$ in the attempt of matching the structure of the "larger". When $S$ contains all possible $\eta$-expansions each attempt succeeds, so $\Xi\lceil M\rceil\lceil N\rceil\langle\langle\eta\rangle\rangle$ computes the $\eta$-supremum of $\mathrm{BT}(M)$ and $\mathrm{BT}(N)$. When $S$ only contains the identity, each non-trivial attempt fails, and $\Xi\lceil M\rceil\lceil N\rceil\langle\langle\mathrm{I}\rangle\rangle$ computes their $\eta$-infimum.

We announce that the technique developed can be also used to prove that two $\lambda$-terms $M$ and $N$ are equal in $\mathcal{B} \eta$ exactly when their Böhm trees are equal up to countably many $\eta$-expansions of bounded size. This result is beyond the scope of the present paper and omitted, but confirms the informal intuition about $\mathcal{B} \eta$ discussed by Barendregt in [2, §16.4].

## Discussion

We build on the characterizations of $\mathcal{H}^{+}$and $\mathcal{H}^{*}$ given by Hyland and Wadsworth $[12,13,30]$ and subsequently improved by Lévy [17]. In Section 3 we give a uniform presentation of these preliminary results using the formulation given in $[2, \S 19.2]$ for $\mathcal{H}^{*}$, that exploits the notion of Böhm-like trees, namely labelled trees that "look like" Böhm trees but might not be $\lambda$-definable. Böhm-like trees were introduced in [2] since at the time researchers were less familiar with the notion of coinduction, but they actually correspond to infinitary terms coinductively generated by the grammar of normal $\lambda$-terms possibly containing the constant $\perp$. It is worth mentioning that such characterizations of $\mathcal{H}^{+}$and $\mathcal{H}^{*}$ have been recently rewritten by Severi and de Vries using the modern approach of infinitary rewriting [28, 29], and that we could have used their formulation instead.

A key ingredient in our proof is the fact that $\lambda$-terms can be encoded with natural numbers, and therefore with Church numerals, in an effective way. This is related to the theory of self-interpreters in $\lambda$-calculi, which is an ongoing subject of study [21, 10, 24, 6], and we believe that the present paper provides a nice illustration of the usefulness of such interpreters. As a presentation choice, we decided to use the encoding described in Barendregt's book [2, Def.6.5.6], even if it works for closed $\lambda$-terms only, because it is the most standard. However, our construction could be recast using any (effective) encoding, like the one proposed by Mogensen in [21] that works more generally for open terms.

## Outline

After the preliminary Section 2, we review the main notions of extensional equalities on Böhm trees in Section 3, and the key results concerning the $\omega$-rule in Section 4. In Section 5
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we show how to build Böhm trees, and their $\eta$-supremum, starting from codes of $\lambda$-terms and streams of $\eta$-expansions. Finally, Section 6 is devoted to the proof of $\mathcal{B} \omega=\mathcal{H}^{+}$.

## 2 Preliminaries

### 2.1 The Lambda Calculus

We generally use the notation of Barendregt's book [2] for $\lambda$-calculus. The set $\Lambda$ of $\lambda$-terms over an infinite set Var of variables is defined by the following grammar:

$$
\Lambda: \quad M, N::=x|\lambda x \cdot M| M N \quad \text { (for } x \in \operatorname{Var})
$$

The application associates to the left and has a higher precedence than $\lambda$-abstraction. For instance $\lambda x y z . x y z=\lambda x \cdot(\lambda y \cdot(\lambda z \cdot((x y) z)))$. We write $M N^{\sim n}$ for $M N \cdots N$ ( $n$ times).

The set $\mathrm{fv}(M)$ of free variables of $M$ and the $\alpha$-conversion are defined as in [2, Ch. 1§2]. Hereafter, we consider $\lambda$-terms up to $\alpha$-conversion. A $\lambda$-term $M$ is called closed whenever $\mathrm{fv}(M)=\emptyset$ and we denote by $\Lambda^{\circ}$ the set of all closed $\lambda$-terms.

The $\beta$-reduction is defined as usual $(\lambda x . M) N \rightarrow_{\beta} M[N / x]$ where $M[N / x]$ denotes the capture-free substitution of $N$ for all free occurrences of $x$ in $M$. We denote by $\mathrm{nf}_{\beta}(M)$ the $\beta$-normal form of $M$, if it exists. The $\eta$-reduction is given by $\lambda x \cdot M x \rightarrow_{\eta} M$ subject to the usual proviso $x \notin \mathrm{fv}(M)$. Given $\rightarrow_{\mathrm{R}}$, write $=_{\mathrm{R}}\left(\rightarrow_{\mathrm{R}}\right)$ for R-conversion (multistep R-reduction).

We will use the following notations for specific $\lambda$-terms:

$$
\begin{array}{lll}
\mathrm{I}=1^{0}=\lambda x \cdot x, & 1^{n+1}=\lambda x z \cdot x\left(1^{n} z\right), \quad \mathrm{B}=\lambda f g x \cdot f(g x), & \mathrm{Y}=\lambda f \cdot(\lambda x \cdot f(x x))(\lambda x \cdot f(x x)), \\
\mathrm{K}=\lambda x y \cdot x, & \mathrm{~F}=\lambda x y \cdot y, & \Omega=(\lambda x \cdot x x)(\lambda x \cdot x x), \\
\mathrm{J}=\mathrm{Y}(\lambda j x z \cdot x(j z)),
\end{array}
$$

where I is the identity, $1^{n}$ is a $\beta \eta$-expansion of I , B is the composition combinator $M \circ N=$ $\mathrm{B} M N, \mathrm{~K}$ and F are the first and second projection, $\Omega$ is the paradigmatic looping $\lambda$-term, Y is Curry's fixed point and J is Wadsworth's combinator [30]. We denote by $\mathrm{c}_{n}$ the $n$-th Church numeral [2, Def. 6.4.4], by succ and pred the successor and predecessor, and by ifz $\left(\mathrm{c}_{n}, M, N\right)$ the $\lambda$-term which is equal to $M$ if $n=0$ and is equal to $N$ otherwise.

The pairing is encoded in $\lambda$-calculus by setting $[M, N]=\lambda y . y M N$ for $y \notin \mathrm{fv}(M N)[2$, Def. 6.2.4].

- Definition 1. An enumeration of closed $\lambda$-terms $e=\left(M_{0}, M_{1}, M_{2}, \ldots\right)$ is called effective (or uniform in $[2, \S 8.2]$ ) if there is $F \in \Lambda^{o}$ such that $F \mathrm{c}_{n}={ }_{\beta} M_{n}$.

Given an effective enumeration, we define (using Y like in [2, Def. 8.2.3]) the sequence $\left[M_{n}\right]_{n \in \mathbb{N}}$ as a single $\lambda$-term satisfying $\left[M_{n}\right]_{n \in \mathbb{N}}={ }_{\beta}\left[M_{0},\left[M_{n+1}\right]_{n \in \mathbb{N}}\right]$. We often use the notations:

$$
\left[M_{n}\right]_{n \in \mathbb{N}}=\left[M_{0},\left[M_{1},\left[M_{2}, \ldots\right]\right]\right]=\left[M_{0}, M_{1}, M_{2}, \ldots\right] .
$$

The $i$-th projection is $\pi_{i}=\lambda y . y \mathrm{~F}^{\sim i} \mathrm{~K}$ since $\pi_{i}\left[M_{n}\right]_{n \in \mathbb{N}}={ }_{\beta} M_{i}$.

- Definition 2. Starting from a sequence $S=\left[M_{n}\right]_{n \in \mathbb{N}}$ we can build a stream $\langle\langle S\rangle\rangle=$ $\lambda \vec{x} .\left[M_{n} \vec{x}\right]_{n \in \mathbb{N}}$ having $\mathrm{P}_{i}=\lambda s \vec{x} . \pi_{i}(s \vec{x})$ as projection.

The difference between a sequence and a stream stands in their applicative behaviour: when applying $\langle\langle S\rangle\rangle$ to $\vec{P}$ all $\lambda$-terms in $\langle\langle S\rangle\rangle$ receive $\vec{P}$ as arguments, i.e., $\langle\langle S\rangle\rangle \vec{P}={ }_{\beta}\left[M_{n} \vec{P}\right]_{n \in \mathbb{N}}$.


Figure 1 Some examples of Böhm trees, where $\eta^{n}(x)=\mathrm{BT}\left(1^{n} x\right)$. We refer to [2, Lemma 16.4.4] for the definition of $P, Q$.

### 2.2 Solvability and Böhm(-like) Trees

The $\lambda$-terms are classified into solvable and unsolvable, depending on their capability of interaction with the environment.

- Definition 3. A closed $\lambda$-term $N$ is solvable if there are $\vec{P} \in \Lambda$ such that $N \vec{P} \rightarrow_{\beta}$ I. A $\lambda$-term $M$ is solvable if its closure $\lambda \vec{x} . M$ is solvable. Otherwise $M$ is called unsolvable.

A $\lambda$-term $M$ is in head normal form (hnf) if it has the shape $\lambda x_{1} \ldots x_{n} \cdot x_{j} M_{1} \cdots M_{k}$ where either $x_{j} \in \vec{x}$ or it is free. If $M$ has an hnf, it can be reached by head reductions $\rightarrow h$, i.e. by repeatedly contracting its head redex $\lambda \vec{x}$. $(\lambda y \cdot P) Q M_{1} \cdots M_{k}$. As shown by Wadsworth in [30], a $\lambda$-term $M$ is solvable if and only if $M$ has a head normal form. The typical example of an unsolvable is $\Omega$. Any $M \in \Lambda^{\circ}$ can be turned into an unsolvable by applying enough $\Omega$ 's.

- Lemma 4. [2, Lemma 17.4.4] For all $M \in \Lambda^{o}$ there is $k \in \mathbb{N}$ such that $M \Omega^{\sim k}$ is unsolvable.
- Definition 5. The Böhm tree $\mathrm{BT}(M)$ of a $\lambda$-term $M$ is defined coinductively as follows:
- if $M$ is unsolvable then $\operatorname{BT}(M)=\perp$;
- if $M$ is solvable and $M \rightarrow_{h} \lambda x_{1} \ldots x_{n} \cdot x_{j} M_{1} \cdots M_{k}$ then:

$$
\begin{aligned}
\operatorname{BT}(M)= & \lambda x_{1} \ldots x_{n} \cdot x_{j} \\
& \operatorname{BT}\left(\widehat{\left.M_{1}\right)} \cdots \operatorname{BT}\left(M_{k}\right)\right.
\end{aligned}
$$

Notable examples of Böhm trees are given in Figure 1.
Some of the results that we use were originally formulated for "Böhm-like" trees, so we recall their definition [2, Def. 10.1.12].

- Definition 6. A Böhm-like tree $T$ is a partial function $T: \mathbb{N}^{*} \rightarrow \mathcal{L} \times \mathbb{N}$, where $\mathbb{N}^{*}$ is the set of finite sequences of natural numbers and $\mathcal{L}=\{\lambda \vec{x} . y \mid \vec{x}, y \in \operatorname{Var}\}$, such that $\operatorname{dom}(T)$ is closed under prefixes and for all positions $\sigma \in \operatorname{dom}(T)$ and $n \in \mathbb{N}$ if their concatenation $\sigma . n$ belongs to $\operatorname{dom}(T)$ then $n<\pi_{2}(T(\sigma))$ holds. We denote by $\mathbb{B} \mathbb{T}$ the set of all Böhm-like trees.

Intuitively, we have $T(\sigma)=(\lambda \vec{x} . y, n)$ if the node of $T$ in position $\sigma$ is labelled with " $\lambda \vec{x} . y$ " and has $n$ (possibly undefined) children. Given a Böhm-like tree $T$, its underlying naked tree $|T|$ is given by $\left\{\rangle\} \cup\left\{\sigma . k \in \mathbb{N}^{*} \mid \pi_{2}(T(\sigma))=n\right.\right.$ and $\left.k<n\right\}$. The positions $\sigma \in|T|-\operatorname{dom}(T)$ correspond to unsolvable $\lambda$-terms, so we write $T(\sigma)=\perp$.

By [2, Thm. 10.1.23], $T \in \mathbb{B} \mathbb{T}$ is partial computable and $\mathrm{fv}(T)$ is finite if and only if there is a $\lambda$-term $M$ such that $\mathrm{BT}(M)=T$.

We will systematically confuse finite (resp. infinite) Böhm-like trees $T \in \mathbb{B} \mathbb{T}$ with the corresponding (infinitary) $\lambda$-terms and use the same notations.

- Lemma 7 (cf. [2, 10.1.5(v)]). Let $M_{i}, N_{i} \in \Lambda$, for $i \in \mathbb{N}$. If for all $i \in \mathbb{N}$ we have $\mathrm{BT}\left(M_{i}\right)=\mathrm{BT}\left(N_{i}\right)$ then $\mathrm{BT}\left(\left[M_{n}\right]_{n \in \mathbb{N}}\right)=\mathrm{BT}\left(\left[N_{n}\right]_{n \in \mathbb{N}}\right)$.


### 2.3 Observational Equivalences and Lambda Theories

Observational equivalences and $\lambda$-theories become the main object of study when considering the computational equivalence more important than the process of computation.

Definition 8. A $\lambda$-theory is a congruence on $\Lambda$ (that is, an equivalence relation compatible with lambda abstraction and application) containing the $\beta$-conversion.

Given a $\lambda$-theory $\mathcal{T}$ we will write $\mathcal{T} \vdash M=N$, or simply $M=\mathcal{T} N$, to express the fact that $M$ and $N$ are equal in $\mathcal{T}$. The set of all $\lambda$-theories, ordered by inclusion, forms quite a rich complete lattice, as shown by Lusin and Salibra in [18].

- Definition 9. A $\lambda$-theory $\mathcal{T}$ is called:
- consistent if it does not equate all $\lambda$-terms;
- extensional if it contains the $\eta$-conversion;
- sensible if it equates all unsolvable $\lambda$-terms.

We denote by $\boldsymbol{\lambda}$ the least $\lambda$-theory, by $\boldsymbol{\lambda} \eta$ the least extensional $\lambda$-theory, by $\mathcal{H}$ the least sensible $\lambda$-theory, by $\mathcal{B}$ the $\lambda$-theory equating all $\lambda$-terms having the same Böhm tree, and by $\mathcal{H}^{*}$ the (unique) greatest consistent sensible $\lambda$-theory.

The $\lambda$-theory $\mathcal{B}$ is sensible, thus we have $\boldsymbol{\lambda} \subsetneq \mathcal{H} \subsetneq \mathcal{B} \subsetneq \mathcal{H}^{*}$.
Given a $\lambda$-theory $\mathcal{T}$, we write $\mathcal{T} \eta$ for the least extensional $\lambda$-theory containing $\mathcal{T}$. Since $\mathcal{T} \subseteq \mathcal{T}^{\prime}$ entails $\mathcal{T} \eta \subseteq \mathcal{T}^{\prime} \eta$, we also have $\boldsymbol{\lambda} \eta \subseteq \mathcal{H} \eta \subseteq \mathcal{B} \eta \subseteq \mathcal{H}^{*}$ and actually all these inclusions turn out to be strict [2, Thm. 17.4.16].

- Remark 10. It is well known (see [2, Rem. 4.1.2]) that two $\lambda$-theories $\mathcal{T}, \mathcal{T}^{\prime}$ that coincide on closed terms must be equal, hence we often focus on closed $\lambda$-terms.

Several interesting $\lambda$-theories are obtained via observational equivalences defined with respect to a set $\mathcal{O}$ of observables. Recall that a context $C[]$ is a $\lambda$-term with a hole denoted by []. We write $C[M]$ for the $\lambda$-term obtained from $C[]$ by substituting $M$ for the hole, possibly with capture of free variables in $M$.

Given $\mathcal{O} \subseteq \Lambda$, we write $M \in{ }_{\beta} \mathcal{O}$ for $M \rightarrow_{\beta} M^{\prime} \in \mathcal{O}$.

- Definition 11. Given a set $\mathcal{O} \subseteq \Lambda$, the $\mathcal{O}$-observational equivalence $\equiv{ }^{\mathcal{O}}$ is defined by setting:

$$
M \equiv{ }^{\mathcal{O}} N \text { if and only if } \forall C[]\left(C[M] \in_{\beta} \mathcal{O} \Longleftrightarrow C[N] \in_{\beta} \mathcal{O}\right)
$$

We mainly focus on the following observational equivalences:

- Hyland/Wadsworth's observational equivalence $\equiv{ }^{\text {hnf }}$ is obtained by taking as $\mathcal{O}$ the set of head normal forms [13, 30].
- Morris's equivalence $\equiv{ }^{\mathrm{nf}}$ is generated by taking as $\mathcal{O}$ the set of $\beta$-normal forms [22].

We will now see that $\equiv^{\text {nf }}$ and $\equiv$ hnf have been characterized in terms of extensional equalities between Böhm trees.

## 3 Böhm Trees and Extensionality

We review three different notions of extensional equality between Böhm trees corresponding to the equality in $\mathcal{B} \eta, \mathcal{H}^{+}$and $\mathcal{H}^{*}$. We start by analyzing the $\eta$-expansions of the identity.

### 3.1 The $\boldsymbol{\eta}$-Expansions of The Identity

Let $\mathcal{I}^{\eta} \subseteq \Lambda$ be the set of finite $\eta$-expansions of the identity, that is $Q \in \mathcal{I}^{\eta}$ whenever $Q \rightarrow_{\beta \eta} \mathrm{I}$. The structural properties of such $\eta$-expansions have been analyzed in [14] (where this more liberal terminology is introduced). For instance, it is proved that ( $\left.\mathcal{I}^{\eta}, \circ, \mathcal{I}\right)$ is an idempotent commutative monoid which is moreover closed under $\lambda$-calculus application.

- Lemma 12. For $Q \in \Lambda$, the following are equivalent:
(i) $Q \in \mathcal{I}^{\eta}$, i.e. $Q \rightarrow_{\beta \eta} \mathrm{I}$,
(ii) $Q={ }_{\beta} \lambda y z_{1} \ldots z_{m} . y Q_{1} \cdots Q_{m}$ such that $\lambda z_{\ell} \cdot Q_{\ell} \in \mathcal{I}^{\eta}$,
(iii) $Q={ }_{\beta} \lambda y \cdot Q^{\prime}$ such that $Q^{\prime} \rightarrow{ }_{\beta \eta} y$.

There is a one-to-one correspondence between elements of $\mathcal{I}^{\eta}$ in $\beta$-normal forms and finite (unlabelled) trees [14]. Clearly, $1^{n} \in \mathcal{I}^{\eta}$, every $Q \in \mathcal{I}^{\eta}$ is $\beta$-normalizing, $\mathrm{nf}_{\beta}(Q)$ is a closed $\lambda$-term and $\mathrm{BT}(Q)$ is finite and does not contain any occurrence of $\perp$.

- Definition 13. Given $Q \in \mathcal{I}^{\eta}$ its depth (resp. branching number) is the height (resp. maximal number of branching) of its Böhm tree. The size of Q is the maximum between its depth and its branching number.

There are also $\lambda$-terms, like Wadsworth's J, that look like $\eta$-expansions of I but give rise to infinite computations:

$$
\mathrm{J}={ }_{\beta} \lambda x z_{0} \cdot x\left(\mathrm{~J} z_{0}\right)={ }_{\beta} \lambda x z_{0} \cdot x\left(\lambda z_{1} \cdot z_{0}\left(\mathrm{~J} z_{1}\right)\right)={ }_{\beta} \cdots
$$

The Böhm tree of J is an infinite $\eta$-expansion of the identity, a notion that is discussed in Section 3.4.

## 3.2 $\mathcal{B} \eta$ : Countably Many $\eta$-Expansions of Bounded Size

Recall that $\mathcal{B} \eta$ is the least extensional $\lambda$-theory including $\mathcal{B}$. One might think that if $M={ }_{\mathcal{B} \eta} N$ then $\mathrm{BT}(M)$ and $\mathrm{BT}(N)$ differ because of finitely many $\eta$-expansions. In reality, one $\eta$-expansion of $M$ can generate countably many $\eta$-expansions in its Böhm tree.

Consider, for instance, the following streams:

$$
\langle\langle\mathrm{I}\rangle\rangle x=[x, x, x, \ldots], \quad\langle\langle 1\rangle\rangle x=[1 x, 1 x, 1 x, \ldots], \quad\left\langle\left\langle 1^{*}\right\rangle\right\rangle x=\left[1^{1} x, 1^{2} x, 1^{3} x, \ldots\right] .
$$

whose Böhm trees are depicted in Figure 2. We have that $\langle\langle 1\rangle\rangle==_{\mathcal{B}} \mathrm{Y}(\lambda m x .[\lambda z . x z, m x]) \rightarrow_{\eta}$ $\mathrm{Y}(\lambda m x .[x, m x])==_{\mathcal{B}}\langle\langle\mathrm{I}\rangle\rangle$ thus $\langle\langle\mathrm{I}\rangle\rangle$ and $\langle\langle 1\rangle\rangle$ are equated in $\mathcal{B} \eta$ despite the fact that their Böhm trees differ by infinitely many $\eta$-expansions. More precisely, $M \rightarrow_{\eta} N$ entails that $\mathrm{BT}(M)$ can be obtained from $\mathrm{BT}(N)$ by performing at most one $\eta$-expansion at every position (see [2, Lemma 16.4.3]). The proof technique that we develop in Section 5 allows to demonstrate that two $\lambda$-terms $M$ and $N$ are equated in $\mathcal{B} \eta$ exactly when their Böhm trees are equal up to countably many $\eta$-expansions whose sizes are bound by some natural number $k$.

In particular, no finite amount of $\eta$-expansions in $\langle\langle\mathrm{I}\rangle\rangle$ can turn its Böhm tree into $\mathrm{BT}\left(\left\langle\left\langle 1^{*}\right\rangle\right\rangle\right)$, which has infinitely many $\eta$-expansions of increasing depth.

- Corollary 14. $\mathcal{B} \eta \vdash\langle\langle\mathrm{I}\rangle\rangle=\langle\langle 1\rangle\rangle$, while $\mathcal{B} \eta \vdash\langle\langle\mathrm{I}\rangle\rangle \neq\left\langle\left\langle 1^{*}\right\rangle\right\rangle$.


## $3.3 \mathcal{H}^{+}$: Countably Many Finite $\boldsymbol{\eta}$-Expansions

Let $\mathcal{H}^{+}$be the $\lambda$-theory corresponding to Morris's original observational equivalence $\equiv^{\mathrm{nf}}$ where the observables are the $\beta$-normal forms [22]. The $\lambda$-theory $\mathcal{H}^{+}$has been studied both


Figure 2 The Böhm trees of $\langle\langle\mathrm{I}\rangle\rangle,\langle\langle 1\rangle\rangle,\left\langle\left\langle 1^{*}\right\rangle\right\rangle$ and $\langle\langle\mathrm{J}\rangle\rangle$, where we set $\eta^{n}(x)=\mathrm{BT}\left(1^{n} x\right)$ and $\eta^{\infty}(x)=\mathrm{BT}(\mathrm{J} x)$.
from a syntactic and semantic point of view in $[8,17,5]$. (The properties we present here can be found in $[25, \S 11.2]$.) Two $\lambda$-terms having the same Böhm tree cannot be distinguished by any context $C[]$, so we have $\mathcal{B} \subseteq \mathcal{H}^{+}$. Since the $\eta$-reduction is strongly normalizable, a $\lambda$-term $M$ has a $\beta$-normal form exactly when it has a $\beta \eta$-normal form, hence $\mathcal{H}^{+}$is an extensional $\lambda$-theory. Therefore we have $\mathcal{B} \eta \subseteq \mathcal{H}^{+}$.

The question naturally arising is whether there are $\lambda$-terms different in $\mathcal{B} \eta$ that become equal in $\mathcal{H}^{+}$. It turns out that $\mathcal{H}^{+} \vdash M=N$ holds exactly when $\mathrm{BT}(M)$ and $\mathrm{BT}(N)$ are equal up to countably many $\eta$-expansions of finite depth. A typical example of this situation is given by $\langle\langle\mathrm{I}\rangle\rangle$ and $\left\langle\left\langle 1^{*}\right\rangle\right\rangle$. The next definition is coinductive on the Böhm-like trees.

- Definition 15. For all $T, T^{\prime} \in \mathbb{B} \mathbb{T}$, we have $T \leq^{\eta} T^{\prime}$ if either $T=T^{\prime}=\perp$, or $T=$ $\lambda \vec{x} \cdot x_{j} T_{1} \cdots T_{k}$ and $T^{\prime}=\lambda \vec{x} z_{1} \ldots z_{m} \cdot x_{j} T_{1}^{\prime} \cdots T_{k}^{\prime} Q_{1} \cdots Q_{m}$, for $\vec{T}, \vec{T}^{\prime} \in \mathbb{B} \mathbb{T}$ and $\beta$-normal $\vec{Q} \in \Lambda$ such that $T_{i} \leq^{\eta} T_{i}^{\prime}$ for all $i \leq k, z_{\ell} \notin \mathrm{fv}\left(x_{j} \vec{T} \vec{T}^{\prime}\right)$ and $\lambda z_{\ell} \cdot Q_{\ell} \in \mathcal{I}^{\eta}$ for all $\ell \leq m$.

It is easy to check that $\mathrm{BT}(\langle\langle\mathrm{I}\rangle\rangle) \leq^{\eta} \mathrm{BT}\left(\left\langle\left\langle 1^{*}\right\rangle\right\rangle\right)$ holds.

- Definition 16. For $M, N \in \Lambda$, we write $M \leq \eta N$ if and only if $\operatorname{BT}(M) \leq^{\eta} \operatorname{BT}(N)$.

Note that $M \leq{ }^{\eta} N$ and $N \leq^{\eta} M$ entail $\mathrm{BT}(M)=\mathrm{BT}(N)$, so the equivalence corresponding to $\leq^{\eta}$ and capturing $=\mathcal{H}^{+}$needs to be defined in the following more subtle way.

- Theorem 17 (Hyland [12], see also [17]). For all $M, N \in \Lambda, \mathcal{H}^{+} \vdash M=N$ if and only if there is a Böhm-like tree $T \in \mathbb{B T}$ such that $\mathrm{BT}(M) \leq^{\eta} T \geq^{\eta} \mathrm{BT}(N)$.

So, in general, when $M=\mathcal{H}^{+} N$, one may need to perform countably many $\eta$-expansions both in $\mathrm{BT}(M)$ and in $\mathrm{BT}(N)$ to equate them and find the common "supremum".

- Corollary 18. $\mathcal{H}^{+} \vdash\langle\langle\mathrm{I}\rangle\rangle=\left\langle\left\langle 1^{*}\right\rangle\right\rangle$, while $\mathcal{H}^{+} \vdash \mathrm{I} \neq \mathrm{J}$.


## $3.4 \mathcal{H}^{*}$ : Countably Many Infinite $\boldsymbol{\eta}$-Expansions

The theory $\mathcal{H}^{*}$ is, by far, the most well studied $\lambda$-theory. It corresponds to the observational equivalence $\equiv{ }^{\mathrm{hnf}}$ where the observables are the head normal forms. It is also the maximal consistent sensible $\lambda$-theory [2, Thm. 16.2.6] and the theory of Scott's original $\lambda$-model $\mathcal{D}_{\infty}$ [27]. It is not difficult to check that $M \equiv{ }^{\mathrm{nf}} N$ entails $M \equiv{ }^{\mathrm{hnf}} N$, therefore $\mathcal{H}^{+} \subseteq \mathcal{H}^{*}$.

Two $\lambda$-terms $M, N$ are equated in $\mathcal{H}^{*}$ if their Böhm trees are equal up to countably many $\eta$-expansions of possibly infinite depth. The typical example is $I=\mathcal{H}^{*} J$. However, $J$ is not the only candidate: for every infinite (unlabelled) recursive tree $T$ it is possible to define a $\lambda$-term $\mathrm{J}_{T}$ whose Böhm tree is an infinite $\eta$-expansion of the identity "following $T$ " [5].


Figure 3 Barendregt's kite.

Definition 19. For all $T, T^{\prime} \in \mathbb{B} \mathbb{T}$, we have $T \leq_{\omega}^{\eta} T^{\prime}$ if either $T=T^{\prime}=\perp$, or $T=$ $\lambda \vec{x} . x_{j} T_{1} \cdots T_{k}$ and $T^{\prime}=\lambda \vec{x} z_{1} \ldots z_{m} \cdot x_{j} T_{1}^{\prime} \cdots T_{k}^{\prime} T_{1}^{\prime \prime} \cdots T_{m}^{\prime \prime}$, for $\vec{T}, \vec{T}^{\prime}, \vec{T}^{\prime \prime} \in \mathbb{B} \mathbb{T}$ such that $T_{i} \leq_{\omega}^{\eta}$ $T_{i}^{\prime}$ for all $i \leq k, z_{\ell} \notin \operatorname{fv}\left(x_{j} \vec{T} \vec{T}^{\prime}\right)$ and $z_{\ell} \leq_{\omega}^{\eta} T_{\ell}^{\prime \prime}$ for all $\ell \leq m$.
E.g., we have $\mathrm{BT}(\langle\langle\mathrm{I}\rangle\rangle) \leq{ }_{\omega}^{\eta} \mathrm{BT}(\langle\langle\mathrm{J}\rangle\rangle)$ where $\langle\langle\mathrm{J}\rangle\rangle$ is defined by $\langle\langle\mathrm{J}\rangle\rangle x=[\mathrm{J} x, \mathrm{~J} x, \mathrm{~J} x, \ldots]$.

- Theorem 20 (Hyland [13]/Wadsworth [30]). For all $M, N \in \Lambda, \mathcal{H}^{*} \vdash M=N$ if and only if there is a Böhm-like tree $T \in \mathbb{B} \mathbb{T}$ such that $\mathrm{BT}(M) \leq_{\omega}^{\eta} T \geq{ }_{\omega}^{\eta} \mathrm{BT}(N)$.

By Exercise 10.6.7 in [2], $T$ can be always chosen to be the Böhm tree of some $\lambda$-term. As we will prove in Section 6, this property also holds for the tree $T$ of Theorem 17.

Corollary 21. The streams $\left\langle\langle\mathrm{I}\rangle,\langle\langle 1\rangle\rangle,\left\langle\left\langle 1^{*}\right\rangle\right\rangle\right.$ and $\langle\langle\mathrm{J}\rangle\rangle$ are all equal in $\mathcal{H}^{*}$. On the contrary, $\mathcal{B} \eta \vdash\langle\langle\mathrm{I}\rangle\rangle \neq\left\langle\left\langle 1^{*}\right\rangle\right\rangle$ and $\mathcal{H}^{+} \vdash\left\langle\left\langle 1^{*}\right\rangle\right\rangle \neq\langle\langle\mathrm{J}\rangle\rangle$, so we have $\mathcal{B} \eta \subsetneq \mathcal{H}^{+} \subsetneq \mathcal{H}^{*}$.

## 4 The Omega Rule and Sallé's Conjecture

The $\omega$-rule is a strong form of extensionality defined by:
( $\omega) \quad \forall P \in \Lambda^{o} . M P=N P$ entails $M=N$.
Given a $\lambda$-theory $\mathcal{T}$ we denote its closure under the $\omega$-rule by $\mathcal{T} \omega$. We say that $\mathcal{T}$ satisfies the $\omega$-rule, written $\mathcal{T} \vdash \omega$, if $\mathcal{T}=\mathcal{T} \omega$. The $\omega$-rule, and the question of which $\lambda$-theories satisfy it, has been extensively investigated by many authors $[16,1,23,3,15]$.

The following lemma collects some results in [2, §4.1].
Lemma 22. For all $\lambda$-theories $\mathcal{T}$, we have:
(i) $\mathcal{T} \eta \subseteq \mathcal{T} \omega$,
(ii) $J \mathcal{T} \subseteq \mathcal{T}^{\prime}$ entails $\mathcal{T} \omega \subseteq \mathcal{T}^{\prime} \omega$.

In general, because of the quantification over all $P \in \Lambda^{\circ}$, it can be difficult to understand what $\lambda$-terms different in $\mathcal{T}$ become equal in $\mathcal{T} \omega$, especially when $\mathcal{T}$ is extensional.

The picture in Figure 3, where $\mathcal{T}$ is above $\mathcal{T}^{\prime}$ if $\mathcal{T} \subsetneq \mathcal{T}^{\prime}$, is taken from [2, Thm. 17.4.16] and shows some facts about the $\lambda$-theories presented in Section 2.3 and the $\omega$-rule.

The counterexample showing that $\boldsymbol{\lambda} \eta \nvdash \omega$ is based on complicated universal generators known as Plotkin's terms [2, Def. 17.3.26]. However, since these terms are unsolvable, they become useless when considering sensible $\lambda$-theories. We refer to $[2, \S 17.4]$ for the proof of $\mathcal{H} \eta \nvdash \omega$ and rather discuss the validity of the $\omega$-rule for $\lambda$-theories containing $\mathcal{B}$.

Let us consider two $\lambda$-terms $P$ and $Q$ whose Böhm trees are depicted in Figure 1. The Böhm trees of $P$ and $Q$ differ because of countably many finite $\eta$-expansions of increasing depth, therefore they are different in $\mathcal{B} \eta$ but equal in $\mathcal{H}^{+}$. This situation is analogous to what happens with $\langle\langle\mathrm{I}\rangle\rangle$ and $\left\langle\left\langle 1^{*}\right\rangle\right\rangle$, indeed $P \leq^{\eta} Q$ holds. Perhaps surprisingly, $P$ and $Q$ can also be used to prove that $\mathcal{B} \eta \subsetneq \mathcal{B} \omega$ since $\mathcal{B} \omega \vdash P=Q$ holds. Indeed, by Lemma 4 , for every $M \in \Lambda^{o}$, there exists $k$ such that $M \Omega^{k}$ becomes unsolvable. By inspecting Figure 1, we notice that in $\mathrm{BT}(P)$ the variable $y$ is applied to an increasing number of $\Omega$ 's (represented in the tree by $\perp$ ). So, when substituting some $M \in \Lambda^{o}$ for $y$ in $\mathrm{BT}(P y)$, there will be a level $k$ of the tree where $M \Omega \cdots \Omega$ becomes $\perp$, thus cutting $\mathrm{BT}(P M)$ at level $k$. The same reasoning can be done for $\mathrm{BT}(Q M)$. Therefore $\mathrm{BT}(P M)$ and $\mathrm{BT}(Q M)$ only differ because of finitely many $\eta$-expansions. Since $\mathcal{B} \eta \subseteq \mathcal{B} \omega$, we conclude that $P M={ }_{\mathcal{B} \omega} Q M$ and therefore by the $\omega$-rule $P={ }_{\mathcal{B}} \omega$. Such an argument is due to Barendregt [2, Lemma 16.4.4].

The fact that $\mathcal{H}^{*} \vdash \omega$ is an easy consequence of its maximality. However, there are several direct proofs: see $[2, \S 17.2]$ for a syntactic demonstration and [30] for a semantic one.

A natural question, raised by Barendregt in [2, Thm. 17.4.16], concerns the position of $\mathcal{H}^{+}$in the picture of Figure 3. In the proof of that theorem, it is mentioned that Salle formulated the following conjecture (represented in the diagram with a question mark).

- Conjecture 23. $\mathcal{B} \omega \subsetneq \mathcal{H}^{+}$.

The longstanding open question whether $\mathcal{H}^{+} \vdash \omega$ has been recently answered positively by Breuvart et al. in [5].

- Theorem 24 ([5, Thm. 40]). $\mathcal{H}^{+} \vdash \omega$.

From this it follows that $\mathcal{B} \omega \subseteq \mathcal{H}^{+}$. In Theorem 43 we show that $\mathcal{B} \omega=\mathcal{H}^{+}$, thus disproving Sallé's conjecture.

## 5 Building Böhm Trees by Codes and Streams

The key step for proving $\mathcal{H}^{+}=\mathcal{B} \omega$ is to show that the tree $T$ of Theorem 17 giving the " $\eta$-supremum" of $M, N$ can be chosen to be the Böhm tree of a $\lambda$-term $P$ (Proposition 39). Intuitively, the $\lambda$-term $P$ will inspect the structure of $M, N$ looking at their codes and choose the correct $\eta$-expansion to apply from a suitable stream. We start by showing that the Böhm tree of a $\lambda$-term can be reconstructed from its code.

### 5.1 Building Böhm Trees by Codes

Let $\#: \Lambda \rightarrow \mathbb{N}$ be an effective one-to-one map, associating with every $\lambda$-term $M$ its code $\# M$ (the Gödel number of $M$ ). The quote $\lceil M\rceil$ of $M$ is the corresponding numeral $\mathrm{c}_{\# M}$. We now recall some well established facts from [2, §8.1]. By [2, Thm. 8.1.6], there is a $\lambda$-term $\mathrm{E} \in \Lambda^{\circ}$ such that $\mathrm{E}\lceil M\rceil=M$ for all $M \in \Lambda^{\circ}$. This is false in general for open $\lambda$-terms $M$.

- Remark 25. The following operations are effective:
- from $\# M$ compute $\# M^{\prime}$ where $M \rightarrow_{h} M^{\prime}$ (since the head-reduction is an effective reduction strategy),
- from $\#\left(\lambda \vec{x} . x_{j} M_{1} \cdots M_{k}\right)$ compute $\# M_{i}$ for $i \leq k$,
- from $\# M$ compute $\#\left(\lambda x_{1} \ldots x_{n} \cdot M\right)$ for $x_{i} \in \operatorname{Var}$.

From Remark 25 and Church's thesis, the following term $\Phi$ exists and can be defined using the fixed point combinator Y.

- Definition 26. Let $\Phi \in \Lambda^{o}$ be such that for all $M \in \Lambda^{\circ}$ :
- $\Phi\lceil M\rceil=\lambda \underline{x}_{1} \cdots \underline{x}_{n} \cdot \underline{x}_{j}\left(L_{1} \underline{x}_{1} \cdots \underline{x}_{n}\right) \cdots\left(L_{k} \underline{x}_{1} \cdots \underline{x}_{n}\right)$ where $L_{i}=\Phi\left\lceil\lambda \vec{x} \cdot M_{i}\right\rceil$ if $M \rightarrow_{h}$ $\lambda x_{1} \ldots x_{n} \cdot x_{j} M_{1} \cdots M_{k}$.
- $\Phi\lceil M\rceil$ is unsolvable whenever $M$ is unsolvable.
(The $\underline{x}_{i}$ are underlined to stress the fact that they are fresh.)
The term $\Phi$ builds the Böhm tree of $M$ from its code $\# M$. Notice that the closure $\lambda \vec{x} \cdot M_{i}$ on the recursive calls is needed to obtain a closed term (since $M \in \Lambda^{\circ}$ entails $\left.\mathrm{fv}\left(M_{i}\right) \subseteq \vec{x}\right)$. In the definition above we use the fact that $\mathcal{B}$ is a $\lambda$-theory, so $\mathrm{BT}(\lambda \vec{x} \cdot M)=\lambda \vec{x} \cdot \mathrm{BT}(M)$ thus the free variables $\underline{\vec{x}}$ can be reapplied externally. This commutation property between $\mathrm{BT}(-)$ and $\lambda$-abstraction will be silently used when proving statements about Böhm trees of closed $\lambda$-terms, as below.
- Lemma 27. For all $M \in \Lambda^{o}, \mathcal{B} \vdash \Phi\lceil M\rceil=M$.

Proof. If $M$ is unsolvable then $\mathrm{BT}(\Phi\lceil M\rceil)=\mathrm{BT}(M)=\perp$. Otherwise $M$ is solvable, so we have $M \rightarrow_{h} \lambda \vec{x} \cdot x_{j} M_{1} \cdots M_{k}$ and $\Phi\lceil M\rceil=\lambda \vec{x} \cdot x_{j}\left(L_{1} \vec{x}\right) \cdots\left(L_{k} \vec{x}\right)$ for $L_{i}=\Phi\left\lceil\lambda \vec{x} \cdot M_{i}\right\rceil$. We conclude since by coinductive hypothesis $\operatorname{BT}\left(\Phi\left\lceil\lambda \vec{x} \cdot M_{i}\right\rceil\right) \vec{x}=\left(\lambda \vec{x} \cdot \operatorname{BT}\left(M_{i}\right)\right) \vec{x}=\mathrm{BT}\left(M_{i}\right)$.

## $5.2 \quad \eta$-Expanding Böhm Trees from Streams

The construction of $\Phi$ might look unimpressive in the sense that also the enumerator E enjoys the property $\mathrm{BT}(\mathrm{E}\lceil M\rceil)=\mathrm{BT}(M)$ for all $M \in \Lambda^{\circ}$. However, E does not satisfy the recursive equation of Definition 26, which has the advantage of exposing the structure of the tree and, doing so, opens the way for altering the tree. For instance, it is possible to modify Definition 26 in order to obtain a $\lambda$-term $\Psi$ which builds an $\eta$-expansion of $\mathrm{BT}(M)$ starting from the code of $M$ and a stream of $\eta$-expansions of the identity (cf. Section 3.1).

- Definition 28. Let $\vec{\eta}=\left(\eta_{0}, \eta_{1}, \eta_{2}, \ldots\right)$ be an effective enumeration of all closed $\eta$-expansions of I , i.e., of the set $\mathcal{I}^{\eta} \cap \Lambda^{o}$. Define the corresponding stream $\langle\langle\eta\rangle\rangle x=\left[\eta_{0} x, \eta_{1} x, \eta_{2} x, \ldots\right]$.

From now on, we fix the enumeration $\vec{\eta}$ and the stream $\langle\langle\eta\rangle\rangle$.
In order to decide what $\eta$-expansion is applied at a certain position $\sigma$ in $\operatorname{BT}(M)$, we use a function $f(\sigma)=n$ and extract the $\eta$-expansion of index $n$ from $\langle\langle\eta\rangle$. Since $f$ needs to be computable, we fix an effective encoding $\#: \mathbb{N}^{*} \rightarrow \mathbb{N}$ of all finite sequences and consider $f$ computable "after coding".

Notice that, since \# is effective, from the code $\# \sigma$ it is possible to compute the code $\#(\sigma . i)$ for all $i \in \mathbb{N}$, and vice versa. We denote by $\lceil\sigma\rceil$ the corresponding numeral $\mathrm{c}_{\# \sigma}$.

In the following definition $s$ is an arbitrary variable, but in practice we will always apply $\Psi_{f}\lceil M\rceil\lceil\sigma\rceil$ to some stream.

Definition 29. Let $f: \mathbb{N}^{*} \rightarrow \mathbb{N}$ be a computable function, and $\Psi_{f} \in \Lambda^{o}$ be such that for all $M \in \Lambda^{o}$ and for all positions $\sigma \in \mathbb{N}^{*}$ :

- $\Psi_{f}\lceil M\rceil\lceil\sigma\rceil s=\lambda \underline{x}_{1} \ldots \underline{x}_{n} \cdot \mathrm{P}_{f(\sigma)} s\left(\underline{x}_{j}\left(L_{1}^{\prime} \underline{\vec{x}}\right) \cdots\left(L_{k}^{\prime} \underline{\vec{x}}\right)\right)$ where $L_{i}^{\prime}=\Psi_{f}\left\lceil\lambda x_{1} \ldots x_{n} \cdot M_{i}\right\rceil\lceil\sigma . i\rceil s$ if $M \rightarrow{ }_{h} \lambda x_{1} \ldots x_{n} \cdot x_{j} M_{1} \cdots M_{k}$.
- $\Psi_{f}\lceil M\rceil$ is unsolvable whenever $M$ is unsolvable.
(Recall that $\mathrm{P}_{i}$ denotes the $i$-th projection for streams and the $\underline{x}_{i}$ 's are fresh variables.)
The actual existence of such a $\Psi_{f}$ follows from Remark 25, the effectiveness of the encodings, the computability of $f$ and Church's thesis. We now verify that the $\lambda$-term $\Psi_{f}\lceil M\rceil\lceil\sigma\rceil$ when applied to the stream $\langle\langle\eta\rangle\rangle$ actually computes an $\eta$-expansion of $\mathrm{BT}(M)$ in the sense of Definition 15.

FSCD 2017

- Lemma 30. Let $f: \mathbb{N}^{*} \rightarrow \mathbb{N}$ be a computable function. For all $M \in \Lambda^{o}$ and $\sigma \in \mathbb{N}^{*}$, $M \leq{ }^{\eta} \Psi_{f}\lceil M\rceil\lceil\sigma\rceil\langle\langle\eta\rangle\rangle$.

Proof. If $M$ is unsolvable, $\mathrm{BT}(M)=\mathrm{BT}\left(\Psi_{f}\lceil M\rceil\lceil\sigma\rceil\right)=\perp$.
Otherwise $M \rightarrow_{h} \lambda \vec{x} \cdot x_{j} M_{1} \cdots M_{k}$. Thus, for $f(\sigma)=q$ and $\eta_{q}=\lambda y z_{1} \cdots z_{m} . y Q_{1} \cdots Q_{m}$ where $\lambda z_{i} \cdot Q_{i} \in \mathcal{I}^{\eta}$ we have

$$
\begin{aligned}
\Psi_{f}\lceil M\rceil\lceil\sigma\rceil\langle\langle\eta\rangle\rangle & ={ }_{\beta} \quad \lambda \vec{x} \cdot \mathrm{P}_{q}\langle\langle\eta\rangle\rangle\left(x_{j}\left(L_{1}^{\prime} \vec{x}\right) \cdots\left(L_{k}^{\prime} \vec{x}\right)\right) \\
& ={ }_{\beta}
\end{aligned} \quad \lambda \vec{x} \cdot \eta_{q}\left(x_{j}\left(L_{1}^{\prime} \vec{x}\right) \cdots\left(L_{k}^{\prime} \vec{x}\right)\right)={ }_{\beta} \lambda \vec{x} \vec{z} \cdot x_{j}\left(L_{1}^{\prime} \vec{x}\right) \cdots\left(L_{k}^{\prime} \vec{x}\right) Q_{1} \cdots Q_{m}
$$

for $\left.L_{i}^{\prime}=\Psi_{f}\left\lceil\lambda \vec{x} . M_{i}\right\rceil\lceil\sigma . i\rceil\langle\eta\rangle\right\rangle$. We conclude because by coinductive hypothesis $\mathrm{BT}\left(M_{i}\right) \leq^{\eta}$ $\mathrm{BT}\left(L_{i}^{\prime} \vec{x}\right)$.

Since $\Psi_{f}$ picks the $\eta$-expansion to apply from the input stream, we can retrieve the behaviour of $\Phi$ by applying $\langle\langle\mathrm{I}\rangle\rangle$.

- Lemma 31. Let $f: \mathbb{N}^{*} \rightarrow \mathbb{N}$ be computable. For all $M \in \Lambda^{o}$ and $\sigma \in \mathbb{N}^{*}$, we have $\mathcal{B} \vdash M=\Psi_{f}\lceil M\rceil\lceil\sigma\rceil\langle\langle\mathrm{I}\rangle\rangle$.
Proof Sketch. As in the proof of Lemma 30, using the fact that $\mathrm{P}_{q}\langle\langle\mathrm{I}\rangle\rangle=\mathrm{I}$ for all $q \in \mathbb{N}$.


### 5.3 Building the $\eta$-Supremum

Using similar techniques, we define a $\lambda$-term $\Xi$ that builds from the codes of $M, N$ and the stream $\langle\eta \eta\rangle$ the (smallest) $\eta$-supremum satisfying $M \leq^{\eta} \Xi\lceil M\rceil\lceil N\rceil\langle\eta \eta\rangle \geq^{\eta} N$, if it exists, that is whenever $M$ and $N$ are compatible (Proposition 39). Intuitively, at every position $\sigma$, $\Xi$ needs to compare the structure of $M, N$ at $\sigma$ and apply the correct $\eta_{i}$ taken from $\langle\langle\eta\rangle\rangle$.

Rather than proving that there exists a computable function $f: \mathbb{N}^{*} \rightarrow \mathbb{N}$ associating to every $\sigma$ the corresponding $\eta_{i}$ (which can be tedious) we use the following property of $\vec{\eta}=\left(\eta_{0}, \eta_{1}, \ldots, \eta_{i}, \ldots\right)$ : since every closed $\eta$-expansion $Q \in \mathcal{I}^{\eta}$ is $\beta$-normalizable and the enumeration $\vec{\eta}$ is effective, it is possible to decide starting from the code $\# Q$ the index $i$ of $Q$ in $\vec{\eta}$. Moreover, it is possible to choose such an $i$ minimal.

- Lemma 32. There exists a computable function $\iota: \mathbb{N} \rightarrow \mathbb{N}$ such that, for all $M \in \Lambda^{o}$, if $M={ }_{\beta} \eta_{i}$ and $M \neq{ }_{\beta} \eta_{k}$ for all $k<i$ then $\iota(\# M)=i$.

Proof. Let $\delta(m, n)$ be the partial computable map satisfying for all normalizing $M, N \in \Lambda^{o}$ : $\delta(\# M, \# N)=0$ if $M$ and $N$ have the same $\beta$-normal form; $\delta(\# M, \# N)=1$ otherwise. Then $\iota$ can be defined by setting $\iota(n):=\mu k . \delta\left(\#\left(\pi_{k} \vec{\eta}\right), n\right)=0$.

From now on we consider fixed such a function $\iota$, which depends on the enumeration $\vec{\eta}$ generating the stream $\langle\langle\eta\rangle\rangle$.

- Definition 33. For $M, N \in \Lambda$, we define:
(i) $M \leq_{h} N$ whenever $M \rightarrow_{h} \lambda \vec{x} \cdot x_{j} M_{1} \cdots M_{k}$ and $N \rightarrow_{h} \lambda \vec{x} z_{1} \ldots z_{m} \cdot x_{j} N_{1} \cdots N_{k} Q_{1} \cdots Q_{m}$ with $\lambda z_{\ell} \cdot Q_{\ell} \in \mathcal{I}^{\eta}$ for all $\ell \leq m$,
(ii) $M \sim_{h} N$ if both $M \leq_{h} N$ and $N \leq_{h} M$ hold,
(iii) $M<_{h} N$ if $M \leq_{h} N$ holds but $M \not \chi_{h} N$.

Whenever $M \leq_{h} N$ holds, we say that $N$ looks like an $\eta$-expansion of $M$. This does not necessarily mean that it actually is: for instance $\lambda z . x \mathrm{~F} z \leq_{h} \lambda z . x \mathrm{~K} z$ since we do not require that $\mathrm{F} \leq_{h} \mathrm{~K}$ holds, and $z \leq_{h} \lambda z . z z$ since we do not check that $z \notin \operatorname{fv}\left(\mathrm{BT}\left(x_{j} \vec{M} \vec{N}\right)\right)$. Therefore, compared with $\leq^{\eta}$ of Definition 15 , the relation $\leq_{h}$ is weaker since it lacks the coinductive calls and the occurrence check on $z_{\ell}$. This is necessary to ensure the following semi-decidability property.
$\Xi_{\iota}\lceil M\rceil\lceil N\rceil s= \begin{cases}\lambda \underline{x}_{1} \ldots \underline{x}_{n} \cdot \mathrm{P}_{q} s\left(\underline{x}_{j}\left(\Upsilon_{1} \underline{x}_{1} \cdots \underline{x}_{n}\right) \cdots\left(\Upsilon_{k} \underline{x}_{1} \cdots \underline{x}_{n}\right)\right) & \text { if } M \leq_{h} N, \text { with } \\ \text { where }\left[\begin{array}{ll}q=\iota\left(\#\left(\mathrm{nf}_{\beta}\left(\lambda \underline{y}_{1} \ldots z_{m} \cdot \underline{y} Q_{1} \cdots Q_{m}\right)\right)\right) & M \rightarrow{ }_{h} \lambda x_{1} \ldots x_{n} \cdot x_{j} M_{1} \cdots M_{k} \text { and } \\ \left\lfloor\Upsilon_{i}:=\Xi_{\iota}\left\lceil\lambda x_{1} \ldots x_{n} \cdot M_{i}\right\rceil\left\lceil\lambda x_{1} \ldots x_{n} \cdot N_{i}\right\rceil s\right. & N \rightarrow_{h} \lambda x_{1} \ldots x_{n} z_{1} \ldots z_{m} \cdot x_{j} N_{1} \cdots N_{k} Q_{1} \cdots Q_{m} ; \\ \Xi_{\iota}\lceil N\rceil\lceil M\rceil s & \text { if } N<_{h} M ; \\ \Omega & \text { otherwise. }\end{array}\right. \\ \hline\end{cases}$
Figure 4 The $\lambda$-term $\Xi_{\iota} \in \Lambda^{o}$ satisfies in $\mathcal{H}$ the recursive equation above.

- Remark 34. The property $M \leq_{h} N$ can be semi-decided:
- first head-reduce in parallel $M, N$ until they reach a hnf,
- if both reductions terminate, compare the two hnfs and check whether they have the shape of Definition 33(i),
- then semi-decide whether $Q_{\ell} \rightarrow_{\beta \eta} z_{\ell}$ for all $\ell \leq m$.

This procedure might fail to terminate when $M \not Z_{h} N$.
By Remarks 25 and 34, the fact that $\iota$ is computable (Lemma 32) and Church's thesis, the $\lambda$-term $\Xi_{\iota}$ below exists.

- Definition 35. Let $\iota: \mathbb{N} \rightarrow \mathbb{N}$ be the computable function of Lemma 32. We define $\Xi_{\iota} \in \Lambda^{o}$ such that for all $M, N \in \Lambda^{o}$ the recursive equation of Figure 4 is satisfied in $\mathcal{H}$.

There are some subtleties to discuss in the definition of $\Xi_{\iota}$. The fact that $Q_{\ell} \rightarrow_{\beta \eta} z_{\ell}$ for all $\ell \leq m$, although not explicitly written, is a consequence of $M \leq_{h} N$. A priori $\lambda z_{\ell} \cdot Q_{\ell} \in \mathcal{I}^{\eta}$ might be open (consider for instance $\lambda z_{\ell} \cdot \mathrm{K} z_{\ell} y \rightarrow_{\beta} \mathrm{I}$ ) but its $\beta$-normal form is always a closed $\lambda$-term. This is the reason why we compute $\operatorname{nf}_{\beta}(\lambda y \vec{z} . y \vec{Q})$ before applying $\iota$ to its code. In particular, $\iota$ is defined on all the codes $\#\left(\operatorname{nf}_{\beta}(\lambda y \vec{z} \cdot y \vec{Q})\right)$.

The following commutativity property follows from the second condition of Figure 4 and should be natural considering that $\Xi_{\iota}\lceil M\rceil\lceil N\rceil\langle\langle\eta\rangle\rangle$ is supposed to compute the $\eta$-join of $\mathrm{BT}(M)$ and $\mathrm{BT}(N)$ which is a commutative operation.

- Lemma 36. For all $M, N \in \Lambda^{o}$, we have $\mathcal{B} \vdash \Xi_{\iota}\lceil M\rceil\lceil N\rceil=\Xi_{\iota}\lceil N\rceil\lceil M\rceil$.

Proof. We proceed by coinduction on their Böhm trees.
If $M, N$ are unsolvable or neither $M \leq_{h} N$ nor $N \leq_{h} M$ holds, then $\mathrm{BT}\left(\Xi_{\iota}\lceil M\rceil\lceil N\rceil\right)=$ $\mathrm{BT}\left(\Xi_{\iota}\lceil N\rceil\lceil M\rceil\right)=\perp$. The cases $M<_{h} N$ and $N<_{h} M$ follow by definition.

If $M \sim_{h} N$, then we have $M \rightarrow_{h} \lambda \vec{x} \cdot x_{j} M_{1} \cdots M_{k}$ and $N \rightarrow_{h} \lambda \vec{x} \cdot x_{j} N_{1} \cdots N_{k}$. Since $\mathrm{P}_{q} s \rightarrow_{\beta} \lambda y . s y \mathrm{~F}^{\sim q_{\mathrm{K}}}$ we have

$$
\begin{aligned}
& \Xi_{\iota}\lceil M\rceil\lceil N\rceil s={ }_{\beta} \lambda \vec{x} \cdot\left(\lambda y \cdot s y \mathrm{~F}^{\sim q_{\mathrm{K}}}\right)\left(x_{j}\left(\Upsilon_{1} \vec{x}\right) \cdots\left(\Upsilon_{k} \vec{x}\right)\right)={ }_{\beta} \lambda \vec{x} \cdot s\left(x_{j}\left(\Upsilon_{1} \vec{x}\right) \cdots\left(\Upsilon_{k} \vec{x}\right)\right) \mathrm{F}^{\sim q_{\mathrm{K}}} \\
& \Xi_{\iota}\lceil N\rceil\lceil M\rceil s={ }_{\beta} \lambda \vec{x} \cdot\left(\lambda y \cdot s y \mathrm{~F}^{\sim q_{\mathrm{K}}}\right)\left(x_{j}\left(\Upsilon_{1}^{\prime} \vec{x}\right) \cdots\left(\Upsilon_{k}^{\prime} \vec{x}\right)\right)={ }_{\beta} \lambda \vec{x} \cdot s\left(x_{j}\left(\Upsilon_{1}^{\prime} \vec{x}\right) \cdots\left(\Upsilon_{k}^{\prime} \vec{x}\right)\right) \mathrm{F}^{\sim q_{\mathrm{K}}}
\end{aligned}
$$

where, for all $i \leq k$, we have $\Upsilon_{i}=\Xi_{\iota}\left\lceil\lambda \vec{x} \cdot M_{i}\right\rceil\left\lceil\lambda \vec{x} \cdot N_{i}\right\rceil s$ and $\Upsilon_{i}^{\prime}=\Xi_{\iota}\left\lceil\lambda \vec{x} \cdot N_{i}\right\rceil\left\lceil\lambda \vec{x} \cdot M_{i}\right\rceil s$. We conclude since, by coinductive hypothesis, we have $\mathrm{BT}\left(\Upsilon_{i} \vec{x}\right)=\mathrm{BT}\left(\Upsilon_{i}^{\prime} \vec{x}\right)$ for all $i \leq k$.

Another property that we expect is that whenever $M \leq^{\eta} N$ the $\lambda$-term $\Xi_{\iota}\lceil M\rceil\lceil N\rceil\langle\langle\eta\rangle\rangle$ computes the Böhm tree of $N$.

- Lemma 37. For all $M, N \in \Lambda^{o}$, if $M \leq{ }^{\eta} N$ then $\mathcal{B} \vdash \Xi_{\iota}\lceil M\rceil\lceil N\rceil\langle\langle\eta\rangle\rangle=N$.

Proof. By coinduction on their Böhm trees. If $M, N$ are unsolvable then so is $\Xi_{\iota}\lceil M\rceil\lceil N\rceil$. Otherwise $M \leq \eta N$ implies $M \rightarrow_{h} \lambda \vec{x} \cdot x_{j} M_{1} \cdots M_{k}, N \rightarrow_{h} \lambda \vec{x} z_{1} \ldots z_{m} . x_{j} N_{1} \cdots N_{k} Q_{1} \cdots Q_{m}$ where each $z_{\ell} \notin \operatorname{fv}\left(\operatorname{BT}\left(x_{j} \vec{M} \vec{N}\right)\right), \lambda z_{\ell} \cdot Q_{\ell} \in \mathcal{I}^{\eta}$ and $M_{i} \leq^{\eta} N_{i}$. In particular $M \leq_{h} N$ holds, so the first condition of Figure 4 applies.

From $\lambda z_{\ell} \cdot Q_{\ell} \in \mathcal{I}^{\eta}$ it follows that $\lambda y \vec{z} \cdot y \vec{Q} \in \mathcal{I}^{\eta}$, therefore $\iota\left(\# \mathrm{nf}_{\beta}(\lambda y \vec{z} \cdot y \vec{Q})\right)=q$ for some index $q$. Setting $\Upsilon_{i}=\Xi_{\iota}\lceil\lambda \vec{x} . M\rceil\lceil\lambda \vec{x} . N\rceil\langle\langle\eta\rangle\rangle$, easy calculations give:

$$
\begin{aligned}
\Xi_{\iota}\lceil M\rceil\lceil N\rceil\langle\langle\eta\rangle\rangle & ={ }_{\beta} \lambda \vec{x} \cdot \mathrm{P}_{q}\langle\langle\eta\rangle\rangle\left(x_{j}\left(\Upsilon_{1} \vec{x}\right) \cdots\left(\Upsilon_{k} \vec{x}\right)\right) \\
& ={ }_{\beta} \lambda \vec{x} \cdot(\lambda y \vec{z} \cdot y \vec{Q})\left(x_{j}\left(\Upsilon_{1} \vec{x}\right) \cdots\left(\Upsilon_{k} \vec{x}\right)\right)={ }_{\beta} \lambda \vec{x} \vec{z} \cdot x_{j}\left(\Upsilon_{1} \vec{x}\right) \cdots\left(\Upsilon_{k} \vec{x}\right) Q_{1} \cdots Q_{m}
\end{aligned}
$$

We conclude as, by coinductive hypothesis, we have $\mathrm{BT}\left(\Upsilon_{i}\right)=\mathrm{BT}\left(\lambda \vec{x} . N_{i}\right)$ for all $i \leq k$.
Under the assumption $M \leq{ }^{\eta} N$ we can also use $\Xi_{\iota}$ to retrieve the Böhm tree of $M$ by applying the stream $\langle\langle I\rangle\rangle$. Since $\iota$ has been defined as depending on the enumeration $\vec{\eta}, \iota(\# Q)$ still provides an index $q$ such that $\mathrm{P}_{q}\langle\langle\eta\rangle\rangle=Q$ but when applied to $\langle\langle\mathrm{I}\rangle\rangle$ it necessarily gives $\mathrm{P}_{q}\langle\langle\eta\rangle\rangle=\mathrm{I}$. This technique is analogous to the one used in Lemma 31.

- Lemma 38. For all $M, N \in \Lambda^{o}$, if $M \leq^{\eta} N$ then $\mathcal{B} \vdash \Xi_{\iota}\lceil M\rceil\lceil N\rceil\langle\langle\mathrm{I}\rangle\rangle=M$.

Proof. We proceed by coinduction on their Böhm trees. If $M, N$ are both unsolvable, then also $\Xi_{\iota}\lceil M\rceil\lceil N\rceil$ must be. Otherwise $M \leq^{\eta} N$ implies $M \rightarrow_{h} \lambda \vec{x} \cdot x_{j} M_{1} \cdots M_{k}$ and $N \rightarrow{ }_{h} \lambda \vec{x} z_{1} \ldots z_{m} \cdot x_{j} N_{1} \cdots N_{k} Q_{1} \cdots Q_{m}$ where each $z_{\ell} \notin \operatorname{fv}\left(\operatorname{BT}\left(x_{j} \vec{M} \vec{N}\right)\right), \lambda z_{\ell} \cdot Q_{\ell} \in \mathcal{I}^{\eta}$ and $M_{i} \leq^{\eta} N_{i}$. In particular $M \leq_{h} N$ holds, so the first condition of Figure 4 applies.

From $\lambda z_{\ell} \cdot Q_{\ell} \in \mathcal{I}^{\eta}$ it follows that $\lambda y \vec{z} \cdot y \vec{Q} \in \mathcal{I}^{\eta}$, therefore $\iota\left(\#_{\operatorname{nf}_{\beta}}(\lambda y \vec{z} \cdot y \vec{Q})\right)=q$ for some index $q$. Setting $\left.\Upsilon_{i}=\Xi_{\iota}\lceil\lambda \vec{x} . M\rceil\lceil\lambda \vec{x} . N\rceil\langle\overline{\mathrm{I}}\rangle\right\rangle$, easy calculations give:

$$
\begin{aligned}
\Xi_{\iota}\lceil M\rceil\lceil N\rceil\langle\langle\mathrm{I}\rangle\rangle & ={ }_{\beta} \lambda \vec{x} \cdot \mathrm{P}_{q}\langle\langle\mathrm{I}\rangle\rangle\left(x_{j}\left(\Upsilon_{1} \vec{x}\right) \cdots\left(\Upsilon_{k} \vec{x}\right)\right) \\
& ={ }_{\beta} \lambda \vec{x} \cdot \mathrm{I}\left(x_{j}\left(\Upsilon_{1} \vec{x}\right) \cdots\left(\Upsilon_{k} \vec{x}\right)\right)={ }_{\beta} \lambda \vec{x} \cdot x_{j}\left(\Upsilon_{1} \vec{x}\right) \cdots\left(\Upsilon_{k} \vec{x}\right)
\end{aligned}
$$

We conclude since, by coinductive hypothesis, we have $\mathrm{BT}\left(\Upsilon_{i}\right)=\mathrm{BT}\left(\lambda \vec{x} \cdot M_{i}\right)$ for all $i \leq k$.

## $6 \mathcal{B} \omega=\mathcal{H}^{+}$and Sallé's Conjecture is False

This section is devoted to prove that $\mathcal{B} \omega=\mathcal{H}^{+}$holds (Theorem 43). As mentioned earlier, the first step is to show that the term $\Xi_{\iota}$ defined in the previous section, when applied to $\mathcal{H}^{+}$-equivalent terms, actually computes their $\eta$-supremum.

- Proposition 39. For all $M, N \in \Lambda^{o}, \mathcal{H}^{+} \vdash M=N$ iff $M \leq{ }^{\eta} \Xi_{\iota}\lceil M\rceil\lceil N\rceil\langle\langle\eta\rangle\rangle \geq{ }^{\eta} N$.

Proof. $(\Leftarrow)$ It follows directly from Theorem 17.
$(\Rightarrow)$ By Theorem 17, we known that there exists a Böhm-like tree $T \in \mathbb{B} \mathbb{T}$ such that $\mathrm{BT}(M) \leq^{\eta} T \geq^{\eta} \mathrm{BT}(N)$. As usual, we proceed by coinduction on the Böhm(-like) trees.

If $M$ or $N$ is unsolvable then $\mathrm{BT}(M)=\mathrm{BT}(N)=T=\perp$.
Otherwise, from $\mathrm{BT}(M) \leq^{\eta} T \geq^{\eta} \mathrm{BT}(N)$ we have, say:

$$
\begin{gathered}
M \rightarrow_{h} \lambda \vec{x} \cdot x_{j} M_{1} \cdots M_{k}, \quad N \rightarrow_{h} \lambda \vec{x} z_{1} \ldots z_{m} \cdot x_{j} N_{1} \cdots N_{k} Q_{1} \cdots Q_{m}, \\
T=\lambda \vec{x} z_{1} \cdots z_{m} \ldots z_{m^{\prime}} \cdot x_{j} T_{1} \cdots T_{k} Q_{1}^{\prime} \cdots Q_{m}^{\prime} \cdots Q_{m^{\prime}}^{\prime},
\end{gathered}
$$

such that $z_{1}, \ldots, z_{m^{\prime}} \notin \operatorname{fv}\left(\operatorname{BT}\left(x_{j} M_{1} \cdots M_{k}\right) T_{1} \cdots T_{k}\right), z_{m+1}, \ldots, z_{m^{\prime}} \notin \mathrm{fv}\left(\mathrm{BT}\left(x_{j} N_{1} \cdots N_{k}\right)\right)$, $\mathrm{BT}\left(M_{i}\right) \leq^{\eta} T_{i}$ and $\mathrm{BT}\left(N_{i}\right) \leq^{\eta} T_{i}$ for all $i \leq k, Q_{\ell} \leq^{\eta} Q_{\ell}^{\prime}$ for all $\ell \leq m$, and $\lambda z_{\ell^{\prime}} \cdot Q_{\ell^{\prime}}^{\prime} \in \mathcal{I}^{\eta}$ for all $\ell^{\prime}>m$. By Lemma $12, Q_{\ell}^{\prime} \rightarrow_{\beta \eta} z_{\ell}$ so $Q_{\ell} \leq^{\eta} Q_{\ell}^{\prime}$ entails $\lambda z_{\ell} \cdot Q_{\ell} \in \mathcal{I}^{\eta}$, hence $M \leq_{h} N$. Setting $q=\iota\left(\#\left(\operatorname{nf}\left(\lambda x z_{1} \ldots z_{m} . x Q_{1} \cdots Q_{m}\right)\right)\right)$ and $\Upsilon_{i}=\Xi_{\iota}\lceil\lambda \vec{x} . M\rceil\lceil\lambda \vec{x} . N\rceil\langle\langle\eta\rangle\rangle$, we obtain:

$$
\begin{aligned}
& \Xi_{\iota}\lceil M\rceil\lceil N\rceil\langle\langle\eta\rangle\rangle={ }_{\beta} \lambda \vec{x} \cdot P_{q}\langle\langle\eta\rangle\rangle\left(x_{j}\left(\Upsilon_{1} \vec{x}\right) \cdots\left(\Upsilon_{k} \vec{x}\right)\right) \\
& ={ }_{\beta} \lambda \vec{x} \cdot\left(\lambda x \vec{z} \cdot x Q_{1} \cdots Q_{m}\right)\left(x_{j}\left(\Upsilon_{1} \vec{x}\right) \cdots\left(\Upsilon_{k} \vec{x}\right)\right)={ }_{\beta} \lambda \vec{x} \vec{z} \cdot x_{j}\left(\Upsilon_{1} \vec{x}\right) \cdots\left(\Upsilon_{k} \vec{x}\right) Q_{1} \cdots Q_{m} .
\end{aligned}
$$

This case follows from the coinductive hypotheses since, for all $i \leq k, \lambda \vec{x} . M_{i} \leq^{\eta} \Upsilon_{i} \geq^{\eta} \lambda \vec{x} . N_{i}$. The symmetric case $N<_{h} M$ is treated analogously, using Lemma 36 .

The second step towards the proof of Theorem 43 is to show that the streams $\langle\langle\mathrm{I}\rangle\rangle$ and $\langle\langle\eta\rangle\rangle$ are equated in $\mathcal{B} \omega$. To prove such a result, we are going to use the auxiliary streams:

- $\langle\langle\mathrm{I}\rangle\rangle^{\Omega} y x=\left[y x, y \Omega x, y \Omega^{\sim 2} x, y \Omega^{\sim 3} x, \ldots\right]$,
- $\langle\langle\eta\rangle\rangle^{\Omega} y x=\left[y\left(\eta_{0} x\right), y \Omega\left(\eta_{1} x\right), y \Omega^{\sim 2}\left(\eta_{2} x\right), y \Omega^{\sim 3}\left(\eta_{3} x\right), \ldots\right]$,
which are equal in $\mathcal{B} \omega$, for the same reason the $\lambda$-terms $P, Q$ of Figure 1 are.
- Lemma 40. $\mathcal{B} \omega \vdash\langle\langle\mathrm{I}\rangle\rangle^{\Omega}=\langle\langle\eta\rangle\rangle^{\Omega}$.

Proof. Let $M \in \Lambda^{o}$, by Lemma 4 there exists $k \in \mathbb{N}$ such that $M \Omega^{\sim k}=_{\mathcal{B}} \Omega$. So we have:

$$
\begin{aligned}
\langle\langle\mathrm{I}\rangle\rangle^{\Omega} M & =\mathcal{B} & \lambda x \cdot\left[M x, M \Omega x, \ldots, M \Omega^{\sim k-1} x, \Omega, \ldots\right] \\
& =\mathcal{B} & \lambda x \cdot\left[M(\mathrm{I} x), M \Omega(\mathrm{I} x), \ldots, M \Omega^{\sim k-1}(\mathrm{I} x), \Omega, \ldots\right] \\
& ={ }_{\beta \eta} & \lambda x \cdot\left[M\left(\eta_{0} x\right), M \Omega\left(\eta_{1} x\right), \ldots, M \Omega^{\sim k-1}\left(\eta_{k-1} x\right), \Omega, \ldots\right]=\mathcal{B}\langle\langle\eta\rangle\rangle^{\Omega} M,
\end{aligned}
$$

where the third equality follows from $\mathrm{I}={ }_{\beta \eta} \eta_{i}$ for all $i \in \mathbb{N}$. Since $M$ is an arbitrary closed $\lambda$-term, we can apply the $\omega$-rule and conclude $\left.\langle\langle\mathrm{I}\rangle\rangle^{\Omega}={ }_{\mathcal{B}} \omega\langle\eta \eta\rangle\right\rangle^{\Omega}$.

As the variable $y$ occurs in head-position in the terms of the streams $\langle\langle\eta\rangle\rangle^{\Omega} y x$ (resp. $\langle\langle\mathrm{I}\rangle\rangle^{\Omega} y x$ ), we can substitute for it a suitably modified projection that erases the $\Omega$ 's and returns the $n$-th occurrence of $x$ in $\langle\langle\mathrm{I}\rangle\rangle^{\Omega}$ (resp. $\eta_{n}(x)$ in $\langle\langle\eta\rangle\rangle^{\Omega}$ ).

- Lemma 41. There is a closed $\lambda$-term Eq such that $\mathrm{Eq}_{\mathrm{c}}^{n} \boldsymbol{}\langle\langle\mathrm{I}\rangle\rangle^{\Omega}=\mathcal{B} \mathrm{I}$ and $\mathrm{Eq}_{n}\langle\langle\eta\rangle\rangle^{\Omega}=\mathcal{B} \eta_{n}$.

Proof. Let Eq be a $\lambda$-term satisfying the recursive equation

$$
\mathrm{Eq} n s=\operatorname{ifz}(n, \lambda z . s \mathrm{I} z \mathrm{~K}, \mathrm{Eq}(\operatorname{pred} n)(\lambda z w . s(\mathrm{~K} z) w \mathrm{~F})) .
$$

By induction on $n$, we show $\operatorname{Eqc}_{n}\left(\lambda y x \cdot\left[y \Omega^{\sim i}\left(\eta_{i+k} x\right)\right]_{i \in \mathbb{N}}\right)=\mathcal{B}_{\mathcal{B}} \eta_{n+k}$ for all $n, k \in \mathbb{N}$. Note that $\eta_{i} \in \mathcal{I}^{\eta}$ entails $\lambda z . \eta_{i} z={ }_{\beta} \eta_{i}$. If $n=0$ then $\operatorname{Eqc}_{0}\left(\lambda y x .\left[y \Omega^{\sim i}\left(\eta_{i+k} x\right)\right]_{i \in \mathbb{N}}\right) \beta$-reduces to

$$
\begin{array}{lllll} 
& \lambda z \cdot\left(\lambda y x \cdot\left[y \Omega^{\sim i}\left(\eta_{i+k} x\right)\right]_{i \in \mathbb{N}}\right) \mathrm{I} z \mathrm{~K} & =_{\beta} & \lambda z \cdot\left[\Omega^{\sim i}\left(\eta_{i+k} z\right)\right]_{i \in \mathbb{N} \mathrm{~K}} & \\
={ }_{\beta} & \lambda z \cdot \mathrm{~K}\left(\eta_{k} z\right)\left[\Omega^{\sim i+1}\left(\eta_{i+k+1} z\right)\right]_{i \in \mathbb{N}} & =_{\beta} & \lambda z \cdot \eta_{k} z &
\end{array}
$$

If $n>0$ then we have $\operatorname{Eqc}_{n}\left(\lambda y x \cdot\left[y \Omega^{\sim i}\left(\eta_{i+k} x\right)\right]_{i \in \mathbb{N}}\right)={ }_{\beta} \operatorname{Eqc}_{n-1}\left(\lambda y x \cdot\left[y \Omega^{\sim i}\left(\eta_{i+k+1} x\right)\right]_{i \in \mathbb{N}}\right)$
$={ }_{\text {(by Ind. Hyp.) }} \eta_{n-1+k+1}=\eta_{n+k}$. Indeed, easy calculations give:

$$
\begin{array}{llll} 
& \lambda z w \cdot\left(\lambda y x \cdot\left[y \Omega^{\sim i}\left(\eta_{i+k} x\right)\right]_{i \in \mathbb{N}}\right)(\mathrm{K} z) w \mathrm{~F} & =_{\beta} & \lambda z w \cdot\left[\mathrm{~K} z\left(\eta_{k} w\right),\left[\mathrm{K} z \Omega^{\sim i+1}\left(\eta_{i+k+1} w\right)\right]_{i \in \mathbb{N}}\right] \mathrm{F} \\
={ }_{\mathcal{B}} & \lambda z w \cdot\left[z,\left[z \Omega^{\sim i}\left(\eta_{i+k+1} w\right)\right]_{i \in \mathbb{N}}\right] \mathrm{F} & =_{\beta} & \lambda z w \cdot \mathrm{~F} z\left[z \Omega^{\sim i}\left(\eta_{i+k+1} w\right)\right]_{i \in \mathbb{N}} \\
={ }_{\beta} & \lambda z w \cdot\left[z \Omega^{\sim i}\left(\eta_{i+k+1} w\right)\right]_{i \in \mathbb{N}} & =_{\alpha} & \lambda y x \cdot\left[y \Omega^{\sim i}\left(\eta_{i+k+1} x\right)\right]_{i \in \mathbb{N}} .
\end{array}
$$

Analogous calculations show Eq $\mathrm{c}_{n}\langle\langle\mathrm{I}\rangle\rangle^{\Omega}=\mathcal{B} \mathrm{I}$.
Corollary 42. $\mathcal{B} \omega \vdash\langle\langle\mathrm{I}\rangle\rangle=\langle\langle\eta\rangle\rangle$.
Proof. By Lemmas 41, 7 and 40: $\langle\langle\mathrm{I}\rangle\rangle=\mathcal{B}\left[\operatorname{Eq~c}_{n}\langle\langle\mathrm{I}\rangle\rangle^{\Omega}\right]_{n \in \mathbb{N}}=\mathcal{B}_{\mathcal{B}}\left[\mathrm{Eq} \mathrm{c}_{n}\langle\langle\eta\rangle\rangle^{\Omega}\right]_{n \in \mathbb{N}}=\mathcal{B}\langle\langle\eta\rangle\rangle$.

In Section 5.2 we have seen that, when $M \leq{ }^{\eta} N$ holds, the $\lambda$-term $\Xi_{\iota}\lceil M\rceil\lceil N\rceil$ computes the Böhm tree of $N$ from $\langle\langle\eta\rangle\rangle($ Lemma 37) and the Böhm tree of $M$ from $\langle\langle\mathrm{I}\rangle\rangle$ (Lemma 38), but now we have proved that $\langle\langle\eta\rangle\rangle=\mathcal{B}_{\mathcal{B}} \omega\langle\langle I\rangle\rangle$. As a consequence, $M$ and $N$ are equal in $\mathcal{B} \omega$.

- Theorem 43. $\mathcal{B} \omega=\mathcal{H}^{+}$.

Proof. ( $\subseteq$ ) By Lemma $22(i i), \mathcal{B} \subseteq \mathcal{H}^{+}$entails $\mathcal{B} \omega \subseteq \mathcal{H}^{+} \omega$. By Theorem 24 we have $\mathcal{H}^{+} \omega=\mathcal{H}^{+}$, so $\mathcal{B} \omega \subseteq \mathcal{H}^{+}$.
( $\supseteq) ~ B y ~ R e m a r k ~ 10, ~ i t ~ i s ~ e n o u g h ~ t o ~ c o n s i d e r ~ M, N \in \Lambda^{o}$. If $\mathcal{H}^{+} \vdash M=N$, then by Proposition 39 we have $M \leq^{\eta} P \geq^{\eta} N$ for $P=\Xi_{\iota}\lceil M\rceil\lceil N\rceil\langle\eta \eta\rangle$. Then we have:

$$
\begin{array}{rll}
M=\mathcal{B} & \Xi_{\iota}\lceil M\rceil\lceil P\rceil\langle\langle\mathrm{I}\rangle\rangle & \text { by Lemma } 38 \\
=\mathcal{B}_{\omega} & \Xi_{\iota}\lceil M\rceil\lceil P\rceil\langle\langle\eta\rangle\rangle & \text { by Corollary } 42 \\
=_{\mathcal{B}} & P & \text { by Lemma } 37 \\
=_{\mathcal{B}} & \Xi_{\iota}\lceil N\rceil\lceil P\rceil\langle\eta \eta\rangle & \text { by Lemma } 37 \\
=\mathcal{B}_{\omega} & \Xi_{\iota}\lceil N\rceil\lceil P\rceil\langle\langle\mathrm{I}\rangle\rangle & \text { by Corollary } 42 \\
=_{\mathcal{B}} & N &
\end{array}
$$

We conclude that $\mathcal{B} \omega \vdash M=N$.

This theorem disproves Sallé's conjecture (page 10) and settles one of the few open problems left in Barendregt's book. The next theorem should substitute Theorem 17.4.16 in [2].

- Theorem 44. The following diagram indicates all inclusion relations of the $\lambda$-theories involved (if $\mathcal{T}_{1}$ is above $\mathcal{T}_{2}$, then $\mathcal{T}_{1} \subsetneq \mathcal{T}_{2}$ ):
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