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——— Abstract

Natural transformations are ubiquitous in mathematics, logic and computer science. For op-
erations of mixed variance, such as currying and evaluation in the lambda-calculus, Eilenberg
and Kelly’s notion of extranatural transformation, and often the even more general dinatural
transformation, is required. Unfortunately dinaturals are not closed under composition except
in special circumstances. This paper presents a new sufficient condition for composability.

We propose a generalised notion of dinatural transformation in many variables, and extend
the Eilenberg-Kelly account of composition for extranaturals to these transformations. Our main
result is that a composition of dinatural transformations which creates no cyclic connections
between arguments yields a dinatural transformation.

We also extend the classical notion of horizontal composition to our generalized dinaturals
and demonstrate that it is associative and has identities.
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1 Introduction

Natural transformations are a ubiquitous notion in mathematics, logic and computer science.
They are used to interpret logical rules, program forming operations, adjointness conditions
and free constructions. Naturality is an equational property that expresses the idea that the
transformation operates on structure, independent of the underlying data. Given functors
F,G: C — D, a natural transformation ¢ : F — G comprises a family of morphisms
wa: F(A) - G(A) in D. The naturality condition is specified as a commutative diagram

()

F(A) F(B)
aa) CY% qBy
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which may alternatively be pictured as follows:

In this picture, each box represents an argument of a functor, while the vertical lines instances
of the transformation. With this reading, the diagrammatic equation above is the same as
the standard naturality square. Later we will give a precise meaning to pictures of this kind
and make use of them in our proofs. For now, they will provide useful intuition.

When dealing with logic, type theory and programming languages, often we encounter
transformations between functors of mixed variance, like the evaluation map evg p: Ax (A =
B) — B. Eilenberg and Kelly [5] developed the notion of extranatural transformation to
account for this. The equational property of ev is explained by means of graphs:

fx(id=g)
e n) [(@-[r) ()
id ><(f:”’d)l levA’,B’ o B = B
Ax(A=B)—"22 . p A ; A a

(Grey boxes indicate contravariant arguments of the functors involved.) ev = (eva, p) is said
to be extranatural in A and natural in B. Note that the connections show which arguments
of the functors involved must be set equal in order for an equational property to hold. There
is one connected component in the graph for each such collection of arguments. Eilenberg and
Kelly show that a composite of extranatural transformations is again extranatural, provided
the graph obtained by pasting the graphs together along the common interface is acyclic.

In the graphs of all the transformations we have seen so far, arguments are linked in pairs.
For transformations such as the diagonal 6 = (§4: A — A x A), this is a limitation. Though
its equational properties are adequately described using the naturality of a transformation
from the identity functor idc to the diagonal functor A, this account becomes clumsy if we
attempt to discuss the associativity of the diagonal operation, for example. One would prefer
to picture it as:

Kelly [13] points this out, and suggests that a more general notion of natural transformation,
in which graphs have ramifications, may be available, but does not go on to develop it.

Such ramifications have ramifications. One source of difficulty is that composing these
generalised natural and extranatural transformations quickly leads to dinatural transforma-
tions [4]. For example, working in a cartesian closed category, by composing the diagonal §
and evaluation ev? = (ev: A x (A = B) — B)acc, we can construct morphisms

VB =64 x idaspyida xevs: Ax (A= B) - A x B.

By pasting together the graphs of the transformations d4 X id4—p and id4 X evﬁ we obtain
the following depiction of the appropriate “naturality” in A for this family of morphisms.
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(From now on we drop the name of the functors involved and retain only the boxes and the
lines, an empty box being the same as a box containing an identity.)

Ax (A = B) —XU= (4 = B
id ><(f:>z‘d)l lw’j, =
B .
Ax(A=B) 5 AxB L 4y B

This is not a natural nor an extranatural transformation, but a dinatural transformation.
Dinatural transformations are families of morphisms between functors of the form C°?xC — C
where the dinaturality condition can be drawn as follows:

Dinatural transformations arise often in a computer science context. For instance the
Church numerals n = (na: (A = A) — (A = A)) and the fixed point combinator ¥ =
(Ya: (A = A) — A) are dinatural transformations, with graphs

K-¥

(We note Curry’s prescience in his naming of the Y combinator.) More generally, dinatural
transformations have been proposed as a suitable way to understand parametric polymorph-
ism [1] and as an interpretation of cut-free proofs, or equivalently typed lambda terms [8].
But dinatural transformations suffer from a troublesome shortcoming: they do not compose.

Our pictorial representation makes it clear that there is no reason to expect these to be
closed under composition: starting from the situation as pictured on Figure 1 below, there is
no way to reach a situation where the dinaturality of either transformation may be applied.
Under special circumstances, such as when certain squares of morphisms are pullbacks or
pushouts, the composite may turn out to be dinatural, but not as a direct consequence of
the dinaturality of the two transformations.

In contrast to Eilenberg and Kelly’s treatment of extranatural transformations, the usual
description of dinatural transformations concerns functors of one argument (strictly speaking
two arguments, of different variance, that are required to be equal). A consequence of this is
that any composition of dinaturals appears to have a cyclic dependency among arguments,
as seen in Figure 1.

In this paper we introduce a generalised notion of dinatural transformation. As in [13],
our transformations are equipped with a graph as part of their data whose composition does
not always form a cycle. These transformations enjoy a similar compositionality property to
the extranaturals: as long as no cycles are created, dinaturality is preserved by composition.

33:3
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Figure 1 Cycles and impossibility to apply dinaturality.

Thus, one is freed from the burden of conducting ad hoc verification of dinaturality conditions.
For example, the dinaturality theorems of [8] can readily be proved by drawing the graphs of
the transformations interpreting cut-free proofs and observing that they are acyclic. The
proof of our result is significantly more demanding than Eilenberg and Kelly’s case, because
of the ramifications in the dependency graphs. But to a computer scientist these graphs
have a familiar appearance: they look and behave like Petri nets. Our argument proceeds
by formalising a correspondence between morphisms built from functors and dinatural
transformations and configurations of Petri nets. The desired dinaturality equation reduces
to a question of reachability of one configuration from another, which is readily settled using
the theory of Petri nets. In this way we not only discover a helpful sufficient condition
for composability of dinaturals but also turn an intuitive diagrammatic reasoning method
into a formal tool. Moreover, one can show that ours is also an “essentially necessary”
condition: if the dinaturality of a composite transformation ;1 may be derived using only
the dinaturality of ¢ and ¢, then the composite graph is acyclic (cf. [12, §1.3]). For lack of
space we do not present the proof of this fact here.

The above discussion concerns only the “vertical” composition of transformations. Natural
transformations may also be composed horizontally; this operation is needed when one wishes
to substitute functors for the arguments of other functors, and apply transformations between
them. Kelly already noticed this in his generalisation of Godement calculus for functors
and natural transformations in many variables [13]. To date we are not aware of any
generalisation of this operation to dinatural transformations. Our second contribution is to
develop a notion of horizontal composition for our dinatural transformations that extends
the well known version for natural transformations and establish that it is associative and
has identities. Unfortunately, we seem to have lost one of the fundamental properties
of horizontal composition of natural transformations: compatibility with the vertical one.
Indeed, an analogous version of interchange law for the natural case does not (cannot) hold
with dinatural transformations, even when we restrict ourselves to simple cases. The problem
stems from the “shape”, as it were, of the dinaturality condition, that prevents the vertical
composability of the two horizontal compositions. A different kind of interchange law seems
to be needed, but as yet we have not been able to find one that works, not even for Eilenberg
and Kelly’s transformations with no ramifications. We shall dedicate the near future to
investigate this matter and hopefully we shall solve this rather natural problem.

Related work. Our interest in this topic arose from a desire to understand better the algeb-
raic properties of Guglielmi and Gundersen’s atomic flows [10, 9], which are an abstraction
of information flow in classical logic proofs. The graphical structures we use extend so-called
Kelly-Mac Lane graphs [14] which originated with Eilenberg and Kelly [5] and may be seen
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as string diagrams for closed categories; the wide variety of string diagrams is surveyed in

[19]. They are closely related to proof nets encountered in the proof theory of linear logic [7].

Blute [2] studies dinatural transformations corresponding to proofs of multiplicative linear
logic and establishes a compositionality result for that case. Freyd, Robinson and Rosolini [6]
studied dinaturality in the category of PERs. The close relationship between dinaturality
and fixed point combinators was studied by Mulry [16] and Simpson [20].

» Notation. We denote by I the category with one object and one morphism. Let o €
List{-+, —}, |a] = n. We refer to the i-th element of o as a;. We denote by @ the list
obtained from o« by swapping the signs. Given a category C, if n > 1, then we define
C%:=C% x --. x C*, with Ct = C and C~ = C°P, otherwise C* := . Composition of
morphisms f: A — B and ¢g: B — C will be denoted by go f, gf or also f;g. N is the set of
natural numbers, including 0. Given n € N, we ambiguously denote n for both the number n
and the set {1,...,n}.

2 Dinatural transformations, types and vertical composition

To make precise the graphical ideas introduced above, we employ a notion of type for our
transformations, following Kelly [13]. The type indicates how the various arguments of the
domain and codomain functors are related by naturality conditions.

The category Types. Let Types be the category of cospans [3] of finite sets and functions;
that is, Types has N as its set of objects, and a morphism f: n — m is a cospan f =
(n % k <—m); different cospans counting as the same morphism if they differ only by an
automorphism, that is a permutation, of k. Given n € N, the identity morphism on n is the
cospan of id,. Composition of f and g = (m <, P z t) is the cospan gf = (n — q <)
got by computing the pushout of T against ¢’ as functions:

t
!
m —Z—p (1)
r
Tl 5
Y
n—2k .S > q

Transformations. Throughout this section, we fix a category C.

» Definition 1. Let o, 3 € List{+,—}, T: C* — C, S: C# — C functors. A transformation
©: T — S of type f = (|o| 2> k <~ |B]) (with k positive integer) is a family of morphisms

(‘PAhm,Ak : T (Agl, ceey AU\M) — S (ATl, cen 7AT‘BI))(A1...A;C)E(C’€'

Functions o and 7 tell us which of the |«| arguments of T" and the |8| arguments of S must
be equated, and also which among A,..., Ax to use in each “slot”. Notice that o and 7
need not be surjective, so we can define transformations with “unused variables”.

» Definition 2. Let ¢: T — S of type f be a transformation as in Definition 1, R: C¥ — C
and 9: S — R a transformation of type g = (|[3| L8 D Pl |’y\), so that we have, for all
By,..., By,

1#31,__.73?: S (Bg/l, .. .,Bg/|ﬁ|) — R (BTq, . '7BT'|’Y|) .

33:5
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The vertical composition 1 o ¢ is defined as the transformation of type

o e
gf = la| = g <— |7

where ¢ and £ are given by (1) and (¢ o ‘p)Cl,...,Cq is the composite:

PCerseees Cek

T(Cﬁaly-”ac(ﬂa\) S(C<7'17"'7CCT|IB|>

I
S (Ceor1s- -, Ceorig))

YCgy,Cp

> R(Cerrn, ..., Cerrpy)

(Notice that by definition ¢c, ....c., requires that the i-th variable of T" be the ¢i-th element
of the list (C¢1, ..., Ccx), which is indeed Cip;.)

» Definition 3. Consider 7: C* — C, S: C? — C, ¢: T — S a transformation of type
|a| % k <~ |B] as in Definition 1. For i € {1,...,k}, we say that ¢ is dinatural in A; (or,
more precisely, in its i-th variable) if and only if for all Ay,..., A;_1, Ai11,. .., A objects of
C and for all f: A — B in C the following diagram commutes:

where
f oj =itNaj; =+ idg  Tj=iAB; =+
xTj = ZdB Uj:i/\aj:— Y = f Tj:i/\ﬁj:—
ida,, 0jFi ida,, TjF
ida  oj=iAaj =+ f T]=iAB; =+
=3 f oj=iNa;=— Y, =ida  Ti=1iAB;=—
ida,, 0jFi ida,;, TjF

» Remark. Definition 3 is a generalisation of the well known notion of dinatural transformation,
which we can obtain when o = 8 = [—, 4] and k = 1. Here we are allowing multiple variables
at once and the possibility for 7' and S of having an arbitrary number of copies of C and
C°P in their domain, for each variable i € {1,...,k}.

It is known that dinatural transformations generalise natural and extranatural ones. Here
we make this fact explicit by defining the latter as particular cases of dinatural transformations
where the functors and the type have a special shape: essentially, a dinatural transformation
@: T — Sisnatural in A; if T" and S are both covariant or both contravariant in the variables
involved by A;; ¢ is extranatural in A; if one of the functors 7' and S does not involve the
variable A; while A; appears both covariantly and contravariantly in the other.

» Definition 4. Let ¢: T — S be a transformation as in Definition 1. ¢ = (pa,,...4,) is
said to be natural in A; if and only if

it is dinatural in A;;

Vu € o7 Hi}. Vo € 77 Hi} (i = Bo = +) V (g = By = —).
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@ is called extranatural in A; if and only if
it is dinatural in A;;
(c7Yi} =@ ATj1,jo € T7Hi}. By, # Bj) V (T7Hi} = @ A Fiy,ip € o7 i}y # ay).

Notice that our notion of (extra)natural transformations is more general than the one
given by Eilenberg and Kelly in [5], as we allow the arguments of T' and S to be equated not
just in pairs, but in an arbitrary number, according to ¢ and .

» Example 5. Suppose that C is a cartesian category, with x: C x C — C the product
functor, and consider the diagonal transformation § = (§4: A = A X A)acc: idc — X of
type 1 — 1 <— 2. We have that ¢ is natural in its only variable.

» Example 6. Suppose that C is a cartesian closed category, fix an object R in C, and
consider the functor

C x CoP I C

(AJA)—— (A= R)x A

The evaluation evf® = (evf: T(A,A) — R)acc: T — R is a transformation of type
2 — 1 «<— 0 which is extranatural in its only variable.

We proceed now to study the composability problem for dinatural transformations. Let
p: F1 — Fy and ¢: Fy — F3 be transformations where

F;: C*" — C is a functor for all i € {1,2,3},

o and v have type, respectively,

g1 T1 2|

] —Zs &y < Ja : o).

and 0% =2 ky «<2— |

We shall establish conditions under which 1 o ¢ is dinatural in some of its variables. In order
to do so, we associate to ¥ o ¢ a graph which somehow reflects the signature of ¢ and .

The graph of 1 o ¢p. We assign to ¥ o ¢ a directed bipartite graph I'(y) o ) whose vertices
are given by (distinct) finite sets P and T', while e— —e: T' — P(P) are the input and output
functions for elements in T (that is, there is an arc from p to t if and only if p € *t, and there
is an arc from t to p if and only if p € te), as follows: P = |a!| + |a?| + [a3|, T = ki + ko
and, indicating with ¢;: |@*| — P and p;: k; — T the canonical injections,

«(pi(t) = {u(p) [ 0i(p) = t, oy = +} U {tia(p) | 7i(p) =1, 07! = =}

(pi()e = {u(p) [ oi(p) = t, oy = =} U {tia(p) | 7i(p) =1, 07" = +}

In other words, the inputs of a variable ¢ of transformation ¢ are the covariant arguments of
F1 and the contravariant arguments of F5 which are mapped by o1 and 71, respectively, to t;

similarly for outputs of ¢ (swapping ‘covariant’ and ‘contravariant’) and for variables of .

Graphically, we draw elements of P as white or grey boxes (if corresponding to a covariant
or contravariant argument of an Fj;, respectively), and elements of T" as black squares, as in
the following example.

» Example 7. Suppose that C is cartesian closed, fix an object R in C, consider functors

C x C°P F C C x C x C°P S C c_H, ¢
(A,B) —— A X (B=R) (A,B,C) ——> AxBx(C=R) A+ AXR

33:7
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and transformations ¢ = 0 X id_ymg: F' — G and ¢ = idc xevf': G — H of types,
respectively,

22,27 3 31,29 4

1}—>1§1 and l1—— 1 <«——1.

2+—— 2 2 2 —— 2
\3 3—

Then ) o p has type 2 — 1 «— 1 and its graph is:

QT
[

» Remark. Each connected component of I'(1) o ) corresponds to a variable of 9 o . This
is due to how the pushout of 7 against o5 is computed when we calculate the type of ¥ o :
if p is the result of the pushout, then p is isomorphic, in Set, to the quotient set of 7" modulo
the least equivalence relation ~ such that for all p; () and p2(y), p1(x) ~ p2(y) if and only if
there exists z € |a?| such that 71(2) = z and o3(2) = y; in other words, if they are connected
in T'(¢ o ) (by means of an undirected path).

Since we want to discuss the dinaturality of 1 o ¢ in each of its variables separately, we
start by assuming that v o ¢ is “connected”, that is has type |a!| — 1 < |a3|, and that ¢
and 1 are dinatural in all their variables. The result we want to prove is then the following.

» Theorem 8. Let ¢ and v be transformations which are dinatural in all their variables and
such that 1 o ¢ depends on only one variable. If T'(1 o ) is acyclic, then ¥ o ¢ is a dinatural
transformation.

We shall prove this theorem by interpreting I'(1) o ) as a Petri Net [18], whose set of
places is P and of transitions is T. Places can host tokens, and recall that a marking for
(o) is a function M : P — N, that is, a distribution of tokens. A transition ¢ is enabled in
M if M(p) > 0 for all p € e¢; an enabled transition ¢ can fire, and the firing of ¢ removes one
token from each of its inputs and adds one token to each of its outputs, that is it generates a
new marking M’ defined as follows:

M(p)—1 pest
M'(p)=< M(p)+1 pcte
M (p) otherwise

Graphically, we draw tokens as black dots, see Figure 2.

The reason for which we use Petri Nets to prove Theorem 8 is that the firing of an enabled
transition in T'(¢ o ) corresponds to applying the dinaturality of ¢ or 4 in the corresponding
variable, thus giving rise to an equation of morphisms in C. It follows that a sequence of
firings corresponds to a chain of equations. Since we are interested in proving that two
certain morphisms, corresponding to the two legs of the hexagon that we want to show is
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@ 0L

fires

] ]

Figure 2 The firing of an enabled transition ¢.

commutative (to prove that ¢ o ¢ is dinatural), are equal, we shall individuate two markings
My and My for T'(1) o ¢) that correspond to those morphisms,; and prove that My is reachable
from My, that is that there is a sequence of firings of enabled transitions that transforms
My into My. This reduction to Petri nets not only provides an intuitive reasoning tool that
corresponds directly to the diagrams we have been drawing, but also allows us to make use of
the well-developed theory of Petri nets. Indeed our compositionality result will follow from a
theorem about reachability in acyclic Petri nets.

» Notation. We extend the input and output notation for places too, where

ep={teT|pcts}, pe={teT|pc ot}

» Remark. Since o; and 7; are functions, we have that |ep|, [pe| < 1 and also that |[epUpe| > 1.

With a little abuse of notation then, if ep = {¢} then we shall simply write ep = ¢, and
similarly for pe.

Labelled markings. Not all markings for I'(¢) o ¢) correspond to a morphism in C. In this
section we shall individuate a class of them for which it is possible to define an associated
morphism in C.

» Definition 9. Consider f: A — B a morphism in C. A labelled marking is a triple (M, L, f)
where functions M: P — {0,1} and L: T — {A, B} are such that for all p € P

M(p) =1 = L(*p) = A, L(p*) = B

pe =9 —> L(ep) =B

p# D F#pe = L(ep) = L(p*)
For each labelled marking (M, L, f) we define a morphism in C obtained by composing the
functors F; with appropriate components of ¢ and 1. Each argument of F; corresponds to a
place in the graph. For each marked place the corresponding F;’s argument will be f; for

unmarked places it will be id. The definition of labelled marking puts constraints on the
marking itself, ensuring that the result of this operation is a well-formed morphism in C.

» Definition 10. Let f: A — B in C, (M, L, f) a labelled marking. We define a morphism
w(M, L, f) in C as follows:

p(M, L, f) = Fi(z, .. -ax|1a1\)§$0xll...x,§l5F2(x%, = 'ax|2a2|);¢X12..,X}§2;F3(x?’ e 7x?a3|)

where

; {f M(1(j)) =

idpy M(1:(j)) =0AL € epUpe i =L(pi(4))

33:9
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We proceed now to show that the firing of an enabled, B-labelled transition in a labelled
marking yields an equation between the associated morphisms. Consider then (M, L, f)
a labelled marking, ¢ in T such that L(¢t) = B and M (p) = 1 for all p € et. Notice that

necessarily M(p) = 0 for all p € te (otherwise we would have L(t) = A by definition of
labelled marking). Define functions M’: P — {0,1} and L': T'— {4, B} as follows, for all
pePandseT:

A s=t

0 pE ot
Mp)=<1 C te L'(s) =
®) P (=) L(s) otherwise

M(p) otherwise

(M’ is the marking obtained from M by firing ¢.) It is an immediate consequence of the
definition that (M’ L', f) is still a labelled marking.

» Proposition 11. In the notations above, u(M, L, f) = u(M', L', f).

Proof. Since t € T, we have t = p, (i) for some u € {1,2} and i € {1,...,k,}. The fact that
t is enabled ensures that, in the notations of Definition 10,

Uu(j):z/\a?:—&— = i =f
ou(j) =iNaj =— = zj =idp
ru(j) =inaitt =+ = 2t = idg
() =inait =— = 2t = f

hence we can apply the dinaturality of ¢ or ¥ (if, respectively, u = 1 or u = 2) in its i-th
variable and obtain therefore a new morphism, which a simple check can show is equal to
p(M', L', f). <

It immediately follows that a sequence of firings of B-labelled transitions gives rise to a
labelled marking whose associated morphism is still equal to the original one, as the following
Proposition states.

» Proposition 12. Let (M, L, f) be a labelled marking, My a marking reachable from M by
firing only B-labelled transitions t1,...,tym, Lqa: T — {A, B} defined as:

A s =t; for somei € {l,...,m
Ld(s):{ f { }

L(s) otherwise

Then (Mg, La, f) is a labelled marking and u(M, L, f) = u(Ma, La, f).

We have now to individuate the two markings M, and M, which correspond to the two
morphisms we want to prove to be equal to show that ¢ o ¢ is dinatural, when I'(¢) o ) is
acyclic. Since we are assuming that ¥ o ¢: F; — F3 depends on only one variable, those
morphisms are:

0 = Fl(xlv“'vxmll); [$O@]B;F3(y17"'ay\a3|)

b2 = FL(h, s 201)); [V 0 0] a; F3(Y1s -5 Ylas))
where

f al =+ idp af =+
:L'Z‘: P =
idg af =— Y f !

ENERN Y
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, idg o} =+ , f ald =+

€Ty = 1 Yi = . 3

1 K3
Now, f appears in all the covariant arguments of F; and the contravariant ones of Fj3, in 1,
which correspond in I'(¢) o @) to those places which have no inputs (in Petri nets terminology,
sources), whereas f appears, in 0o, in those arguments corresponding to places with no

outputs (sinks). The two markings we are interested into are, therefore,

1 ep=go 1 pe=g
Mo(p) = , Ma(p) = , (2)
0 otherwise 0 otherwise

What about the labelling? We have that [¢) o ¢]p = ¢p. B;¥5... B, hence we shall consider
L: T — {A, B} constantly equal to B: it is easy to see that (My, L, f) is a labelled marking.
Now all we have to show is that M, is reachable from M by only firing B-labelled transitions:
it is enough to make sure that each transition is fired at most once to satisfy this condition.
(Notice that since I'(p) is acyclic, if a transition fires once than it will remain disabled for
ever, hence no transition can fire more than once anyway.) In order to do that, we recall
some general properties of Petri nets, see [17].

Every Petri Net N with n transitions and m places defines a m x n matrix of integers
A = [ap], called incidence matriz of N. In the case of a net with at most one arc between
any two vertices (like I'(3) o ¢)), we have

1 pEte
apt = —1 peE et

0 otherwise

It is not difficult to see that a,; represents the number of tokens changed in place p when
transition ¢ fires once. If we represent an arbitrary marking M as a m x 1 vector, we can state
the following theorem [11], which gives a necessary and sufficient condition for reachability
of a marking My from another marking M in case N is acyclic.

» Theorem 13. Let N be an acyclic Petri Net with m places and n transitions, A its
incidence matriz, My, My two markings for N. Then My is reachable from My if and only
if there is a n X 1 vector x of non-negative integers such that

M, = My + Az. (3)

The “only if” part is easy to show, as « can be the vector which tells how many times each
transition fires to transform My into My. The interesting part is the vice versa: if we can
find a vector of non-negative integers z that solves equation (3), then the proof of Theorem
13 ensures the existence of a firing sequence that transforms Mj, into My by firing each
transition ¢ exactly z; times. (A constructive proof for Theorem 13 can be found in [21].)

We use these considerations to prove that ¢ o ¢ is a dinatural transformation by finding
a vector x that solves equation (3) for N = I'(¢) o ¢) and My and My as in (2). Since we
want to move the tokens from the sources to the sinks and I'(¢) o @) is connected (Remark
2), we ought to fire each transition at least once; on the other hand, as already observed,
the acyclicity of I'(¢) o ) ensures that any transition cannot fire more than once. Hence
x =11,...,1] is the solution we are seeking.

Proof of Theorem 8. Consider « = [1,...,1] of length |T|. A simple computation shows
that, if A is the incidence matrix of I'(¢) o ) and My and My are as in (2), My = My + Ax:
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it is enough to notice that A’s row corresponding to place p is made of all 0’s except for
exactly one 1 if p is a sink, exactly one —1 if p is a source, and exactly one 1 and one
—1 if p is neither of them. Hence, by Theorem 13, M, is reachable from M,, and by
Proposition 12 with M = My and L: T — {A, B} constantly equal to B, we obtain that
w(Mo, L, f) = (Mo, Lq, f). By the arbitrariness of the morphism f: A — B we have chosen,
we get the dinaturality of ¥ o ¢. <

It is not difficult to generalise Theorem 8 to the case in which ¥ o ¢ depends on more
than one variable: it is enough to apply the same argument to one connected component of
(1 o o) at a time.

» Theorem 14. Let ¢o: T — S and v: S — R as in Definition 2, i € {1,...,q}. If ¢ and ¥
are dinatural in all their variables in, respectively, (~1{i} and £E~*{i} (with ¢ and & given by
the pushout (1)), and if the i-th connected component of T'(¢) o @) is acyclic, then 1 o ¢ is
dinatural in its 1-th variable.

We conclude this section with a straightforward corollary:

» Corollary 15. Let ¢: T — S and ¥: S — R be transformations which are dinatural in all
their variables. If T'(1 o ) is acyclic, then ¢ o ¢ is dinatural in all its variables.

3 Horizontal composition

Horizontal composition of natural transformations [15] is a well known operation which is rich
in interesting properties: it is associative, unitary, compatible with vertical composition. Also,
it plays a crucial role in the calculus of substitution of functors and natural transformations
developed by Kelly in [13]. An appropriate generalisation of this notion for dinatural
transformations seems to be absent in the literature; here we propose a possible definition
and prove some of its properties. First, we briefly recall the definition for the natural case.

» Definition 16. Consider (classical) natural transformations

LA,
A leB v
Rl

The horizontal composition ¥ x ¢: HF — KG is the natural transformation whose A-th
component, for A € A, is either leg of the following commutative square:

HF(A) 254 KF(A)
H(%A)l lK(tpA) (4)
HG(A) 2 ka(a)

Now, the commutativity of (4) is due to the naturality of ¢; the fact that ¢ * ¢ is in turn a
natural transformation is due to the naturality of both ¢ and . However, in order to define
the family of morphisms ¥ * ¢, all we have to do is to apply the naturality condition of ¥ to
the components of ¢, one by one. We apply the very same idea to dinatural transformations,
leading to the following preliminary definition for classical dinatural transformations.
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» Definition 17. Let ¢: F — G and ¢: H — K dinatural transformations of type
2—>1<«—2, where F;G: A°® x A — B and H,K: B°® x B — C. The horizontal com-
position 1 * @ is the family of morphisms

(W * L)0]141: H(G(A7 A), F(A7 A)) = K(F<Aa A)’ G(4, A)))AGA

where the general component [i) % ] is given, for any object A € A, by either leg of the
following commutative hexagon:

V(A A)

H(W WLPA)
H(WXA boan %;,1)

» Remark. If functors F', G, H and K all factor through the projection A°? x A — A or
B°P x B — B, then ¢ and v are natural transformations and 1 * ¢ coincides with the classical
definition of horizontal composition of natural transformations.

It turns out that, as happens with classical natural transformations, the dinaturality of ¢
and ¢ implies the dinaturality of their horizontal composition.

» Theorem 18. Let ¢ and ¢ be dinatural transformations as in Definition 17. Then i x ¢
s a dinatural transformation

Yxo: HG? F) — K(F,G)
of type 4 — 1 <— 4, where H(GP, F), K(F°?,G): A==+ — C are defined on objects as

H(G",F)(A, B,C, D) = H(G(A, B), F(C, D))
K(F°,G)(A, B,C,D) = K(F°(A, B),G(C, D))

and similarly on morphisms.

Proof. The proof consists in showing that the diagram that asserts the dinaturality of ¢ * ¢
commutes: this is done in Figure 3, in the Appendix. |

We can now proceed with the general definition, which involves transformations of
arbitrary type. As the idea behind Definition 17 is to apply the dinaturality of 1) on the
general component of ¢ in order to define ¥ * p, if 9 is a transformation with many variables,
then we have many dinaturality conditions we can apply to ¢, namely one for each variable
of ¥ in which % is dinatural. Hence, the general definition will depend on the variable of
1) we want to use. For the sake of simplicity, we shall consider only the one-category case,
that is when all functors in the definition involve one category C, in line with our approach
in Section 2; the general case follows with no substantial complications except for a much
heavier notation. Indeed, when A =B = C, Definition 17 is a special case of the following.

» Definition 19. Let F: C* - C, G: C? - C, H: C" —» C, K: C° — C be functors, ¢ =
(pa,....A,): F — G be a transformation of type |a| > n <— 3| and ¢ = (¢,.....B,,): H —
K of type |v| => m <~ || a transformation which is dinatural in its i-th variable. Denoting

with ++ the concatenation of a family of lists, let

[v] 18]
u v

++ ++p
H(Xl...X|,Y|):C“:1 — C, K(H...YL;D:CUZ] —C
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be functors, defined similarly to H(G°P, F) and K(F°P,G) in Theorem 18, where for all

we{l,.... v}

F nu=1Ay, =+ o nNU=1Av, =+
Xu=XGP nu=iAy=— N=LB> nu=iAvy,=—
ideve nu A i [yu] i

lno nu=1Nv, =+
Ay = § UnT nu=1tAv, =—

LmMi{uy MU F 0

with tp,:n— (i—1)+n+ (m—1) and ¢y, m — (i — 1) + 7+ (m — 4) fixed injections, and
for all v € {1,...,|d]}:

G Ov=1iNb, =+ I} Ov=1iNb, =+
Yo =(FP v=iAf,=— p'=1a Ov=iAd,=—
idps, Ov #1 [0,] Ov#£i
lnT Ov=1iAN6, =+
by = < 10 Ov=1iNAd, =—

tmBifvy OV #i
The i-th horizontal composition X p is a transformation
b H(Xy ... Xy) = K(Y1...Yiy)
of type

|’Y‘ [al...a‘ |] [blb\é\] ‘6‘
PN S =) (m i) Y|
u=1 v=1

whose general component, [¢) * Lp]Bl'uBi—l;A1~~~An,Bi+1~~~B is either leg of the commutative

m

hexagon obtained by applying the dinaturality of ¢ in its i-th variable to ¢, .. 4, , that is
the morphism
H(z1, o T15)i VB, Bi 1,G(Arro Ar o)) Bisr . B K (Y15, Yp5))
where
CAq,. Ar nu==4Av =+ WG (A .. A, . BV=1N0, =+
Ty = N UG(Ay . Ane) TU=TAYe=— Yo = Pa,. A, 0v=19N0y = —
idp,), nu # 1 idp,, Ov #£ i
» Notation. For the rest of this paper we shall denote the m variables of i as By,..., By,
and the n variables of ¢ as Aj,..., A,, as in Definition 19. In this spirit, we shall sometimes

write ¥ ¢ instead of 1 * .

3 Remember that for any 3 € List{+, —} we denote 3 the list obtained from 3 by swapping the +’s with
the —’s.
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» Remark. wiap depends on all the variables of ) = (¢, ... B,,) where B; has been substituted
by the variables of ¢ = (¢a4,.....4,)-

As for the classical natural case, only the dinaturality of v in its -th variable is needed to
define the i-th horizontal composition of ¢ and . It is immediate from the definitions that
1 % ¢ is dinatural in all the “B variables” (that is, those variables inherited from 1)) where
also ¢ is. Theorem 18 generalises to the following one, which states that if ¢ is dinatural
in Aj, then ¢ % ¢ is also dinatural in Aj; in other words, v % ¢ is dinatural in all the “A
variables” where ¢ is dinatural.

» Theorem 20. In the same notation as in Definition 19, if @ is dinatural in its j-th variable
and v in its i-th one, then 1 * ¢ is dinatural in its (1 — 14 j)-th variable. In other words, if

@ 1s dinatural in A; and 1 in B;, then 9 ¥ ¢ 1s dinatural in A;.

Unitarity. It is straightforward to see that horizontal composition has a unit, namely the
identity (di)natural transformation of the identity functor.

» Theorem 21. Let T: C* — C and S: C? — C be functor, ¢: T — S be a transformation
of type |a| 2> k <~ |B|. Then idi. * ¢ = . If p is dinatural in its i-th variable, then also

(pi Zdzdc = @.

Associativity. Throughout this section fix transformations ¢: F — G, ¢»: H — K and
x: U — V. For sake of simplicity, denote with Ay,..., A,, B1,..., By and C1,...,C) the
variables of, respectively, ¢, 1 and x. The theorem asserting associativity of horizontal
composition, which we aim to prove here, is the following.

» Theorem 22. Suppose v is dinatural in B; and x is dinatural in C;. Then

x & (v X ©) = (x & V) *7% "¢ or, in alternative notation, x ¥ (v ¥ ¢) = (x ? V) Y.

Proof. The proof that the two sides have the same signature is in the Appendix (Proposi-
tion 25). Regarding the single components, it is enough to consider the case in which ¢, ¥
and y are all of type 2 — 1 «<— 2, the general case follows as a consequence.

Fix then an object A in C. Figure 4, in the Appendix, shows how to pass from (x * ) x ¢
to x * (¢ x ) by pasting three commutative diagrams. In order to save space, we simply
wrote “H (G, F)” instead of the proper “H(G°P(A, A), F(A, A))” and similarly for all the
other instances of functors in the nodes of the diagram in Figure 4; we also dropped the
subscript for components of ¢, ¢ and x when they appear as arrows, that is we simply wrote
 instead of ¢4, since there is only one object involved and there is no risk of confusion. <«

Incompatibility with vertical composition. It is well known that horizontal composition

is compatible with the vertical one for classical natural transformations: in the following
situation,

A B C
\\W \\w
with ¢, ¢, 1 and 9’ natural transformations, we have:

(W o@)x (Yop)= (¢ x1)o (¢ *¢) (1)
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It is also well known that dinatural transformations do not vertically compose, in general; on
the other hand, we have defined a notion of horizontal composition which is always possible.
Are these two operations compatible, at least when vertical composition is defined?

The answer, unfortunately, is No, at least if by “compatible” we mean “compatible as in
the natural case (1)”. Indeed, consider dinatural transformations

F J
AP XA —c— B B®PxB —k——> C
H L
such that ;1 and ¢’;¢’ are dinatural. Then

o xp: J(G,F) = K(F,QG) W xp: K(H,G) — L(G, H)

which means that ¢’ x ¢ and v’ % 1 are not even composable as families of morphisms, as the
codomain of the former is not the domain of the latter. The problem stems from the fact
that the codomain of the horizontal composition ¢’ * ¢ depends on the codomain of ¢’ and
also the domain and codomain of ¢, which are not the same as the domain and codomain
of ¢: indeed, in order to be composable, ¢ and 1 must share only one functor, and not
both. This does not happen in the natural case, and ultimately this is due to the difference
between the naturality and the dinaturality conditions for a transformation.

—— References

1 E. S. Bainbridge, P. J. Freyd, A. Scedrov, and P. J. Scott. Functorial polymorphism.
Theoretical Computer Science, 70(1):35-64, 1990. doi:10.1016/0304-3975(90)90151-7.

2 R. Blute. Linear logic, coherence and dinaturality. Theoretical Computer Science, 115(1):3—
41, 1993. doi:10.1016/0304-3975(93)90053-V.

3 J. Bénabou. Introduction to bicategories. In Reports of the Midwest Category Seminar,
volume 47 of Lecture Notes in Mathematics, pages 1-77. Springer, Berlin, Heidelberg, 1967.
doi:10.1007/BFb0074299.

4 E. Dubuc and Ross Street. Dinatural transformations. In S. Mac Lane, H. Applegate,
M. Barr, B. Day, E. Dubuc, A. P. Phreilambud, R. Street, M. Tierney, and S. Swierczkowski,
editors, Reports of the Midwest Category Seminar IV, volume 137 of Lecture Notes in Math-
ematics, pages 126-137. Springer, Berlin, Heidelberg, 1970. doi:10.1007/BFb0060443.

5 S. Eilenberg and G. M. Kelly. A generalization of the functorial calculus. Journal of Algebra,
3(3):366-375, 1966. doi:10.1016/0021-8693(66)90006-8.

6 P. J. Freyd, E. P. Robinson, and G. Rosolini. Dinaturality for free. In A. M. Pitts,
M. P. Fourman, and P. T. Johnstone, editors, Applications of Categories in Computer Sci-
ence: Proceedings of the London Mathematical Society Symposium, Durham 1991, London
Mathematical Society Lecture Note Series, pages 107-118. Cambridge University Press,
Cambridge, 1992. doi:10.1017/CB09780511525902.007.

7 J.-Y. Girard. Linear logic. Theoretical Computer Science, 50(1):1-101, jan 1987. doi:
10.1016/0304-3975(87)90045-4.

8 J.-Y. Girard, A. Scedrov, and P. J. Scott. Normal Forms and Cut-Free Proofs as Natural
Transformations. In N. M. Yiannis, editor, Logic from Computer Science, volume 21 of
Mathematical Sciences Research Institute Publications, pages 217-241. Springer, New York,
NY, 1992. doi:10.1007/978-1-4612-2822-6_8.


http://dx.doi.org/10.1016/0304-3975(90)90151-7
http://dx.doi.org/10.1016/0304-3975(93)90053-V
http://dx.doi.org/10.1007/BFb0074299
http://dx.doi.org/10.1007/BFb0060443
http://dx.doi.org/10.1016/0021-8693(66)90006-8
http://dx.doi.org/10.1017/CBO9780511525902.007
http://dx.doi.org/10.1016/0304-3975(87)90045-4
http://dx.doi.org/10.1016/0304-3975(87)90045-4
http://dx.doi.org/10.1007/978-1-4612-2822-6_8

G. McCusker and A. Santamaria

10

11

12

13

14

15

16

17

18

19

20

21

A. Guglielmi and T. Gundersen. Normalisation Control in Deep Inference via Atomic Flows.
Logical Methods in Computer Science, 4(1), 2008. doi:10.2168/LMCS-4(1:9)2008.

A. Guglielmi, T. Gundersen, and L. Straflburger. Breaking Paths in Atomic Flows for
Classical Logic. In 2010 25th Annual IEEE Symposium on Logic in Computer Science,
pages 284-293, jul 2010. doi:10.1109/LICS.2010.12.

K. Hiraishi and A. Ichikawa. A Class of Petri Nets That a Necessary and Sufficient Condi-
tion for Reachability is Obtainable. Transactions of the Society of Instrument and Control
Engineers, 24(6):635-640, 1988. doi:10.9746/sicetr1965.24.635.

G. M. Kelly. An abstract approach to coherence. In G. M. Kelly, M. Laplaza, G. Lewis, and
S. Mac Lane, editors, Coherence in Categories, volume 281 of Lecture Notes in Mathematics,
pages 106-147. Springer, Berlin, Heidelberg, 1972. doi:10.1007/BFb0059557.

G. M. Kelly. Many-variable functorial calculus. I. In G. M. Kelly, M. Laplaza, G. Lewis, and
S. Mac Lane, editors, Coherence in Categories, volume 281 of Lecture Notes in Mathematics,
pages 66-105. Springer, Berlin, Heidelberg, 1972. doi:10.1007/BFb0059556.

G. M. Kelly and S. MacLane. Coherence in closed categories. Journal of Pure and Applied
Algebra, 1(1):97-140, jan 1971. doi:10.1016/0022-4049(71)90013-2.

S. MacLane. Categories for the Working Mathematician, volume 5 of Graduate Texts in
Mathematics. Springer-Verlag, New York, 2 edition, 1978. URL: //www.springer.com/
gb/book/9780387984032.

P. S. Mulry. Categorical fixed point semantics. Theoretical Computer Science, 70(1):85-97,
jan 1990. doi:10.1016/0304-3975(90)90154-A.

T. Murata. Petri nets: Properties, analysis and applications. Proceedings of the IFEE,
77(4):541-580, 1989. doi:10.1109/5.24143.

C. A. Petri. Kommunikation mit Automaten. PhD thesis, Mathematisches Institut der
Universitdt Bonn, Bonn, 1962. OCLC: 258511501.

P. Selinger. A Survey of Graphical Languages for Monoidal Categories. In B. Coecke,
editor, New Structures for Physics, volume 813 of Lecture Notes in Physics, pages 289-355.
Springer, Berlin, Heidelberg, 2010. doi:10.1007/978-3-642-12821-9_4.

A. K. Simpson. A characterisation of the least-fixed-point operator by dinaturality. The-
oretical Computer Science, 118(2):301-314, 1993. doi:10.1016/0304-3975(93)90112-7.
G. Stremersch and R. K. Boel. Structuring Acyclic Petri Nets for Reachability Analysis

and Control. Discrete Event Dynamic Systems, 12(1):7-41, jan 2002. doi:10.1023/A:
1013331703036.

A Appendix

Regarding Theorem 20

The proof of this theorem relies on the fact that we can reduce ourselves, without loss of

generality, to Theorem 18. In order to prove that, we introduce the notion of focalisation of

a transformation on one of its variables.

» Definition 23. Let ¢ = (¢a,....4,): T — S be a transformation of type |a| 5> k <— |3
with T: C* — C and S: (C_ﬁ — C. Fix j € {1,...,k} and objects A,..., Aj_1,Aj41,..., Ak
in C. Consider functors T”, §”: C°? x C — C defined by

Y(A4,B) =T(Cy,...,Cla), S (A,B)=S8(Ds,..., D)

33:17

CSL 2018


http://dx.doi.org/10.2168/LMCS-4(1:9)2008
http://dx.doi.org/10.1109/LICS.2010.12
http://dx.doi.org/10.9746/sicetr1965.24.635
http://dx.doi.org/10.1007/BFb0059557
http://dx.doi.org/10.1007/BFb0059556
http://dx.doi.org/10.1016/0022-4049(71)90013-2
//www.springer.com/gb/book/9780387984032
//www.springer.com/gb/book/9780387984032
http://dx.doi.org/10.1016/0304-3975(90)90154-A
http://dx.doi.org/10.1109/5.24143
http://dx.doi.org/10.1007/978-3-642-12821-9_4
http://dx.doi.org/10.1016/0304-3975(93)90112-7
http://dx.doi.org/10.1023/A:1013331703036
http://dx.doi.org/10.1023/A:1013331703036

33:18

On Compositionality of Dinatural Transformations

where
B ou=jAa, =+ B TU=JA By =+
C,=¢<A ou=jNay,=— Dy=¢A Tv=3AB=—
Aau O’U#] A‘rv Tv#j

The focalisation of ¢ on its j-th wvariable is the transformation Ej: T 5§ of type
2 — 1 «<— 2 where

—-J
DX = PAy. Aj_1, X, Ajr.. Ay

: o A A oA,
Sometimes we may write ¢ *: T ° — S’ too, when we fix as Ay, ..., Ay the name of the
variables of ¢.

» Remark. ¢ is dinatural in its j-th variable if and only if aj is dinatural in its only variable
for all objects Aq,...,Aj_1,Aj41,..., A, in C fixed by the focalisation of ¢.

The (f)j construction depends on the k — 1 objects we fix, but not to make the notation
too heavy, we shall always call those (arbitrary) objects As,..., A;_1,Aji1,..., A, for @7

and Bl, - .,Bi_l, Bi+17 e 7Bm for El.

» Lemma 24. Let ¢ and ¢ be transformations as in Definition 19, with v dinatural in
its i-th variable. It is the case that ¢ * ¢ is dinatural in its (i — 1+ j)-th variable if and

only if El * @ is dinatural in its only variable for all objects By,...,Bi_1, Ay, ... JAjq,
Aj+1, N 7An, Bi+17 e ,Bm in C.

Proof. Direct check that the equations between morphisms demanded by unpacking the two
definitions are the same. <

Proof of Theorem 20. Consider transformations @’ and @z By Remark A, they are both
dinatural in their only variable. Hence, by Theorem 18, @Z % @’ is dinatural and by Lemma
24 we conclude. |

Regarding the signature of x * 1 * ¢

Suppose that ¢: F — G has type || 2 n <— ||, ¥: H — K has type |v| —> m < |§| and

c; ) c; X
x: U — V has type || > I <~ [¢|. First of all, notice how both x # (¢ ¥ ) and (x # ) ¥ )
are families of morphisms depending on variables

Cr,...,Cj—1,B1,...,Bi1,A1,..., An, Biy1,..., By, Cji1,...,Cl.

Next, we compute their domain and codomain functors. We have v ¥ o: H(Xy,..., X)) =
K(Y1,...,Y]5) where we are using the same notations as in Definition 19. Hence
G B;
X * (’(/) * (p): U(Wl,,Wm) — V(Zla--~7Z|(|)

lel el .

++ v ++&
with U(Wy,...,W)): Ce=t = C, V(Zy,...,Z))): C==1 — C where

17l
) ++ A mu=jAe, =+

H(Xl,...,X|.y|) WU:]/\EUZ—f— u=1

Wu: KY,,Y op ™ = '/\gu:_ ]/u: ‘5‘
. % ‘6‘) j ++put mu=JNE, = —

idgeu U F j u=1
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and similarly are defined Z, and £* (swapping H (X4, ..., X),|) with K(Y1,...,Y5), w with
m, € with ¢ and so on).
On the other hand, we have

Cj
X * 1/): U(Ll,...,LM) —)V(Ml,...,MK‘)

lel 1<l

u u

++p +
with U(L1,...,L): Co=t = C, V(My,...,M): Cx=t  — C where

H T =7JNeE, =+ 0% T =7JNe, =+
L, ={¢K® qu=jAeg,=— p'= ) MU =] NEy = —
ideew  TUFE leu] mu#j
K wu=7JN( =+ ) wu=7JN( =+
M,=< H?P wu=jACl,=— "=<07F  wu=jAC =—
idee, wu #j [Cu] wu##j
G | wy el N ld1sedig] <! “ .
X # ¥ has type »_|p"| G—1+m+(—j) <——=) [" with
u=1 u=1
L Tu=jANey, =+ Lm0 wu=jAC =+
Cu= { tmb TU=JANey=— du=1 tm7 wu=7AGC =—
UTHy T 7 J WY Wu FJ

and typ:m—=>(G—1)+m+{U—-75),u:l—= (G —1)+m+ (I —j) defined as

T <y
tm(@)=o+j—1 Ll(l'):{ _j.
z+m—1 x>
Therefore, the domain of (X ? ¢) ¥ pis U(Lq,.. .,L|5‘)(Pll7 . .7Pﬁ)1|, .. .7P1‘€|, .. "P\‘;L'I)
while the codomain is V/(Mq, .. .7M|C|)(Q%, . .7Q‘1191‘, el ‘f‘, .. .7Q}f9“<”) where

FoooaW)=j-1+iAp =+
P!=GP c,(v)=j—1+iApt=—
ideey  cu(v) #J— 141

and similarly Q¥. Denoting the domain of (x # ) ¥ pas U(L(P)), we have

JlrEﬁL (Iﬁil w;‘)
U(L(P)): Cu=t\v=1 —C
where

o (W) =7 —14+iApt=+
wy =< B cu(W)=7—14+iApl=—
o] cu(v) #j—1+i
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.- . Cj B Cj B; .
» Proposition 25. Transformations x * (77/1 * <p) and (X * 1/)) *  have the same domain,

codomain, and type.

u

lel /101 le] lp*|
Proof. One can prove that ++ (—|—+w ) = —i——i—u by showing that ++w = v* for all
u=1 \v=1

u € {1,...,|e|}, analysing each of the three cases for nu that define v
Next, we have that

U(L(P)) = U (Ly(PLy .o Bl)sos Ly (P PEL )

and by showing that W, = L,(P{,..., P " u|) for all w € {1,...,|e|}, one proves that

C. . C. X
X * (¥ i ) and (y # ¥) i ¢ have the same domain; an analogous procedure shows that
they also share the same codomain.

Finally, we briefly analyse only the left hand sides of the types of x C*] (w ¥ ga) and
(x ¢ ¥) ¥ ; the right hand sides are handled analogously. For ¢ (v ¥ ¢) we have

le]
Dol S (= 1)+ (= 1)+ ko (= 0]+ (=)

u=1
with
(V+j—1olar,...,ap] nu=j7Ae,=+
Tu = (()+.]_1)O[b17ab|5|] UU:J/\5u:—
Lim tdgne nu # j
where function ((-)+j—1) merges (i—1)4+k+(I—) into N = ( D4[(i—1)+k+(1—i)]4+(m—j),
by addmg j — 1 to its argument, and ¢, into N. For (X * 1/)) ¥ @, which is the same as
(X * w) N ©, we have

el 1p"] L .7555\,_4.7512\‘ ]
>3l M
u=1v=1

where M = (j—14+i—1)+k+[(j—1+m+1—3j)—(j—1+4)] =N and

(V+j—1+i—1)oco c,(v)=7—1+iApt=+
Sy =9 (()+i—1+i-1)o7 cu(v)=j—1+iNApy=—
du vy cu(v) #Fj—1+i

Notice that here we are asserting an equality between natural numbers; in other words, we
are just writing, in two different ways, the same set. Checking that r,, = [s¥,..., srpu‘} and
noticing that functions [...7,...] and [...s¥...] coincide on every elements of their domain,

we conclude. |
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