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—— Abstract

A cactus graph is a graph in which any two cycles are edge-disjoint. We present a constructive

proof of the fact that any plane graph G contains a cactus subgraph C where C' contains at least
a é fraction of the triangular faces of G. We also show that this ratio cannot be improved by
showing a tight lower bound. Together with an algorithm for linear matroid parity, our bound
implies two approximation algorithms for computing “dense planar structures” inside any graph: (i)
A % approximation algorithm for, given any graph G, finding a planar subgraph with a maximum
number of triangular faces; this improves upon the previous %-approximation; (ii) An alternate (and
arguably more illustrative) proof of the % approximation algorithm for finding a planar subgraph
with a maximum number of edges.

Our bound is obtained by analyzing a natural local search strategy and heavily exploiting the
exchange arguments. Therefore, this suggests the power of local search in handling problems of this
kind.
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1 Introduction

Linear matroid parity (introduced in various equivalent forms [21, 18, 15]) is a key concept in
combinatorial optimization that includes many important optimization problems as special
cases; probably the most well-known example is the maximum matching problem. The
polynomial-time computability of linear matroid parity made it a popular choice as an
algorithmic tool for handling both theoretical and practical optimization problems. An
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important special case of linear matroid parity, the graphic matroid parity problem, is often
explained in the language of cacti (see e.g. [9]), a graph in which any two cycles must be
edge-disjoint. In 1980, Lovasz [21] initiated the study of 3(G) (sometimes referred to as the
cactus number of (), the maximum value of the number of triangles in a cactus subgraph of
G, and showed that it generalizes maximum matching and can be reduced to linear matroid
parity, therefore implying that 3(G) is polynomial-time computable!?.

Cactus graphs arise naturally in many applications®; perhaps the most relevant example
in the context of approximation algorithms is the Maximum Planar Subgraph (MPS) problem:
Given an input graph, find a planar subgraph with a maximum number of edges. Notice that,
since any planar graph with n vertices has at most 3n — 6 edges, outputting a spanning tree
with n — 1 edges immediately gives a %—approximation algorithm. Generalizing the idea of
finding spanning trees, one would like to look for a planar graph H, denser than a spanning
tree, and at the same time efficiently computable. Calinescu et al. [3] showed that a cactus
subgraph with a maximum number of triangles (which is efficiently computable via matroid
parity algorithms) could be used to construct a %—approximation for MPS.

The g—approximation for MPS was achieved through an extremal bound of S(G) when G
is a plane graph. In particular, it was proven that 3(G) > &(n—2—t(G)), where n = |V(G)|
and t(G) = (3n — 6) — |[E(G)| (i.e. the number of edges missing for G to be a triangulated
plane graph).

1.1 Our Results

In this work, we are interested in further studying the extremal properties of §(G) and
exhibit stronger algorithmic implications. Our main result is summarized in the following
theorem.

» Theorem 1. Let G be a plane graph. Then B(G) > & f3(G) where f3(G) denotes the
number of triangular faces in G. Moreover, a natural local search 2-swap algorithm achieves
this bound.

It is not hard to see that f35(G) > 2n — 4 — 2t(G) where t(G) denotes the number of edges
missing for G to be a triangulated plane graph. Therefore, we obtain the main result of [3]
immediately.

» Corollary 2. 3(G) > %(n — 2 —t(G)). Hence, the matroid parity algorithm gives a
%-approm'matz’on for MPS.

Besides implying the MPS result, we exhibit further implications of our bound. Recently
in [7], the authors introduced Maximum Planar Triangles (MPT), where the goal is to
find a plane subgraph with a maximum number of triangular faces. It was shown that
an approximation algorithm for MPT naturally translates into one for MPS, where a %
approximate MPT solution could be turned into a % approximate MPS solution. However,
the authors only managed to show a ﬁ approximation for MPT.

Although the only change from MPS to MPT lies in the objective of maximizing the
number of triangular faces instead of edges, the MPT objective seems much harder to handle,
for instance, the extremal bound provided in [3] is not sufficient to derive any approximation
algorithm for MPT.

! There are many efficient algorithms for matroid parity (both randomized and deterministic), e.g. [9, 22,
24, 12].

2 When we study B(G), notice that a cactus subgraph that achieves the maximum value of §(G) would
only need to have cycles of length three (triangles). Such cacti are called triangular cacti.

3 See for instance the wikipedia page https://en.wikipedia.org/wiki/Cactus_graph.
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Theorem 1 therefore implies the following result for MPT.
» Corollary 3. A matroid parity algorithm gives a % approzimation algorithm for MPT.

Our conceptual contributions are the following:

1. Our result further highlights the extremal role of the cactus number in finding a dense
planar structure, as illustrated by the fact that our bound on 8(G) is more “robust” to the
change of objectives from MPS to MPT. It allows us to reach the limit of approximation
algorithms that matroid parity provides for both MPS and MPT.

2. Our work implies that local search arguments alone are sufficient to “almost” reach the
best known approximation results for both MPS and MPT in the following sense: Matroid
parity admits a PTAS via local search [19, 2]. Therefore, combining this with our bound
implies that local search arguments are sufficient to get us to a % + € approximation for
MPS and % + € approximation for MPT. Therefore, this suggests that local search might
be a promising candidate for such problems.

3. Finally, in some ways, our work can be seen as an effort to open up all the black boxes
used in MPS algorithms with the hope of learning algorithmic insights that are crucial
for making progress on this kind of problems. In more detail, there are two main “black
boxes” hidden in the MPS result: (i) The use of Lovdsz min-max cactus formula in
deriving the bound 3(G) > %(n—2—(G)), and (ii) the use of a matroid parity algorithm
as a blackbox in computing S(G). Our bound for 8(G) is now purely combinatorial (and
even constructive) and manages to by-pass (i).

Related work. On the hardness of approximation side, MPS is known to be APX-hard [3],
while MPT is only known to be NP-hard [7]. In combinatorial optimization, there are a
number of problems closely related to MPS and MPT. For instance, finding a maximum
series-parallel subgraph [5] or a maximum outer-planar graph [3], as well as the weighted
variant of these problems [4]; these are the problems whose objectives are to maximize the
number of edges.

Perhaps the most famous extremal bound in the context of cactus is the min-max formula

of Lovasz [21] and a follow-up formula that is more illustrative in the context of cactus [25].

All these formulas generalize the Tutte-Berge formula [1, 26] that has been used extensively
both in research and curriculum.

Another related set of problems has the objectives of maximizing the number of vertices,
instead of edges. In particular, in the maximum induced planar subgraph (i.e. given graph G,
one aims at finding a set of nodes S C V(G) such that G[S] is planar, while maximizing |S|.)
This variant has been studied under a more generic name, called maximum subgraph with
hereditary property [23, 20, 13]. This variant is unfortunately much harder to approximate:
Q(|V(G)|)* hard to approximate [14, 17]; in fact, the problems in this family do not even
admit any FPT approximation algorithm [6], assuming the gap exponential time hypothesis
(Gap-ETH).

1.2 Overview of Techniques

We give a high-level overview of our techniques. The description in this section assumes
certain familiarity with how standard local search analysis is often done.

4 The term  hides asymptotically smaller factors.
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Our algorithm works as follows. Let G be an input plane graph, and let C be a cactus
subgraph of G whose triangles correspond to triangular faces of G. The local search operation,
t-swap, is done as follows: As long as there is a collection X C C of £ : ¢ < t edge-disjoint
triangles and Y such that (C\ X) UY contains more triangular faces of G than C and it
remains a cactus, we perform such an improvement step. A cactus subgraph is called locally
t-swap optimal, if it can not be improved by a t-swap operation. Remark that the triangles
chosen by our local search are only those which are triangular faces in the input graph G
(we assume that the drawing of G is fixed.)

Our analysis is highly technical, although the basic idea is very simple and intuitive. We
give a high-level overview of the analysis. We remark that this description is overly simplified,
but it sufficiently captures the crux of our arguments. Let C be the solution obtained by
the local search 2-swap algorithm. We argue that the number of triangles in C is at least
f3(G)/6. We remark that the 2-swap is required, as we are aware of a bad example H for
which the 1-swap local search only achieves a bound of (% + o(1)) f3(H). For simplicity, let
us assume that C has only one non-singleton component. Let S C V(G) be the vertices in
such a connected component.

Let ¢ be a triangle in C. Notice that removing the three edges of ¢ from C breaks the
cactus into at most three components, say C; U Co U C3 that are pairwise vertex-disjoint, i.e.
sets S; = V/(C;) are pairwise vertex-disjoint. Recall at this point that we would like to upper
bound the number of triangles in G by six times A, where A is the number of triangles in the
cactus C. Notice that f3(G) is comprised of f3(G[S1]) + f3(G[S2]) + f3(G[Ss]) + ¢/, where
¢’ is the number of triangles in G “across” the components S; (i.e. those triangles whose
vertices intersect with at least two sets S;, S;, where ¢ # j. Therefore, if we could somehow
give a nice upper bound on ¢’, e.g. if ¢" < 6, then we could inductively use f3(G[S;]) < 6A;
where A; is the number of triangles in C;, and that therefore

[3(G) <6(A1+ A2+ A3) +6 <6(A—1)+6=6A

and we would be done. However, it is not possible to give a nice upper bound on ¢’ that
holds in general for all situations. We observe that such a bound can be proven for some
suitable choice of t: Roughly speaking, removing such a triangle ¢ from C would create a
small “interaction” between components C; (i.e. small ¢’). We say that such a triangle ¢
is a light triangle; otherwise, we say that it is heavy. Let C’' be the current cactus we are
considering. As long as there is a light triangle left in C’, we would remove it (thus breaking
C’ into C1,Cy,Cs) and inductively use the bound for each C}. Therefore, we have reduced
the problem to that of analyzing the base case of a cactus in which all triangles are heavy.
Handling the base case of the inductive proof is the main challenge of our result.

We sketch here the two key ideas. Let S = V(C). The first key idea is the way we exploit
the locally optimal solution in certain parts of the graph G[S]. We want to point out; the fact
that all triangles in C are heavy is exploited crucially in this step. Recall that, each heavy
triangle is such that its removal creates three components Cq,Cs,Cs with many “interactions”
(i.e. many triangles across components) between them. This large amount of interaction is
the main reason why we could not use induction before. However, intuitively, these triangles
across components could serve as candidates for making local improvements. So the fact
that there are many interactions would become our advantage in the local search analysis.

We briefly illustrate how we take advantage of heavy triangles. Let 7 be the set of
triangular faces in G that are not contained in | J; G[S;], so each triangle in 7 has vertices in
at least two subsets S}, S; where j # 4. The local search argument would allow us to say
that all triangles in 7 have one vertex in S;, one in S; and one outside of S; U Sy U S3. This
idea is illustrated in Figure la.
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(a) A 1l-swap operation. If there were two tri- (b) A 2-swap operation. Let ¢1 and t2 be two adjacent
angles t1, th in T between two different pairs triangles in our cactus. If there was an edge between
of components Sj,S; (where j # i), we could t1 and t2, then there would exists a local improvement
remove t from C and add t}, t5 to get a better by removing t1 and t2 from C and adding ¢}, t5 and
cactus. ts.

Figure 1 Two examples for the swap operations.

Moreover, we will argue that there are not too many triangular faces in G[S], and we
give a rough idea of how the exchange argument can be used in Figure 1b.

Finally, the ideas illustrated in both figures are only applied locally in a certain “region
inside the input planar graph G, so globally it is still unclear what would happen. Our final
ingredient is a way to decompose the regions inside a plane graph into various “atomic” types.

R

For each such atomic type, the local exchange argument is sufficient to argue optimally about
the number of triangles in G in that region compared to that in the cactus. Combining
the bounds on these atomic types gives us the desired result. This is the most technically
involved part of the paper, and we present it gradually by first showing the analysis that
gives B(G) > %f?,(G). For this, we need to classify the regions into five atomic types. To
prove the main theorem, that S(G) > % f3(G), we need a more complicated classification into
thirteen atomic types.

Organization of the paper. In Section 2, we give a detailed overview for the proof of our
main result. As the proof in full detail would be to long to fit in this extended abstract, we
refer the interested reader to a full version on arXiv [8]. In Section 3, we present how to
construct a planar graph for which the bound proven in Theorem 1 is tight. In addition we
show how it implies the extremal bound provided in [3]. In Section 4, we point out possible
directions for future research and extensions of our work.

2 Overview of the Proof

In this section, we give a formal overview of the structure of the proof of Theorem 1. Let our
input G be a plane graph (a planar graph with a fixed drawing). Let C be a locally optimal
triangular cactus solution for the natural local search algorithm that uses 2-swap operations,
as described in the previous section. Let A(C) denote the number of triangular faces of C
which correspond to the triangular faces of G. We will show A(C) > f3(G)/6. In general, we
will use the function A : G — N to denote the number of triangular faces in any plane graph
G.

We partition the vertices in G into subsets based on the connected components of C, i.e.
V(G) = U, Si where C[S,] is a connected cactus subgraph of C. For each 4, where |S;| > 1,
let ¢(S;) denote the number of triangular faces in G with at least two nodes in S;. The
following proposition holds by the 2-swap optimality of C which implies f3(G) =, q(S;).

STACS 2019
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» Proposition 4. If A(C;) > +q(S;) for all i, then A(C) > ¢ f3(G).

Therefore, it is sufficient to analyze any arbitrary component S; where C[S;] contains
at least one triangle of C (if the component does not contain such a triangle it is just a
singleton vertex) and show that A(C;) > £¢(S;). Thus, from now on, we fix such an arbitrary
component S; and denote S; simply by S, ¢(S;) by ¢(5), and A(C[S;]) by p. We will show
that g < 6p through several steps.

Step 1: Reduction to Heavy Cactus

In the first step, we will show that the general case can be reduced to the case where all
triangles in C are heavy (to be defined below). We refer to different types of vertices, edges
and triangles in the graph G as follows:

Cactus. All edges/vertices/triangles in the cactus C[S] are called cactus edges/ver-
tices/triangles respectively.

Cross. Edges with exactly one end-point in S are called cross edges. Triangles that use
one vertex outside of S are cross triangles. Notice that each cross triangle has exactly
one edge in G[S], that edge is called a supporting edge of the cross triangle. Similarly, we
say that an edge e € E(G[S]) supports a cross triangle; such a cross triangle ¢ contains
exactly one vertex v in some component S; # .S. The component S; is called the landing
component of t. Similarly the vertex v is called the landing vertex of t.

type-[i] edges. An edge in G[S] that is not a cactus edge and does not support a cross
triangle is called a type-[0] edge. An edge in G[S] that is not a cactus edge and supports
i cross triangle(s) is called a type-[i] edge.
Therefore, each edge in G[S] is a cactus, type-0, type-1 or type-2 edge. The introduced
naming convention makes it easier to make important observations like the following (see
Figure 2 for an illustration of our naming convention).

Landing vertices
@ Cactus vertices
e—e Cactus edges
\4 e Cross edges
Type-[0] edges
s TYPe-[1] Or
t Type-[2] edges

Figure 2 Various types of edges, vertices and triangles. Here the cross triangles ¢ and ¢; have
the same landing component.

» Observation 5. Triangles that contribute to the value of q are of the following types: (i)
the cactus triangles; (ii) the cross triangles; and (i) the “remaining” triangles that connect
three cactus vertices using at least one type-0, type-1 or type-2 edge, and do not have a cross
triangle drawn inside.
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Types of cactus triangles and Split cacti. Consider a (cactus) triangle ¢t in C. For i €
{0,1,2,3}, we say that ¢ is of type-i if exactly ¢ of its edges support a cross triangle. Let p;
denote the number of type-i cactus triangles, so we have that py + p1 + p2 + p3s = p.

We denote the operation of deleting the edges of ¢ from a connected cactus C[S] by
splitting C[S] at t. The resulting three smaller triangular cacti (denoted by {C!},cv (1)) are
referred to as the split cacti of t. For each v € V(t), let S! := V(C!) be the split component
containing v. Let u,v € V(¢) : u # v. Denote by B!, the set of type-1 or type-2 edges having
one endpoint in S, and the other in S!. Now we are ready to define the concept of heavy
and light cactus triangles, which will be crucially used in our analysis.

Heavy and light cactus triangles. We say that a cactus triangle ¢ is heavy if either there
are at least four cross triangles supported by E(t) UJ,,c E() B!, or there are at least three
cross triangles supported by the edges in one set B, Uuv for some uv € E(t) and no cross
triangle supported by the rest of the sets B! , Uww'for each ww’ € E(t). Otherwise, the
triangle is light. Intuitively, the notion of a light cactus triangle ¢ captures the fact that,

after removing ¢, there is only a small amount of “interaction” between the split components.

We will abuse the notations a bit by using S instead of V[S]. Recall, that we denote by
q(S) the total number of triangular faces in G with exactly two vertices in S. We denote by
p(S) the total number of triangles in the cactus C[S].

Function ¢. Consider a set S C V(G) and a drawing of G[S] (since we are talking about a
fixed drawing of the plane graph G, this is well-defined). Denote by £(S) the length of the
outer-face fg of the graph G[S]. We define ¢(S) as the number of edges on the outer-face

that do not support any cross triangle drawn on the outer-face, so we have 0 < ¢(S) < £(S5).

The main ingredients of Step 1 are encapsulated in the following theorem.

» Theorem 6 (Reduction to heavy triangles). Let v > 6 be a real number, and ¢ be as
described above. If q(S) < yp(S) — @(S) for all S for which C[S] is a connected cactus that
contains no light triangle, then q(S) < vyp(S) — ¢(S) for all S.

Therefore, if we manage to show the bound ¢(S) < yp(S) — ¢(S) for the heavy cactus, it
will follow that ¢ < p in general (due to non-negativity of function ). In other words, this
gives a reduction from the general case to the case when all cactus triangles are heavy. We
end the description of Step 1 by presenting the description of ¢.

Step 2: Skeleton and Surviving Triangles

Now, we focus on the case when there are only heavy triangles in the given cactus, and we
will give a formal overview of the key idea we use to derive the bound ¢(S) < 6p(S) — ¢(5),
which in combination with Theorem 6, gives our main Theorem 1. For convenience, we refer
to the terms p(S) and ¢(S) as simply p and ¢ respectively.

Structures of heavy triangles. Using local search’s swap operations, the light and heavy
triangles behave in a very well structured manner. The following proposition summarizes
these structures for heavy triangles.

» Proposition 7. Let ¢ be a cactus triangle in cactus C[S].
If t is heavy, then t is either type-0 or type-1.

19:7
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Ift is a heavy type-1 triangle and the edge uv € E(t) supports the cross triangle supported
by t, then B!, =0 for all ww' € E(t) \ {uv} and the total number of cross triangles
supported by edges in B, is greater than or equal to two.

If t is a heavy type-0 triangle, then there is an edge uv € E(t) such that Bt , =0 for all
ww’ € E(t) \ {uv} and the total number of cross triangles supported by edges in B, is
greater than or equal to three.

By Proposition 7 we can only have type-0 and type-1 cactus triangles in C. Moreover, for
each such heavy triangle ¢, the type-1 or type-2 edges in G[S] only connect vertices of two
split components of t.

Let a; be the number of edges of type-i. Notice that the number of non-cactus edges in

G[S]is >, a; = |E(G[S])| — 3p.

Skeleton graph H. Let A be the set of all type-0 edges in G[S] and H := H|[S] := G[S]\ A.
Thus H[S] contains only cactus or type-1 or type-2 edges.

Each face f of H possibly contains several faces of G, so we will refer to such a face as
a super-face. At high-level, our plan is to analyze each super-face f, providing an upper
bound on the number of triangular faces of G drawn inside f, and then sum over all such
f to retrieve the final result. We call H a skeleton graph of G, whose goal is to provide
a decomposition of the faces of G into structured super-faces. Denote by F the set of all
super-faces (except for the p faces corresponding to cactus triangles).

Let f be a super-face. Denote by survive(f) the number of triangular faces of G drawn
inside f that do not contain any cross triangles. Now we do a simple counting argument
for ¢ using the skeleton H as follows: (i) There are p cactus triangles in H, (ii) There are
p1+ai1+2as cross triangles supported by edges in G[S], and (iii) There are 3 ;. » survive(f)
triangular faces in G that were not counted in (i) or (ii). Combining this, we obtain:

g <p+(p1+ai+2a2)+ Z survive(f) (1)
fer

The first and second terms are expressed nicely as functions of p’s and a’s, so the key is to
achieve the best upper bound on the third term in terms of the same parameters. Roughly
speaking, the intuition is the following: When ag or a; is high (there are many edges in G[S]
supporting cross triangles), the second term becomes higher. However, each cross triangle
would need to be drawn inside some face in G[S], therefore decreasing the value of the term
Zfef survive(f). Similar arguments can be made for p;. Therefore, the key to a tight
analysis is to understand this trade-off.

The structure of super-faces. Let f € F be a super-face. Recall that an edge in the
boundary of f is either a type-1 or type-2 edge, or a cactus edge. We aim for a better
understanding of the value of survive(f). In general, this value can be as high as |E(f)| — 2,
e.g. if G[V(f)] is a triangulation of the region bounded by the super-face f using type-0
edges. However, if some edge in the boundary of f supports a cross triangle whose landing
component is drawn inside of f in G, this would decrease the value of survive(f), by killing
the triangular face adjacent to it, hence the term survive.
The following observation is crucial in our analysis:

» Observation 8. Consider each edge e € E(f). There are two possible cases:
Edge e is a type-1 or type-2 or cactus edge and supports a cross triangle drawn in f.
Edge e is a type-1 or type-2 or cactus edge and does not support any cross triangle drawn
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Edges lying in the first case are called occupied edges (the set of such edges in E(f) is
denoted by Occ(f)), while the others are called free edges in f (the set of free edges in E(f)
is denoted by Free(f)). The length of f can be written as |E(f)| = |Occ(f)| + |Free(f)].

A very important quantity for our analysis is u(f) = % - [Occ(f)| + |Free(f)|, roughly
bounding the value of survive(f) (within some small constant additives terms.)

We will assume without loss of generality that survive(f) is the maximum possible value
of surviving triangles that can be obtained by drawing type-0 edges in f, so u(f) is a function
that depends only on the bounding edges in f. We define gain(f) = u(f) — survive(f),
which is again a function that only depends on bounding edges of f. Intuitively, the higher
the term gain(f), the better for us (since this would lower the value of survive(f)), and in
fact, it will later become clear that gain(f) roughly captures the “effectiveness” of a local
exchange argument on the super-face f. Hence, it suffices to show that ) feF gain(f) is
sufficiently large. The following proposition makes this precise:

» Proposition 9. >° . > survive(f) = (3p — 0.5p1 + 1.5a1 + a2) — 3 o 7 gain(f)

Proof. Notice that ;. > p(f) can be analyzed as follows:
Each cactus triangle is counted three times (once for each of its edges), and for a type-1
triangle, one of the three edges contribute only one half. Therefore, this accounts for the
term 3p — 0.5p;.
Each type-1 or type-2 edge is counted two times (once per super-face containing it in its
boundary). For a type-2 edge, the contribution is always half (since it always is accounted
in Occ(f)). For a type-1 edge, the contribution is half on the occupied case, and full on
the free case. Therefore, this accounts for the term 1.5a1 + as.

Overall we get, Zfe]-‘ w(f) =3p—0.5p1 + 1.5a; + ag, which finishes the proof. <

Combining this proposition with Equation 1, we get:

q <4p+0.5p1 + 2.5a; + 3az — Z gain(f) (2)
feFr

A warm-up: Using the gains to prove a weaker bound. To recap, after Step 1 and Step
2, we have reduced the analysis to the question of lower bounding > feF gain(f). We first
illustrate that we could get a weaker (but non-trivial) result compared to our main result
by using a generic upper bound on the gains. In Step 3, we will show how to substantially
improve this bound, achieving the ratio of our main Theorem 1 which is tight.

» Lemma 10. For any super-face (except for the outer-face) in F, we have gain(f) > 1.5.

As the outer (super-)face fo of H[S] is special, we can achieve a lower bound on the
quantity gain(fo) that depends on ¢(S). This is captured by the following lemma.

» Lemma 11. For the outer-face fo, we have that gain(f) > ¢(S) — 1.

> gain(f) = @(S) = 1+ L5(|F| = 1) = @(S) + 1.5|F| - 0.5 (3)
feF

The following lemma upper bounds the number of skeleton faces (i.e. super-faces of the
skeleton.)

» Lemma 12. |F|=a; +ay+1<2p—2.
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Figure 3 An example of the contraction transformation.

Proof. Proposition 7 allows us to modify the graph H into another simple planar graph H
such that the claimed upper bound on |F| will follow simply from Euler’s formula.

Let ¢ be a cactus triangle where V(t) = {u,v,w} and uvw € E(t) be such that the edge
set B!, is empty, as guaranteed in Proposition 7. For every cactus triangle ¢ we contract the
edge uw into one new vertex W. Note that this operation creates two parallel edges with
endpoints W and v in the resulting graph. To avoid multi-edges in the resulting graph H we
remove one of them (see Figure 3 for an illustration of this operation). Since B!,

w 1S empty
this operation cannot create any other multi-edges in H. In addition the contraction of an
edge maintains planarity, hence after each such transformation the graph remains simple and
planar. As a result of applying the above operation to all cactus triangles, the graph H has
p+ 1 vertices and p edges corresponding to the contracted triangles. By Euler’s formula the
number of edges in H is at most 3(p+ 1) — 6 = 3p — 3, which implies that a; + as < 2p — 3,

and as |F| = a1 + a2 + 1 we get that |F| <2p — 2. <
Combining the trivial gains (i.e. Inequality 3) with Inequality 2, we get

q < (4p40.5p1 +2.5a1 +3az) — (¢ (S)+1.5(a1 +az+1)—2.5) = 4p+0.5p1 +a1+1.5a2—p(S)+1

Now, using Lemma 12 and the trivial bound that p; < p, we get ¢(S) < 4.5p+ 1.5(a; +az) —

©(S) +1 < 7.5p(S) — ¢(S), therefore implying a factor 7.5 upper bound.

Step 3: Upper Bounding Gains via Super-Face Classification

In this final step, we show another crucial idea that allows us to reach a factor 6. Intuitively,
the most difficult part of lower bounding the total gain is the fact that the value of gain(f) is
different for each type of super-face, and one cannot expect a strong “universal” upper bound
that holds for all of them. For instance, Figure 4 shows a super-face with gain(f) = 1.5, so
strictly speaking, we cannot improve the generic bound of 1.5.

Figure 4 A super-face f € F having gain(f) = 1.5; u(f) = 1.5 and survive(f) = 0.
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This is where we introduce our final ingredient, that we call classification scheme. Roughly,
we would like to “classify” the super-faces in F into several types, each of which has the same
gain. Analyzing super-faces with similar gains together allows us to achieve a better result.

Super-face classification scheme. We are interested in coming up with a set of rules ®
that classifies F into several types. We say that the rule ® is a d-type classification if the
rules classifies F into d sets F = U?:l Flj]- Let ¥ be a vector such that x[i] = |F[i]]. We
would like to prove a good lower bound on the gain for each such set. We define the gain
vector by gain where gain[i] = min e 7 gain(f). The total gain can be rewritten as:

S gain(f) = gain - X

fer

Notice that, the total gain value ML - X would be written in terms of the x[;j] variables,
so we would need another ingredient to lower bound this in terms of variables p’s and a’s.
Therefore, another component of the classification scheme is a set of valid linear inequalities
U of the form 2?21 CixXli] < Xjeqony 4iPi + 2 jeq1,2) dja;- This set of inequalities will
allow us to map the formula in terms of ¥[j] into one in terms of only p’s and a’s.

A classification scheme is defined as a pair (®, U). We say that such a scheme certifies the
proof of factor v if it can be used to derive ¢(5) < vp(S) — ¢(S). Given a fixed classification
scheme and a gain vector, we can check whether it certifies a factor v by using an LP solver
(although in our proof, we would show this derivation.)

Our main result is a scheme that certifies a factor 6. Since the proof is complicated, we
also provide a simpler, more intuitive proof that certifies a factor 7 first.

» Theorem 13. There is a 5-type classification scheme that gives a factor 7.

We remark that the analysis of factor 7 only requires a cactus that is locally optimal for
1-swap.

» Theorem 14. There is a 13-type classification scheme that gives a factor 6.

Intuition. The classification scheme would intuitively set the rules to separate the super-
faces that would benefit from local search’s exchange argument from those that would not.
Therefore, for the good cases, we would obtain a much better gain, e.g., in one of our
classification type, gain(f) is as high as 4.5. In the bad cases that there is no such benefit,
we would still use the lower bound of 1.5 that holds in general for any super-face.

3  On the Strength of Our Result

3.1 Our Bound is Almost Tight

In this section, we show that there exists a graph G for which 3(G) < (3 4 o(1)) f3(G). We
show this indirectly using a family of graphs presented in [7], as stated in the following
lemma.

» Lemma 15 ([7]). There is a family of n-vertex planar graphs {H,}nez for which there

exist a mazimal cactus subgraph C,, of H, such that ]{:((EIZ)) < le + on(1).

In [7], this family of graphs is used to show that a maximal cactus (not maximum) is not

sufficient to improve over the best known greedy strategies when approximating MPT. In
the context of this paper we use C,, to compare it to a maximum cactus for H,, to prove the
following.
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» Theorem 16. Let H,, be the graph family as in Lemma 15. Then, Ji(g[”) < % + on(1).

N

Proof. By Lemma 15, it suffices to argue that f3(C,,) > ﬁ(%") Let C7 be an optimal cactus
with S(H,) triangles. Notice that for any triangle ¢ in C,, E(t) intersects at most two other
triangles in C;. If all three edges of ¢ were to be used by three different triangles in C}, this
would contradict the cactus property. Moreover, if ¢t does not intersect any triangle in C;
this would imply that one of its edges would complete a cycle if added to C};. By these two
observations we can use a simple counting scheme to upper-bound the number of triangles in
C} depending on the number of triangles in C,,. We iteratively add triangles of C), to C}
and count in every step how many triangles in C7 need to be removed to maintain the cactus
property. For every triangle in C,, that intersects C}; in one or two edges, we have to remove
at most two triangles from C};. For every triangle in C),, that does not intersect C7; in any
edge, we have to break a cycle in the resulting C by deleting one other triangle from it. In
each iteration we therefore destroy at most two triangles from the original C}: and therefore
get f3(Cr) < 2f3(Cy). This concludes the proof as f5(Cy) > f3(Ck)/2 = B(Hy)/2. <

3.2 Comparison to the Previous Bound

One integral part to derive the improved approximation ration for MPS in [3] was to show
that for any given planar graph G = (V, E) with n = |V vertices and |E| = 3n — 6 — ¢(G)
edges, we have:

» Theorem 17 ([3]). Let G be as above, then B(G) > L(n — t(G) — 2).

As removing one edge from a triangulated planar graph merges exactly two faces, we can
easily derive a lower bound that depends on #(G), for the number of triangular faces in G:

f3(G) = 2n — 2¢(G) — 4
By Theorem 1, we have that 5(G) > §f3(G). Combining these two facts implies
Theorem 17.

The remaining n/2 vertices

A triangulation on

n/2 vertices.

Figure 5 Bad example which shows that a extremal bound like the one in in [3] for MPS does
not necessarily imply a similarly strong result to MPT.

We end this section by showing that the bound in [3] alone is not sufficient for ap-
proximating MPT. To this end we construct a graph in which (n — t(G) —2) < 0, even
though f3(G) = ©(n), Let G be a planar graph with n vertices, where % vertices form
a triangulated planar subgraph. Let v be a vertex on the outer-face of this triangulated
structure. The remaining 5 vertices are embedded in the outer-face and are incident to
exactly one edge each, with the other endpoint being v (see Figure 5 for an illustration
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of this construction). Therefore by Euler’s formula, the number of edges in this graph is
equal to 3(%) — 6 4+ § = 2n — 6 and thus ¢(G) = n, while the number of triangular faces is
f[3(G)=2(3)—4—-1=n—5.

4 Conclusions and Open Problems

Our work implies that a natural local search algorithm gives a (g + ¢)-approximation for
MPS and a % + € approximation for MPT. To be more precise, when given any graph G, we
follow the t-swap local search strategy for t = O(1/e): Start from any cactus subgraph H.
Try to improve it by removing ¢ triangles and adding (¢ + 1) triangles in a way that ensures
that the graph remains a cactus subgraph. A local optimal solution will always be a (% +¢)
approximation for MPS and a (§ + €) approximation for MPT.

Knowing this fact, there is an obvious candidate algorithm for improving over the long-
standing best approximation factor for MPS. We call a graph H a diamond-cactus if every
block in H is either a diamond® or a triangle. Start from any diamond-cactus subgraph
H of G and then try to improve it by removing ¢ triangles from H and adding (¢ + 1)
triangles, maintaining the fact that H is a diamond-cactus subgraph. We conjectured that
this algorithm gives a better than %—approximation for MPS, but we suspect that the analysis
will require substantially new ideas.

Another interesting direction is to see whether there is a general principle that captures a
denser planar structure than cactus subgraphs by going above matroid parity in the hierarchy
of efficiently computable problems. For instance, are diamond-cactus subgraphs captured by
matroid parity? Or can it be formulated as an even more abstract structure than matroids
(e.g. commutative rank [2]) that can still be computed efficiently? We believe that studying
this direction will lead to a better understanding of algebraic techniques for finding dense
planar structures.

Finally, the absence of LP-based techniques in this problem domain seems rather unfortu-
nate. There have been some experimental studies recently, but the theoretical understanding
of what can be proven formally in the context of power of relaxation is certainly lacking
[16, 10, 11]. Is there a convex relaxation that allows us to find a relatively dense planar
subgraph (e.g. (3 — ¢€)-approximation for MPS using LP-based techniques)?
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